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Objective: Alpha-neurofeedback (α-NFB) is a novel therapy which trains individuals to
volitionally increase their alpha power to improve pain. Learning during NFB is commonly
measured using static parameters such as mean alpha power. Considering the biphasic
nature of alpha rhythm (high and low alpha), dynamic parameters describing the time
spent by individuals in high alpha state and the pattern of transitioning between states
might be more useful. Here, we quantify the changes during α-NFB for chronic pain in
terms of dynamic changes in alpha states.

Methods: Four chronic pain and four healthy participants received five NFB sessions
designed to increase frontal alpha power. Changes in pain resilience were measured
using visual analogue scale (VAS) during repeated cold-pressor tests (CPT). Changes in
alpha state static and dynamic parameters such as fractional occupancy (time in high
alpha state), dwell time (length of high alpha state) and transition probability (probability
of moving from low to high alpha state) were analyzed using Friedman’s Test and
correlated with changes in pain scores using Pearson’s correlation.

Results: There was no significant change in mean frontal alpha power during NFB.
There was a trend of an increase in fractional occupancy, mean dwell duration and
transition probability of high alpha state over the five sessions in chronic pain patients
only. Significant correlations were observed between change in pain scores and
fractional occupancy (r = −0.45, p = 0.03), mean dwell time (r = -0.48, p = 0.04) and
transition probability from a low to high state (r = -0.47, p = 0.03) in chronic pain patients
but not in healthy participants.

Conclusion: There is a differential effect between patients and healthy participants
in terms of correlation between change in pain scores and alpha state parameters.
Parameters providing a more precise description of the alpha power dynamics than the
mean may help understand the therapeutic effect of neurofeedback on chronic pain.

Keywords: alpha states, alpha rhythm, neurofeedback, EEG biofeedback, chronic pain
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INTRODUCTION

Neurofeedback (NFB) is a neuromodulatory therapy which trains
patients to develop volitional control over their brain activity
(Patel et al., 2020). Neurofeedback systems provide patients with
a real-time representation of their electroencephalogram (EEG)
signals (Alkoby et al., 2018). This facilitates recognition and
practice of mental strategies that allow them to achieve brain
states associated with therapeutic benefit (Bagdasaryan and Le
Van Quyen, 2013). NFB has been implemented in a variety of
conditions ranging from anxiety, depression to chronic pain with
promising results being reported by several studies (Schoenberg
and David, 2014; Melo et al., 2019).

One of the areas where neurofeedback has been increasingly
explored is chronic pain. Alpha power has been known to be
lower in chronic pain patients compared to healthy individuals
in a number of chronic pain conditions (Chang et al., 2001;
Boord et al., 2008; Saithong et al., 2012; Jensen et al., 2013b;
Lim et al., 2016; Nickel et al., 2017). Hence, several studies have
attempted to increase the alpha power in these patient groups
using neurofeedback with the aim of alleviating pain either by
targeting alpha rhythm in isolation (Elbogen et al., 2019; Mayaud
et al., 2019) or in combination with other rhythms like beta
and theta rhythms (Jensen et al., 2013a; Hassan et al., 2015; Al-
Taleb et al., 2019; Vuèkoviæ et al., 2019). Whilst most of these
studies report a significant reduction in pain in these individuals
following neurofeedback, very few of these studies have been able
to show a direct correlation between the reduction in pain and
the change in neurophysiological signal as highlighted by a recent
systematic review (Patel et al., 2020). All of the neurofeedback
studies conducted in the past decade have used mean alpha power
to measure changes in neurophysiological signals (Jensen et al.,
2013a; Hassan et al., 2015; Al-Taleb et al., 2019; Elbogen et al.,
2019; Mayaud et al., 2019; Vuèkoviæ et al., 2019). This raises
the question of whether the indices commonly used to gauge the
success of learning truly reflect the neurophysiological changes
underlying pain relief following neurofeedback.

The choice of learning index has indeed been a highly debated
topic in the field of neurofeedback. Two widely used indices
include mean alpha power and percentage time above a pre-
determined alpha power threshold (Travis et al., 1974; Hardt
and Kamiya, 1976; Lansky et al., 1979; Dempster and Vernon,
2009). Whilst some researchers believe that mean alpha power
is the most sensitive index of the two (Hardt and Kamiya, 1976;
Dempster and Vernon, 2009), others have argued that dynamic
indices might be more informative. For instance, early work
found that durations of periods of high alpha power obeyed
a non-trivial asymmetrically shifted exponential distribution
(Bohdaneck et al., 1978). A recent study (Ossadtchi et al., 2017)
looked at changes following neurofeedback in terms of alpha
spindles and reported that there was an increase only in frequency
of alpha spindles with no change in the amplitude of these
spindles. Whilst there are not many studies in the field of
neurofeedback and chronic pain that have taken this approach
of analyzing dynamic nature of alpha rhythm, the idea of bi-
modal alpha amplitude states is being increasingly explored in
other fields as discussed below.

It has been shown that the alpha rhythm has bi-stable
dynamics, whereby the alpha power erratically jumps between
high and low amplitude modes or states (Freyer et al., 2009;
Roberts et al., 2015). Changes in such bi-stable dynamics
following any form of intervention can be captured in a number
of ways. For instance, one can measure the amount of total
time that an individual stays in the high (low) alpha state,
also referred to as fractional occupancy, or the chance of
transitioning from one state to the other, also known as transition
probabilities (Khanna et al., 2014; Quinn et al., 2018; Kottaram
et al., 2019). To explore this further, some studies have also
mapped out the distribution of high alpha state durations (Quinn
et al., 2018). Such measures have been shown to correlate with
motor and cognitive function in Parkinson’s disease (Chu et al.,
2020) and schizophrenia (Khanna et al., 2015) and furthermore,
cognitive manipulation of these states can be achieved through
interventions (Seitzman et al., 2017). However, no studies have
used these dynamic parameters of alpha rhythm to measure
neurophysiological changes in chronic pain.”

It is not clear how well the currently used indices capture such
complex dynamic expression of the alpha rhythm. Understanding
the temporal changes in these states might give us more insight
into neuronal mechanisms which underlie pain processing as
higher alpha rhythm has been associated with increased resilience
to pain (Jensen et al., 2013b; Lim et al., 2016; Villafaina et al.,
2019). Furthermore, distribution of times that the neuronal
networks dwell in each state and the pattern of transition
between the states might be key to understanding how these
systems process painful stimuli as well as provide insight into
the mechanism by which NFB alters neuronal signaling and
pain processing.

Brain activity can be assumed to occupy one of the two
alpha states over time. An increase in average alpha power can
be achieved in one of three ways (or a combination of them)
(Figure 1): (i). Firstly, due to an increase in the power of the high
alpha state with the number of visits remaining constant; (ii) due
to more frequent visits to the high alpha state and (iii) due to
longer time spent in each visit to that high state.

Whilst there are many ways in which brain activity may be
modulated, it is unclear which of these parameters are more
sensitive to the effect of NFB training or whether a combination
of them will describe individual differences better (specificity). It
might be the case that it is possible to voluntarily control alpha
activity only through one of these mechanisms. The sensitivity
and/or specificity of these parameters may vary between chronic
pain patients and healthy participants. More importantly, it is
not known how changes in any one of these parameters correlate
with changes in behavioral outcomes. Therefore, in order to be
able to sensitively measure meaningful NFB learning, a greater
understanding of the temporal dynamics of alpha power changes,
their susceptibility to voluntary control and their correlation to
behavioral outcomes is required.

This study attempted to understand the changes in temporal
dynamics of EEG which occur during alpha NFB using a bimodal
alpha states model. Brain alpha states analysis was conducted on
electroencephalogram (EEG) data during five α-NFB sessions in
chronic pain patients as well as healthy participants to gain an
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FIGURE 1 | Schematic representation of mechanisms by which alpha power can increase during neurofeedback. Dashed red line represent pre-set threshold
defining the states and solid blue line represents alpha power during neurofeedback. Y-axis represents time and x-axis represents alpha power.

insight into differences in the way brain activity changes in these
two groups during the intervention.

MATERIALS AND METHODS

Study Design
This was an exploratory study conducted in the Human
Pain Research Group laboratory at Salford Royal Hospital,
United Kingdom, with the aim of testing the proof-of-concept
of an alpha NFB system in training individuals to modulate
their alpha activity in order to increase their resilience to pain.
This study was sponsored by the University of Manchester
and approved by the National NHS Research Ethics Committee
(REC reference 18/NS/0102, IRAS ID 244779). Written informed
consent was obtained from the participants according to the
Declaration of Helsinki. This study was a registered clinical
trial NCT04097522.

Participant Recruitment
Participant recruitment has been summarized in Figure 2. Ten
participants (6 females, 4 males) were recruited for the study.
Chronic pain conditions studied included fibromyalgia, chronic
headache and lower back pain. EEG data from eight participants,
four healthy participants and four chronic pain patients, who
completed all five neurofeedback sessions was included in the
final analysis. The patient group was heterogeneous including a
range of chronic pain conditions in order to make the results
widely applicable to chronic pain in general. Adults above the
age of 18 years who were able to give informed consent were
eligible. Exclusion criteria included concomitant psychotherapy,
previous brain injury, stroke or surgery, and any brain or
spinal cord implants.

General Procedure
NFB training consisted of five sessions spread across
approximately 3 weeks. The experimental protocol and
conditions were same for both the groups. At the beginning
and end of each session, resting state alpha power was recorded
with eyes-open for 2 min. Pain resilience was also assessed at
the start and end of each session before measuring resting-state
alpha activity by inducing experimental pain using Cold-Pressor
Test (CPT) at 10◦C cold water for 3 min. The participants were
asked to give a pain rating on the scale of 0 (no pain) to 10
(worst pain) using the Visual Analogue Scale (VAS) every 30 s.
An average pain rating was obtained by calculating the mean
of the six VAS pain ratings provided over the course of the 3
min CPT block. Change in pain scores was calculated for each
session by comparing pain rating in each session with pain
ratings before any NFB.

Neurofeedback System
EEG was acquired using a 64-channel Standard BrainCap-MR
with multitrodes by Brain Products (Herrsching, Germany)
(actiCHamp Plus (64 channels) [Apparatus], 2019). The NFB
system used a sampling frequency of 1,000 Hz and channel
impedances were kept below 20 k�. All electrodes were
referenced to channel Fz with AFz used as the ground electrode.
Neurofeedback was delivered using an in-house developed
MATLAB script. A 10-s sliding window was used for filtering the
EEG data at the frequency band of interest which was 8–13 Hz.
Power calculation and feedback were then provided on the last
2-s period of data from this 10-s sliding window.

Each session consisted of two NFB training blocks of 5 min
each with a 1 min break between the blocks. Participants were
provided with continuous visual feedback in the form of a dial
ranging from 0 to 10, where an increase in mean alpha power
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FIGURE 2 | Flow diagram of participant recruitment onto each stage of the study.

recorded from frontal channels AF3 and AF4 caused the arrow
on the dial to move toward 10 and vice versa. The participants
were instructed to keep their needle on or close to 10 for the
duration of training. The 0 and 10 corresponded to 2nd and 98th
percentile of their alpha power during resting-state respectively.
Feedback was provided for alpha frequency (8–13 Hz) from
frontal electrodes AF3 and AF4.

Off-Line Analysis
All the EEG pre-processing and analysis was performed using
EEGLab (Delorme and Makeig, 2004) and fieldtrip (Oostenveld
et al., 2011) toolboxes through a script written in MATLAB
2019a 9.6 software (Mathworks Inc., United States) (Natick
MTMI. MATLAB, 2018). The raw signal data from AF3 and
AF4 were down sampled to 250 Hz and segmented into 1 s
non-overlapping epochs. The EEG acquired was first cleaned by
visual inspection to remove epochs with high amplitude technical
artifacts. No more than 10% of the total epochs were discarded
during process. Independent Component Analysis (ICA) was
then used to remove components associated with eye blinks, eye
movements and muscle movement using SASICA plugin. On
average 3–5 components were removed. Frequency analysis was
performed using Fourier Transformation to obtain the average
alpha power in the frequency range 8–13 Hz for each 1 s epoch of
data gathered during resting state and NFB block.

EEG Brain Alpha States Parameters
The dynamics of alpha power fluctuations were first characterized
using a symbolic dynamic method. Each 1s epoch was labeled
as “1,” if the mean power was higher than a certain pre-defined

threshold (high alpha state) or “0” if the power was lower than
the threshold. The threshold was computed individually for each
participant and defined as a percentage of the maximum alpha
power during the resting-state eyes-open EEG from the first
session. To assess the sensitivity of the analysis to threshold
choice, three different threshold values were analyzed, 30, 50,
and 70%. The maximum alpha power was defined as 1.5 ×

interquartile range for each individual. This was done in order
to prevent random high-amplitude fluctuations in alpha power
from being used to set a threshold.

After symbolization, the following alpha state parameters were
calculated based on the state sequences obtained:

• Fractional Occupancy: Defined as the fraction of all epochs
occupied by high alpha state.

• Dwell Time (duration) Distribution: Defined as
the frequency of dwell times of each state during
neurofeedback. Dwell time of the high (low) state is
computed as the counts of contiguous epochs where the
alpha power was successively in the high (low) state before
transitioning to the low (high) state in each state visit.
The distribution was then plotted as a violin chart and
described in terms of mean, median, mode, variance and
tail weights for each plot.

• Transition Probability: Defined as the likelihood
(probability) of transitioning from one state to another.
This was estimated by assuming an observable Markov
Process to explain the state sequences. This was achieved by
using the hesitate() function on MATLAB [which is based
on a Hidden Markov Model (Quinn et al., 2018)], and
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FIGURE 3 | (A) Normalized Mean Alpha Power over five neurofeedback sessions in chronic pain patients and healthy participants. NFB sessions are denoted by
S1–S5. (B) Change in mean alpha power during a neurofeedback session and change in VAS pain ratings.

forcing the states’ emission probability to be the identity
matrix.

Analysis based on these dynamic parameters was contrasted
with more traditional (static) evaluation based on the normalized
and log-transformed mean alpha power in each NFB session.
Each parameter from a single neurofeedback session was then
correlated with change in pain scores reported by the participant
in that particular session.

Statistical Analysis
Statistical analysis was performed using IBM SPSS Statistics
version 25 (IBM Corp, 2017). Each alpha state parameter was
analyzed using a Friedman Test in order to analyze changes
in repeated recordings of alpha power parameters over the five
neurofeedback sessions. Correlation between these parameters
and behavioral outcomes were tested using Pearson’s correlation.
Use of parametric tests was possible due to availability of more
datapoints and a normal distribution of these points. Generally,
statistical significance was accepted with a p-value of less than
0.05 for all the tests.

RESULTS

Changes in Mean Alpha Power
Figure 3A shows the change in mean alpha power over the five
NFB sessions in chronic pain patients and healthy participants.
There was no significant change in mean frontal alpha power
over the five NFB sessions in patients [χ2(4) = 0.80, p = 0.94]
or healthy participants [χ2(4) = 1.40, p = 0.84]. The correlation
between mean alpha power and change in pain scores during
cold-pressor test in that session were as follows: chronic pain
patients r = 0.32, p = 0.21; Healthy participants r = 0.44,
p = 0.05 (Figure 3B).

EEG Alpha State Temporal
Characteristics
Figure 4 shows the changes in different alpha state parameters
over five NFB sessions in chronic pain patients and healthy

participants. Descriptive statistics of these parameters are
provided in Table 1.

Fractional Occupancy
There was no significant change in fractional occupancy over the
five NFB sessions in patients [χ2(4) = 1.97, p = 0.74] or healthy
[χ2(4) = 4.40, p = 0.36] participants. However, a gradual increase
in mean fractional occupancy was seen in chronic pain patients
with each subsequent session until the fourth session where
there was a drop compared to the third session, nevertheless,
the fractional occupancy in the fourth and fifth session remained
higher than the first session (Figure 4A).

Dwell Time Distribution
Dwell times followed a heavy tail distribution whereby most
visits to the high alpha state were of short duration (Figure 4C).
The frequency of visits decreased as the dwell duration increase.
There was no significant change in mean dwell time over the
five NFB sessions in patients [χ2(4) = 2.13, p = 0.71] or healthy
participants [χ2(4) = 3.00, p = 0.56]. Although, the results were
not statistically significant, there were some important trends in
data over sessions. Over the course of the NFB training, there was
an increase in the heaviness of the tail in chronic pain patients
as shown by the increasing thickness of tails in Figure 4C until
session five. There were more visits with longer dwell times over
the course of the neurofeedback training. There was also a slight
increase in the length of the tail until session five. In contrast, the
distribution of dwell times in healthy participants did not show
consistent change over the five sessions.

Transition Probability
Figure 4E shows a heat-map demonstrating the probabilities of
transitioning from low to high alpha state and vice versa as well
as the probabilities of remaining in a low or high state during
each NFB session. Statistical analysis performed on transition
probability from low to high alpha state showed that there was no
significant change in probability of transitioning from low to high
alpha state over the five NFB sessions in patients [χ2(4) = 2.57,
p = 0.63] or healthy participants [χ2(4) = 6.20, p = 0.18].
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TABLE 1 | Descriptive statistics of EEG alpha state parameters over five NFB sessions in chronic pain patients and healthy participants.

Chronic pain patients Healthy participants

S1 S2 S3 S4 S5 S1 S2 S3 S4 S5

Mean amplitude

Mean (SD) -0.10 (0.98) -0.44 (0.64) 0.92 (2.75) 0.50 (2.01) −3.0 (0.43) −0.24 (1.27) 0.14 (1.71) 0.07 (0.89) -0.01 (1.17) -0.32 (1.32)

Fractional occupancy

Mean (SD) 0.62 (0.35) 0.66 (0.37) 0.82 (0.23) 0.69 (0.45) 0.69 (0.29) 0.68 (0.20) 0.77 (0.25) 0.70 (0.17) 0.72 (0.17) 0.62 (0.16)

Dwell times

Mean 4.13 6.45 9.09 6.82 5.99 3.86 6.09 4.98 4.07 3.27

Median 2.00 2.00 4.00 2.00 2.00 2.00 3.00 2.00 2.00 2.00

Mode 2.00 1.00 2.00 2.00 1.00 1.00 2.00 1.00 1.00 1.00

Variance 133% 168% 129% 145% 174% 133% 115% 137% 122% 121%

Tail wgt. 1.96 2.55 1.84 3.96 2.04 1.98 2.21 2.21 2.18 2.54

Transition probability

Low > Low 0.63 0.72 0.43 0.81 0.70 0.47 0.45 0.43 0.38 0.34

Low > High 0.37 0.28 0.57 0.19 0.30 0.53 0.55 0.57 0.62 0.66

High > High 0.78 0.84 0.88 0.91 0.71 0.75 0.84 0.75 0.76 0.69

High > Low 0.22 0.16 0.12 0.09 0.29 0.25 0.16 0.25 0.24 0.31

Threshold for transition to high alpha state was set at 30% of maximum alpha power. The NFB sessions are denoted by S1–S5.

However, there were some overall trends which emerged when
considering all of the transition probabilities. During the first
session, compared to chronic pain patients, healthy participants
had a slightly higher probability of transitioning from low to
high alpha state, lower probability of moving from high to low
alpha state, were more likely to remain in high alpha state and
less likely to remain in the low alpha state. Over the course of
training, in the chronic pain group, there was no trend in the
probability of transitioning from low to high alpha state. There
was a decrease in the probability of transitioning from high to
low state. There was an increase in the probability of patients
remaining in high alpha state which increased with each session
until the last session.

In the healthy participant group, there was a trend of a
small increase in the probability of transitioning from low to
high alpha state over the five sessions but no steady change
in the probability of transitioning from high to low state.
Figure 5 shows a schematic representation of changes in the
probability of transitioning from low to high alpha state over five
neurofeedback sessions in chronic pain patients.

Correlation With Reduction in VAS Pain Ratings
Figures 4B,D,F show the correlation of each of the EEG
alpha state parameter with reduction in VAS pain scores. None
of the parameters were significantly correlated with change
in pain scores in healthy participants including: Fractional
Occupancy (r = 0.19, p = 0.20), Mean Dwell Duration
(r = -0.22, p = 0.34), Transition Probability from low to
high alpha state (r = 0.03, p = 0.46). In the chronic pain
group, there was a significant negative correlation between
change in pain scores and Fractional Occupancy (r = -0.45,
p = 0.03), Mean Dwell Times (r = -0.48, p = 0.04) as well as
Transition Probability from low to high alpha state (r = -0.47,
p = 0.03).

Sensitivity to Thresholds
Sensitivity of Parameters to Threshold
Figure 6 shows how changes in different alpha state parameters
differ for different thresholds.

Fractional occupancy of chronic pain participants during
the first session was similar to healthy participants for each
threshold (Figures 6A–C). Although statistically non-significant,
for all thresholds, chronic pain participants then showed a
trend of an increase in fractional occupancy over the first three
sessions, with a drop in the last two sessions. Nevertheless, the
fractional occupancy in the last two sessions remained above
that observed in the first session. Furthermore, the slope of
change in fractional occupancy was steeper at higher thresholds
(Figure 6C) compared to lower thresholds (Figure 6A). There
was no consistent change in fractional occupancy in healthy
participants over sessions.

Dwell time distribution of chronic pain patients was also
similar to healthy participants across all thresholds during the
first session (Figures 6D–F). However, across all thresholds,
this distribution did not change much over sessions for healthy
participants. However, the heaviness and the length of the tail
increased over sessions in chronic pain patients. The increase
in heaviness and length of tail was more prominent at higher
thresholds. However, these changes in mean amplitude over
sessions was not statistically significant.

The transition probability matrices of chronic pain patients
were similar to healthy participants at the beginning of training
across all thresholds. Overall, across all thresholds, there was a
general trend of an increase in the probability of transitioning
from low to high alpha state and decrease in probability of
transitioning from high alpha to low alpha state over sessions
in both chronic pain patients and healthy participants across all
thresholds except for the last session. However, the change in
probability was greater for lower thresholds compared to high
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FIGURE 4 | EEG Brain alpha states characteristics over five NFB sessions in chronic pain patients and healthy participants and their correlation with reduction in
VAS pain ratings. The NFB sessions are denoted by S1–S5. Error bars show standard error. L refers to low alpha state and H refers to high alpha state. *Statistically
significance of p < 0.05.

thresholds and greater for chronic pain patients compared to
healthy participants.

Sensitivity of Correlation to Threshold
Figure 7 shows the correlation of different parameters at
different threshold with reduction in VAS pain scores. Change
in pain scores was significantly correlated with fractional
occupancy, mean dwell time and transition probability when

the threshold was set at 30% of maximum alpha power
as discussed above. These correlations were significant
only in the chronic pain patients and not in the healthy
participants. These correlations were not significant when
the thresholds of 50% and 70% of maximum resting-state
alpha power were used. Interestingly, there was a cluster
of datapoints with fractional occupancy and transition
probability much higher than the rest of the chronic pain
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FIGURE 5 | Schematic representation of changes in probability of transitioning from low to high alpha state and vice versa over the course of five NFB sessions in
chronic pain patients. The NFB sessions are denoted by S1–S5.

FIGURE 6 | EEG alpha state parameters over five NFB sessions in chronic pain patients and healthy participants for different thresholds. NFB sessions are denoted
by S1–S5.

patient group, which could potentially affect the results of the
statistical tests.

Baseline EEG Alpha Parameters
Supplementary Figure 1 shows EEG Alpha state parameters
at baseline before any neurofeedback was delivered in the two
groups. There was no statistically significant difference in the
mean alpha power, fractional occupancy, dwell time distribution
or transition probability between healthy participants and

chronic pain patients at rest. Although chronic pain patients had
a longer and heavier tail for dwell time distribution, the difference
in the mean dwell time was not significant between the groups.

DISCUSSION

In this study, we found that over five alpha neurofeedback
sessions, there was no increase in mean alpha power in
patients, however, there was a trend of increase in other
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FIGURE 7 | Correlation between EEG alpha state parameters using different thresholds and reduction in VAS pain ratings during neurofeedback sessions.
*Statistically significance of p < 0.05.

alpha state parameters such as fractional occupancy, dwell time
distribution and transition probability. Our results suggest that
with neurofeedback training, participants were more likely to
make transitions from a low alpha state to a high alpha state
and once in the high alpha state, they were more likely to
remain in that state before reverting back to low alpha state. Such
trends were consistent only in chronic pain patients and not in
healthy participants. This is the first study to our knowledge to
have compared mean alpha power and alpha state parameters
following NFB for pain. We propose an EEG alpha states-based
approach to analyzing learning following neurofeedback and
provide interesting insight into changes in neurophysiological
signals that occur with neurofeedback learning as well as link this
to possible mechanisms that may underlie the therapeutic benefit
of this neuromodulatory technique.

Negative correlation of alpha state parameters with changes
in VAS pain rating during cold-pressor tests was statistically
significant for fractional occupancy, mean dwell time and
transition probability, meaning that we saw that the greater
the fractional occupancy, the longer the high alpha state visit
and the higher the transition probability from low to high
state, the greater the reduction in pain. Furthermore, these
correlations were sensitive to the threshold used to differentiate

low and high alpha state, such that significant correlations were
present between alpha state parameter and behavioral outcome
only when threshold for high alpha state was set as above
30% of maximum alpha power during eyes-open resting-state
and not for the higher thresholds. There was a marginally
significant positive trend between change in pain ratings and
mean alpha power, however, the direction of this trend was
opposite to expected.

Being able to measure any therapeutic change sensitively and
displaying this as feedback to the patients is important in order
to reinforce mental strategies which lead to an increase in alpha.
Failure to detect such small changes may prevent patients from
recognizing practices which lead to these changes as the required
positive or negative feedback would not be provided. Our results
have a number of implications in terms of designing future
neurofeedback studies. Firstly, it has implications in terms of EEG
data analysis that should be performed in neurofeedback studies,
whereby we encourage other researchers to not only report
changes in mean alpha amplitude but also to report changes
in parameters of alpha states dynamics. This will enable us to
assess whether a patient is actually responding to neurofeedback
therapy and also allow us to further our understanding of how
the brain responds to such therapy. Secondly, such dynamic

Frontiers in Neuroscience | www.frontiersin.org 9 February 2021 | Volume 14 | Article 62066613

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-14-620666 February 26, 2021 Time: 10:40 # 10

Patel et al. Alpha Neurofeedback for Chronic Pain

alpha states parameters can also be used to fine-tune the way
neurofeedback is delivered. Feedback signals shown to the
patients can be based on such alpha dynamic features rather
than a cruder measure such as mean amplitude. Considering that
these parameters are more reflective of the bistable dynamics
of alpha rhythm, providing feedback based on them may lead
to a more physiologically meaningful (causal) change in alpha
power and encourage control strategies which actually translate
to pain reduction.

These results suggest that perhaps changes in fractional
occupancy, mean dwell times and transition probability may
have different implications in terms of the functioning of the
underlying neuronal network than changes in mean amplitude
alone, and it might be the case it is changes in these dynamic
parameters which might be responsible for the increased
resilience to pain. For instance, it has been suggested that longer
dwell times might reflect an increased stability of the network
giving rise to the respective alpha state (Khanna et al., 2015).
Increased transition probability means an increased chance
of sequential activation of the state (Khanna et al., 2015).
Pain relief may be mediated through increased transitioning
of individuals’ alpha from low to high alpha state as it may
reflect the receptiveness of the brain for the incoming stimulus
(Michel and Koenig, 2018). Another reason why such patterns
of sequential activation might influence pain might be that the
sequence in which these alpha states are present may have a
meaning in itself and influence how the incoming stimulus
is being processed (Buzsáki and Watson, 2012; Khanna et al.,
2015; Michel and Koenig, 2018). This has been suggested
before based on the neuronal workspace model where alpha
states have been interpreted as “atoms of thoughts” (Ros et al.,
2014; Villafaina et al., 2019), each representing specific mental
processes making up a conscious mind. Hence, the sequence
of mental processes or transition properties from one state to
another can be thought to carry a meaning in itself (Ros et al.,
2014; Villafaina et al., 2019).

Another interesting observation was regarding the presence
of changes in alpha state parameters in the chronic pain patients
with little consistent change in healthy volunteers. One possible
explanation for this might be that chronic pain patients have
more scope for improvement in these parameters since their
alpha state parameters were lower, although not significantly,
than healthy participants during the first session. However,
another explanation for this might be that perhaps neurons
are more susceptible to plasticity by external factors in chronic
pain patients than healthy individuals. This idea of chronic
pain patients having lower alpha than healthy participants and
lower alpha being correlated with greater pain has been reported
widely in the literature (Jensen et al., 2013b; Lim et al., 2016;
Villafaina et al., 2019).

This discrepancy in the EEG changes between chronic
pain patients and healthy participants may also be due to a
motivational effect. We did not assess the motivation of our
participants at the beginning of the training, hence the impact
of any such factor on the performance of the individual cannot
be determined in our study. Nevertheless, our results show
that chronic pain patients are as capable, if not more capable,

than healthy participants at learning to control their alpha
activity. One would have anticipated that since the neuronal
networks have already been rewired in chronic pain patients
to attend to pain signals (Katz and Rothenberg, 2005; Reddan
and Wager, 2019), it might be more difficult for chronic pain
patients to change their brain activity following prolonged
exposure to pain. Our results suggest that brains of chronic
pain patients might be more plastic than we think. If this
is the case, then such neuromodulatory therapy may have
substantial potential for systematic development for personalized
therapy in the future.

The initial rationale for alpha states modeling in this paper
was simply to have a description of the dynamics of alpha power
fluctuations between the low and high alpha states. Since the
participants were required to follow the feedback provided to
them, an extrinsic threshold, used to define these two “empirical”
states, was derived based on an ad hoc criterion of what alpha
power would be considered “good” or “high” enough for the
neurofeedback to have an effect. There are no suggestions in the
literature in terms of what this threshold should be, hence, we
analyzed our data for a range of thresholds.

Ideally however, this threshold can be determined based on
a characterization of the bistable dynamics of the endogenous
alpha fluctuations of each subject, rather than based on an
external criterion. The bistable nature of the alpha rhythm
means that whilst in the low alpha state, the amplitude of the
alpha fluctuates around a low “mean” value for some time and
then spontaneously switches to the high alpha state, where it
starts fluctuating around a high “mean” alpha value (Freyer
et al., 2009, 2011; Roberts et al., 2015). This gives a bimodal
distribution of the alpha amplitudes when viewed in double
logarithmic coordinates, which can be best described by the
sum of two exponential distributions (one for each alpha mode)
(Freyer et al., 2009; Roberts et al., 2015). Hence the “meeting
point” of the two distributions, (which is not the same as
the midpoint of the low and high mean values), would be a
more physiologically meaningful threshold for defining the two
intrinsic alpha states. Moreover, changes in such an “intrinsic”
threshold evaluated pre and post neurofeedback intervention,
might correlate with a pain effect, which might in itself be
a potential marker of pain modulation. Hence, although the
extrinsic threshold used in our study might be sub-optimal,
these preliminary findings provide useful insights into the
underlying mechanisms of neurofeedback which warrant further
in-depth analysis.

The limiting factors of our study were the small sample
size and the small number of sessions. This means the results
should be interpreted with caution. This could perhaps explain
why we did not see a significant increase in the different EEG
parameters. It might be the case that with provision of further
NFB sessions, we would have seen significant increase. However,
this preliminary study has enabled us to identify learning indices
which can still detect learning in these initial sessions when the
other commonly used parameters do not show noticeable change.
In fact, the alpha states dynamic approach presented here might
be a better way to model alpha rhythm as it exploits the bistable
nature of alpha rhythm better.
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On a methodical note, we used a sliding window to calculate
the alpha power. This approach introduces a smoothing effect
that can “smear out” the finer dynamics of the alpha rhythm.
Since the alpha rhythm shows some scale invariance (Van De
Ville et al., 2010), this short window averaging will still preserve
some of the dynamical features of the alpha rhythm, which we
believe support results reported here. To improve on this, we
propose that future analysis can then focus on characterizing the
dynamics of the instantaneous alpha power fluctuations. Such an
approach has the potential to uncover new and possibly more
sensitive effects of α-NFB for the treatment of chronic pain.

CONCLUSION

In conclusion, we have observed changes in dynamic alpha state
parameters that are not reflected in mean alpha power during
alpha neurofeedback for pain. Our study found that changes
in alpha state parameters might potentially be more sensitive
predictors of learning than currently used measures. Over the
course of five alpha neurofeedback sessions in this study, whilst
there was no change in mean alpha power, there was a trend
of increase in fractional occupancy, dwell time duration, and
transition probability of high alpha state. Furthermore, fractional
occupancy, mean dwell times and transitional probability was
correlated with change in pain scores, such that in sessions
where an individual spends more time in the high alpha state,
had longer high alpha state visits or had higher probability
of transitioning from low to high alpha state were likely to
report greater reduction in pain. We hope that our results will
encourage others to measure learning using similar approach.
Reporting such temporal dynamics alongside changes in mean
alpha power will not only enable us to measure success more
sensitively but may also provide insight into the mechanisms of
neurofeedback training.
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Objectives: Spinal cord stimulation (SCS) is a drug free treatment for chronic pain.
Recent technological advances have enabled sensing of the evoked compound action
potential (ECAP), a biopotential that represents neural activity elicited from SCS. The
amplitudes of many SCS paradigms – both sub- and supra-threshold – are programmed
relative to the patient’s perception of SCS. The objective of this study, then, is to
elucidate relationships between the ECAP and perception thresholds across posture
and SCS pulse width. These relationships may be used for the automatic control and
perceptually referenced programming of SCS systems.

Methods: ECAPs were acquired from 14 subjects across a range of postures and pulse
widths with swept amplitude stimulation. Perception (PT) and discomfort (DT) thresholds
were recorded. A stimulation artifact reduction scheme was employed, and growth
curves were constructed from the sweeps. An estimate of the ECAP threshold (ET),
was calculated from the growth curves using a novel approach. Relationships between
ET, PT, and DT were assessed.

Results: ETs were estimated from 112 separate growth curves. For the postures and
pulse widths assessed, the ET tightly correlated with both PT (r = 0.93; p < 0.0001) and
DT (r = 0.93; p < 0.0001). The median accuracy of ET as a predictor for PT across both
posture and pulse width was 0.5 dB. Intra-subject, ECAP amplitudes at DT varied up to
threefold across posture.

Conclusion: We provide evidence that the ET varies across both different positions
and varying pulse widths and suggest that this variance may be the result of postural
dependence of the recording electrode-tissue spacing. ET-informed SCS holds promise
as a tool for SCS parameter configuration and may offer more accuracy over alternative
approaches for neural and perceptual control in closed loop SCS systems.

Keywords: evoked potential, closed-loop (CL), neuromodulation, perception, spinal cord stimulation, pain
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INTRODUCTION

Spinal cord stimulation (SCS) – the precise, targeted delivery
of electrical energy to the spinal cord for drug-free chronic
pain control – has been an important tool for neurosurgeons,
anesthesiologists, and pain management specialists since first
clinical use in 1967 (Shealy et al., 1967). For many years, the
gate control theory served as the putative mechanism of action
for the analgesic effects of SCS (Melzack and Wall, 1965).
Later work has employed bioinformatics and proteomics to
elucidate the susceptibilities of the biochemical and molecular
pathways of pain to SCS (Vallejo et al., 2016; Cedeño et al., 2020;
Tilley et al., 2021).

Despite advances in understanding the mechanistic effects
of SCS on nociceptive pathways, clinicians are still tasked
with the practical realities of programming their patients’
SCS systems to achieve the desired clinical result (Sheldon
et al., 2020). This process is typically an iterative endeavor
between the patient and their provider. Electrodes on the
stimulation leads are selected in relation to anatomical
structures or loci of sensation, and stimulation amplitudes
are generally set relative to perception of stimulation (Benyamin
et al., 2014; Rigoard et al., 2015). The well-known postural
dependencies on perception threshold must also be considered
during programming (Olin et al., 1998). These dependencies
apply whether or not perceptible SCS is the therapeutic
intent; for instance, a given set of stimulation parameters
may be sub-perception for one posture but not another.
Historically, patients have been tasked with manually adjusting
their stimulation parameters to account for postural shifts
that result in over- or under-stimulation (Abejon et al.,
2014). This burden has been eased in some instances with
closed-loop SCS systems that automatically adapt stimulation
parameters in response to postural shifts (Schultz et al., 2012;
Kumar et al., 2018).

More recently, spinal evoked compound action potentials
(ECAPs) have been studied as a direct measure of spinal cord
activation that may be used to control closed-loop SCS systems
(Russo et al., 2018). The spinal ECAP is described as a triphasic
bipotential, the amplitude of which represents the extent of
synchronous activation in the dorsal column axons in response
to SCS (Parker et al., 2012). The morphology of the ECAP is
influenced by the SCS pulse width employed (Chakravarthy et al.,
2020). As the ECAP consists of the superposition of multiple fiber
types firing together, changes in pulse width shifts the overall
composition of the individual fiber types contributing to the
ECAP (Anaya et al., 2020).

While recent work has considered interdependencies between
SCS frequency, ECAP amplitude (ECAPamp), and paresthesia
intensity (Gmel et al., 2021), the relationship between the ECAP
and perception thresholds across posture and pulse width – a
critical parameter for SCS programming – have yet to be studied.
In this feasibility study, therefore, we report on a novel ECAP-
based estimate of neural threshold that can accurately track the
perception of SCS by blending a unique set of psycho- and
biophysical findings into an analytical framework. Further, we
hypothesize that the availability of these measures may be used

for automated SCS parameter configuration and control, both in-
and out-of-clinic.

MATERIALS AND METHODS

In this feasibility study, spinal ECAPs and perception thresholds
were collected from clinical research subjects undergoing
commercial SCS trials. The ECAP recordings were then processed
to reduce residual stimulation artifact and estimate ECAPamp.
Next, the ECAPamp were plotted as a function of stimulation
current on growth curves; key neurophysiologic attributes
were calculated by fitting these plots to a unique closed-form
expression of the growth curve. Finally, a novel measure of neural
activation was calculated from the growth curves and related
to the subjects’ perception of the SCS. These relationships were
assessed across the SCS pulse width and the subjects’ postures.
A more detailed treatment of these steps is provided below.

Leads, Stimulating, and Recording
System
A custom research system capable of both delivering balanced,
biphasic stimulation and recording the ECAP elicited from the
stimulation was utilized in this study. The system was configured
to interface with commercially available, 8-electrode, 60 cm long
percutaneous SCS leads (Model 977D260, Medtronic plc). Briefly,
the system consists of an isolated, clinical-grade stimulator
(Digitimer DS5) and amplifier (Digitimer D440). The ECAPs and
associated stimulation artifact are digitized and stored off-line
for further processing (Biopac MP160). Both the performance –
pre-clinical and clinical – and design of the research system are
detailed more fully elsewhere (Chakravarthy et al., 2020).

Clinical Data Acquisition
This study was a non-significant risk feasibility trial assessing
the effects of stimulation parameters, electrode choice, activity,
and processing methods on ECAP estimation. All human
clinical work for this single-site, multi-surgeon, US based study
was approved by Western Institutional Review Board (WIRB
study #1188981) and was conducted in accordance with the
Declaration of Helsinki. Written informed consent from each
subject was obtained.

Included in this analysis are fourteen ambulatory subjects
already undergoing a commercial trial to assess the suitability
of SCS as an aid in the management of chronic, intractable
pain of the trunk and/or limbs, including unilateral or bilateral
pain. Subjects received no specific treatment as a result of
their participation in this study and consequently there was
no control group. The sample size used here (N = 14) was
consistent with, or exceeded that, used by others (N = 16
and N = 5) when assessing the spinal ECAP and perception
thresholds (Parker et al., 2012; Gmel et al., 2021). Each subject
had two partially overlapping, staggered leads placed near T9 and
spanning about three vertebral levels; the exact lead placement
was at the clinical discretion of the implanting physician and
was selected to optimize paresthesia coverage. While others have
reported placing leads linearly when recording spinal ECAPs
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(Parker et al., 2012), a partially overlapping, staggered midline
placement is most consistent with contemporary lead placement
practice (Kapural et al., 2015). At the end of the commercial trial
and just prior to lead removal, the subject’s leads were connected
to the research system. Spinal ECAPs were acquired from each
subject across a selection of postures (seated, supine, right and/or
left lateral recumbency, standing) and stimulation pulse widths
(60, 90, and 120 µs) at a common frequency of 50 Hz. The
stimulation frequency was fixed to avoid introducing frequency
variability as a confounder on the perception and ECAP measures
acquired in this study (Gmel et al., 2021). Given the ability of
the subject to comfortably adopt certain postures, not all postures
and pulse width combinations were tested with each subject.

The stimulation itself was delivered on a single lead in a
tripolar (guarded cathode) configuration (Sankarasubramanian
et al., 2011) at either end of the lead with bipolar recording
electrodes assigned to the opposite end. The stimulation
tripole location (cephalad or caudal) was selected per subject
preference; in some instances, both configurations were used.
For each stimulation recording, stimulation was gradually
ramped up from 0 mA slowly over about a minute in 0.1
mA increments until the subject reported a perception of
stimulation (the perception threshold, or PT). The stimulation
was then ramped up further until the subject reported
discomfort (the discomfort threshold, or DT). Here, DT was
defined as the point at which the subject would not want
to experience the stimulation for more than a half-minute.
These ramped deliveries of SCS with associated biopotential
recording are referred to as “growth curve sweeps” herein.
Recording sessions were kept under 2 h to limit subject
fatigue. All measurements and data analyses were performed
identically between subjects; no specific randomization or
investigator blinding was otherwise employed. Following data

collection, the subjects’ leads were disconnected from the
research system.

Artifact Reduction and ECAP Estimation
Methods
Artifact reduction is an important consideration for ECAP
estimation, as waveforms recorded from the spinal cord may
be partially corrupted by stimulation artifact (Parker et al.,
2012; Chakravarthy et al., 2020). The application of an
appropriate artifact reduction scheme is particularly important
when assessing small amplitude ECAPs close to the perceptual
threshold. Artifact reduction helps limit misclassification of
non-physiologic biopotentials as “true” neural signal by the
ECAP estimator. Prior to subsequent analysis, therefore, the
acquired biopotentials were first averaged to reduce non-
synchronous noise and then processed to reduce stimulation
artifact as shown in Figure 1. All signal processing in this
manuscript was performed with MATLAB (MathWorks, Natick,
MA, United States).

First, consecutive frames of 50 evoked responses from each
growth curve sweep were averaged (a window of 1 s, given the
20 ms period between the 50 Hz stimulation pulses) to produce
a voltage waveform Vi(t), with “t” representing time elapsed
since the end of the stimulus plus 200 µs. The “i” in the above
expression is the frame index. The 200 µs delay was chosen to
blank out the artifact that manifests coincident with the delivery
of the stimulation pulse (Figure 1, upper right).

After averaging, an artifact modeling method was utilized
to minimize the artifact while recovering the neural response.
The estimate of artifact A(t) was obtained by optimally fitting
equation A (t) = c1exp

( t
τ

)
+ c2t + c3 to the data Vi(t) by

determining parameters c1, c2, c3, τ. After the artifact model was

FIGURE 1 | Evoked compound action potential measurement and signal processing system. Balanced, biphasic stimulation was delivered to one end of a
percutaneous 1 × 8 lead, and the ECAP with associated stimulation artifact as recorded from the other end. A frame of 50 consecutive recordings was averaged (Vi )
to reduce non-synchronous noise, and the portion of the artifact coincident with the stimulation pulse (boxed in gray) was digitally blanked. A model of the underlying
residual artifact (Ai ) was then calculated and subtracted from Vi to yield the neural response present in the biopotential recording. The ECAP was calculated by
subtracting N1 (the minimum voltage in the orange window, marked with *) from P2 (the maximum voltage in the blue window, marked with M).
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determined, the ECAPamp was then subsequently estimated as
a difference (in µV) between the P2 and N1 features of the
ECAP appearing in the denoised waveform Vi − Ai (Figure 1,
middle right). N1 was defined as the minimum amplitude of the
filtered waveform in the temporal window from 0.3 to 0.6 ms,
while P2 was defined as the maximum amplitude in the temporal
window from 0.7 to 1.1 ms (Figure 1, lower right). These
temporal windows were set given the anticipated latencies and
morphological characteristics of the ECAP (Parker et al., 2012).

The Growth Curve and an Associated
Closed-Form Expression
The growth curve or growth function may be defined as the
relationship between the stimulation current and the estimate
of neural activation as quantified with an ECAP; the threshold
is defined as the intercept of the linear portion of the curve
with the x-axis (Adenis et al., 2018). A substantially linear
response is seen above threshold for growth curves acquired in
the spine (Parker et al., 2012) with ideally no neural response
apparent below threshold. A hypothetical example of such a
growth curve is shown in Figure 2, Curve A. Here, the ECAPamp
is plotted as a function of the stimulation current (Istim). Below
threshold (picked arbitrarily at 4 mA), no ECAP is observed.
Above threshold, the ECAPamp grows linearly at 15 µV/mA.
The entire growth curve may be described completely with just
two parameters: the x-axis intercept (Ithr), and the slope (Sresp)
of the suprathreshold component that represents the extent of
neural activation.

Two important differences exist between the ideal growth
curve described above and those observed clinically, however.

FIGURE 2 | Illustrative ECAP growth curves. Curve A shows an “ideal” case
where no neural activation is present up to a threshold Ithr , at which point the
neural response grows linearly with a slope Sresp. Curve B shows a more
representative model that includes curvature, σ, near neural threshold, and
misclassification of stimulation artifact as neural response.

First, there is a substantial curvilinear component near threshold;
neural activation does not instantaneously transition from zero
to linear growth once a threshold is crossed. Second, a non-
physiologic component of the ECAP estimate that grows linearly
with increasing stimulation current – generally attributable to
misclassification of stimulation artifact as ECAP – may manifest
below threshold. The extent of this latter effect depends on the
degree by which the signal chain rejects artifact and preserves
neural response. Both these effects are shown in another
hypothetical example in Figure 2, Curve B. First, a smooth
transition from no neural activation to the linear response
modeled with Sresp is introduced by means of parameter σ

(described below) which is set in this example at 0.3 mA.
Second, the growth curve consists of the “pure” neural activation
of Figure 2, Curve A but also includes contribution from
stimulation artifact misclassified as ECAP. Here, the artifact
grows linearly with a slope (Sart) of 0.5 µV/mA. An offset N of
2 µV is also included.

For analysis purposes, then, a five-parameter equation is
introduced that captures the contribution of both stimulation
artifact and the underlying neural signal with associated curvature
near threshold to the overall growth curve. Such an equation is
shown here:

ECAPamp (Istim) = R (Istim, Ithr, σ) · SResp + Istim · Sart + N

As described above, Sresp models the rate of growth of the
response in the linear region, while Sart relates to rate of growth
of the artifact with current. N captures the contribution of
residual noise. The neural growth curve component R (I, Ithr, σ)
is modeled as follows:

R(Istim, Ithr,σ) =

(
σ ln

(
exp

(
−
Istim−Ithr

σ

)
+ 1

)
+ (Istim−Ithr)

)
The shape of R (I, Ithr, σ) relates to the cumulative distribution
of fiber thresholds in the dorsal columns, while Ithr and σ

characterize the spreading of current between the stimulating
electrodes and the dorsal column fibers. The utility of these
equations lies with the potential to gain insight into the
underlying neural electrophysiology and associated phenomena
by analysis of the constituent components driving the
morphology of the growth curve.

Perception and the ECAP Threshold – A
Novel Growth Curve Derived Measure of
Neural Threshold
The ECAP threshold (ET) – a novel measure defined here for
relating the ECAP to PT in the subsequent analysis – may
be calculated from the expressions developed in Section “The
Growth Curve and an Associated Closed-Form Expression” as:

ET=Ithr − G σ,

with G equal to 1.5.
The basis for this equation relates to selecting a

point in the neural growth curve R (I, Ithr, σ) where
(1) only a few fibers are excited [i.e., R (ET, Ithr, σ) is
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close to zero], and (2) the distribution of nerve fibers
R′ (ET, Ithr, σ) =

1(
exp

(
−

ET−Ithr
σ

)
+1

) = 1/(exp (−G)+ 1)

is independent of Ithr and σ. Regarding the first point, the
perceptual threshold corresponds to excitation of only a few
sensory fibers in many neural systems (Delgutte, 1990; Lobarinas
et al., 2013; Tinsley et al., 2016). The second point is motivated
by the observation that the current from the electrodes travels
between the stimulation electrodes and fibers in the dorsal
columns through, and is shunted by, the CSF (Anaya et al.,
2020). The CSF thickness is dependent on anatomy of the
patient as well as patient’s posture. Conceptually, the thicker
the CSF, the smaller the proportion of current that is coupled
into the dorsal columns. Thus, one may reasonably assume
parameters Ithr and σ are dependent on patient posture and
anatomy. By selecting ET where R

′

(ET, Ithr, σ) becomes
independent of these parameters, a point on the growth curve
may be selected where underlying excitation of the dorsal
columns is constant. While the above considerations are satisfied
for any G � 1, the optimal value for G (set to 1.5 in this
analysis) was selected by sweeping this parameter and finding
the value that maximizes the match between the ET and the
psychophysical data.

Similar consideration is also relevant to the electrodes
allocated for sensing. While emphasis in the literature is generally
on spacing variation between the stimulating electrodes and
the cord (Parker et al., 2012), variation between the sensing
electrodes and the cord must be considered too. The above
approach serves conceptually to desensitize the sensing electrodes
as well to the anticipated posture and anatomical variation.

In this paper, growth curves from the clinically acquired
sweeps – following denoising and artifact reduction – were fit to
Eq. (1) by optimally adjusting parameters Ithr , σ, Sart , Sresp and N.
ETs were then calculated from these growth curves using Eq. (3)
with G = 1.5. The relationships between ET, PT, and DT across
posture and pulse width were plotted.

RESULTS

The average age of the 14 subjects was 55.9 + 12.3 years old with
7 females and 7 males. A total of 113 growth curves were obtained
from the subjects, and ECAP responses could be estimated in
112 cases. The fit of the growth curves to Eq. (1) was extremely
strong (r = 0.997; p < 0.0001). Two examples of the fit along
with the extracted parameters are shown in Figure 3. Figure 4

FIGURE 3 | Exemplary growth curves, fit parameters, and individual ECAP recordings. This figure shows a calculated growth curve measured from subject S10
while standing. The stimulation pulse width was 120 µs. The black line shows the best matching fit of Eq. (1); fit parameters are shown above the curve. The green
and red triangles indicate stimulation levels where the subjects reported PT and DT, respectively. The blue square indicates calculated ET. In this example, ET and PT
closely match each other. ECAP recordings at PT and DT – both pre (blue)- and post (yellow)-artifact rejection are shown in the insets.
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shows the relationship between ET, PT, and DT across all postures
and pulse widths tested. Figure 5 shows a subset of the data in
Figure 4 for a single test condition (90 µs stimulation pulse width
while seated). The variability of each individual subject’s PT and
ET is shown in Figure 6. Finally, Figure 7 shows an example
of the extent of variation in ECAPamp seen at a single condition
(DT) across posture.

Relating ET, PT, and DT for the Group
As evidenced in Figure 4, strong correlations were exhibited
between both ET and PT (r = 0.93; p < 0.0001, N = 112), and
ET and DT (r = 0.93; p < 0.0001, N = 108). Fewer data sets
are included with the ET and DT comparison since DT was not
obtainable in some configurations. A subset of the data from
Figure 4 was plotted separately in Figure 5; namely, those data
sets where stimulation was delivered with a single pulse width
(90 µs) while seated. This was done to assess whether other trends
manifested when posture and pulse width were controlled. These
results again exhibit ET as highly predictive of both PT (r = 0.98;
p < 0.0001) and DT (r = 0.96; p < 0.0001).

Recognizing that changes in both posture and
pulse width result in changes to perception threshold
(Cameron and Alo, 1998; Abejon et al., 2014), Figure 6

examines the utility of ET to track changes in PT within
individual subjects. Since subjects may differ widely in their
average PT (Figure 5), the data for each individual subject was
normalized by dividing PTs obtained for a given posture/pulse
width combination by the average PT obtained across all
combinations. The same operation was performed on ET. Thus,
Figure 6 shows the intra-subject relationships between PT and
ET in decibels across posture and pulse width. Subject 7 was
not included in Figure 6, as only two conditions were tested
in this subject.

Intra-Subject ET, PT, and DT
Relationships
Consistent with prior literature, large changes in PT were
frequently observed across the postures assessed. Among the
subjects, the largest relative change was seen in subject S02; a
postural change from prone to supine position resulted in a
change of approximately 12 dB. The supine position was not
measured in every subject due to time constraints and subject
comfort. In circumstances where it was assessed, however, it was
typically associated with the lowest PT. As reported previously,
PTs generally increased with decreasing pulse widths, with lowest
PTs associated with 120 µs and highest PTs with 60 µs.

FIGURE 4 | Relationships between PT and DT as a function of ET. The stimulation currents resulting in PT (green, upwards triangle) and DT (red, downwards triangle)
are plotted with respect to ET; ET is also marked with a blue square for ease of reference. A green triangle without a corresponding red triangle indicates cases
where DT could not be measured. In these circumstances, the required current was in excess of the maximum stimulation setting (25 mA) of the research system.
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FIGURE 5 | Relationships between PT and DT as a function of ET, with 90 µs stimulation while seated. This figure – incorporating a subset of data from Figure 4 –
serves to illustrate the tight correlation between ET and the sensory measures employed here when posture and stimulation pulse width are controlled. The sensory
measures were averaged if the subject was tested in the same condition multiple times.

Changes in ET closely correlated to changes in PT within
subjects, with an overall correlation between relative ET and
PT of 0.91 (p < 0.001). Except for subject S05, this correlation
was significant for all subjects with r levels between 0.75 and
0.99. In addition, the correlation was higher than 0.95 for 9
of 13 subjects. When treating ET as a predictor of DT across
various conditions, the ET predicted change in DT within
0.5 dB (median, 95% confidence interval 0.4–0.6 dB obtained
by bootstrapping). The accuracy in predicting changes to PT
due to posture was 0.5 dB (0.3–0.6 dB) and 0.5 dB (0.4–0.6 dB)
for 90 and 120 µs pulse widths, respectively. In addition, even
when PTs changed substantially when subjects were asked to
return to a particular posture from a different one (an example
of which is included in Figure 7), ET was able to closely track
the changes in PT.

DISCUSSION

ET and PT Across Posture and Pulse
Width
Others have previously reported that posture affects the ECAP
(Parker et al., 2012). However, this is the first report describing
the use of the neural threshold estimate, ET, to relate the ECAP

to two clinically relevant findings about perception with posture
and stimulation pulse width. First, the ET may be used to
both accurately track changes in PT across patients, as well
as predict changes in intra-subject PT variation with postural
shift. In addition, we report the novel observation that PT and
ET can vary across the same nominal posture by as much
as 5 dB in some subjects. Second, the ET tracks perceptual
changes associated with different pulse widths. The second
finding is particularly important as various pulse widths may
differentially excite particular fiber populations or volumes of
neural activation in the dorsal columns (Holsheimer et al., 2011);
the ability to optimize pulse width setting based on ECAPs may
offer an additional programming option for patients who seek
best pain relief.

This variability reported above appears subject dependent,
with subjects S04 and S14 exhibiting large changes in PT and ET
for the same nominal posture. Conversely, subjects S03 and S10
were very consistent across posture. It is possible that the leads
were still somewhat mobile since the subjects were studied at the
end of their commercial SCS trial or that anatomical factors such
as spinal canal width or CSF thickness played a role. Further, the
postural variability reported may or may not be representative
of variability observed after permanent implantation and several
months of use. Postural dependencies on stimulation perception
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FIGURE 6 | Intra-subject variation of PT versus ET. The symbols correspond to different postures as follows: supine (M), prone (O), right lateral recumbency (B),
sitting (�), standing (©). The colors correspond to pulse widths as follows: 60 µs (black), 90 µs (magenta), 120 µs (cyan).

are observed even in long-term (e.g., 4 year) SCS users, however
(Cameron and Alo, 1998).

Clinical Considerations for ET and
Closed-Loop SCS
The measurement of ET involves capturing the ECAP growth
curve. Accurate assessment of ET hedges on an ECAP
estimation scheme – particularly near the “knee” of the
growth curve, where σ is calculated – that is robust against
misclassification of artifact as true neural signal. In 112 out
of 113 cases, the growth curve could be measured at levels
below those that were uncomfortable, suggesting the practicality
of measuring ECAP growth curves either in-clinic or out-of-
clinic with an implanted device. Even in the present study
where stimulation was increased slowly to allow the subject

to report PT and DT, the median sweep time was 46 s;
the measurement can be further optimized for clinical use
by utilization of adaptive procedures to rapidly estimate ET
(Nehmé et al., 2014).

Previous reports of spinal ECAP sensing with associated
closed-loop control focused on the utility of ECAPamp as a
feedback control variable for SCS (Russo et al., 2018). This
report proposes the alternative measure of ET as a basis for both
SCS control and perception-referenced parameter configuration.
The application of the ET here – versus simply ECAPamp –
is potentially advantageous, owing to the desensitization of the
system to the growth curve variability with perception presented
in this manuscript. For closed-loop SCS systems with real-
time stimulation control, system operation near the perceptual
threshold approximates the performance of ET as a feedback
control variable without the burden of assessing ET via repeated
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FIGURE 7 | Example ECAP variability at a fixed point of perception across posture. Here, the ECAP amplitude at a fixed point of perception – in this case, the
discomfort threshold – was assessed in subject S14 multiple times across three different postures (right lateral recumbency, seated, and supine). A stimulation pulse
width of 90 µs was used in all cases, with the number by each marker indicating the measurement order. The ECAP measurements taken at DT for a given posture
are within 5 µV of each other; however, the ECAP measurement corresponding to DT varies widely from posture to posture.

acquisition of the growth curve. Again, however, this benefit is
only realized if the system is not susceptible to misclassification
of artifact as neural activation. Yet another option may be to use
a posture sensor that automatically selects different ECAPamp as
the feedback control variable for a closed-loop SCS system.

To better illustrate the comparative benefit of ET-informed
SCS configuration and control, consider Figure 7. This example
shows the ECAPamp at DT for subject S14 in the right lateral
recumbency (RLR), seated, and supine positions. The ECAP
measurements taken at DT for a given posture are within 5 µV
of each other; however, the ECAP measurement corresponding
to DT differed by almost a factor of 3 between the RLR and seated
positions. Thus, if the stimulation amplitude was configured
to produce an ECAP of 15 µV, such stimulation would be
comfortable (sub-DT) in the RLR position but uncomfortable
(supra-DT) in the seated position. These findings suggest that
caution is warranted when using closed-loop SCS that relies on
stability of the ECAPamp, particularly across postures. On the
other hand, ET tightly tracks (r = 0.98; p < 0.0001) the almost
4 DB of variation seen for repeated PT measurement in the same
posture (Figure 6 bottom panel). If the therapeutic intent is an
even perception of stimulation, the ET may offer potential as a
feedback control variable for a closed-loop system.

A complete treatment of the biophysical phenomena driving
ECAP variability with postural change is not provided here. As
discussed in Section “Perception and the ECAP Threshold – A
Novel Growth Curve Derived Measure of Neural Threshold,”
though, the recording electrodes are expected to change their
relative position to the spinal cord much like the stimulating
electrodes do across posture and motion. Accordingly, the

ECAPamp variability seen with postural change may not be
attributable solely to variable stimulation current coupling
to the neural tissue. This theoretical argument agrees with
our observation that the constant ECAPamp associated with
comfortable stimulation in one posture may still result in
uncomfortable perception in other postures.

Limitations
Several limitations exist with this single-site feasibility study.
First, lead position differed among subjects and the anatomical
features relevant to perception – such as CSF thickness and spinal
canal width – were not controlled between subjects. As this study
occurred at the end of a commercial SCS trial, there was not an
opportunity for post-trial imaging beyond x-ray. In future work,
we will obtain post-procedure CT/MRI to better assess these
co-variates. Second, a limited of set pulse widths were studied.
This analysis relied on small amplitude ECAP detection at the
edge of perception. Even with the robust stimulation artifact
reduction scheme employed here, shorter pulse widths were
utilized to limit opportunity for artifact misclassification by the
ECAPamp estimator (Chakravarthy et al., 2020). Third, all testing
was performed in-clinic under controlled experimental settings;
different assessments of perception may be offered by the subjects
if they were at home and engaged in everyday activities. Finally,
the same parameter sets were not tested in each subject; this was
primarily driven by time and comfort limitations of the subjects.
Despite the limitations listed above, the analysis of the 112 growth
curves acquired from the 14 subjects provides valuable insight
for further research into the interdependencies between ECAP
measures, posture, and stimulation configuration.
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CONCLUSION

Evoked compound action potential s hold promise as
an important electrophysiologic biosignal to optimize the
programming and control of SCS systems. While further
clinical study is needed to assess the potential benefit
of ET-informed neural threshold estimation versus other
ECAP derived measures – such as ECAPamp alone – this
work demonstrates that the ET is feasible to measure
and tracks perception across posture and stimulation pulse
width. Collectively, these observations are of importance
to clinical practice with ECAP-informed SCS systems and
supports automatic SCS configuration and dose control that
moves beyond the present reliance on manually acquired
perception thresholds.
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Background: Many adaptative deep brain stimulation (DBS) paradigms rely upon the
ability to sense neural signatures of specific clinical signs or symptoms in order to
modulate therapeutic stimulation. In first-generation bidirectional neurostimulators, the
ability to sense neural signals during active stimulation was often limited by artifact.
Newer devices, with improved design specifications for sensing, have recently been
developed and are now clinically available.

Objective: To compare the sensing capabilities of the first-generation Medtronic PC + S
and second-generation Percept PC neurostimulators within a single patient.

Methods: A 42-year-old man with Parkinson’s disease was initially implanted with left
STN DBS leads connected to a PC + S implantable pulse generator. Four years later,
the PC + S was replaced with the Percept PC. Local field potential (LFP) signals
were recorded, both with stimulation OFF and ON, at multiple timepoints with each
device and compared. Offline processing of time series data included artifact removal
using digital filtering and template subtraction, before subsequent spectral analysis. With
Percept PC, embedded processing of spectral power within a narrow frequency band
was also utilized.

Results: In the absence of stimulation, both devices demonstrated a peak in the beta
range (approximately 20 Hz), which was stable throughout the 4-year period. Similar to
previous reports, recordings with the PC + S during active stimulation demonstrated
significant stimulation artifact, limiting the ability to recover meaningful LFP signal. In
contrast, the Percept PC, using the same electrodes and stimulation settings, produced
time series data during stimulation with spectral analysis revealing a peak in the beta-
band. Online analysis by the Percept demonstrated a reduction in beta-band activity
with increasing stimulation amplitude.
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Conclusion: This report highlights recent advances in implantable neurostimulator
technology for DBS, demonstrating improvements in sensing capabilities during active
stimulation between first- and second-generation devices. The ability to reliably sense
during stimulation is an important step toward both the clinical implementation of
adaptive algorithms and the further investigation into the neurophysiology underlying
movement disorders.

Keywords: deep brain stimulation, subthalamic nucleus, bidirectional neural interface, local field potential, beta
oscillations

INTRODUCTION

Recent advancements in implantable neurostimulators have
included the capability of sensing local field potentials (LFPs),
offering new avenues for the understanding and treatment
of movement disorders, psychiatric disease, epilepsy, and
chronic pain. These bidirectional systems have potential for
use in adaptive (feedback-controlled) modes of stimulation. For
example, beta-band (13–30 Hz) activity within the subthalamic
nucleus (STN) has been used as a control variable for adaptive
DBS (aDBS) in preliminary in-clinic studies (Little et al., 2013,
2016; Velisar et al., 2019), as has theta (4–7 Hz) oscillations
from the globus pallidus in cervical dystonia (Piña-Fuentes et al.,
2019). Chronic use of adaptive stimulation paradigms depends on
accurate sensing of neural signals during therapeutic stimulation.

Early experience with chronic sensing with a bidirectional
DBS device was provided by an investigational first-generation
device, Activa PC + S (Medtronic), released in 2012. This
was the first fully implantable DBS device with brain sensing
capabilities that was designed for continuous stimulation. In
contrast, prior studies had been limited to either intraoperative
recordings with microelectrodes (Holdefer et al., 2010) or
postoperative studies with externalized leads (Little et al., 2013).
One significant technical challenge in the early PC + S device
was stimulation-induced artifact, which limited the ability to
extract subcortical LFP signals during stimulation (Abosch et al.,
2012; Neumann et al., 2017; Swann et al., 2018). Methods
developed to remove artifacts from such signals were limited
by introduction of additional low-frequency, non-stationary
oscillation artifact (Dastin-van Rijn et al., 2020). While one
study reported successful implementation of aDBS paradigms
utilizing STN LFP recordings with stimulation ON, this required
use of “distributed mode” adaptive algorithms implemented on
an external computer, rather than embedded within the device
(Velisar et al., 2019). These constraints challenged the clinical
implementation of aDBS using this system.

The successor to the Medtronic Activa PC + S, the
Medtronic Percept PC, is the first FDA-approved implantable
neurostimulator for movement disorders that is capable of both
stimulation and sensing of subcortical LFPs. It has multiple
changes in design specifications compared to the Activa PC + S,
aimed to decrease artifact and allow for more reliable sensing
during active stimulation (Goyal et al., 2021). The device can
stream in-clinic time series data with stimulation, visualize
real-time spectral power within a 5 Hz bandwidth of interest,
chronically store up to 60 days of spectral power within a 5 Hz

bandwidth of interest (one data point stored every 10 min), and
store power spectra in response to patient-triggering of the device
through their patient programmer. To directly compare the
sensing capabilities of these two devices, we report our experience
of a single PD patient treated with STN DBS who received
the Percept PC neurostimulator following previous longstanding
stimulation and sensing with the PC + S.

METHODS

Ethics Approval and Informed Consent
The work described was approved by the University of California,
San Francisco institutional review board and informed consent
was obtained from the patient prior to all data collection.

Patient
A 42-year-old man with a 4-year history of Parkinson’s disease,
underwent awake, microelectrode-guided bilateral STN DBS lead
(Medtronic Model 3389) placement in 2016. Lead placement in
the STN was as followed: contacts 1 and 2 in the dorsal (motor)
territory of the STN; contact 0 in ventral STN; and contact
3 in the white matter dorsal to STN. The left STN lead was
connected to Activa PC + S through an investigational protocol
(Swann et al., 2018), while the right STN lead was connected to a
non-sensing Medtronic Activa SC. Pre-implantation Movement
Disorder Society-Unified Parkinson Disease Rating Scale (MDS-
UPDRS) III OFF-medication score was 21, characterized by
predominantly right-sided motor symptoms of rigidity, resting
tremor, and shuffling gait. Pre-implantation MDS-UPDRS III
improved to a score of 9 (57% improvement) with levodopa
challenge. Therapeutic DBS settings were: monopolar stimulation
at contact 1 (second most ventral contact) with amplitude of
2.9 V (therapy current of 1.3 mA), pulse width of 60 µs, and a
stimulation frequency of 131.3 Hz. In the ON-stimulation, OFF-
medication state, the patient’s MDS-UPDRS III had improved
to a score of 4 at three 4 months and 3 at 6 months following
the start of DBS therapy. He was also noted to have reduced
his daily levodopa dose by 70% by 3 months postoperatively.
In September 2020, the PC + S implantable pulse generator (at
end of service for approximately 2 months) was replaced by the
Medtronic Percept PC (Model B35200). Therapeutic stimulation
parameters were kept nearly identical to the prior PC + S settings,
utilizing a 130 Hz stimulation rate and the PC + S equivalent
therapy current (PC + S is a constant-voltage device) as the
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amplitude for the constant-current Percept device. The right
STN remained connected to a functional non-sensing Activa SC
through all recordings, and thus data from right STN was not
collected. For recordings from the PC + S, right-hemisphere
and left-hemisphere STN stimulation were either ON or OFF
at the same time. For recordings from Percept PC, right STN
stimulation was ON for all recordings (both with left-hemisphere
stimulation ON and OFF).

In-Clinic Data Sampling and Processing
PC + S Data
LFP signals from the left STN were recorded by the PC + S
using the two contacts adjacent to the stimulation cathode
(contacts 0 and 2) at postoperative months 3, 7, and 11 following
implantation. At least two 60-s recordings of data were recorded
at each follow-up session while the subject was at rest, in the
OFF-medication state. Signals were sampled at 800 Hz with both
stimulation OFF and ON. Signals were subsequently low-pass
filtered using an offline third-order low-pass Butterworth filter
with a 100 Hz cutoff prior to further analysis. Power spectra were
calculated using the Welch method, with a hamming window of
1 s and 50% overlap. Spectrograms were also produced with a
hamming window of 1 s and 50% overlap.

Percept PC Data
Time series LFPs from the left STN were also recorded by the
Percept PC using the same bipolar montage (contacts 0 and
2) on postoperative days 0 and 9 following the implantable
pulse generator (IPG) replacement. The first recording with
Percept PC was performed 2 h after emergence from general
anesthesia. Eighteen total minutes of times series data in 25–
90 s intervals were recorded while the subject was at rest, in the
OFF-medication state. Signals were sampled at 250 Hz with both
stimulation OFF and ON at a stimulation amplitude matching the
previous PC + S settings. A stereotyped non-physiologic artifact
occurring approximately every 5.8 s was removed from the signal
by averaging aligned epochs encompassing the artifact to produce
an artifact template, which was then subtracted from the raw

FIGURE 1 | Lead placement. Preoperative axial T2 MRI at the level of the
dorsal STN (4 mm inferior to the intercommissural line), with the lead locations
identified by merging the postoperative CT scan via surgical planning
software. Leads are within dorsolateral STN. Only the left lead (white arrow)
was attached to sensing devices.

signal. Signals were processed using identical methods as those
utilized for PC + S data.

Data obtained from the Percept PC also included the power
spectrum (below 96.68 Hz) of a 20-s data sample during the OFF-
stimulation condition, calculated within the device and visualized
on the Clinician Programmer tablet in clinic. The frequency of
peak beta-band activity was noted. The Percept was then set
to calculate the integrated power over a 5 Hz frequency band
centered over the beta peak of interest, using consecutive non-
overlapping 3-s windows of the LFP signals. This narrowband
beta power was streamed to the clinician programmer along
with concurrent stimulation amplitude during a clinic visit, and
subsequently downloaded for analysis.

RESULTS

A postoperative computed tomography (CT) scan performed
at 7 months following the original implantation was merged
with preoperative magnetic resonance imaging (MRI) via
StealthStation S8 planning software (Medtronic, Minneapolis,
MN), which confirmed lead location within the dorsolateral
STN (Figure 1).

OFF-stimulation, OFF-medication recordings using the
PC + S demonstrated a beta-band peak at approximately 20 Hz,
which persisted across longitudinal timepoints 3–11 months
after initial lead implantation (Figure 2A). This beta peak was

FIGURE 2 | Power spectra of OFF-stimulation, OFF-medication LFPs
recorded from the left STN by the (A) PC + S and the (B) Percept PC from
month 3 to 48 following initial lead implantation. A persistent beta-band peak
(at approximately 20 Hz) was seen with both the PC + S and Percept PC
neurostimulators. PSD, Power spectral density.
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FIGURE 3 | ON-stimulation, OFF-medication LFPs recorded by the (A–D) PC + S and (E–H) Percept PC from the left STN. Signals from PC + S were collected
11 months after lead implantation. (A) Time-series data and their (B,C) corresponding power spectra demonstrate substantial stimulation artifact at 131.3 Hz and its
subharmonics, including within the beta-band at 13.3 and 27.3 Hz. (D) Spectrogram analysis of filtered data reveals high spectral power at the stimulation rate and
subharmonics, which remained constant during the duration of the recording. From Percept PC, (E) time-series data and their (F,G) corresponding power spectra
demonstrate an aliased stimulation artifact at 120 Hz, which is less prominent in amplitude than that seen with the PC + S. A recurrent non-physiologic artifact
occurring approximately every 5.8 s was also seen. Low-pass filtering and removal of the artifact by template subtraction revealed an underlying peak in the
beta-band around 17.5 Hz. (H) Spectrogram analysis of filtered data from the Percept (after template subtraction and low-pass filtering) revealed variability in
beta-band power over the duration of the recording. TS, Template subtraction; PSD, Power spectral density.

also seen 4 years after initial implantation with OFF-stimulation
recordings from the Percept PC (Figure 2B).

ON-stimulation recordings using the PC + S demonstrated
stimulation artifact (Figures 3A–D), with substantial spectral
power at the stimulation rate and multiple subharmonics
(including within the beta band at 13.3 and 27.3 Hz). Use
of different digital filters or steeper roll-off did not improve
removal of stimulation artifact. Subharmonic frequency bands
demonstrated spectral power with little variability throughout
a 60 s recording at constant stimulation amplitude. No other
peaks in spectral power were appreciated within the beta-band.
ON-stimulation recordings using the Percept PC demonstrated
less stimulation artifact (Figures 3E–H). Additionally, a non-
physiologic artifact occurring approximately every 5.8 s was
present (only when stimulation was switched ON, even if
stimulation amplitude was 0 mA). In contrast to the PC + S,
noise removal using the above-described template subtraction
method and low-pass filtering revealed an underlying spectral
peak in the beta-band (diminished in amplitude by therapeutic
DBS, described further below).

The beta-band power calculated on-board and streamed from
the Percept PC device was summed across the 5 Hz band
centered at 19.53 Hz. An attenuation in beta-band activity with

increasing stimulation amplitude was seen on both recording
days (Figure 4). This attenuation corresponded with a qualitative
reduction in right-sided bradykinesia and rigidity.

DISCUSSION

This report highlights recent technological advances in
implantable neurostimulator technology for DBS, demonstrating
improved sensing capability during therapeutic stimulation,
comparing second-generation with first generation devices.
We evaluated the Medtronic Activa PC + S and the newer
Percept PC within a single patient, with use of matched
therapeutic stimulation settings and same sensing montage,
providing a controlled comparison of the sensing capabilities
of the two devices. The ON-stimulation recordings in our
patient exemplified previously described limitations of the
PC + S (Swann et al., 2018). While OFF-stimulation recordings
produced LFP signals with a peak in the beta-range (Figure 2),
recovery of neural signals once stimulation was turned ON at a
therapeutic amplitude was limited by artifact (Figures 3A–D).
Stimulation artifact produced spectral peaks at the stimulation
rate and subharmonics throughout recordings from PC + S
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data following filtering (Figure 3D). Though within the beta
range, the 13.3 and 27.3 Hz content was considered artifactual
(in agreement with Medtronic engineers), given the concurrent
presence of other subharmonics and the lack of variability
expected for dynamic physiologic bursts of beta activity
(Tinkhauser et al., 2017; Lofredi et al., 2019). Subharmonic
artifact could not be filtered without potentially removing
underlying neural signals given the overlap in spectral content
of the subharmonics and STN LFP spectral bands of interest.
Conversely, the spectrogram from Percept PC in Figure 3H
demonstrated substantially smaller stimulation artifact without
subharmonics. Apart from those related to stimulation, other
artifacts described in the literature include a 200 Hz artifact
from internal firmware processing, a 32 Hz artifact from the
device’s internal clock, and electrocardiogram (ECG) artifact
(Blumenfeld et al., 2017; Swann et al., 2018). These artifacts were
not seen in this case.

The Percept PC is the first commercially available DBS
device for movement disorders that incorporates a brain sensing
capability (Neumann et al., 2017; Goyal et al., 2021; Jimenez-
Shahed, 2021; Koeglsperger et al., 2021; Feldmann et al., 2021).
In contrast to the PC + S, ON-stimulation LFP recordings from
our patient using the Percept PC contained less stimulation
artifact, which could be easily removed using simple digital filters
(Figures 3C–E). This improvement in the sensing capabilities of

the Percept PC can be attributed to multiple changes in technical
specifications compared to the PC + S (Goyal et al., 2021), that
were based on experience with first-generation neurostimulators.
The Percept PC employs a front-end blanking switch, which
limits the temporal overlap between stimulation and sensing
(sense blanking duration can be set by the clinician/researcher
between 0 and 2.5 ms). Implementation of a fully differential
amplifier also improves common mode noise rejection. Finally,
signals are initially sampled at 100 kHz, low-pass filtered on-
board the device, and subsequently down-sampled to 250 Hz
for spectral analysis and output, which minimizes the risk of
harmonics of the stimulation rate being aliased into frequency
bands of interest.

Other sources of noise previously reported with the
PC + S, arising from interactions between sampling clocks
and stimulation rates, were not seen with the Percept PC (Goyal
et al., 2021). ECG has remained a persistent source of artifact in
many recordings from Percept PC (affecting 65.2% of left sub-
clavicular Percept PC implants in one report, Neumann et al.,
2021), though this was not seen in our patient. LFPs collected
from the Percept in this patient did, however, demonstrate a
repetitive artifact (Figure 3C) not previously described with
either device. The stereotyped morphology of the artifact allowed
for removal using template subtraction. It is unclear what the
source of this artifact is, and has to date been unique to this

FIGURE 4 | Beta-band power (centered at 19.53 Hz) calculated on-board by the Percept PC in response to changes in stimulation amplitude. Across multiple trials
at (A,B) day 0 and (C) day 9 following Percept PC implantation, beta-band activity (LFP power integrated across a 5 Hz band and averaged in 3-s intervals) reliably
decreased in response to increased stimulation amplitude.
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patient among those implanted with the Percept PC at our
institution and in the available literature (Goyal et al., 2021;
Neumann et al., 2021). This artifact was apparent both from
data at postoperative day 0 (in the post-anesthesia care unit)
and postoperative day 9 (in the movement disorders clinic),
excluding an environmental source. The only other wearable
or implantable stimulating device at the time of recordings
was the patient’s right-hemisphere Activa SC DBS device. STN
stimulation has been documented to introduce stimulation
artifact in microelectrode recordings at the contralateral STN
(Novak et al., 2009). However, it is not clear if or how the right-
sided stimulation by the Activa SC may cause the recurrent
polyphasic artifact every 5.8 s seen with Percept PC.

LFP beta-band power has been suggested as a marker for
therapeutic efficacy of DBS in Parkinson’s disease (Ray et al.,
2008; Neumann et al., 2017). The improved sensing during
stimulation capability of Percept PC allowed for a demonstration
of the reduction in LFP beta-band power as a result of active
stimulation (Figure 4). Of note, this patient provides one of the
first demonstrations outside of the operative setting of a reliable
and durable beta-band peak persisting over 4 years of active
stimulation (Figure 2; Abosch et al., 2012; Giannicola et al., 2012;
Neumann et al., 2017).

As a commercial device that can be implanted without
physician-sponsored regulatory approvals, the Percept PC
facilitates investigations into the neurophysiology underlying
movement disorders, as it is accessible to a wide number of
patients and academic centers. Since it is a primary cell device and
long term sensing and streaming of time series data would deplete
the battery prematurely, it less powerful as a research tool than
Medtronic’s second generation investigational sensing device,
Summit RC + S (Stanslaski et al., 2018). Percept PC implements
a single sampling rate at 250 Hz, which limits its use in exploring
higher-frequency oscillations of potential significance (López-
Azcárate et al., 2010; Özkurt et al., 2011). In contrast, the PC + S
permitted sampling frequencies up to 800 Hz and the RC + S up
to 1,000 Hz. The Percept PC also uses a passive recharge similar
to that implemented in the Activa PC + S, which is associated
with greater susceptibility to ECG and motion artifact than the
RC + S, which offers an active recharge mode. Finally, remote,
high resolution, time-domain sampling of continuous data, can

be performed with the RC + S (Gilron et al., 2021), but is not
possible with the Percept PC.

Nevertheless, as a commercially available sensing device,
Percept PC is an important step toward the clinical
implementation of adaptive algorithms. Although its sensing
capability is a standard feature of Percept PC and is commercially
available now, the use of the device for adaptive DBS is
not yet enabled. A multi-center clinical trial of adaptive
DBS, ADAPT-PD, is currently underway using this device
(Jimenez-Shahed, 2021).
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Clinically deployed deep brain stimulation (DBS) for the treatment of Parkinson’s
disease operates in an open loop with fixed stimulation parameters, and this may
result in high energy consumption and suboptimal therapy. The objective of this
manuscript is to establish, through simulation in a computational model, a closed-
loop control system that can automatically adjust the stimulation parameters to recover
normal activity in model neurons. Exaggerated beta band activity is recognized as a
hallmark of Parkinson’s disease and beta band activity in model neurons of the globus
pallidus internus (GPi) was used as the feedback signal to control DBS of the GPi.
Traditional proportional controller and proportional-integral controller were not effective
in eliminating the error between the target level of beta power and the beta power under
Parkinsonian conditions. To overcome the difficulties in tuning the controller parameters
and improve tracking performance in the case of changes in the plant, a supervisory
control algorithm was implemented by introducing a Radial Basis Function (RBF)
network to build the inverse model of the plant. Simulation results show the successful
tracking of target beta power in the presence of changes in Parkinsonian state as
well as during dynamic changes in the target level of beta power. Our computational
study suggests the feasibility of the RBF network-driven supervisory control algorithm
for real-time modulation of DBS parameters for the treatment of Parkinson’s disease.

Keywords: Parkinson’s disease, feedback signal, beta power, RBF neural network, supervisory control algorithm

INTRODUCTION

Parkinson’s disease (PD) is a progressive neurodegenerative disorder resulting from death of
dopaminergic neurons in the substantia nigra (Titcombe et al., 2001; Novikova et al., 2006; Bras
et al., 2008; Jankovic, 2008; de Paor and Lowery, 2009). Deep brain stimulation (DBS), that delivers
high-frequency electrical pulses via an implanted pulse generator to focal targets in the basal
ganglia (BG) including the subthalamic nucleus (STN), the globus pallidus internus (GPi), or the
ventrolateral thalamus (Vim), is a widely used therapy for treating PD when drug therapy such as
the administration of levodopa no longer provides adequate control of symptoms (Haeri et al., 2005;
Kiss et al., 2007; Vidailhet et al., 2007; Mehta and Sethi, 2009; Follett et al., 2010; Santaniello et al.,
2011). Present open-loop DBS delivers invariant stimulation with parameters selected manually
based solely on previous empirical evidence. Pre-programmed stimulation is applied regardless of
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changes in the patient’s clinical symptoms or underlying
physiological activity, and open-loop DBS is limited in terms of
efficacy, side effects and efficiency (Modolo et al., 2012; Popovych
and Tass, 2012; Priori et al., 2012).

Optimization of stimulation parameters according to the
individual and time-varying needs of patients is necessary to
improve the treatment of PD (Androulidakis et al., 2008; Steiner
et al., 2017). Several studies suggested that closed-loop DBS
is an effective approach to improve therapeutic efficacy while
limiting side effects and prolonging battery life (Doshi et al., 2003;
Rosin et al., 2011; Little et al., 2013; Wu et al., 2015). Inspired
by successful clinical use of closed-loop stimulation based on
ECoG recordings in the treatment of epilepsy, this approach
was initially adopted for DBS parameter modulation where the
stimulation signal was switched on when beta oscillatory power
exceeded a pre-set threshold in a primate model of PD (Little
et al., 2013) and was subsequently extended to a dual threshold
algorithm (Velisar et al., 2019). The design of closed-loop
DBS, which uses a feedback signal and real-time adjustment of
stimulation parameters, is considered the next frontier in the field
of neuromodulation (Pizzolato and Mandat, 2012; Broccard et al.,
2014; Hebb et al., 2014; Arlotti et al., 2016a; Swann et al., 2018).

A range of challenges are associated with closed-loop DBS
including detectable control signals that are stable and robust in
the long term (Little and Brown, 2012; Hoang et al., 2017; Steiner
et al., 2017), understanding the relationship between patient
states and brain control signals (Buzsáki et al., 2012), closed-
loop control algorithms for automatic adjustment of stimulation
parameters (Pirini et al., 2009; Guo and Rubin, 2011; Gorzelic
et al., 2013), and comparisons of open-loop versus closed-
loop DBS and clarification of their underlying mechanisms
(Parastarfeizabadi and Kouzani, 2017). Therefore, the objective
of this manuscript is to develop a computational model-based
closed-loop scheme to adjust automatically the stimulation
parameters for suppressing abnormal oscillatory activity in the
BG. Local field potential (LFP) signals directly recorded from
the DBS electrode appear to be a promising source of feedback
signals (Mazzoni et al., 2015), and beta-band oscillations in the
LFP are related to bradykinesia and rigidity in persons with PD
(Beudel et al., 2017; Rosa et al., 2017; Deffains and Bergman, 2019;
Lofredi et al., 2019; Montgomery, 2020). Here, a biophysically-
based computational network model serves as the plant for the
design of closed-loop control systems, from which LFP signals are
obtained to simulate clinically detectable and recordable signals.

The highly nonlinear dynamics of the cortex-basal ganglia-
thalamus network make the selection of controller parameters a
substantial challenge (Kumaravelu et al., 2016). For traditional
proportional-integral-derivative (PID) control, it is difficult to
select appropriate controller gains, and the dependence on the
precise mathematical model of the plant means that control
accuracy cannot be guaranteed (Su et al., 2019). Neural network
control has several potential advantages in this application. First,
the capacity of neural network controllers to represent arbitrary
functions avoids the complex mathematical analysis required for
traditional adaptive control theory. In addition to modeling the
complex and non-linear plant, neural networks can also act as
the controller and continuously adjust the internal connection

weights according to learning rules to minimize a given
performance index. Thus, a supervisory control method based on
radial basis function (RBF) neural networks was developed in this
manuscript. In section “Materials and Methods,” we introduce the
feedback signal selected for closing the loop of DBS and detail the
design of the closed-loop control system. The control effects of
a traditional controller and the intelligent supervisory controller
are analyzed and compared in section “Results,” and the results
are discussed in section “Discussion.” The proposed algorithm
adaptively produced effective stimulation signals in response to
changes in the state (plant) and the reference (target) signal.

MATERIALS AND METHODS

Cortical-Basal Ganglia-Thalamus
Network Model
A biophysically-based model of the cortex-basal ganglia-
thalamus network (Kumaravelu et al., 2016), modified from the
original Rubin-Terman model (Rubin and Terman, 2004), was
adopted as a platform to develop and evaluate the controllers.
The model included representations of neurons in cortex (CTX),
striatum (STR) [sum of direct striatum (dSTR) and indirect
striatum (idSTR)], STN, globus pallidus (GP) (sum of externa
part GPe and interna part GPi) and thalamus (TH), and all
the nuclei were interconnected through either excitatory or
inhibitory synaptic connections to form a network. Each nucleus
contained 10 single-compartment model neurons (Figure 1).

The neurons of the STN, GP, TH, and STR were modeled using
Hodgkin-Huxley (HH) type equations:

C dvSTN
dt = −INa − IK − Il − IT − ICaK − Ia − IL − Isyn

C dvGP
dt = −INa − IK − Il − IT − ICa − Iahp − Isyn + Iapp_GP

C dvTH
dt = −INa − IK − Il − IT − Isyn + Iapp_TH

C dvSTR
dt = −Il − IK − INa − Im − Isyn

,

(1)
where C represented the membrane capacitance and was set
to 1 µF/cm2 for all cell models, vi (i ∈ {STN, GP, TH, STR})
represented the transmembrane potential of the corresponding
model neuron and was expressed in mV. INa, IK, and Il were
the sodium current, potassium current and non-specific leak
current, IL, IT, and ICa were, respectively, the L-type, T-type,
and high-threshold calcium current, and Ia, Im, ICak, and IAHP
were, respectively, A-type, outward M-type potassium, calcium-
dependent and after-threshold potassium current. Parameters
and equations of the ionic currents are provided in Table 1.
Therein, a, b, c, d1, d2, h, m, n, p, q, and r were activation or
inactivation variables, and the gating kinetics took the form

dX
dt
=

λX(X∞ − X)

τX
, (2)

where X represented one of a, b, c, d1, d2, h, m, n, p, q, or r.
Steady-state gating variables were calculated using

X∞ =
1

1+ exp
(
−(v+ wX)

/
σX
) , (3)
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FIGURE 1 | Cortical-basal ganglia-thalamus network model. Gray blocks
represent the collections of cortical (CTX) neurons and basal ganglia (BG)
neurons, respectively. Model schematic shows connections within the
network, where black lines denote inhibitory connections and orange lines
denote excitatory connections. Here, the direct pathway
(eCTX→ dSTR→ GPi→ TH→ eCTX), the indirect pathway
(eCTX→ idSTR→ GPe→ GPi→ TH→ eCTX) and the hyper-direct
pathway (eCTX→ STN→ GPi→ TH→ eCTX) are depicted. As well,
excitatory-inhibitory coupling exists between STN and GPe. Excitatory eCTX
and inhibitory iCTX neurons also receive synaptic connections from each
other. The numbers in parentheses on the arrows indicate the synaptic
conductance (mS/cm2) and transmission delay (ms), respectively.

where wX and σX were the half voltage and slope, respectively.
Gating kinetics for STR took the form

dX
dt
= αX(1− X)− βX × X. (4)

Isyn represented the sum of synaptic currents, with each
projection from presynaptic neuron α to postsynaptic
neuron β (α, β ∈ {CTX, STR, STN, GP, TH}) given by
Iα→β = gα,β × (vβ − Esyn)× S , where gα,β described the
maximal synaptic conductance, and Esyn represented the reversal
potential (uniformly set as −85 mV). An alpha synapse S was
used to model the synaptic dynamics

S =
t − td

τ
× e−

t−td
τ , (5)

where td was the synaptic transmission delay, and
τrepresented the time constant of 5 ms. Further, bias currents
Iapp_i (i ∈ {GPe, GPi, TH}) represented other synaptic inputs
that were not described explicitly in this model.

The dynamics of the CTX neurons were described based on
the model developed by Izhikevich (2003)

dvCTX
dt = 0.04× v2

CTX + 5× vCTX + 140− uCTX − IinterCTX − ITH→CTX

duCTX
dt = a× (0.2× vCTX − uCTX)

.

(6)
where vCTX represented the transmembrane potential and uCTX

was the recovery variable. The time scale of the recovery variable
uCTX was chosen as a = 0.02 and a = 0.1, respectively, for
excitatory-CTX (eCTX) and inhibitory-CTX (iCTX) neurons. If
the transmembrane potential of CTX neuron exceeded 30 mV,
then vCTX was set to a resting potential equal to -65 mV and uCTX
was set to uCTX + d (for eCTX, d = 8; for iCTX, d = 2). IinterCTX
represented the reciprocal synaptic current from iCTX neurons
to eCTX neurons or that from eCTX neurons to iCTX neurons,
and ITH→CTX was the synaptic input from TH.

The Parkinsonian state was simulated by the adjustment
of model parameters implemented using a parkinsonism
variable, pd, where pd = 0 and pd = 1 were defined as
the healthy state and full Parkinsonian state, respectively.
The M-type potassium current in striatal neurons was
reducedgm = 2.6− 0.9× pd, cortico-striatal coupling strength
was decreased gCTX,STR = 0.07− 0.044× pd and coupling
strength between GPe neurons was increasedgGPe,GPe =

0.0125+ 0.0375× pd. To quantify the difference between the
healthy and Parkinsonian states, changes of firing rates and firing
patterns of model neurons were analyzed. It was considered
that one neuron produced a spike or action potential once
its transmembrane potential was greater than the threshold
Vthre = −20 mV, with the time of crossing the threshold defined
as the firing time. The average firing rates were calculated
based upon the firing time during the entire simulation
period. In addition, spike synchrony that characterizes the
dynamic patterns in each population of model neurons was
measured. Defining vi(t) as the membrane potential time
course of the jth neuron from a population of n neurons, then
we could average over the population V(t) = 1

n
∑n

i=1 v
i(t).

The variance of membrane potential vi(t) and the variance
of the averaged membrane potential V(t) were expressed as
σ2
vi =

〈
[vi(t)]2〉

t −
[
〈vi(t)〉t

]2 and σ2
V =

〈
[V(t)]2〉

t −
[
〈V(t)〉t

]2,
respectively (〈· · · 〉t =

1
T
∫ T

0 · · · dt referred to the average value
of the variables within the time of T), and the level of synchrony
was calculated according to the following equation,

χ=

√√√√√ σ2
V

1
n

n∑
i=1

σ2
Vi

, (7)

where χ was normalized between 0 and 1, with χ = 0
indicating neurons within one population fire out of
sync and χ = 1 indicating neurons within that population
discharge synchronously.

Control Problem Description
Parkinson’s disease is characterized by diverse changes in
neuronal activity, and single neuron action potentials,
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TABLE 1 | Equations and parameters for subthalamic nucleus (STN), globus pallidus (GP), TH, and striatum (STR) model neurons.

STN

Ionic currents INa = 49m3h(v − 60), IK = 57n4(v + 90), Il = 0.35(v + 60), IT = 5p2q(v − 165)

ICaK = r2(v + 90), Ia = 5a2b(v + 90), IL = 15c2d1d2(v − 165)

Gating kinetics λm = 1, wm = 40, σm = 8, τm = 0.2+ 3
/ (

1+ exp
(
(v + 53)

/
0.7

))
λh = 1, wh = 45.5, σh = −6.4, τh = 24.5

/ (
exp

(
(v + 50)

/
15
)
+ exp

(
(v + 50)

/
16
))

λn = 1, wn = 41, σn = 14, τn = 11
/ (

exp
(
−(v + 40)

/
14
)
+ exp

(
−(v + 40)

/
50
))

λp = 1, wp = 56, σp = 6.7, τp = 5+ 0.33
/ (

exp
(
(v + 27)

/
10
)
+ exp

(
−(v + 102)

/
15
))

λq = 1, wq = 85, σq = −5.8, τq = 400
/ (

exp
(
(v + 50)

/
15
)
+ exp

(
−(v + 50)

/
16
))

λr = 1, wr = −0.17, σr = 0.08, τr = 2
λa = 1, wa = 45, σa = 14.7, τa = 1+ 1

/ (
1+ exp

(
(v + 40)

/
0.5

))
λb = 1, wb = 90, σb = −7.5, τb = 200

/ (
exp

(
(v + 60)

/
30
)
+ exp

(
−(v + 40)

/
10
))

λc = 1, wc = 30.6, σc = 5, τc = 45+ 10
/ (

exp
(
(v + 27)

/
20
)
+ exp

(
−(v + 50)

/
15
))

λd1 = 1, wd1 = 60, σd1 = −7.5, τd1 = 400+ 500
/ (

exp
(
(v + 40)

/
15
)
+ exp

(
−(v + 20)

/
20
))

λd2 = 1, wd2 = −0.1, σd2 = −0.02, τd2 = 130

GP

Ionic currents INa = 120m3
∞h(v − 55), IK = 30n4(v + 80), Il = 0.1(v + 65), IT = 0.5a3

∞rv,
ICa = 0.15s2

∞(v − 120), IAHP = 10× (v + 80)× CA
/
(CA+ 10)

Gating kinetics wm = 37, σm = 10
λh = 0.05, wh = 58, σh = −12, τh = 0.05+ 0.27

/ (
1+ exp

(
(v + 40)

/
12
))

λn = 0.1, wn = 50, σn = 14, τn = 0.05+ 0.27
/ (

1+ exp
(
(v + 40)

/
12
))

λr = 1, wr = 70, σr = −2, τr = 15
wa = 57, σa = 2
ws = 35, σs = 2
dCA

/
dt = 10−4

× (−ICa − It − 15× CA)

TH

Ionic currents INa = 3m3h(v − 50), IK = 5 (0.75× (1− h))4 (v + 75), Il = 0.05(v + 70), IT = 5p2
∞rv

Gating kinetics wm = 37, σm = 7
λh = 1, wh = 41, σh = −4, τh = 1

/ (
0.128× exp

(
−(v + 46)

/
18
)
+ 4/

(
1+ exp

(
−(v + 23)

/
5
)))

wp = 60, σp = 6.2
λr = 1, wr = 84, σr = −4, τr = 0.15×

(
28+ exp

(
−(v + 25)

/
10.5

))
STR

Ionic currents INa = 100m3h(v − 50), IK = 80n4(v + 100), Il = 0.1(v + 67)

Im = gmp(v + 100)

Gating kinetics αm = 0.32× (54+ v)
/ (

1− exp
(
−(v + 54)

/
4
))

, βm = 0.28× (27+ v)
/ (
−1+ exp

(
(v + 27)

/
5
))

αh = 0.128× exp
(
−(v + 50)

/
18
)
, βh = 4

/ (
1+ exp

(
−(v + 27)

/
5
))

αn = 0.032× (52+ v)
/ (

1− exp
(
−(v + 52)

/
5
))

, βn = 0.5 exp
(
−(v + 57)

/
40
)

αp = 3.209× 10−4
× (30+ v)

/
1− exp

(
−(v + 30)

/
9
)

βp = −3.209× 10−4
× (30+ v)

/ (
1− exp

(
−(v + 30)

/
9
))

electrocorticograms, LFPs, and electroencephalograms have
been considered as feedback control signals for closed-loop
DBS (Hoang et al., 2017). The LFP generated by model GPi
neurons was adopted as the feedback signal for closed loop
control. A simple average of transmembrane potentials was
adopted to calculate the LFP of the modeled population due to
its ability to capture subthreshold activity and thereby reflect
oscillatory phenomena (Pettersen et al., 2012; Mazzoni et al.,
2015). Expression of the GPi LFP was given as

LFP(t) =
1
n

n∑
i=1

vGPi_i. (8)

Here, n = 10 represented the total number of GPi neurons
and vGPi_i corresponded to the transmembrane potential of the
ith GPi neuron. The power within particular frequency bands

of the LFP signal was determined from power spectra using
the Chronux neural signal analysis package [length of moving
window 1 s, step size 0.1 s and tapers in the form of [3 5] (3
is the time-bandwidth product and 5 is the number of tapers
to be used)], and the beta band power was defined as the total
power over 13–30 Hz.

Our goal was to design an adaptive closed-loop controller
to adjust automatically the stimulation signals delivered to the
model neurons of the GPi based on the beta LFP activity
calculated from the model GPi neurons as the feedback control
signal. We defined the stimulation signal as Isti and delivered it
directly to each GPi neuron, and the resulting transmembrane
potential was expressed as

C
dvGPi

dt
= −Il − IK − INa − IT − ICa − Iahp − ISTN→GPi−

IGPe→GPi − IdSTR→GPi + Iapp_GPi + Isti. (9)
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Isti was constructed by using the controller output u(t) to
construct a variable frequency pulse train stimulation signal
[amplitude of 300 µA/cm2, pulse duration of 0.3 ms and
period of 1, 000/u(t) ms (frequency of u(t))]. After the end
of each stimulation period, we recalculated the beta power
of the LFP signal and repeated the above steps to update
continuously the optimal controller output. The transmembrane
potentials of model neurons in that other nuclei were
unaffected by direct electrical stimulation but their activity was
influenced during stimulation via either excitatory or inhibitory
synaptic connections.

The classical error-based PID control law has the form

upid(t) = kpe(t)+ ki

∫
e(t)dt + kd

de(t)
dt

, (10)

where e(t) = yd(t)− y(t)(yd(t) and y(t) represented the beta
power in LFP signals of the GPi from healthy control and
controlled Parkinsonian states, respectively). The performance of
the PID controller depends greatly on selecting the appropriate
gains, and this can be a time-consuming manual process. As
the LFP was a highly dynamic variable subject to large changes,
differential action might amplify noise interference. Therefore,
the differential term was omitted, and both proportional (P)
and proportional-integral (PI) controllers were designed to
minimize the error between the desired and measured beta band
power in the LFP.

A stable self-tuning controller was designed using a dynamic
RBF network. Figure 2 is a block diagram of the RBF
supervisory control system and a schematic diagram of the
RBF network. The neural network-based controller acted
as a feedforward controller, by building an inverse model
of the controlled plant. The input layer, hidden layer and
output layer determined the structure of the RBF neural
network. x = [x1, x2, . . . , xi, . . . , xn]T (n was the number of
input layer nodes) represented the network input vector and
h = [h1, h2, . . . , hj, . . . , hm]T (m was the number of hidden layer
nodes) represented the hidden layer output. Each hidden layer
node had a central value cj, the Euclidean distance of which to
network input xi was described as

∣∣∣∣xi − cj
∣∣∣∣. As well, each hidden

layer node was an arithmetic element with activation function
given by

hj = exp

(
−
||x− cj||2

2b2
j

)
. (11)

The center vector c = [c1, c2, . . . , cm] and the width vector
b = [b1, b2, . . . , bm]T determined the influence of the Gaussian
function, where the width of the Gaussian basis function directly
influenced the mapping capability to network input, while the
center value correlated with its sensitivity to network input.

If we set the weight vector as w = [w1,w2, . . . ,wm]
T , then the

network output can be obtained as

urbf (t) = h1w1 + · · · + hjwj + · · · + hmwm. (12)

The structure of the RBF network was selected as 1− nm − 1,
that is, containing 1 input layer node, nm hidden layer nodes
and 1 output layer node. The number of hidden layer nodes was

set to 11, network weights were initially set to random values
between 0 and 1, and parameters of Gaussian function were
set as c = [−2,−1, 0, 1, 2]T , b = [5, 5, 5, 5, 5]T . The weights of
the RBF controller were continuously adjusted on-line to make
the feedback error e(t) approach zero, which equated to up(t)
approaching zero. Consequently, the RBF controller gradually
occupied the leading position and even replaced the function of
the P/PI controller. The RBF network error index was designed
in the form of E(t) = 1

2 (up(t))2, to lead up(t) (e(t)) to converge
to 0. Considering that the total controller output was the sum of
the traditional P/PI controller and the adaptive RBF controller
u(t) = urbf(t)+ up(t), the error index can be written as

E(t) =
1
2

(urbf(t)− u(t))2 (13)

According to the gradient descent method, the network weights
were adjusted as follows

1wj(t) = −η
∂E(t)
∂wj(t)

= −η (urbf(t)− u(t)) hj(t), (14)

w(t) = w(t − 1)+1w(t)+ α(w(t − 1)+ w(t − 2)). (15)

Further, applying the gradient descent method to the adjustment
of c and b will optimize effective learning by the RBF network,
thus we had

1bj(t) = −η
∂E
∂bj
= −η (urbf(t)− u(t))wjhj

∣∣∣∣∣∣x-c2
j

∣∣∣∣∣∣
b3
j

, (16)

b(t) = b(t − 1)+1b(t)+ α
(
b(t − 1)+ b(t − 2)

)
, (17)

1cj(t) = −η
∂E
∂cj
= −η (urbf(t)− u(t))wjhj

x− cj
b2
j

, (18)

c(t) = c(t − 1)+1c+ α (c(t − 1)− c(t − 2)) . (19)

where η ∈ (0, 1) represented the learning rate η = 0.30and
α ∈ (0, 1) represented the momentum factor α = 0.05.

A quantitative index of the control effect was defined as the
root mean square error between the controlled output and the
reference signal,

RMSE =

√√√√ 1
N

N∑
i=1

(
yi − yd

)2 (20)

where N represented the sampling point of the feedback signal.

RESULTS

The biophysically-based cortical-Basal-thalamus network
model was used to test the effectiveness of closed-loop DBS.
Performance of the RBF network-based supervisory algorithm
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FIGURE 2 | Block diagram of improved supervisory algorithm under the guidance of radial basis function (RBF) network. Stimulation signal u(t) is applied to GPi
model neurons and the simulated beta power y(t) is obtained from LFP of the GPi. The stimulation signal u(t) is determined by the joint action of the P controller
output up(t) and RBF network controller output urbf(t).

was evaluated by considering changes in the state of the plant
intended to represent dynamics including cycling of medication
and progress of the disease, as well as dynamic changes in the
reference (target) signal.

Firing Rates and Firing Patterns of Model
BG Neurons
The transmembrane potentials of model GPe, GPi, and STN
neurons in the cortical-Basal-thalamus network model are
displayed in Figure 3. The Parkinsonian condition resulted in
changes in both the rate and pattern of model neuron activity.
As a result of excitation via the indirect pathway and hyper-
direct pathway together with inhibition via the direct pathway,
firing rates in the Parkinsonian condition increased in STN
and GPi model neurons and decreased in GPe model neurons
(Figure 4A), consistent with previous experimental studies (Kita
and Kita, 2011). Moreover, increased spike synchrony was
observed across all nuclei in the Parkinsonian state compared
to the healthy state (Figure 4B). These indexes were analyzed
using one-way analysis of variance (ANOVA), which revealed a
significant difference in firing rate (STN: F = 901 and p < 0.001,
GPe: F = 48 and p < 0.001, and GPi: F = 184 and p < 0.001) and
synchrony index (STN: F = 239 and p < 0.001, GPe: F = 1554
and p < 0.001, and GPi: F = 62 and p < 0.001) between
healthy state and Parkinsonian state. The model thus exhibited
features of the pathophysiological neural activity occurring in PD
and was a suitable testbed to develop and analyze closed-loop
control strategies.

The GPi, which is clinically accessible for both recording of
LFPs and delivery of DBS, was selected as the source of the
feedback signal for closed loop DBS (Figures 5A,B). Compared to
the healthy state, where the LFP exhibited little power in the beta
band, the LFP in the Parkinsonian condition exhibited oscillatory
activity, generating a significant peak in the power spectrum
(Figure 5C). The LFP signals were filtered within the beta band
to extract differences between healthy and Parkinsonian states,
and the filtered GPi LFP activity in the healthy state (Figure 5D)

FIGURE 3 | Transmembrane potential as a function of time of model neurons
in STN, GPe, and GPi. The blue traces depict model neuron activity in the
healthy condition while orange traces depict model neuron activity in the
Parkinsonian condition.

served as a reference to guide the modulation of Parkinsonian
neural activity by DBS, thus constituting a closed-loop system to
suppress exaggerated beta oscillatory activity (Figure 5E).

Limitation of Traditional P and PI
Controllers
We first quantified the relationship between the stimulation
frequency and the beta power (Figure 6), where f = 0 is
equivalent to the Parkinsonian state without DBS. Low frequency
stimulation actually increased beta power, and the beta power was
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FIGURE 4 | Characterization of model neuron activity in healthy and Parkinsonian conditions. (A) Firing rates (mean ± standard error) for model STN, GPe, and GPi
neurons in healthy (blue) and Parkinsonian (orange) conditions. Values are averaged across three runs for each nucleus. (B) Spike synchrony (mean ± standard error)
for model STN, GPe, and GPi neurons under healthy (blue) and Parkinsonian (orange) conditions. All model neurons exhibit increases in spike synchrony in the
Parkinsonian state as compared to the healthy state. (*** represented a significant difference, p < 0.001).

A B C

D E

FIGURE 5 | Local field potential (LFP) activity from model neurons in the GPi. In panels (A,B), blue trace depicts the LFP in the healthy state while the orange trace
depicts the LFP in the Parkinsonian state. Panel (C) illustrates the power spectral density of the GPi LFP across 10 trails to quantify the corresponding oscillatory
activity, where shaded error region represents standard errors. Panels (D,E) depict the band-pass filtered (13–30 Hz) LFP activity in the GPi.

progressively reduced as the stimulation frequency was increased
higher than 50 Hz. A beta power of 120 dB was calculated
from the healthy state and set as the desired state, and the
range of stimulation frequencies was between 5 and 200 Hz. The
modulation of DBS was reformulated as a train of monophasic
pulses with an initial stimulation frequency of 5 Hz, and the
updated stimulation frequency was generated based upon the
error between the actual and target beta power in the LFP from
the GPi model neurons.

The performance of the P controller and PI controller
in regulating the beta band LFP in the GPi with GPi
DBS were compared (Figures 7, 8), where the blue dotted
lines represented the healthy state and the orange traces
represented the controlled PD state. Small kp appeared
to make no difference to the suppression of beta band
activity, while large kp caused strong oscillations between
effective and ineffective suppression of beta band activity

(Figure 7). The performance following addition of the
integral controller with different combinations of kp and
ki was assessed (Figure 8). The control of beta power in
the GPi LFP was strongly dependent on the selection of kp
and ki, where effective values

(
kp = 0.5, ki = 0.5

)
promoted

the suppression of high beta power while ineffective values(
kp = 0.1, ki = 0.01

)
did not contribute to improvement

of the PD state. The search of proportional and integral
gains through trial-and-error produced fluctuations in
performance and created uncertainty about the effectiveness
of closed-loop DBS, especially in the face of changes in the
properties of the plant.

A substantial improvement in control performance was
achieved by the supervisory algorithm, where suppression of the
exaggerated beta power present in the Parkinsonian condition
was achieved within 1 s (Figure 9A). The weights of the
RBF network were adjusted in real-time, in response to the
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FIGURE 6 | Relationship between the deep brain stimulation pulse repetition
frequency and the beta power in the LFP from the GPi (mean ± standard error
for 50 trials).

update of the beta power of the GPi (Figure 9B). As the
beta power was gradually suppressed, the RBF network took
over the leading role that the P/PI controller played in the
initial control stage (Figure 9C). Ultimately, the DBS pulse
repetition frequency was calculated as shown in Figure 9D,
and the DBS signal is depicted in Figure 9E. Changes in beta
power between the healthy state, open-loop 130 Hz DBS, P
controller, PI controller and adaptive DBS were compared by
calculating the root mean square error between the controlled
output signal and the reference signal during the last 4 s
of simulation. The averaged RMSE were 18.64, 112.41, 39.38,
and 23.89, respectively, In cases of open-loop 130 Hz DBS, P
control

(
kp= 0.1

)
, PI control

(
kp= 0.5, ki= 0.5

)
and combined

P and RBF control, indicating that the improved supervisory
algorithm drive the beta power to the target setting with a
higher accuracy.

Evaluation of Robustness of the
Supervisory Algorithm
The closed-loop RBF network-based supervisory control
algorithm achieved effective tracking of the target beta power,
but several challenges required further consideration. First,
Parkinson’s disease is a chronic and progressive disease in
which the patient’s condition gradually worsens over time,
and individual variation should be considered in model-
based evaluations. Second, the reference waveform was the
LFP signal from the healthy network model. Although this
signal carries abundant information, it does not represent the
variety of different disease states, for example during cycling
of medication, and this potentially limits the generalizability of
the control system.

To evaluate further the performance of the proposed closed-
loop algorithm in the face of changes in the Parkinsonian
state (Figure 10), the parkinsonism variable pd was randomly
generated from 0 to 1. Controlled beta power gradually converged
to the desired healthy signal after 1 s, demonstrating the adaptive
capability of the RBF network across disease states. In addition,
beta power exhibits dynamic changes, especially prior to and
during movement, and thus tracking of time-varying beta power
may be required to promote desired movement behavior. In the
face of a time varying reference beta power signal switching at
1 Hz (Figure 11), the controlled beta power still followed the
dynamic reference signal, albeit with substantial overshoot.

DISCUSSION

This manuscript proposed an improved supervisory control
algorithm for adaptively adjusting the stimulation signal to

A B

C D

FIGURE 7 | Control effect of P controller with beta power as the feedback signal. Blue dotted lines represent the desired GPi beta power that recorded from healthy
state, and orange traces represent feedback GPi beta power from the controlled state. Black solid lines denote the beginning of stimulation. (A) kp =0.01, (B)
kp=0.1, (C) kp=1, (D) kp=10.
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A B C

D E F

FIGURE 8 | Control effect of PI controller with beta power as the feedback signal. Blue dotted lines represent the desired GPi beta power that recorded from healthy
state, and orange traces represent feedback GPi beta power from the controlled state. Black solid lines denote the beginning of stimulation. (A) kp=0.1, ki =0.01,
(B) kp=0.1, ki=0.5, (C) kp=0.1, ki=2, (D) kp=0.5, ki=0.01, (E) kp=0.5, ki=0.5, (F) kp=0.5, ki=2.

A

B

C

D

E

FIGURE 9 | Feedback control using the RBF controller with beta power as the control signal (kp=0.1). Panel (A) depicts the dynamic process of the controller
reducing beta power in the GPi, panel (B) shows the evolution of real-time updated weights of the RBF network, (C) plots the trend of P controller and RBF
controller, respectively, (D) generates the DBS pulse repetition frequency. Panel (E) is the stimulation signal, a series of 0.3 ms duration 300 µA/cm2 amplitude
pulses with the instantaneous frequency determined by the controller.

Frontiers in Neuroscience | www.frontiersin.org 9 September 2021 | Volume 15 | Article 75080643

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles


fnins-15-750806 September 11, 2021 Time: 16:9 # 10

Zhu et al. Adaptive Parameter Modulation of DBS

FIGURE 10 | Robustness analysis of the RBF controller in the presence of dynamic changes in the Parkinsonian state (kp=0.1). (A) Dynamic change of
Parkinsonian state is characterized by the parameter, pd. The RBF-controller modulated beta power during dynamic changes is depicted in the bottom panel. Panel
(B) shows the evolution of real-time updated weights of the RBF network, (C) plots the trend of P controller and RBF controller, and (D) generates the DBS pulse
repetition frequency. Here, the stimulation amplitude is set to 300 µA/cm2 and the pulse duration is set to 0.3 ms.

A

B

C

D

FIGURE 11 | Robustness analysis of the RBF controller during dynamic changes in the reference beta power (kp=0.1). (A) Dynamic change of the reference beta
power is characterized by the blue dotted line. The RBF-controller modulated beta power is depicted in the bottom panel. Panel (B) shows the evolution of real-time
updated weights of the RBF network, (C) plots the trend of P controller and RBF controller, and (D) generates the DBS pulse repetition frequency. Here, the
stimulation amplitude is set to 300 µA/cm2 and the pulse duration is set to 0.3 ms.

improve DBS control of the Parkinsonian state. Myriad control
algorithms have been applied to the design of closed-loop DBS
system, for example, on-off control, dual-threshold control,
delayed feedback control, PID control, fuzzy control, and model

predictive control (Little et al., 2013; Liu et al., 2015, 2016;
Popovych et al., 2017; Su et al., 2019; Velisar et al., 2019).
For on-off control and dual-threshold control, a stimulus was
triggered by the control signal exceeding or falling below
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a threshold. Energy consumption was reduced as compared
to traditional open-loop stimulation, but selection of optimal
stimulation parameters during the DBS-on stage still needed
to be addressed. The design of delayed feedback controller
or PID controller depended strongly on the selection of
controller gains and delay time constant, and the performance
was dependent on the plant. Thus, such controllers may
exhibit limited adaptability for individual variations due
to, for example, changes in medication status or active
versus inactive state. More advanced control algorithms, for
example fuzzy control and model predictive control, have
been developed for modulation of DBS parameters. However,
the robustness of the control algorithm was improved at
the cost of using a non-standard signal–the unmodulated
controller output was applied directly to the stimulated
targets, and this may be difficult to implement with an
implanted pulse generator. In addition, Gao et al. (2020)
proposed a deep reinforcement learning-based approach to
construct an adaptive DBS framework. The reinforcement
signal provided by the environment was an evaluation of
the quality of the action that the agent produced. It should
be noted that the external environment yielded evaluations
(reward or punishment) rather than correct answers to
the output of the learning system, and the performance
of the learning system was improved by reinforcing the
actions that were rewarded. Neural networks have the
capacity to approximate arbitrary complex nonlinear systems,
and an RBF network was adopted in this manuscript for
selecting the appropriate pulse repetition frequency of DBS.
The proposed RBF-based algorithm constituted supervised
learning that provided a corresponding target output for
each input. Through the feedback structure, the stability
and robustness can be guaranteed, and the precision and
adaptability were improved.

A biophysiologically feasible cortex-basal ganglia-thalamus
computational network model that represents the Parkinsonian
state in 6-OHDA lesioned rats was used as the plant and
to calculate LFP signals and the effects of DBS. DBS of
the STN or the GPi are currently the most common and
effective surgical targets for the treatment of PD, but there
does not appear to be one superior target. Several studies
compared the efficacy of stimulating STN versus GPi and
that both STN-DBS and GPi-DBS are equally effective in
improving motor dysfunction (Honey et al., 2017; Zhang et al.,
2021). STN-DBS contributes to more significant medication
reduction and is favorable to decrease energy consumption
due to the smaller stimulating region, but STN-DBS appears
to increase the incidence of psychiatric complication. If
medication reduction is not a major concern, GPi-DBS has
the advantage of direct dyskinesia suppression. LFP signals
from the GPi, which can be directly obtained through
DBS leads in clinical application (Stanslaski et al., 2012;
Arlotti et al., 2016b; Parastarfeizabadi and Kouzani, 2019)
and carry abundant potential information from synchronous
neural activity were extracted and processed as the feedback
signal for closing the loop (Little and Brown, 2012; Priori
et al., 2012; Hebb et al., 2014; Arlotti et al., 2016a; Sinclair

et al., 2018). The design of the closed-loop control system
followed a traditional strategy. For such a highly nonlinear
and complex plant, the selection of optimal proportional gains
was challenging, and simulation results illustrated that the P
controller did not achieve effective tracking of the reference
signal. The RBF neural network exhibits both self-learning and
self-adaptation and was the foundation for constructing an
intelligent control system. The improved supervisory control
algorithm with the RBF network controller showed satisfactory
tracking performance and was able to regulate the beta
oscillatory power across dynamic changes in the plant and the
reference signal.

The proposed algorithm has several potential advantages
for clinical implementation. First, although the closed-loop
control algorithm was designed based on a biophysical model
of the cortex-basal ganglia-thalamus network, precise parameters
(e.g., synaptic conductance, reversal potentials) and network
structure (e.g., synaptic connectivity) were not necessary since
the RBF network builds an inverse representation based on
input output information. Second, DBS stimulation signals were
delivered through and LFP recordings were obtained from
same implanted electrode, thereby avoiding the requirement of
additional external sensors. A limitation of this simulation study
is the setting of the desired tracking signal, and the variable
dynamics of the cortical-Basal-thalamus network were not fully
considered. Further exploration combined with the selection of
biological markers that relate to specific symptoms and states
remains an important challenge. Further, understanding the
relationship between stimulation parameter changes and changes
in specific patient symptoms, including the time course of
such changes, is crucial to improving clinical treatment. For
example, data-driven input-output model identification might be
a promising solution for quantifying responsiveness to specific
stimulation signals.
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Circadian and other physiological rhythms play a key role in both normal homeostasis

and disease processes. Such is the case of circadian and infradian seizure patterns

observed in epilepsy. However, these rhythms are not fully exploited in the design of active

implantable medical devices. In this paper we explore a new implantable stimulator that

implements chronotherapy as a feedforward input to supplement both open-loop and

closed-loop methods. This integrated algorithm allows for stimulation to be adjusted

to the ultradian, circadian and infradian patterns observed in patients through slowly-

varying temporal adjustments of stimulation and algorithm sub-components, while also

enabling adaption of stimulation based on immediate physiological needs such as a

breakthrough seizure or change of posture. Embedded physiological sensors in the

stimulator can be used to refine the baseline stimulation circadian pattern as a “digital

zeitgeber,” i.e., a source of stimulus that entrains or synchronizes the subject’s natural

rhythms. This algorithmic approach is tested on a canine with severe drug-resistant

idiopathic generalized epilepsy exhibiting a characteristic diurnal pattern correlated

with sleep-wake cycles. Prior to implantation, the canine’s cluster seizures evolved

to status epilepticus (SE) and required emergency pharmacological intervention. The

cranially-mounted system was fully-implanted bilaterally into the centromedian nucleus

of the thalamus. Using combinations of time-based modulation, thalamocortical rhythm-

specific tuning of frequency parameters as well as fast-adaptive modes based on activity,

the canine experienced no further SE events post-implant as of the time of writing (7

months). Importantly, no significant cluster seizures have been observed either, allowing

the reduction of rescue medication. The use of digitally-enabled chronotherapy as a
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feedforward signal to augment adaptive neurostimulators could prove a useful algorithmic

method in conditions where sensitivity to temporal patterns are characteristics of

the disease state, providing a novel mechanism for tailoring a more patient-specific

therapy approach.

Keywords: deep brain stimulation, centromedian thalamus, circadian, entrainment, epilepsy, chronotherapy,

status epilepticus, Arnold tongues

INTRODUCTION

Physiological rhythms play a role in both normal homeostasis
and disease processes, yet the design of active implantable
medical devices often does not fully exploit them, especially in
brain stimulators. For example, in the treatment of epilepsy with
deep brain stimulation (DBS), the default stimulation approach
is to apply high-frequency (HF) stimulation in an attempt to
suppress seizure propagation (Fisher et al., 2010)—a method
adapted from the successful treatment of Parkinson’s disease
(PD). While beneficial in many cases, occasionally resulting in
periods with seizure freedom (Velasco et al., 2007; Valentín et al.,
2013), an exploration of alternative strategies, or a combination
of strategies (Schulze-Bonhage, 2019) could give new insights
for epilepsy treatment. Similar opportunities exist in other
disease states such as movement disorders and neuropsychiatry.
One approach is to exploit the precise digital time control of
implantable systems to interact with the rhythmic processes in
the brain.

Normal and pathological rhythms arise at multiple timescales.
At one temporal extreme, 24 h (circadian) and multiday
(infradian) seizure patterns are observed in epilepsy (Baud
et al., 2018; Gregg et al., 2020; Leguia et al., 2021). Despite
these temporal fluctuations, current FDA-approved DBS and
responsive neurostimulation (RNS) devices for control of
seizures run a fixed algorithm regardless of the time. Vagal nerve
stimulators do enable two settings for implementing diurnal
control, which show promise for managing side-effects and
correlating therapy with symptoms (Fisher et al., 2021). Similarly,
disrupted sleep-wake cycles are a common co-morbidity of PD,
depression and epilepsy, but current DBS devices default to fixed,
tonic stimulation parameters that are configured based on an
assessment of efficacy during a daytime follow-up (Malhotra,
2018). At the faster end of the spectrum, thalamocortical
oscillations are signatures of both healthy and diseased brain
states that fluctuate in intensity on the order of tens to
hundreds of milliseconds (Oswal et al., 2013). While these
oscillations are used for adaptive algorithms, the stimulation
paradigm is still largely reliant on gating HF stimulation for
suppressing these lower frequency oscillations (Little et al., 2013;
Priori et al., 2013; Swann et al., 2018). Stimulation at lower
frequencies, utilizing oscillation frequencies recorded during
natural behavior, however may provide additional benefits over
HF stimulation due to the entrainment properties of the target
neural population. DBS parameters could in principle be tuned
to act as a “digital chronotherapy” that modulates endogenous
rhythmicity in brain activity over multiple timescales.

In this case study, we apply a new implantable stimulator
in the centromedian nucleus of the thalamus (CMN) that
implements multi-scale, rhythm-entrained stimulation as an
experimental medicine treatment for SE. For human generalized
seizures, the CMN is involved early or late in the seizure
and when involved, appears to lead the cortex (Martín-López
et al., 2017). Probably for this reason, this nucleus appears
to be particularly useful for the treatment of super refractory
SE in human patients (Valentín et al., 2012; Sa et al., 2019;
Stavropoulos et al., 2021). SE is a serious ictal condition that
is considered an emergent situation and can be fatal if these
self-sustaining seizures cannot be interrupted. The stimulator’s
control algorithm applies feedforward input to supplement both
open-loop and adaptive methods (Figure 1A). This integrated
algorithm allows for electrical stimulation paradigms to be
adjusted in response to slowly varying (e.g., diurnal/circadian)
patterns through temporally-based adjustments of stimulation
and algorithm sub-components, while also enabling adaptive
stimulation based on immediate physiological needs such as a
breakthrough seizure in epilepsy. The use of embedded field-
potential sensing enabled subject-specific characterization of
thalamocortical network activity. The field-potentials guided the
application of targeted stimulation entrainment as an attempt
to reinforce “beneficial” rhythms and avoid pathological ones.
In aggregate, the physiological sensors and embedded timing
control can serve to optimize the baseline stimulation circadian
pattern as a digital zeitgeber, complementing or reinforcing
existing zeitgebers.

CASE OVERVIEW

A 4-year-old, mixed-breed (Newfoundland/Saint Bernard),
neutered male dog weighing 60 kg was presented with severe
drug-resistant idiopathic epilepsy, at the Tier II confidence
level of diagnostic certainty (De Risio et al., 2015). The carer’s
seizure diaries were used for comparative analysis of seizure type
prevalence and frequency, seizure-free episodes and semiology
of cluster seizures before and after surgery. The dog, treated
as a veterinary patient, did not adequately respond to an array
of antiseizure medication; treatment consisted of phenobarbital,
potassium bromide, imepitoin, topiramate and gabapentin in
various combinations (see Figure 4 for details). Multiple dosages
of diazepam or levetiracetam as pulse therapy were used
following any given seizure to prevent cluster seizures (Packer
et al., 2015). The dog’s diet was enriched with 6% medium-chain
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FIGURE 1 | Algorithm model for therapy, device block diagram and postsurgical outcome. (A) The model for the control algorithm in the device. The typical “open

loop” pathway is illustrated in green. A clinician generally captures a reference value and control policy based on experience and observation, setting a stimulation

state for the device that interacts with the nervous system. A “closed loop” pathway, illustrated in blue, can be constructed by adding a sensor and classifier that can

then adjust stimulation accordingly through a control policy; this adaptive feedback pathway allows for continuous refinement based on immediate patient state. A

feedforward pathway, illustrated in red, can help to account for variability linked to set temporal rhythms, similar to circadian cycles observed in physiology control

pathways. The feedforward pathway can adjust multiple parameters in the open and adaptive loops, including reference values for measured variables, how to

stimulate, which sensors to use and the classification objectives. The combination of feedforward and feedback pathways aims to optimize predictive and responsive

stimulation control. (B) The Picostim-DyNeuMo cranial mounted deep brain stimulator used in this study. For device capabilities refer to Toth et al. (2020). Note that

the research tool is upgradeable through the firmware and software versions. (C) Postsurgical imaging shows a reconstructed 3D computed tomography (CT) scan of

the canine’s skull with the guide tube hub fixed in the drilled hole in the left parietal bone (white arrow) and the stimulator fixed on the frontal bone (black arrow). Wires

coming from both guide tubes are connected with the stimulator. (D) Implanted guide tubes and wires in a transversal CT scan in the plane of the target structures.

Note that the strong hyperintense signals around the target positions represent CT metal artifacts deriving from the electrode plates (n = 4, each) at the tip region of

the wires. Please see supplemental methods for more details.

triglycerides (MCT) with the goal to improve seizure control
(Berk et al., 2020).

None of the epilepsy management options provided an
adequate response and seizure severity increased to frequent SE.
As no further medical treatment was available under the German
Medicinal Products Act, the carer elected and gave informed
consent for attempting DBS for epilepsy management. The
Picostim-DyNeuMo research system (Bioinduction, Bristol, UK)

was implanted with bilateral electrodes targeting the CMN, with
the implantable pulse generator placed subcutaneously on the
frontal cranium (Figure 1); refer to the supplemental methods
for details. The Picostim-DyNeuMo can record intracranial
signals and be remotely accessed for monitoring and therapy
refinement; embedded circadian schedulers and sensors allow for
adaptation of stimulation based on temporal patterns and inertial
signals as well (Toth et al., 2020).
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METHODS

Initially after implantation, HF stimulation was used for

stimulation consistent with prior reports of CMN stimulation

(130Hz/90µs). However, in the first post-implant cluster
seizures, increasing HF amplitudes led to intolerable side-
effects without seizure cessation (head-pulling and other
involuntary motion) and the cluster sequence proceeded
unabated. This motivated the use of an analytical approach for
low frequency entrainment.

Theoretical Mechanism for Parameter
Selection: Arnold Tongue Analysis for
Estimation of Entrainment
Our aim was to select stimulation frequencies which would
reinforce neurotypical physiological behavior and avoid
pathological rhythms. Prominent mesoscopic neural rhythms
can be entrained through periodic electrical stimulation with
specific amplitude and frequency predicted by Arnold tongues
analysis. Entrainment may be subharmonic, characterized by
a winding number p:q, with p and q integers, where p is the
average number of oscillations achieved by the rhythm for
a given q periodic pulses of the driving stimulation. Arnold
tongues (Arnol’d, 1983; Pikovsky et al., 2002) can be observed
in the stimulation frequency/amplitude space as patterns of
constant winding number, typically elongated and triangular in
shape. The p:q Arnold tongue represents the range of stimulation
frequencies and amplitudes compatible with p:q entrainment.
Arnold tongues have previously been reported in computational
models of brain circuits, in particular in the context of circadian
rhythms (Bordyugov et al., 2015; Skeldon et al., 2017) and
transcranial stimulation (Trevisan et al., 2006; Ali et al., 2013;
Herrmann et al., 2016).

The concept of Arnold tongues can be illustrated using the
simplest model describing the influence of periodic stimulation
on an oscillator. This model is the sine circle map (Glass and
Mackey, 1979; Perez and Glass, 1982; Glass, 2001), where a
phase oscillator with constant natural frequency is forced by
periodic stimulation of controlled frequency and amplitude.
A stimulation pulse will advance or delay a neuron’s phase
depending on where the neuron is in its firing cycle and on
the neuron’s type (Stiefel et al., 2008). Similarly, stimulation
in the sine circle map advances or delays the phase of the
oscillator, such that the change is proportional to the sine of the
oscillator’s phase at the time of stimulation. Varying stimulation
frequency and amplitude reveals a family of Arnold tongues as
shown in Figure 2 for a natural frequency of 13Hz. Highlighted
in Figure 2A are the 1:1 and 2:1 tongues, which encompass
stimulation parameters resulting in the oscillator frequency being
entrained at exactly the stimulation frequency and at twice the
stimulation frequency, respectively. Since the 1:1 tongue is the
largest, 1:1 entrainment is the easiest to achieve in practice.
For a fixed stimulation frequency, a broader range of natural
frequencies can follow 1:1 entrainment, which will therefore
be most robust to perturbations acting to change the rhythm’s
natural frequency.

Therapeutic Strategy—Basal Stimulation
Frequency and Fast Adaptation
With remote telemetry, we were able to assess the spectral content
of thalamocortical signals from our dataset based on prior
characterization studies; representative power spectral density
(PSD) plots are included in Figure 2B. Applying the entrainment
hypothesis, we remotely tuned the stimulation frequency to
the canine’s dominant rhythm during restful, alert activity
(13Hz/350µs/1.3mA bilateral), while trying to avoid a sub-
harmonic rhythm which might align with the 2Hz oscillation
that correlated with seizure onset and initiation. Similar low
frequency rhythms have also been suggested to induce absence
seizures in human subjects (Velasco et al., 1997). The final
entrainment model that guided therapy is summarized in the
Arnold Tongue plot of Figure 2C. The adoption of this setting
coincided with the end of the immediate cluster seizure event
and it has been used thereafter as the default stimulation pattern.
As an emergency fall-back for breakthrough seizures, a HF
mode with elevated amplitude (130Hz/90µs/1.5mA bilateral)
was implemented which could be triggered by the carer through
tap activation, using the built-in accelerometer (Figure 1B). Note
that the levels for the emergency HF stimulation would not
be tolerated during normal activities of daily living, e.g., it
can induce reversible head-pulling, but were acceptable for an
emergent state.

Therapeutic Strategy—Diurnal Rhythms
and Slow Adaptation
Since physiological rhythms can vary throughout the day
(Gregg et al., 2020; Leguia et al., 2021), the stimulation might
benefit from temporal adjustments regardless of immediate
physiological state. In case of our canine stimulation could
lead to hypervigilance, so the therapy was adjusted to
vary over time, supplemented by adaptive transitions based
on activity/inactivity.

The temporal pattern to stimulation adjustment was
introduced so as to align maximum stimulation intensity with
times of peak seizure activity, as recorded in the seizure diary
kept by the carer. The historic seizure activity up to the date of
implantation is presented in a rose plot, inset in the right panel of
Figure 3. The timing of seizures motivated a circadian adaptive
pattern for stimulation; note that seizures were generally linked
to sleep states according to the carer.

The aim was to account for immediate variation in activity,
while accounting for daytime naps, since the highest probability
of seizures correlated with the sleep state. The final adaptive
algorithm, merging chronotherapy and sensor-based inputs,
consisted of three layers of control with increasing stimulation
intensity: (1) a circadian basal rate while the dog is awake and
active; (2) a protective sleep mode with elevated entrainment
stimulation; and (3) a high-amplitude, HF stimulation pattern
to try and abort a breakthrough seizure through existing DBS
methods. The embedded algorithm is illustrated by the circles
enclosing the rose diagram in Figure 3. The inner ring of
stimulation is the default state at 13Hz when the dog is active;
the night-time activity uses elevated stimulation 0.7mA for
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FIGURE 2 | Arnold Tongues and Stimulation Frequency Strategy. (A) Winding number and Arnold tongues in the sine circle map as a function of stimulation (driver)

frequency and amplitude for an oscillator with a natural frequency of 13Hz. Arnold tongues correspond to areas of constant winding number. The 1:1 tongue (winding

number of 1) and the 2:1 tongue (winding number of 2) are highlighted with blue dashed lines. For stimulation parameters falling within the p:q tongue, the rhythm will

be entrained at p/q times the stimulation frequency. The sine circle map was simulated as θ i+1 = θ i + 2π
(

f 0
f s

)

+ I sin θ i, where θ i is the oscillator phase right after

stimulation pulse i, f 0 is the natural frequency of the oscillator, f s is the stimulation frequency and I is the stimulation amplitude. The winding number was calculated

after N = 50 stimulation pulses as the average of (θN−θ0)

(2πN)
over 20 trials with random initial phases θ0 uniformly distributed between 0 and 2π . (B) Intracranial field

potentials from the implanted signals (left hemisphere, contacts 0–3) remotely accessed through wireless telemetry. Representative signals were gathered during

different activities of daily living to characterize frequency content. The stimulation therapy strategy aims to entrain the healthy rhythm around 13Hz, while avoiding the

peak at 2Hz observed during seizure. (C) Illustration of the final stimulation strategy. The winding number in the sine circle map is shown here for a fixed stimulation

frequency (13Hz) as a function of natural frequency (e.g., inherent thalamocortical rhythm) and stimulation amplitude. Selected Arnold tongues are highlighted in blue.

Stimulation at 13Hz can reliably entrain the desired 12Hz thalamocortical oscillation (large 1:1 tongue) while avoiding induction of pathological tongues in the region of

2–3Hz. The 1:5 and 1:6 tongues obtained from 13Hz stimulation are indeed so narrow that they will not lead to any entrainment in practice. To account for the fact

that neural oscillations at lower frequencies typically have higher power (1/f power law) and would therefore require more energy to entrain, the vertical axis represents

equivalent stimulation amplitude (stimulation amplitude multiplied by f 0/ fmax, where f 0 is the natural frequency and fmax the maximum frequency shown). This is

conservative as the 1:5 and 1:6 tongues disappear at higher stimulation amplitudes.

additional protection, while the daytime stimulation is lowered
to 0.5mA to avoid any side-effects of stimulation and conserve
energy during low seizure probability intervals. When the
accelerometer detects an inactive state for 4 mins, the algorithm
transitions to the middle ring of stimulation for the sleeping
mode, which elevates stimulation amplitude to 1.3mA at 13Hz to
provide greater entrainment during the increased risk of seizures
during sleep. Finally, the outer ring, or boost mode, is designed for
breakthrough seizures, activated by the carer with a single tap on

the device programmed with a detection threshold of 7 g in the
z-axis (orthogonal from the device plane). In this mode, a burst
of 130Hz, 1.5mA bipolar stimulation is provided to interrupt a
sustained seizure.

We remotely synchronized the device for the longer infradian
rhythms (Baud et al., 2018). Remote telemetric access allowed us
to characterize physiology and reprogram the system in the home
environment, as well as check battery levels and tissue-electrode
interface impedances. On the left side of Figure 3, extended time

Frontiers in Neuroscience | www.frontiersin.org 5 September 2021 | Volume 15 | Article 73426552

https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org
https://www.frontiersin.org/journals/neuroscience#articles


Zamora et al. Case Report: Embedding Digital Chronotherapy

FIGURE 3 | Integrated Circadian-Adaptive Mode Algorithm Strategy. Illustration of the algorithm timing strategy. Left: extended time (e.g., 2-week infradian) updates

are provided over an encrypted internet link with a local password-protected application running on a surface tablet via the patient controller. The USB connector

between the patient programmer and tablet is for in-clinic programming. Research subjects use the handheld controller for at-home recharge and manual

adjustments. Right: the embedded algorithm illustrated with a rose plot. The inner circle represents the seizure count from the diary, kept by the carer, up to the date

of DBS activation; the orange tiling is the timing of first seizure onset, while the blue account for all seizures in a cluster. The inner ring of stimulation is the default state

when the dog is active. When the accelerometer detects an inactive state for 4 min, the algorithm transitions to the middle ring of stimulation for the sleeping mode.

The outer ring is the boost mode for breakthrough seizures. (A) going in and out of sleep during the night, while in night-time mode, the stimulation switches from

night-time to the sleeping mode and vice versa. (B) suffering a seizure during the default mode, the carer taps on the site of the implant to trigger the boost mode. (C)

the stimulation returns from boost mode to the default mode within 30min. (D) taking a nap during the day, the stimulation switches from the default mode to the

sleeping mode. (E) waking up from the nap, the stimulation goes from sleeping mode to default mode within 30min.

(e.g., 2-week infradian) updates are provided over an encrypted
internet link with a local password-protected application running
on a surface tablet. The patient controller is used to wirelessly
update the embedded stimulation parameters.

RESULTS

Prevention of Status Epilepticus
The data is summarized in Figure 4 based on seizure diary
and care plan summary. Figure 4A shows the seizure number
and medication dosage per month since epilepsy onset, while
Figure 4B shows the same data on a daily basis from 7 months
before until 7 months after implantation and stimulation onset.

Status epilepticus: 3 months before implantation, the seizure
severity increased dramatically. Seizures regularly escalated into
SE, with three occurring prior to surgery, requiring the use of
rescue intervention. After implantation and the use of described
stimulation patterns, no SE occurred.

Rescue medications: After implantation of the device,
levetiracetam administration as pulse therapy, with major

side-effects, was initially continued after seizure occurrence
in order to further interrupt cluster seizure evolution or
SE (repetitive administration every 8 h with successive dose
reduction over several days). It was possible to successfully
break the cluster seizure emergence or evolution in seven
seizure occurrence periods (total of nine seizures) via stimulation
only without administering levetiracetam as additional rescue
medication in these periods (Figure 4B). Phenobarbital as
chronic treatment was continued over the whole observation
time after implantation with a dose reduction from 13.3 to 12.5
mg/kg/day in November 2020. The carer also stopped MCT
supplementation and the other antiseizure medications.

Breakthrough seizure intervention: In terms of proactively
interrupting ongoing seizures by the carer, the boost (HF
burst) emergency mode disrupted 14 seizures, while eight
seizures continued after interruption attempt. Another eight
seizures were not interrupted because they were noticed too
late or the boost mode was deactivated at those time points.
The success rate of the active interruption attempts was
thus approximately 64%.
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FIGURE 4 | Frequency and chronic/acute pharmacological treatment of seizures until seven months after implantation. (A) The seizure frequency (left y-axis) and

average daily antiseizure drug (ASD) dosage in mg/kg/day (right y-axis) of phenobarbital (PB), imepitoin (IMP), potassium bromide (KBr), topiramate (TPM) and

gabapentin (GBP) twice (BID) or thrice (TID) daily are shown for every month since epilepsy onset in November 2018. When stimulation was started, no further status

epilepticus (SE) occurred. After implantation, high frequency (HF) stimulation was applied after seizures occurred in order to prevent SE or further cluster seizure

evolution. Since HF did not bring the desired result in the first cluster seizure (November 2020), the frequency was subsequently changed to low frequency (LF)

entrainment adapted to the canine’s local field potentials. PB was chronically administered as monotherapy (reduction from 13.3 to 12.5 mg/kg/day in November

2020), while other chronic medical and dietary therapy with medium-chain triglycerides was stopped after surgery. With the HF bursting boost mode for the

interruption of ongoing seizures four seizures out of six attempts in November 2020 were interrupted. One seizure was noticed too late. In December 2020, one

seizure was interrupted while five further ones occurred without interruption attempt. In January 2021, one attempt of seizure interruption was without success, while

another seizure was noticed too late. In February 2021, two out of three attempts of seizure interruption were successful. In March 2021, three seizures were

interrupted while two continued after attempt. In April 2021, four seizures were interrupted, two continued and one was noticed too late. The overall success rate of

interruption attempts was 64%. Electrical stimulation has the potential of reducing acute and chronic pharmacological interventions. (B) The seizure number (left

y-axis) in black dots and lines and average daily ASD dosage in mg/kg/day (right y-axis) for chronic (horizontal colored lines) and emergency treatment (vertical bars)

with levetiracetam (LEV) or diazepam (DZP) are shown on a day-to-day basis since begin of March 2020 until end of April 2021 (seven months pre and post

implantation). Gray arrows represent successful avoidance of further seizure occurrence/evolution after a single seizure or in cluster seizures (CS) via stimulation with

(+LEV) or without LEV intervention. It turned out that initially, only the combination of acute LEV treatment and LF-entrainment prevented or interrupted cluster seizure

evolution. Since February 2021, however, LEV was not administered after seizure occurrence due to severe side-effects, with LF-entrainment alone achieving cluster

cessation, except in two CS events which consisted of rapid successive but few seizures in April 2021. Eight seizure evolution interruptions were conducted together

with LEV and seven without LEV after stimulation onset, with only seven interruptions with LEV during LF-entrainment. DBS has the potential of reducing acute

pharmacological interventions.

Significant Trends for Reduction of Cluster
Seizures
General trends: The mean number of seizures during a seizure
occurrence period, i.e., periods of isolated seizures (IS) or
coherent cluster seizures (CS), as well as the mean duration
of these periods (IS = 0 h; CS > 0 h) as a measurement for

severity were assessed before and after start of low frequency (LF)
entrainment (including preoperative seizures). Since all SE were
part of a CS event, they were included for these measurements.
The overall number of seizures within a seizure occurrence
period since epilepsy onset was 4.67± 5.99 [mean± SD, range 1–
26] with seizures occurring over a time period of 16.21± 21.35 h
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[mean± SD, range 0–74.5] per seizure occurrence period. Before
the start of LF entrainment (including preoperative seizures), the
number of seizures during an ictal period was 5.84± 6.73 [mean
± SD, range 1–26] vs. 1.77 ± 1.24 [mean ± SD, range 1–5] after
LF entrainment started [p < 0.05]. The time between the first
and last seizure during a seizure occurrence period was 20.57 ±

23.42 h [mean± SD, range 0–74.5] vs. 5.48± 8.95 h [mean± SD,
range 0–24] before and after start of LF entrainment (including
preoperative seizures), respectively [p < 0.05].

The graph in Figure 4A shows that the seizure number
decreased in general without showing increased episode
frequency, while the graph in Figure 4B shows that
seizure episodes got more frequent, but less severe than
before stimulation.

DISCUSSION

Physiology generally merges feedforward (e.g., circadian) and
feedback (e.g., homeostatic) control mechanisms. Implantable
bioelectronic systems, while capable of precision timing and
adaptive control, have not yet fully adopted a similar integrated
control scheme. One reason is the complexity of additional
control variables that might burden the clinician while
configuring the system; ultimately an additional benefit must be
demonstrated to justify the added complexity. However, many
systems might yield immediate benefit by simply synchronizing
stimulation modification to other diurnal variables such as
medication timing. For example, fixed tonic stimulation of neural
targets that couple into the reticular activating network have
shown impact on sleep architecture (Voges et al., 2015). The
fact that many areas of neuromodulation—epilepsy, PD, chronic
pain and depression—have sleep co-morbidities also motivates
an exploration of aligning stimulation with diurnal cycles to both
enhance therapy and avoid side-effects (Sladky et al., 2021).

Alignment of rhythms at multiple scales requires a
consideration of entrainment properties. We used the model
of Arnold tongues from dynamic systems theory for selecting
objectively the stimulation frequency. Arnold tongues can be
useful for considering how stimulation might lead to non-linear
effects which might not be intuitively predicted and have
surprising side-effects. For example, PD patients can have
half-harmonic locking of gamma rhythms (e.g., 65Hz peak)
in response to 130Hz stimulation frequency (Swann et al.,
2016). This non-linear mapping of brain stimulation to network
oscillations might result inadvertently in reinforcing undesirable
side-effects such as dyskinesia (Swann et al., 2016). Critically,
these observations support the hypothesis that the conditions
for Arnold tongues and subharmonic entrainment of the cortex
are present with DBS of the basal ganglia. There is evidence
that the alpha rhythm might also play a role in epilepsy (Abela
et al., 2019); our strategy of attempting to entrain at a slightly
higher frequency might also provide potential benefits, which
warrants further investigation. For longer temporal scales such
as circadian rhythms, the impact of stimulation as a “digital
zeitgeber” might also result in additional phase shifts between
existing zeitgebers (e.g., daylight or eating) and the endogenous

circadian rhythm. Such phase shifts could either help restore
sleep patterns, or create undesirable side effects, depending
on the entrainment characteristics. Validating and applying
these non-linear models of entrainment with additional clinical
research might help to optimize the timing of stimulation at
multiple temporal scales of physiology.

Finally, risk mitigations for novel adaptive stimulation
methods must be considered. In the Picostim-DyNeuMo system,
these mitigations include constraining the stimulation space to a
predefined set of parameters screened by clinicians. In addition,
we define a fallback program that a patient or carer can revert to
in the case of issues arising with the adaptive mode. This action
resets the system to open-loop stimulation, which is the default
for most existing neuromodulation approach. An overview of the
risk strategy method can be found in Gunduz et al. (2019).

CASE LIMITATIONS

This case report has several limitations. The study is of a single
canine, which limits the statistical conclusions, but primarily
serves as pilot validation of the implant technology. Although our
results are consistent with recent human case studies (Valentín
et al., 2012; Sa et al., 2019; Stavropoulos et al., 2021) where
the benefit of CMN thalamic stimulation at LF relative to HF
was observed providing further support for the clinical value of
thalamic LF stimulation, additional tests are needed. We adapted
the stimulation based on physiological measurements and chose
a higher frequency stimulation for entrainment. In addition, the
application of experimental medicine prevented us from applying
a self-control such as terminating treatment and assessing the
impact on seizures. During the course of stimulation exploration,
however, we were able to confirm that stimulation at 2Hz in the
CMN increased the probability of seizures (induction< 24 h after
setting) consistent with previous observations (Velasco et al.,
1997). The case is ongoing and the reported results are limited
to the first 7 months of follow-up. Prior studies of epilepsy have
shown changing efficacy over many years, although arguably for
the better on average (Nair et al., 2020). In addition, we are relying
on manual seizure diary which can be unreliable (Ukai et al.,
2021); the strongest evidence we have are the SE events, which are
severe enough to not bemissed by the carer. Finally, the Picostim-
DyNeuMo is limited by law to investigational device applications
at this time.

SUMMARY

The synchronization of brain stimulation to endogenous rhythms
is an emerging concept for therapy optimization. The use
of digitally-enabled chronotherapy as a feedforward signal to
augment adaptive neurostimulators could prove to be a useful
algorithmic method where sensitivity to temporal rhythms are
characteristics of the disease state, tailoring a more patient-
specific therapy approach. Computational models predicting
Arnold tongues can also guide the design of patient-specific
stimulation parameters, which has often been a heuristic process.
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In this proof-of-concept study, using a novel chronotherapy-
enabled device in a canine with severe drug-resistant idiopathic
epilepsy, these methods had favorable outcomes in terms
of improving seizure semiology, reducing coherent cluster
seizures and controlling (or avoiding) SE. The carer reports
a reduced fear of seizures and improved personal quality
of life based on the reduction of seizure severity with the
stimulation. The adaptability of this approach allows for
individualized therapies that are supported by emerging adaptive
devices with both physiological sensing and chronotherapy
capability. In addition, this report of DBS in canine epilepsy
further highlights the possibility of using veterinary medicine
as a vehicle to test new device and treatment paradigms
(Potschka et al., 2013).
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This research study provides patient and caregiver perspectives as to whether or not
to undergo adaptive deep brain stimulation (aDBS) research. A total of 51 interviews
were conducted in a multi-site study including patients undergoing aDBS and their
respective caregivers along with persons declining aDBS. Reasons highlighted for
undergoing aDBS included hopes for symptom alleviation, declining quality of life,
desirability of being in research, and altruism. The primary reasons for not undergoing
aDBS issues were practical rather than specific to aDBS technology, although some
persons highlighted a desire to not be the first to trial the new technology. These themes
are discussed in the context of “push” factors wherein any form of surgical intervention
is preferable to none and “pull” factors wherein opportunities to contribute to science
combine with hopes and/or expectations for the alleviation of symptoms. We highlight
the significance of study design in decision making. aDBS is an innovative technology
and not a completely new technology. Many participants expressed value in being
part of research as an important consideration. We suggest that there are important
implications when comparing patient perspectives vs. theoretical perspectives on the
choice for or against aDBS. Additionally, it will be important how we communicate with
patients especially in reference to the complexity of study design. Ultimately, this study
reveals that there are benefits and potential risks when choosing a research study that
involves implantation of a medical device.
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INTRODUCTION

Deep brain stimulation (DBS) is a well-established neurosurgical
procedure whereby electrodes are surgically implanted into the
brain to address common motor symptoms associated with
movement disorders. For just over two decades, DBS has had
remarkable success in the alleviation of select symptoms relating
to Parkinson’s disease (PD) and has become an important therapy
for motor symptoms and movement disorders (Hariz, 2017;
Hartmann et al., 2019; Artusi et al., 2020). Given the relative
success of DBS, there has been considerable interest in whether
DBS might be used for treating other brain disorders including
Alzheimer’s disease, obsessive compulsive disorder (OCD), and
Tourette syndrome. A body of literature has emerged exploring
both the likely efficacy and the ethical implications of a broader
application of DBS, especially focusing upon the medical and
ethical implications of addressing psychological symptomologies
as opposed to motor symptoms (Widge et al., 2016a,b; Siegel
et al., 2017; Aldehri et al., 2018; Lawrence et al., 2018; Viaña and
Gilbert, 2019; Vicheva et al., 2020; Xu et al., 2020; Bonomo and
Vetrano, 2021; Smith et al., 2021).

In addition to potentially broadening the scope of DBS usage,
an innovative form of DBS is being trialed—known as adaptive
deep brain stimulation (aDBS) or closed loop DBS—wherein a
sensor electrode is employed to track fluctuations in brain activity
possibly associated with clinical symptoms and the system is
programmed to deploy or to adjust the level of stimulation
(Habets et al., 2018; Swann et al., 2018; Little and Brown, 2020).
In part, the development of aDBS was in response to some of the
side effects of conventional DBS, including dysarthria, imbalance,
hypomania, and dyskinesia as there was an inability to reduce
these side effects by adjusting stimulation in real time (Widge
et al., 2016b; Habets et al., 2018). By addressing this limitation,
aDBS theoretically would be able to provide a more personalized
or tailored program of stimulation, thus reducing the likelihood
of over- or under-stimulation. Moreover, since this strategy
does not employ continuous stimulation, aDBS technology has
the potential to increase battery life, decreasing surgeries, and
thus reducing morbidities associated with battery replacement
surgeries. aDBS does, however, raise philosophical questions
about the capacity of the device to stimulate or not stimulate
without human input. As Klein et al. (2016) have penned, aDBS
is a distinctly novel form of neuromodulation by which “one has
effectively constructed a device that autonomously determines
what the patient may or may not feel.” This has raised concerns
about the impact of aDBS on personal autonomy given that that
the algorithm self-directs the stimulation (Goering et al., 2017;
Lázaro-Muñoz et al., 2017; Kostick and Lázaro-Muñoz, 2021).

These philosophical concerns may or may not play a role in
the decision-making process of prospective DBS surgery patients.
Individuals considering aDBS must decide (i) whether they feel
brain surgery of any type is their best option, (ii) whether they
feel that experimental aDBS is preferable to standard—non-
adaptive—DBS (if available for their condition), and (iii) whether
they want to be part of a research study (given that aDBS is
only offered as part of research rather than as standard clinical
practice). The following manuscript provides empirical data on

how patients and caregivers reach a decision on accepting or
declining aDBS surgery for the alleviation of the symptoms of
dystonia, OCD, essential tremor, PD, and Tourette syndrome.

METHODS AND ANALYSIS

This study was embedded into aDBS clinical trials at
Baylor College of Medicine, UCSF, and the University of
Florida. Clinical trial.gov numbers are as follows: Baylor
College of Medicine—NCT03457675, NCT04281134; UCSF—
NCT03131817, NCT01934296, and NCT03582891; University
of Florida—NCT02649166, NCT02056873. Semi-structured
interviews were conducted with trial patients and their caregivers
using a similar set of questions, both prior to surgery and
approximately 6 months post-surgery. Individuals who decided
not to participate in the aDBS trial were interviewed at one
time point post-decline. Interviews were conducted in person
or via Zoom/phone and lasted an average of 30–35 min for
patients and caregivers and 20–25 min for decliners. The
interviews were audio recorded and transcribed verbatim, with
consent. All transcripts were de-identified prior to analysis.
This study was approved by the Baylor College of Medicine
Institutional Review Board.

Each interview cohort (patients, patient caregivers, and study
decliners) was asked about the decision to participate or not
to participate in a trial which would implant aDBS: Why
did you decide to enroll in the study? (patients); what do
you think about the patient’s decision to enroll in the study
(patient caregivers); why did you decide not to enroll in the
study? (study decliners). To identify patient responses to these
questions, two members of the research team independently
coded each interview transcript using MAXQDA 2018 qualitative
data analysis software (Kuckartz). In line with established
principles of qualitative research, we conducted interviews until
reaching theme saturation, understood as a point at which
interviewees were no longer raising novel themes relative
to previous interviewees (Saunders et al., 2018). These text
segments were then progressively abstracted (SO) utilizing
thematic content analysis to identity a set of themes and sub-
themes, which were corroborated (KM). The frequencies were
not intended to suggest any level of statistical significance
but were treated as descriptive data detailing how often a
particular theme emerged organically and/or in response to
interview questions.

RESULTS

Response rate were as follows: Response rates: 21 out of 23
patients = 91.3%, 20 out of 20 caregivers, and 10 out of 14
decliners = 71.4%. Of the 21 patients who agreed to interview,
all but one had a respective caregiver who was also interviewed.
One patient did not feel there was anyone who counted as being
in a caregiver role for them. Demographic variables are provided
to indicate the characteristics of the population interviewed (see
Tables 1–3). Although data was reviewed to see if there were
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TABLE 1 | Patient demographics†.

Variable Group

OCD Essential tremor Tourette syndrome Parkinson’s Dystonia Total

n = 5 n = 3 n = 4∗ n = 8 n = 1 n = 21∗

Age

Mean 35.6 71.3 32.5 54.6 57 50.1

Min-max 31–40 71–72 24–41 28–71 – 24–72

How do you describe your gender?

Male 2 (40%) 2 (66.7%) 1 (50%) 6 (75%) – 11 (57.9%)

Female 3 (60%) 1 (33.3%) 1 (50%) 2 (25%) 1 (100%) 8 (42.1%)

Are you of Hispanic, Latino, or Spanish origin?

Yes 1 (20%) – – 3 (37.5%) – 4 (21.1%)

No 3 (60%) 3 (100%) 2 (100%) 5 (62.5%) 1 (100%) 14 (73.7%)

No response 1 (20%) – – – – 1 (5.3%)

Race

Asian – – – 1 (12.5%) – 1 (5.3%)

White 4 (80%) 3 (100%) 2 (100%) 6 (75%) 1 (100%) 15 (78.9%)

Other 1 (20%) – – 1 (12.5%) – 3 (15.8%)

Total household income (before taxes) from all sources in the last year

$0 to $49,999 2 (40%) 1 (33.3%) 1 (50%) 2 (25%) – 6 (31.6%)

$50,000 to $99,999 2 (40%) – – 1 (12.5%) – 3 (15.8%)

$100,000 to $149,999 1 (20%) 1 (33.3%) 1 (50%) 2 (25%) – 5 (26.3%)

$150,000 or more – 1 (33.3%) – 3 (37.5%) 1 (100%) 5 (26.3%)

Source of health insurance∗∗

Employer – – – 1 (12.5%) – 1 (5.3%)

Parents or partner 3 (60%) – 1 (50%) 1 (12.5%) 1 (100%) 6 (31.6%)

Medicaid or other state insurance 2 (40%) – – 3 (37.5%) – 5 (26.3%)

Medicare – 3 (100%) 1 (50%) 2 (25%) – 6 (31.6%)

Private health insurance – – – 1 (12.5%) – 1 (5.3%)

Other – – 1 (50%) – – 1 (5.3%)

†All patients with essential tremor, Tourette syndrome, Parkinson’s disease, and dystonia had additional implanted hardware and no patients with OCD had additional
hardware. The additional hardware was placement of cortical strips in addition to the DBS leads.
*Two patients receiving aDBS for Tourette syndrome did not complete the demographics survey. All “Total” percentages are therefore calculated with n = 19 as a
denominator and within-disorder percentages for Tourette syndrome calculated with n = 2 as a denominator.
**Sums to greater than 100% because patients were able to select multiple options.

any immediately evident differences in population characteristics
between patients and decliners, the small size of the population
precluded further detailed statistical analysis.

It may be of note that most decliners (7) were high-
income (>$100,000), while just under half of patients were.
Figures were too small to draw any conclusions from this
difference. It should also be noted that income figures are
difficult to compare due to major differences between states
in respect to cost of living and average income. Nearly all
patients received health care through either parents/partner
(6), Medicaid (7), or Medicare (6). Only one patient received
health care through their employer. By contrast, only half (5)
of decliners received health care through their employer, only 1
through parent/partner, only 1 through Medicare, and 0 through
Medicaid. Again, figures are too small to draw conclusions about
these differences.

A condensed summary providing frequency of themes for
undergoing aDBS is provided in Table 4, below.

Patients’ and Caregivers’ Reasons for
Trial Participation
Hopes for Symptom Alleviation Through aDBS
Hopes for symptom alleviation from aDBS surgery played
a significant role in the decision-making process. In total,
27 out of 41 interviewees (66%) expressed hope for some
form of benefit from aDBS. A greater percentage of patients
shared that they were hopeful that the surgery would alleviate
their symptoms (17/21, 81%) than caregivers (10/20, 50%).
As Table 5 indicates, interviewees tended to see aDBS as
a good option given the circumstances; they recognized that
although it may not work, they felt there was nothing to
lose at this point in their disease progression. However,
even some patients who self-identified as reasonably healthy
decided to enroll in an aDBS trial, hoping that it would
prevent their symptoms from getting worse (see final quote
in Table 5).
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TABLE 2 | Caregiver demographics.

Variable Group

OCD Essential Tremor Tourette Syndrome Parkinson’s Disease Total

n = 5 n = 3 n = 4* n = 8 n = 20*

Age

Mean 52 69 48.3 57.8 56.5

Min-max 30–70 65–73 23–68 31–72 23–73

How do you describe your gender?

Female 3 (60%) 2 (66.7%) 3 (100%) 6 (75%) 14 (73.7%)

Male 2 (40%) 1 (33.3%) – 2 (25%) 5 (26.3%)

Are you of Hispanic, Latino, or Spanish origin? (n = 18)∗∗

Yes 1 (20%) – – 1 (14.3%) 2 (11.1%)

No 4 (80%) 3 (100%) 3 (100%) 6 (85.7%) 16 (88.9%)

How do you describe your race?∗∗∗

American Indian or Alaska Native 1 (20%) – – 1 (12.5%) 2 (10.5%)

White 4 (80%) 3 (100%) 3 (100%) 7 (87.5%) 17 (89.5%)

Other 1 (20%) – – 1 (12.5%) 2 (10.5%)

What is your relationship to the patient?

Spouse 2 (40%) 3 (100%) 1 (33.3%) 8 (100%) 14 (73.7%)

Mother 3 (60%) – 2 (66.7%) – 5 (26.3%)

∗One caregiver of a patient receiving aDBS for Tourette syndrome did not complete the demographics survey. All “Total” percentages are therefore calculated with n = 19
as a denominator and within-disorder percentages for Tourette syndrome calculated with n = 3 as a denominator.
∗∗One caregiver of a patient receiving aDBS for Parkinson’s disease completed other survey questions but did not respond to this question.
∗∗∗Sums to greater than 100% as respondents were asked to select all that apply.

Quality of Life
Relatedly, about half of the interviewees (20/41, 49%) reported a
decline in quality of life as a reason for trial participation, with
14/21 (67%) patients and 6/20 (30%) caregivers raising quality of
life issues as a rationale for choosing to have aDBS surgery (see
Table 6, below).

The Desirability of Being in Research
A number of patients 11/41 (27%; including nine patients
and two caregivers) referred to being in a research trial—
rather than specific benefits of aDBS—as being an important
consideration in choosing to enter the respective study. These
considerations were largely centered upon the benefits of being
closely monitored as a research patient and a generalizable
technological enthusiasm. Finally, receiving treatment free of
charge due to being in research was specifically raised by two
patients (see Table 7, below).

Altruism and Helping Oneself
Altruism was another of the more frequently occurring rationales
for electing to participate in an aDBS trial, with 12/41 (29%) of
interviewees referring to one or more forms of altruistic rationale.
As summarized in Table 8, the expression of altruism varied
significantly, from hoping to contribute to science, to helping
others with the same condition, to potentially helping future
patients or family members. Often, the distinction between each
was blurred or different expressions of altruism were referred
to by the same interviewee. It is notable that altruism was
expressed far more often by patients (11/21) than caregivers
(1/20), suggesting patients might see themselves as directly giving

or contributing more often than caregivers. It is possible that
patients felt more justified in deciding to undergo brain surgery
on themselves for altruistic reasons, while caregivers primarily
thought about benefits and risks to the patient rather than the
general population (see Table 8, below).

It is important to note that for several interviewees, altruism
was not an exclusive motivation but instead was combined with
the hope that the technology would improve their own lives, as
illustrated in the following quotes:

From a selfish standpoint I want to try it, but also from a
standpoint of helping me, helping the research, I felt that it
would be good to participate. [Patient]
If I can add on a little bit that could possibly help down the
road for myself or other people, great. That to me is worth
it. [Patient]
At first, I really liked the idea that it could help further OCD
research, just that of course, first and foremost, I will be
really thankful to have a chance at feeling better. [Patient]

Recommendations From Others
Although perhaps relatively non-controversial, an important
consideration among interviewees was the advice of others
that undertaking to have aDBS would be a good choice. This
particularly related to advice from a patient’s primary care
provider. A total of nine interviewees (22%) including seven
patients and two caregivers indicated that this was important in
their decision making. Table 9 provides illustrative excerpts from
interviews on this subject.
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TABLE 3 | Decliner demographics.

Variable Group

OCD Parkinson’s Total

(n = 2) (n = 8) (n = 10)

Age (n = 9)∗

Mean 39 54.6 52.9

Min-max – 38–68 38–68

How do you describe your gender?

Female 1 (50%) 4 (50%) 5 (50%)

Male 1 (50%) 4 (50%) 5 (50%)

Are you of Hispanic, Latino, or Spanish origin?

No 2 (100%) 8 (100%) 10 (100%)

Yes – – –

How do you describe your race?

Asian – 1 (12.5%) 1 (10%)

White 2 (100%) 7 (87.5%) 9 (90%)

Total household income (before taxes) from all sources in the last year (n = 9)∗∗

$0 to $49,999 1 (50%) – 1 (11.1%)

$50,000 to $99,999 – 1 (14%) 1 (11.1%)

$100,000 to $149,999 – 3 (43%) 3 (33.3%)

$150,000 or more 1 (50%) 3 (43%) 4 (44.4%)

Source of health insurance

Employer 1 (50%) 4 (50%) 5 (50%)

Parents or partner – 1 (12.5%) 1 (10%)

Healthcare marketplace – 1 (12.5%) 1 (10%)

Medicare – 1 (12.5%) 1 (10%)

Private health insurance 1 (50%) – 1 (10%)

Other – 1 (12.5%) 1 (10%)

∗One decliner of aDBS for OCD completed other survey questions but did not respond to this question.
∗∗One decliner of aDBS for Parkinson’s disease completed other survey questions but did not respond to this question.

TABLE 4 | Relative frequency of themes for undergoing aDBS.

Theme Frequency (including patients
and caregivers)

Hopes for symptom alleviation 27

Declining or low quality of life 20

Altruistic motivations 12

Percieved benefits of being in research 11

Recommendations from others and
trust in surgical team

9

Relatively low risk of aDBS 6

Benefits of new technology 5

Study Decliners’ Reasons for Not
Enrolling in an aDBS Trial
Study decliners provided a range of rationales for why they
chose to decline aDBS (Table 10). The primary rationale for
declining was practical, with 7 out of 10 (70%) highlighting
that they declined aDBS because the study was located
inconveniently, involved too much time in follow-up, or
was not scheduled in manner that was convenient to them.
Other factors were more specific and include not being

able to have an MRI (20% of decliners), people seeing
the wires (20% of decliners), and concerns over health
insurance (20%).

Balancing the Risks and Benefits of
aDBS Surgery as Novel Technology
The status of aDBS as a novel form of technology was a
key consideration for both patients and individuals declining
aDBS. Patients tended to view the novelty of the technology
as a positive, or opportunity to offer a more personalized
and improved treatment system (newer = better), while study
decliners saw it more negatively, as simply too experimental
and risky (hesitancy to be among the first). It may be
interesting to highlight that of total number of patients
and caregivers interviewed, only 5 out of 41 (12%) referred
specifically to the new technology as reason for choosing to
have aDBS. A far greater percentage, 5 out of 10 decliners
(50%) referred to concerns over new technology as one
of the reasons for not undertaking to have aDBS (see
Table 11, below).

Another theme that emerged was how for several participants
aDBS was considered a relatively low additional risk in
comparison to DBS. Six interviewees (five study participants and
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TABLE 5 | Hope for improvement of symptoms.

It’s a good opportunity that she may not have otherwise had the chance to get, and I’ll take 75% odds of improvement any day of the week. [Caregiver]

I figured after about 13 years of dealing with this, anything’s worth trying at this point. [Patient]

So when we talked about it, when he was first offered the opportunity, we kind of were like, “Well, the worst that will happen is that it doesn’t work. And then you’re in
no worse position than you are now.” [Caregiver]

There’s no guarantee. This may not work. It may not make her feel better, but it may. [Caregiver]

I will be really thankful to have a chance at feeling better, have a chance at being able to confront my OCD better and decrease some of those OCD symptoms. If that’s
what happens, that obviously would be amazing. [Patient]

I still drive motorcycles and cars and we eat out. But if I didn’t do anything, it would change because I would feel really bad if she had to feed me. I wouldn’t like that.
[Patient]

TABLE 6 | Quality of life.

And the one thing I really want to get, my goal is to get my tics under control enough to where I can drive to and from work and pick up full term hours again. [Patient]

[W]e feel like it’s developed into what it’s developed into, which I think has put us in a lot more severe category of OCD and what she’s dealing with, which is, luckily, like
I said, we stumbled across this because it seems like a potential solution to be able to help her gain some of that control back in her life and develop the skills and
techniques to be able to move forward after this. [Caregiver]

I know she sits there day in, day out and maybe thinks about it all the time, but her life has passed her by. She rarely leaves the house and when she does it’s extremely
difficult. [Caregiver]

It’s worse now than it’s ever been, especially in the past three, four years that I’ve known him. The past three years that I’ve lived with him. I know at this point, daily life
has become a huge struggle for him, just on the basis of how severe his Tourette’s has become. [Caregiver]

[A]fter knowing her and going through treatment and trying different medications, and those types of things, finding this was what we felt as a last option to really be
able to hopefully get her some long-term long lasting relief. [Caregiver]

This seems like a good time because I am trying to get lots done and I could have a, I’m trying to get lots done in my life, like I’m not retired or anything. So the intention
was to get it early while the surgery is low risk on me as a person, and there’s a good potential for increased quality of life for many years. [Patient]

I feel like I have several medicines but none of them works. [Caregiver]

I am sort of a different case because I am so young. So I kind of see it as I have an opportunity to do something that could benefit me more for a longer period of time.
[Patient]

TABLE 7 | Benefits of being in research.

I talked to a couple people about it, and they said that you got a lot more access to the research team and you get a lot better care and you’re monitored much closer.
[Patient]

First of all, I think he’ll get more attention. Yeah, he’ll be looked after better because he’s got a lot of people following this and checking up on us and checking on him.
[Caregiver]

I think it’s wonderful. I think joining the study is probably going to give her better care in the long run than she would have had if she didn’t join the study. There’d be
more follow-up appointments, more tweaking of the monitors and this kind of stuff. [Caregiver]

Well, it just sounded intriguing to me. It just sounded as if it was one step further, one step better than just the old normal kind of DBS. [Patient]

I should be part of the newest, latest, and greatest that they have available. And so that’s kind of one reason. [Patient]

I just completely given up, on getting better. Cause I’m never, unless I win Power ball, or something or somebody wants to just generously pay for my surgery, it would
never happen. So, I was excited when I came upon this study. [Patient]

TABLE 8 | Expressions of altruism.

We wish he could participate in more studies, but it’s hard to get involved – so it was nice that there was one that might help the science, and that he qualified for.
[Caregiver]

[I]f this can help others or science, I figure I’m going to have the deep brain DBS surgery. [Patient]

I can’t imagine how many other people are suffering in this way or in severe ways too, and how debilitating it is. If there’s anything that I can do on that other end to help
while I’m still doing the surgery that I want to do to help myself, if I can add on a little bit that could possibly help down the road for myself or other people, great. That to
me is worth it. [Patient]

I talked to her [patient’s daughter] just a few minutes ago about it and she asked me everything that went on today and I told her and she knows that someday she may
have to go through this same thing. [Patient]

two caregivers) referred to their decision being influenced by this
perception of relatively minimal extra risk of having aDBS, as
compared to conventional DBS (see Table 12). It was notable that
of the six interviewees referring to this issue, all but one were
from the PD cohort.

DISCUSSION

Of those issues considered important in decision-making by
persons who enrolled in aDBS, hopes for alleviation of symptoms
and declining quality of life often arose together as reasons
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TABLE 9 | Recommendations from others.

I had been seeing Dr. [anonymous] for almost 9 years, and last year around [month] he mentioned the DBS study and he thought that I would be a good candidate, so I
decided to participate.[Patient]

My sister knew a guy that had it. And she said that her friend said it was one of the best things he’s ever done in his life and I started looking into it and I started reading
about it. Then I looked up the, the, I looked up the, I found a rating of places that have it done, and I thought this is the top one in [location ananymous]. [Patient]

He [patient’s doctor] said, “You know,” he said, “I’m out of options as far as medication.” He’s like, “We did them all.” He said, “We just can’t give you more strength of
what you’ve got going.” He says, “I recommend you go see them about getting the surgery.” We did. [Patient]

TABLE 10 | Specific reasons not to have aDBS.

Practical issues

Well, it’s mainly logistics because I live in [STATE 1] and it’d be hard to keep up with it from [STATE 2] and all that. And that was a big reason for it.

[I]f I had to wait until May or June and then maybe it didn’t work I would kind of kick myself in the butt, like, "Why didn’t you just do the old one, [NAME], and have
higher chance of success, you know?"

Not being able to have an MRI in the future

[T]here are two other reasons I think that almost took precedent. One was the effect that I may not be able to get another MRI for the rest of my life, and that actually
troubles me because I have some other issues that may require a surgery and therefore the consideration of an MRI. One is the stenosis of the cervical spine.

Cosmetic/Noticeable wires

Maybe vanity, you know? Just people thinking, talking, "Well, why does [Respondent Name] have two wires sticking out of his head?" Just that. You know? Again, I go
back to the fact that, okay, if I was severe, I really wouldn’t care what people say.

Impact on health insurance (n = 2/10 decliners)

[P]otentially losing any insurance in the future because of a complication from a research device. You know I just – I wouldn’t know where that’s gonna go until it’s –
maybe some mandates in place to say you know, insurance your gonna pay for this.

TABLE 11 | Evaluation of aDBS’s novelty.

Positive evaluation

[T]here is the potential to have it be a lot more specialized to the individual.

[T]hey can fine tune it a lot better than you can with just the old style.

Negative evaluation

My 21 year old daughter said to me, you can be the fifth person, you can be the sixth person, you can be the tenth person, but you will not be one of the first people.

This was like, "Well, you know, it’s starting as a study, and we haven’t put it many people," and I was just not ready to go there yet.

I didn’t really have any main concerns, other than the fact that it was new.

TABLE 12 | Additional risk of aDBS over conventional DBS.

It’s not the kind of trial where you have some people on a placebo and some people on the drug, so some people benefit. So, the way that I look at it is like it seems
that I can pretty much just benefit. I mean, I consider the risks to be relatively low. [Patient]

I could always go to the tried and true so I could kind of have the option that they already have, which is the standard, I guess. [Patient]

I think I would have done deep brain stimulation even if it wasn’t in the adaptive. I think the adapter was an added bonus for me. [Patient]

to have aDBS surgery. Another of the more frequently cited
rationales for having aDBS was that being in research would
provide access to a team of experts that might not otherwise
be made available in standard clinical practice. Altruism also
featured as an important rationale and was often combined
with a hope that surgery might benefit the patient. Finally,
personal recommendations from physicians or friends featured
reasons to undergo aDBS surgery. Persons declining aDBS
cited inconvenience, time commitments, and concerns about
health insurance coverage as reasons not to undertake aDBS
surgery. Finally, it was notable how relative risk featured in these
deliberations in respect to the technology on offer. For some,
the offer of a novel, experimental technology was considered
a positive attribute and thus inclined them toward choosing
aDBS. For others, the experimental nature of the technology
concerned them and was a reason (among others) not to have
aDBS. For a third group, the additional risk of being part of

trial was counterbalanced by the knowledge that the adaptive
element of aDBS, if ineffective, could be de-activated, allowing
them to revert to standard DBS technology; as such, they saw
the additional risk of aDBS over DBS as minimal compared
to the overall risk of brain surgery itself. Notably absent from
the decision making process was either an explicit enthusiasm
or concern regarding the automaticity of the adaptive system.
This is interesting both because automaticity (i.e., automatic
change in stimulation using aDBS) has been raised in respect to
potential concerns about aDBS (as seen above—Goering et al.,
2017; Lázaro-Muñoz et al., 2017; Kostick and Lázaro-Muñoz,
2021) and that trust in automaticity has been seen as important
factor in public enthusiasm (or otherwise) for other forms of
automated technology such as automated cars (Jian et al., 2000;
Hoff and Bashir, 2015; Schaefer et al., 2016). In part, this may
be an artifact of the study question design wherein the purpose
was to find the primary reason or reasons for entry into the study
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or non-enrollment. One could speculate that the enthusiasm
or distrust of automaticity might still be part of the decision
making process, but it did not appear high on agenda when
considering the decision to have aDSB or decline aDBS. In a
study being conducted at present, the research team is exploring
interviewees’ understandings of the specific features of aDBS
including automatic stimulation.

This study provides much needed empirical data on reasons
for and against electing to surgically implant a neural device
that is both innovative and potential ethically complex due
to software algorithm-based control of an individual’s brain
stimulation treatment in real time. It highlights the depth and
breadth of considerations made in choosing whether to enter
or decline aDBS research trials, and brings to the fore those
elements of the decision that are important to persons themselves
making this decision. These empirical decision-making factors
include “push” factors wherein any form of surgical intervention
is preferable to none and “pull” factors wherein opportunities to
contribute to science combine with hopes and/or expectations for
the alleviation of symptoms. Interviewee responses highlight that,
regardless of whether they decided to participate in an aDBS trial
or now, this was a decision made after considerable deliberation
and often in consultation with others; as seen in respect to the
number of people considering recommendations from others. No
single issue determined whether someone elected to have aDBS
or chose to decline. This depth of consideration reflects similar
findings by Lawrence et al. (2018), who write in the context
of conventional DBS that “participants seemed very aware of
the risks, and very aware of their own difficulties processing
information, and there was no indication that participants would
make quick decisions to undergo DBS.”

Our findings suggest that those who chose to undergo aDBS
often did so through either by reason of wanting to help others
or a combination of altruism and a desire to help oneself. As
similar complex interplay is found in a study by Locock and
Smith (2011) in their own study of who takes part in such
trials, whereby they conclude “While altruistic motivations were
undoubtedly present in our participants’ decisions, potential
personal benefit emerged as the prime motivator in this group
of respondents. Where altruistic reasons were expressed, they
tended to be in combination with personal reasons, or to be
founded more on notions of ‘social exchange,’ than any purely
selfless motivation.” In an additional complexity, altruism was
expressed through a broad spectrum of rationales for having
aDBS ranging from helping to forward scientific and human
progress to a much closer identification of the community of
persons suffering from the same or similar symptoms and even
to personal identification of other persons who may benefit as a
result of the individual joining the research. McCann et al. (2010)
suggest that the term “conditional altruism” can be helpful when
characterizing the decision to enter randomized control trials
and “trial participation seemed to be something of a ‘win: win’
situation—one in which they [trial participants] could both help
others and benefit (or at least not be harmed) personally.” The
incorporation of scientific objectives as part of the individuals’
altruistic thinking may well have enabled the sort of win/win
expectation, or at the very least one win out of a potential two.

The data also highlight the degree to which participants
do not conceptualize their participation in terms of a clear
boundary between research and clinical objectives. Rather than
constituting a therapeutic misconception (see Appelbaum et al.,
1987; McConville, 2017 for discussion of this term), we suggest
that this blurred line of distinction reflects study designs wherein
aDBS is an extension of existing technology that can be switched
off if it proves to be ineffective or associated with undesirable
side effects. Persons considering whether to have aDBS surgery
as part of research weighed the advantages and disadvantages
and chose accordingly; they did not deny the possibility of
disadvantages in entering into the research process, but factored
this into their decision-making. It is argued that interviewees
were aware of the research vs. clinical distinction but, when
choosing to undertake aDBS surgery, explicitly combined the
scientific objective of creating generalizable knowledge with at
least a hope that aDBS would alleviate their symptoms. In
doing so, they blended the scientific objective—which some
incorporated as their own motivation—with what might be
referred to as qualified expectation of clinical benefit.

It is important to highlight—as some participants
articulated—that if participant enrolls in the trial and gets
aDBS, there still an option to turn off the adaptive component
and treat them with conventional DBS. Mergenthaler et al. (2021)
have referred to “opportunity studies” vs. “experimental trials.”
In the former, there is likely to be only “a marginal increase
in risk over the risk associated with the clinical intervention
itself,” while in the case of experimental trials, investigators test
devices as “stand-alone procedures” and subjects are “unlikely
to receive neurosurgery if not for enrollment in research.” These
offer very different contexts for choice and perceptions of risk.
These considerations influence not only decision making about
entering into a trial but also post-trial concerns about continued
access to experimental technology or removal of such technology
(the subject of a forthcoming manuscript by the team). In some
cases, interviewees appear to express a clear understanding
that they were entering into what Mergenthaler refers to as an
“opportunity” study but it remains unclear as to the degree to
which others fully understood this complex research/clinical
relationship and the possibility of switching from aDBS to DBS.

One of the more notable expectations of aDBS was that rather
than specifically alleviating symptoms, some saw aDBS surgery
as an opportunity to maintain their existing quality of life by
preventing decline, sometimes specifically identifying having a
number of high-quality years still available to them if aDBS is
successful (Schuepbach et al., 2019 for recent discussion of early
stage intervention and quality of life). While these were patients
with diagnosed disease who have symptoms and diagnosed
condition, to a limited extent their comments raise a number
of questions regarding the timing of surgical intervention. It is
important to note that we do not have a clear understanding of
whether DBS or aDBS can reverse symptoms for all conditions or
slow the progression of the disease.

Finally, arguably, the most provocative and significant finding
is that some people perceive the experimental aspect of their
participation as positive (where they are first in line to receive
a promising new treatment), while others perceive it as negative
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(that they are first in line to be “guinea pigs” for a treatment
with potentially negative down-the-road consequences). As such,
our findings suggest a strong need to re-address the theoretical
perception of research as being largely one of additional risk,
over and above clinical practice (see Lantos, 2014). As our
interviews suggest, a considerable number of persons were
drawn toward having aDBS because they felt that being part
of research would be advantageous to them. In doing so, they
often merged technological enthusiasm, wanting the best and
newest technology, and an expectation of greater care and
attention. These expectations are well worth considering in
respect to broader literature on patient perspectives on entering
into research (McCann et al., 2010, 2013; Locock and Smith, 2011;
Jenkins et al., 2013; Hughes-Morley et al., 2015).

LIMITATIONS

These in-depth interviews were intended to identify the range
of responses that were offered by interviewees when discussing
their choice to enter or decline aDBS trial participation.
This approach is limited in the sense that it cannot provide
generalizable results as it is restricted to these specific responses.
Though we reached theme saturation in all three interviewee
cohorts—participants, caregivers, and decliners—substantially
more people interviewed were patients and respective caregivers,
which biases our analysis to this perspective in respect to the
depth of analysis.

CONCLUSION

Our study highlights the requirement to improve our
understanding of the considerations made in choosing whether
to undergo aDBS surgery as part of research. Looking in detail
at this choice making process is strongly suggestive of the need
to reflect upon some of the more theoretically based concerns
about aDBS raised and compare these to rationales expressed
by patients, caregivers, and decliners about their choice to enter
or decline aDBS. In addition, the study highlights the need for
further research into how prospective study enrollees come
to understand complex study protocols wherein an innovative
technology is overlaid with an established clinical procedure. By
improving our empirical knowledge of choice-making within
this context, we should be able to improve our communication

strategies, thus minimizing the likelihood of unwarranted
expectations and misunderstandings of what is an inherently
complex study protocol. Finally, in the light our findings
that many participants viewed research as positive, the study
highlights that we need to pay close attention to what patients
believe are the benefits of being in research. In doing so, we can
be better placed to make sure that such expectations are met.
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Adaptive deep brain stimulation (aDBS) is a promising new technology with increasing
use in experimental trials to treat a diverse array of indications such as movement
disorders (Parkinson’s disease, essential tremor), psychiatric disorders (depression,
OCD), chronic pain and epilepsy. In many aDBS trials, a neural biomarker of interest is
compared with a predefined threshold and stimulation amplitude is adjusted accordingly.
Across indications and implant locations, potential biomarkers are greatly influenced by
sleep. Successful chronic embedded adaptive detectors must incorporate a strategy
to account for sleep, to avoid unwanted or unexpected algorithm behavior. Here,
we show a dual algorithm design with two independent detectors, one used to
track sleep state (wake/sleep) and the other used to track parkinsonian motor state
(medication-induced fluctuations). Across six hemispheres (four patients) and 47 days,
our detector successfully transitioned to sleep mode while patients were sleeping, and
resumed motor state tracking when patients were awake. Designing “sleep aware”
aDBS algorithms may prove crucial for deployment of clinically effective fully embedded
aDBS algorithms.

Keywords: DBS (deep brain stimulation), Parkinson’s disease, adaptive DBS, human neuroscience, sleep

INTRODUCTION

Commercially available sensing enabled deep brain stimulation (DBS) devices are now being
used to treat epilepsy [Neuropace RNS, (Nair and Morrell, 2019)], movement disorders and
obsessive-compulsive disorder (Medtronic Percept), (Feldmann et al., 2021; Frank et al., 2021;
Jimenez-Shahed, 2021; Thenaisie et al., 2021). These devices typically record field potentials either
cortically or subcortically and are designed to deliver personalized stimulation in response to
sensed brain activity (Gunduz et al., 2019; Bronte-Stewart et al., 2020). For most indications, a
neural biomarker of interest is typically selected and analysis is performed on predefined power
bands in the frequency domain, computed from the sensed field potential recordings (Gunduz
et al., 2019; Yin et al., 2021). Biomarkers are then compared to a predefined threshold and
stimulation current is adjusted between stimulation amplitude limits. These adaptive algorithms
are now routinely tested not only in clinical settings but at home (Gilron et al., 2021).

As studies transition from brief in clinic testing to chronic testing at home, it is important
to consider that sleep has a profound influence on most biomarkers of interest. Sleep
is typically disturbed in neurological conditions and could be modulated for therapeutic
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FIGURE 1 | Independent classification of sleep and PD motor state. The summit RC + S can configure two independent linear detectors. These detectors operate
using a “state table.” The control signal for the PD biomarker (which operates along the columns) has two thresholds, whereas the control signal for the sleep state
has one threshold. Each quadrant in the state table can be defined with a unique target current in order to functionally separate sleep from wake “modes” in the
adaptive DBS algorithm. In the conceptual example above, when the sleep control signal is above threshold target current ramps to 2 mA regardless of the PD state
biomarker position with respect to PD state thresholds.

purposes (Chen et al., 2019). However, to date, the “mental
model” for adaptive DBS algorithms have not yet incorporated
a special “mode” to detect sleep (Little and Brown, 2020). Sleep
aware algorithms are important since control signals can cause
unexpected or unwanted algorithm behavior in response to sleep
related changes in brain physiology (Urrestarazu et al., 2009;
Zahed et al., 2021).

Here, we show a general purpose strategy to Figure 1
detect and respond to sleep using a dedicated “sleep detector”
working in conjunction with an independent detector of specific
motor signs in Parkinson’s disease (PD). The incorporation
of sleep aware behavior into adaptive DBS (aDBS) algorithms
may prove crucial to long term use of adaptive DBS protocols
(Toth et al., 2020).

MATERIALS AND METHODS

Participants and Device
Details of surgery, DBS implant, lead locations and device
characteristics are extensively described in a prior publication
(Gilron et al., 2021). Briefly, four individuals with PD referred for
DBS were implanted bilaterally with cylindrical DBS leads in the
subthalamic nucleus (STN) (Medtronic model 3389) and paddle-
type quadripolar leads in the subdural space over MC (motor
cortex, Medtronic model 0913025). The cortical and subcortical
leads from each side were connected to an investigational sensing
RC + S implantable pulse generator (IPG) allowing independent
control of each hemisphere (Figure 2).

The Summit RC + S device is a rechargeable IPG that
is capable of streaming data to a host computer from up to
four field potential bipolar recordings (Stanslaski et al., 2018).
Spectral power is computed within the device from (up to eight)
predefined power bands. Power bands can be summed and input
into two independent linear detectors that execute stimulation
commands according to a state table (Figure 1). Data were
imported from the RC + S raw format using a newly released
package for RC+ S analysis (Sellers et al., 2021).

Deep Brain Stimulation Mental Model
One of the main challenges deploying adaptive algorithms
chronically in the home environment is that sleep has a profound
effect on cortical and subcortical field potentials. For instance,
many algorithms for adaptive DBS in PD rely on responding to
subcortical beta (12–30 Hz) as a control signal delivering less
stimulation when subcortical beta is low. However, this may lead
to inadequate stimulation for many patients since subcortical
beta is also depressed during sleep (Figure 3), and some rely on
stimulation to improve sleep (for example, to roll over in bed).
Therefore there is a need to create a “sleep” aware algorithm
that may switch modes when sleep is detected. To do so, we
developed such an algorithm using the embedded “state table” in
the RC+ S IPG.

The “state table” (Figure 1) adaptive controller in the RC + S
IPG was used to create two independent embedded adaptive
detectors. The first linear detector tracked Parkinsonian motor
state and the second tracked sleep state. The mental model
for the first linear detector relied on following medication
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FIGURE 2 | Dual independent PD and sleep state detectors. Detector operates in embedded fashion in each hemisphere independently. (A) Schematic drawing of
lead locations indicating right hemisphere cortical sensing paddle; right STN stimulation lead and implanted pulse generator (IPG). Detector activity depicted in top 3
plots. (B) Schematic of the left hemisphere mirrors the right, bottom 3 plots show detector activity. (A,B) During hours in which the patient is awake the detector
control signal (blue line) tracks parkinsonian motor signs using a narrowband gamma cortical signal (thought to indicate a pro-dyskinetic state). In this case
stimulation cycles between 2.6 mA (if high levels of gamma detected) and 3.2 mA (low levels of gamma) in the right hemisphere (2.2–2.4 mA on the left). If sleep is
detected (red line) by cortical alpha + theta control signal, stimulation is held at 2.6 mA (right) or 2.2 mA (left). Current is shown in green line. Time of day (24 h clock)
is on x-axis.
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FIGURE 3 | Frequencies discriminating between sleep and wake states during a period of 24 h in a single subject. (A) Power spectral density (PSD) plots of sleep
and wake hours. These PSD data were computed from 30 s segments of field potentials classified by patient motor diary. Stimulation was held constant. Top plot –
field potential from STN (subthalamic nucleus) contacts 0–2 (stimulation was constant at 2.7 mA on contact C + 1–). Middle plot – MC (motor cortex) contact 9–11.
Bottom plot – magnitude squared (ms) coherence. In all plots shaded bars represent 0.5*standard deviation of segments. Black arrow (top plot) represents beta
band activity that is commonly used as a marker of PD medication state and potential biomarker. Note decrease in beta band activity during sleep. Dashed
horizontal gray bay in middle plot (MC 9–11) represents band used for sleep classification in this patient (Table 1). (B) Color plot of -log10 of individual p-values
computed from t-tests across all bipolar recording contacts (higher values represent smaller p-values). Only frequency bins in which significant differences were
found between sleep or wake states are displayed (the equivalent of a Bonferroni corrected value of p = 0.05 on this scale is 4). Each row represents PSDs (power
spectral density) from motor cortex (MC), STN (subthalamic nucleus) or ms-coherence between the two. (C) Same data used in (B) was used to assess the
out-of-sample classification with the area under the curve (AUC) computed using the ROC (receiver operating characteristic) curve. Plot was thresholded at an AUC
of 0.7 (only higher scores shown).

state as measured by biomarkers of Parkisonian “off” states
(indicating low mobility) and “on” states (indicating potential
for dyskinesia). During off periods patients received additional
stimulation and in on states they received less stimulation in
order to avoid stimulation induced dyskinesia (Gilron et al.,
2021). The second linear detector relies on tracking sleep state
as measured by a sleep biomarker. When sleep was detected,
constant stimulation was delivered according to the state table,
regardless of the position of the first linear detector (equivalent to
clinically optimized open loop stimulation). Figure 1 contains a
sample state table.

Of note, RC + S has two independent programmable linear
detectors. Each detector has two thresholds, which result in 9
possible unique states. Each state can be programmed with a
specific target amplitude for each program (and specific rate
for each state across programs). Here we are only using 6 of
the possible 9 states, but future studies may use all 9 states
(for example, for detection of multiple motor signs, or specific
sleep stages). States are numbered (0–8) starting top left and
ending bottom right.

Detector Settings
Biomarkers for Parkinsonian “on” and “off” states and sleep
states (wake/sleep) were selected empirically per patient (Gilron
et al., 2021). First, frequency bands in which oscillations (local
maxima in the field potential power spectral density) were present

in either STN or cortical field potentials, were pre-selected
and configured using the embedded power detectors. Next,
each patient streamed “training” data during their activities of
daily living across several “wake/sleep” cycles and Parkinsonian
“on/off” cycles. Patient state was assessed using a motor diary,
wearables and patient self report. Biomarkers that best seperated
Parkinsonian state and sleep state were empirically selected.
Detector thresholds were initially set at 25 and 75% percentiles
of the range of training data for embedded power detector for
Parkinsonian state and 50% percentile for sleep state detector
and empirically adjusted over several days until satisfactory
performance was achieved. Table 1 contains the complete
parameter set used to program the detector in one patient during
a single 24 h period.

Rapid eye movement (REM) periods could cause the sleep
detector to mistakenly identify a “wake” state. In order
to counter “wake” classification in these instances we used
long termination rates such that the biomarker of interest
must be below the threshold for a certain amount of time
before it transitions out of the sleep state. Most of the
algorithm adjustments in patient 1 (throughout the testing
period) involved gradually shortening the termination value
at the expense of some misclassification during putative
REM sleep. The detector was initially designed for increased
sensitivity at the cost of decreased specificity. The sensitivity vs.
specificity tradeoff may be an important design consideration for
future detectors.
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TABLE 1 | Example of dual detector parameter set from a single patient and hemisphere.

Setting Value Notes

Stimulation rate 130.2 Hz Stimulation rate

Stimulation pulse 60 µs Stim pulse width

Stimulation contact +1-case Monopolar stimulation

Shared parameters for both detectors

Time domain sampling rate 500 Hz Sampling rate for time domain data

LPF1 450 Hz Embedded low pass filter before amplification

LPF2 1,700 Hz Embedded low pass filter after amplification

FFT interval 500 ms Interval in which FFT is computed

FFT size 1,024 Number of points for onboard FFT computation

Ramp up rate 0.03 mA/sec Rate at which stimulation changes from lower to higher amplitudes

Ramp down rate 0.12 mA/sec Rate at which stimulation changes from higher to lower amplitudes

Motor detector

Sense channel + 9−8 MC (motor cortex)

Linear detector power band input 64.45 – 66.41 Hz Predefined power band for embedded on board power computation

Update rate 60 Number of FFT intervals averaged in non-moving average, represents 30 s of data.
Defines algorithm rate (e.g., algorithm state is determined every 30 s). This is

referred to as “detector count” below.

Onset 0 Number of detector counts must be above threshold to change to state. A value of
0 means that as soon as the threshold is crossed stimulation ramps to the target

state.

Termination 4 Number of detector counts must be below threshold to change to state. Detector
value must be below threshold for 2 consecutive minutes (update rate × 4; =4 min

in this case) before it transitions to state.

State change blank 30 In units of FFT interval. On state change power values are not computed into linear
detector for 15 s (FFT interval × 30).

Target current state 0 3.1 mA Target stim to ramp to when stimulation is below lower threshold (for the first linear
detector- “LD0”)

Target current state 1 HOLD Target stim to ramp to when stimulation between upper and lower thresholds (for
the first linear detector – “LD0”)

Target current state 2 2.7 mA Target stim to ramp to when stimulation is above lower threshold (for the first linear
detector – “LD0”)

Sleep Detector:

Sense channel +9−8 MC (motor cortex)

Linear detector power band input 3.42 – 12.21 Hz Predefined power band for embedded on board power computation

Update rate 60 Number of FFT intervals averaged in non-moving average, represents 30 s of data.
Defines algorithm rate (e.g., algorithm state is determined every 30 s)

Onset 0 Number of detector counts must be above threshold to change to state (in “update
rate” units).

Termination 10 Number of detector counts must be below threshold to change to state. Detector
value must be below threshold for 5 consecutive minutes (update rate ×

10; = 10 min in this case) before it transitions to state.

State change blank 30 In units of FFT interval. On state change power values are not computed into linear
detector for 15 s (FFT interval × 30).

Target current state 3 2.7 mA Target stim to ramp to when stimulation is below lower threshold (for the second
linear detector – “LD1”)

Target current state 4 2.7 mA Target stim to ramp to when stimulation between upper and lower thresholds (for
the second linear detector – “LD1”)

Target current state 5 2.7 mA Target stim to ramp to when stimulation is above lower threshold (for the second
linear detector – “LD1”)

Data Collection for Testing Period
Though the RC + S device is capable of streaming a rich array of
information including time domain field potentials and adaptive
state, it can also be programmed to only store a log of the
adaptive DBS state (according to the state table). This log is stored
in a FIFO (first in first out) buffer which can be downloaded

on demand. Patients collected DBS state data during long term
tests of embedded adaptive detectors in which the embedded
detector was deployed for up to a week at a time. During this
time patients used custom software1 to download these logs from

1https://github.com/openmind-consortium/App-SCBS-PatientFacingApp
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the device on a daily basis. This had the advantage of allowing
the patient full mobility without the need to be near a computer
for wireless streaming. In addition, it avoided losing data due to

dropped packets (Sellers et al., 2021). Data were tested over the
course of 47 days (24 h) across four patients and six hemispheres.
Patient one used sleep classifiers for 17 days but frequently

FIGURE 4 | Sleep detector performance across 47 days of sleep. (A) Dual detector states across 4 patients in 6 hemispheres. Each row represents a single 24 h
period. Note that in patient 1 each hemisphere was running independently (measuring sleep states using L/R hemispheres, respectively). Detector traces from the
same day (coming from two different pulse generators) are indicated in brackets. Sleep is not only identified during night hours but also occurs in some patients
during daytime naps. (B) Simulated state table showcase PD state detector state if sleep detector was not in place during same hours. Without relying on a
dedicated sleep detector PD state control signal still undergoes many state changes during sleep hours. Blank (white) periods indicate moments in which the
detector was not active or data do not exist.
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ran a classifier concurrently in both hemispheres, generating 30
data sets (Figures 2, 4), patient 2 ran a classifier for 2 days
in one hemisphere, patient 3 ran a classifier for 2 days, 1 day
for each hemisphere, and patient 4 ran a classifier for 13 days
in one hemisphere.

Evaluation of Sleep Detector
Performance
The performance of the sleep detector was checked empirically in
each patient before it was deployed. Using patient motor diaries,
wearables and the RC + S onboard accelerometer, patient sleep
state was verified and a concordance between sleep state and
the objective (actigraphy based) and subjective (motor diary)
measures was computed.

In 27/47 nights of sleep we collected motor diaries and
wearable actigraphy data. In filling out motor diaries patients
estimated their sleep state in 30 min increments. Concurrently
a wearable watch (PKG, Global Kinetics) was worn by patients
during testing (Joshi et al., 2019). The PKG produced a report
that estimated a median bradykinesia value every 30 min. A value
above “80” in the bradykinesia metric from the PKG watch was
interpreted as “asleep” (Gilron et al., 2021).

To test the statistical performance of the classifier we
computed a non-parametric p-value for each 24 h period using
the following procedure: We compared the concordance between
the output of the sleep detector and the “true” patient state as
indicated by either the motor diary or the PKG watch. To test
the statistical significance of this concordance (accuracy) value
we created a non-parametric null distribution of classification
(a random choice between sleep/wake classification at each
point in time repeated 10,000 times for each 24 h period). The
concordance result of the embedded adaptive state classification
was then compared to the null distribution of concordances
to derive a p-value. All p-values were corrected for multiple
comparisons using the Bonferroni method. In addition the
sensitivity and specificity of the sleep classification was computed
for each 24 h period.

Effect of Sleep State on Power and
Coherence Metrics
In order to assess the effect of sleep on biomarker power
and coherence metrics we had one patient stream neural
data (in addition to classifier state) during a 24 h period
when the sleep detector was active, but stimulation was held
constant in the clinically optimized current settings (2.7 mA,

FIGURE 5 | Concordance between motor diary, wearable watch and sleep state detector. Rows are organized in triplicate such that each triad represents a single
24 h period from one patient. The top row in the triplicate represents the output of the embedded sleep detector. The control signals for the embedded sleep
detector were cortical field potentials in the 3–12 Hz range. This detector operated in real time during activities of daily living and in the absence of any temporal
information. The middle row represents (subjective) patient motor diary information in which the patient indicated his sleep/wake state in 30 min increments. Finally,
the bottom row indicates wearable estimates of patient state (sleep wake). Brackets indicate recordings from the same day from two independent implanted pulse
generators – one in each patient hemisphere.
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C + 1−, 60 µs, 130.2 Hz). Sleep states were defined by
the classifier and PSD (power spectral density) and coherence
metrics were computed from bipolar recordings in STN and
MC (motor cortex) using 30 s segments of continuous data [as
described in Gilron et al. (2021)].

To assess the response of other frequencies on the
discrimination of sleep state (wake/asleep, as defined by
patient motor diaries) frequencies were swept in 1 Hz increments
using PSD and coherence metrics with a 2 Hz sliding window.
The data from each frequency bin was subjected to a two
sided t-test and computed for each frequency, contact pair and
measure (coherence/psd). P-values were corrected for multiple
comparisons using the Bonferroni method.

Since our embedded detector used cortical alpha and theta
bands as the sleep detector, we wanted to evaluate the capacity
of subcortical and coherence based metrics to classify sleep state
as well. Using the cortically based detector labels as ground
truth, we calculated the mean AUC using a 5-fold stratified
cross validated linear discriminant model across all frequency
bands. This allowed us to assess the potential performance of the
detector using subcortical sensing that is more readily available in
commercial devices as well as using coherence based metrics.

RESULTS

Sleep state was reliably captured by a cortical biomarker as
verified using patient motor diaries and self report. Each
IPG (implanted pulse generator) controlled stimulation to
one hemisphere with an embedded detector for sleep and
an additional detector tracking PD state (Figure 2). The
mean concordance between sleep measurements across both
hemispheres (in cases in which dual detectors were deployed) was
88% (range 77–98%) across thirteen 24-h periods.

In one subject the embedded detector was run over a period
of 24 h while streaming neural data to a research computer [as
described in Gilron et al. (2021)]. This was done in order to
examine other frequency bands and brain recording locations
that might also dissociate sleep from wake states. In particular
there is interest in subcortical classification of sleep states,
as cortical sensing is not currently offered outside of IDE
(investigational device exemption) studies. Subcortical alpha,
beta and low gamma all significantly dissociated sleep from
wake states (Figure 3). Cortical theta, alpha, beta and broadband
gamma discriminate sleep states as well. Finally coherence
between subcortical and cortical structures was able to dissociate
sleep states in the theta, alpha and beta bands.

In addition to investigating other frequencies that can
distinguish sleep from wake states we also assessed the out of
sample classification of sleep states across the same 24 h period.
Using 5-fold cross validation we found that STN alpha, beta and
gamma all discriminate sleep states with peak AUC scores of 0.7
(using the cortical theta-alpha detector as “ground truth”).

Algorithm performance was tested using embedded mode
during which patients are not tethered to a computer and the
adaptive algorithm operates in embedded mode in real-time.
Across 47 days (4 unique patients, 6 hemispheres) algorithm
captured sleep state (Figure 4A). Algorithm performance was

stable across months (maximum span between recording was
4 months). To assess whether a dedicated detector for sleep was
needed we simulated algorithm performance without the use of a
sleep detector. Indeed, all patients displayed large variation in the
control signal during periods of sleep (Figure 4B) which could
result in unwanted behavior depending on the aDBS (adaptive
DBS) algorithm used to control PD motor states during waking
hours. In some cases this would result in lower stimulation levels
during sleep which could produce adverse effects on sleep in PD
patients (Zahed et al., 2021).

To validate the performance of the sleep detector objective and
subjective metrics of sleep state were collected. Patients filled out
motor diaries (subjective) and wore a wearable watch (objective),
both of which produced estimates patient sleep state that could
be used to assess classifier performance (Figure 5).

All sleep night detections were significantly above chance (the
null distribution had concordances between 38 and 60% with a
mean at 50%) for both motor diary and wearable “ground truth”
metrics (Figure 6).

DISCUSSION

This study showcases a method to incorporate sleep sensing into
adaptive DBS algorithms. In Summit RC + S we deployed two

FIGURE 6 | Accuracy, specificity, sensitivity of sleep detector. (A) Sleep
detector accuracy (as measured by objective metric – PKG watch) for all data
shown in Figure 5. Gray dots represent accuracy scores (jittered along x-axis
for clarity). Blue shading represents one standard deviation and red shading
represents the 95% confidence interval. Red horizontal line is the mean (0.79).
All accuracy metrics were significant compared to a null distribution of
classifier performance and corrected for multiple comparisons. (B) Specificity
and sensitivity metrics for the same data represented in (A). Black arrows
indicate days in which high sensitivity but low specificity was present.
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embedded linear detectors that operate independently. Tracking
sleep states using embedded detectors is stable and repeatable,
shown here across 47 days of embedded detector performance
in four patients (Figure 4). During these days the algorithm
successfully transitioned to a predefined “sleep mode” when
patients were asleep, delivering targeted constant stimulation,
whereas during waking hours a PD state tracking mode was
entered in which the adaptive algorithm tracked PD related
motor state changes (Gilron et al., 2021).

The sleep detector algorithm achieved high concordance
with external measurements of sleep as measured by both
objective (motor diary) and subjective (watch) metrics. The high
concordance is notable since the detector classified sleep solely
based on field potential information in real time, during activities
of daily living without access to actigraphy or temporal based
information (Figure 5). The sleep detector achieved high degrees
of sensitivity and specificity but future sleep algorithms may
explore sensitivity and specificity trade offs depending on the
application (Figure 6).

Sleep has dramatic effects on cortical and subcortical field
potentials (Gilron et al., 2021; Zahed et al., 2021). This
includes broadband reductions in gamma frequency as well
as increases in alpha frequencies and reductions in canonical
parkinsonian oscillatory activity in beta frequency. Since beta
frequencies are a common target for adaptive DBS studies in PD,
addressing sleep induced reductions may be critical for future
algorithm development.

Though our sleep study used cortical alpha and theta band
activity to classify sleep state we show that other bands, notably
subcortical bands achieve high classification rates (larger than
AUC of 0.9 – Figure 3C). This high degree of sensitivity
and specificity from a variety of power bands, target brain
locations and coherent network activity suggest that a variety of
control algorithms might be employed to incorporate sleep into
adaptive DBS algorithms.

Using a separate independent detector for sleep allows
adaptive DBS algorithms to finetune their response to diurnal
fluctuations in control signals that may operate on different time
scales than sleep changes. For example, targeting beta bursts
has long been proposed as a mechanism to target pathological
beta burst oscillations in PD (Little and Brown, 2012, 2020;
Tinkhauser et al., 2017; Velisar et al., 2019; Bronte-Stewart
et al., 2020; Petrucci et al., 2020), but these bursts operate on
the timescale of 200–800 milliseconds whereas sleep related
field potential changes take place on timescales of minutes to
hours. The use of independent detectors allows each detector
to operate using disperate timescales most appropriate for
capturing desired state.

Sleep was frequently detected during the day, corresponding
to daytime naps (Figure 5). This highlights a benefit of
using physiological measures of sleep state rather than simpler
chronologically scheduled implant schedules (Toth et al., 2020).
Other potential methods for sleep classification are actigraphy
based (to determine position and activity level) or simple patient
control (patient switching to a sleep “mode”). Appropriately
targeting and incorporating sleep into aDBS algorithms has
benefits for risk mitigation, as it does not rely on the patient
to remember to switch device state or actigraphy methods

which may produce false negatives (such as lying in bed
while awake).

Sleep aware aDBS may also aid in algorithm development as it
allows testing putative algorithm performance (Figure 4B). Prior
to implementing adaptive detectors it is useful to test algorithm
performance by examining state changes without stimulation
amplitude changes. By incorporating a dual detector strategy that
incorporates sleep control signals as well as dedicated detectors
tracking patient state one can separate sleep effects from other
effects on the control signal. This can allow a priori testing to help
avoid unwanted or unexpected algorithm performance during
sleep. This could prove particularly useful for adaptive algorithms
for which operation during sleep is important.

Future studies may attempt to more selectively target sleep
by deploying personalized therapy depending on patient sleep
state (for example, REM sleep versus deep sleep). Sleep itself is
often disturbed in patients with DBS due to their underlying
neurological conditions, and this represents a major non-motor
contributor to quality of life. Adaptive strategies that improve
sleep quality may work in tandem with daytime strategies to
address non-motor as well as motor dysfunction in PD.
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Objective: Anxiety and depression are prominent non-motor symptoms of Parkinson’s
disease (PD), but their pathophysiology remains unclear. We sought to understand their
neurophysiological correlates from chronic invasive recordings of the prefrontal cortex
(PFC).

Methods: We studied four patients undergoing deep brain stimulation (DBS) for their
motor signs, who had comorbid mild to moderate anxiety and/or depressive symptoms.
In addition to their basal ganglia leads, we placed a permanent prefrontal subdural 4-
contact lead. These electrodes were attached to an investigational pulse generator with
the capability to sense and store field potential signals, as well as deliver therapeutic
neurostimulation. At regular intervals over 3–5 months, participants paired brief invasive
neural recordings with self-ratings of symptoms related to depression and anxiety.

Results: Mean age was 61 ± 7 years, mean disease duration was 11 ± 8 years and a
mean Unified Parkinson’s Disease Rating Scale, with part III (UPDRS-III) off medication
score of 37 ± 13. Mean Beck Depression Inventory (BDI) score was 14 ± 5 and Beck
Anxiety Index was 16.5± 5. Prefrontal cortex spectral power in the beta band correlated
with patient self-ratings of symptoms of depression and anxiety, with r-values between
0.31 and 0.48. Mood scores showed negative correlation with beta spectral power in
lateral locations, and positive correlation with beta spectral power in a mesial recording
location, consistent with the dichotomous organization of reward networks in PFC.

Interpretation: These findings suggest a physiological basis for anxiety and depression
in PD, which may be useful in the development of neurostimulation paradigms for these
non-motor disease features.
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INTRODUCTION

Anxiety and depression are prominent non-motor symptoms of
Parkinson’s disease (PD) that are clinically debilitating (Seppi
et al., 2019) and may predate the onset of motor signs (Postuma
et al., 2015). Functional imaging studies in patients with PD
and comorbid anxiety (Dan et al., 2017; Wang et al., 2017)
and depression (Luo et al., 2014; Dan et al., 2017; Wang et al.,
2018, 2020; Lin et al., 2020) point to involvement of prefrontal
cortical areas, but the associated circuit mechanisms are poorly
understood. Much progress has been made in understanding
circuit mechanisms related to motor signs of PD utilizing invasive
intracranial recording at both cortical (Panov et al., 2017)
and subcortical (Brittain and Brown, 2014) sites in the motor
network. This technique offers much higher spatiotemporal
resolution and a more favorable signal-to-noise ratio than most
non-invasive methods, and has led to the identification of
potential electrophysiological markers for both the severity of
motor signs and for the effectiveness of therapeutic intervention
(Brittain and Brown, 2014).

Invasive studies in non-parkinsonian disorders have begun
to elucidate networks and frequency bands important to mood
fluctuations (Kirkby et al., 2018; Sani et al., 2018) and clinical
depression (Lipsman et al., 2014; Clark et al., 2016; Merkl
et al., 2016; Veerakumar et al., 2019; Scangos et al., 2020).
Most invasive human physiological studies have been done
perioperatively, using externalized brain leads either during a
surgical intervention or for a few days after implantation, in a
hospital setting. This method precludes the study of dynamically
evolving longitudinal symptoms. Neurostimulation devices that
incorporate brain sensing with therapeutic neurostimulation,
also called “bidirectional interfaces,” offer many advantages over
short term perioperative recordings (Starr, 2018). Advantages
include wireless data streaming in real time or from internal
device storage, the opportunity to record in fully naturalistic
environments, and the possibility of repeated measures of neural
activity paired with external monitors, or with patient self-rating
of symptoms, over many cycles of symptom exacerbation and
remission. A limitation of invasive recording is the sparse spatial
coverage, and the inherent risks of inserting a second lead in
the context of a clinically indicated surgery. However, despite the
minimal risk and wide spatial sampling of non-invasive methods
such as scalp electroencephalography and functional magnetic
resonance imaging, these non-invasive methods are not suited to
performing repeated measures in a patient’s home environment.

To understand prefrontal physiological correlates of anxiety
and depression in PD, we studied four patients with PD who met
standard clinical criteria for basal ganglia deep brain stimulation
(DBS) for their motor signs (Fang and Tolleson, 2017), and
who also had comorbid anxiety and/or depressive symptoms.
In addition to their standard therapeutic basal ganglia leads, we
implanted a permanent quadripolar subdural lead over areas of
the right prefrontal cortex (PFC) previously implicated in the
pathophysiology of anxiety (Dan et al., 2017; Wang et al., 2017)
or depression (Luo et al., 2014; Dan et al., 2017; Wang et al.,
2018, 2020; Lin et al., 2020) by non-invasive studies in PD. Daily
brain recordings were paired with self-ratings of anxiety and

depression. We show that prefrontal oscillatory activity in the
beta band, an already well described biomarker of parkinsonian
akinesia and rigidity from recordings in the motor system
(Brittain and Brown, 2014), predicts anxiety and depressive
symptoms in PD. We interpret our results in the framework of a
contemporary model of mood regulation, in which an imbalance
in reciprocal mesial and lateral prefrontal networks can lead to
depression (Rolls, 2016; Loonen and Ivanova, 2017).

MATERIALS AND METHODS

This protocol was approved by the Institutional Review Board
of the University of California, San Francisco (UCSF), under a
physician-sponsored investigational device exemption. Informed
consent was obtained under the Declaration of the Principles
of Helsinki. The study was registered on ClinicalTrials.gov
(NCT03131817)1.

Subjects
Subjects were recruited from the Movement Disorders and
Neuromodulation Center at UCSF. Participants had a diagnosis
of idiopathic PD and had been offered implantation of a deep
brain stimulator system for relief of motor signs. Participants
underwent preoperative evaluation by a movement disorders
neurologist, a psychiatrist and a neuropsychologist. Motor
impairment was assessed using the Unified Parkinson’s Disease
Rating Scale, with part III (UPDRS-III) done in the off-
and on-medication states (Table 1). Neuropsychological and
psychiatric evaluations were conducted using the Montreal
Cognitive Assessment, the Beck Anxiety Inventory (BAI),
the Beck Depression Inventory (BDI) and the Structured
Clinical Interview for DSM-5. Inclusion criteria required
mild to moderate depression (BDI > 13) and/or anxiety
symptoms (BAI > 7). Patients were excluded for active
suicidal ideation on the Columbia Suicidality Severity Rating
Scale or significant cognitive impairment (Montreal Cognitive
Assessment score <20).

Surgery
Subjects were implanted unilaterally or bilaterally with
quadripolar DBS leads placed in either the subthalamic
nucleus (STN; Medtronic Model 3389) or Globus Pallidus (GP);
Medtronic Model 3387), according to clinical considerations
(Table 1). Placement of the DBS lead was confirmed using
microelectrode recordings in the awake state (Starr, 2002). In
addition to the standard therapeutic DBS electrode(s) used
to treat motor signs, patients were implanted with a flexible
4-contact electrocorticography (ECoG) lead (Medtronic 5387A)
in the subdural space over the right PFC (Figure 1A). ECoG
contacts were 4 mm in diameter and spaced 10 mm apart. The
ECoG strips targeted the dorsolateral prefrontal cortex (DLPFC),
the orbitofrontal cortex (OFC) or the frontopolar cortex (FPC),
in order to evaluate a wide area of PFC in the course of this
exploratory study. The cortical lead was placed through the

1clinicaltrials.gov/ct2/show/NCT03131817
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TABLE 1 | Patient demographics and details of recording.

Study subject PD1 PD3 PD4 PD5 Mean and STD

Demographics Gender F M F F

Age (years) 53 55 67 70 61 ± 7

Disease duration (years) 25 5 6 9 11.25 ± 8

Preoperative UPDRS-III
(off/on)

39/19 16/15 41/15 50/25 Off: 36.5 ± 14.5
On: 18.5 ± 4.7

Preoperative depression
and anxiety severity
(BDI/BAI)

10/16 17/16 9/10 21/24 BDI: 14 ± 5 BAI:
16.5 ± 5

Preoperative cognitive state
(MoCA)

26 29 27 29 27.75 ± 1.5

Details of recording DBS lead side/target R and L/STN R/GP R/STN R/GP

Cortical region side/target R/FPC R/DLPFC R/OFC R/OFC

Coordinates of recording
contact* (contact #: x,y,z)

C8: 18.6 74.6 6.0
C9: 26.9 70.6 1.6

C10: 26.6 80.3 2.4
C11: 33.9 76.6 6.7

C8: 13.4 45.4 15.7
C10: 31.1 13.8 6.9

C8: 18.2 42.6 11.2
C9: 28.3 42.6 9.7

#Recordings paired with
IMS scores

88 49 46 40 55.75 ± 21.8

#Total days of recording 51 45 31 30 39.25 ± 10.4

#Months over which
recordings were done

5 5 3 5 4.5 ± 1

IMS total score
(mean ± std)

18.7 ± 3.8 −4.6 ± 6.4 26.4 ± 6.3 6.6 ± 7.6

F, Female; M, Male; UPDRS, Unified Parkinson’s Disease Rating Scale; off, 12 h off PD medication; on, on regular PD medication; BDI, Beck Depression Inventory; BAI,
Beck Anxiety Inventory; MoCA, Montreal Cognitive Assessment; STN, Subthalamic Nucleus; GPi, Globus Pallidus interna; R, Right; L, Left; FPC, Frontopolar cortex;
DLPFC, dorsolateral prefrontal cortex; OFC, orbitofrontal cortex; IMS, Immediate mood scaler, for assessing momentary mood state.
*Contact coordinates are relative to the midcommissural point.

FIGURE 1 | Device configuration and schematic of experimental recording paradigm. (A) Drawing of the electrodes and pulse generator in situ. The inset shows
detail of the prefrontal recording lead. (B) Schematic representation of the protocol used. Brief brain recordings (“Rec”) were obtained over many days of mood
fluctuations. Each recording consisted of 30–60 s of a bipolar time series from the prefrontal electrocorticography (ECoG) strip and was paired with patient
self-report of symptoms using the Immediate Mood Scaler (IMS). (C) Items on the IMS for which study subjects provide scores on a visual analog scale. Black items
relate to depression sub-scale; blue items relate to the anxiety subscale.

original DBS burr hole in two patients. In two others, a second
small burr hole was placed above the right orbit to access the
OFC, which could not be accessed through the convexity burr
hole due to the stiffness of the ECoG paddle. An intraoperative
cone-beam CT merged to the preoperative MRI was used to
confirm correct placement of the ECoG strip (Panov et al., 2017).

The cortical strip and ipsilateral DBS electrode were connected
to lead extenders (model 37087, Medtronic), tunneled down the

neck and attached to a Medtronic Activa PC+S pulse generator
placed in a pocket over the pectoralis muscle under general
anesthesia (Figure 1A). This investigational bidirectional device
allows both delivery of therapeutic stimulation and chronic
recording of field potentials (Stanslaski et al., 2018). For patients
implanted with bilateral DBS electrodes, the left STN electrode
was attached to a separate Activa SC pulse generator to deliver
therapeutic stimulation.
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Electrode Locations and Tractography
To localize ECoG electrodes in individual patients, the
preoperative T1 MRI was used to reconstruct cortical surface
models in FreeSurfer (Dale et al., 1999; Fischl et al., 2002). A CT
scan taken 2–3 months after surgery was used to determine
the location of each cortical electrode. We projected ECoG
contacts onto the cortical surface mesh with the imgpipe
toolbox (Hamilton et al., 2017) using a surface vector projection
method (Kubanek and Schalk, 2015). Once we identified cortical
locations for each ECoG electrode on individualized cortical
reconstructions, we projected all patients’ recording electrodes
onto the Desikan-Killiany atlas brain (Desikan et al., 2006).

For tractography, we obtained High Angular Resolution
Diffusion Imaging (HARDI) on a 3 Tesla MR scanner (General
Electric, Inc.), using a spin-echo echo-planar imaging (SE
EPI) pulse sequence (TE = 71 ms, TR = 7765 ms, flip
angle alpha = 90◦), FOV 28 cm × 28 cm, at least 70 axial
slices, 2 mm3 isotropic voxels, b-value = 2000 s mm−2 in 55
non-collinear gradient directions and a signal to noise ratio
>60. In PD1, b-value was 1,000 s mm−2 in 32 non-collinear
gradient directions. A single non-diffusion-weighted b0 image
was also obtained. The diffusion-weighted tractography was
explored using a deterministic tractography software package
(Brainlab Elements, Feldkirchen, Germany). Preoperative MRI,
postoperative CT and HARDI scans were automatically merged
and corrected for distortion. The ECoG contacts used for
recordings were manually segmented on the CT scan. The regions
of interest (ROIs) were then created by adding 2 mm to each
contact and using these as seed regions for fiber tracking analyses,
using an FA threshold of 0.17 and a minimum length of 8 cm.

Experimental Design
Patients underwent chronic brain recording and monitoring of
their symptoms during typical daily activities at home, over
3–5 months. Cortical recordings (30 or 60 s durations) were
initially self-triggered, but patients subsequently found it easier
to have the device automatically trigger neural recordings 2–
3 times per day on a time schedule that was individualized to
capture times of the day when low or high moods were typically
experienced. Figure 1B shows a schematic representation of the
paradigm used in this study. The recording montage was selected
based on signal quality. Signals were sampled at 422 Hz, with
a 0.5 Hz high pass filter, and a gain of 2,000. Signals were
stored on the pulse generator and downloaded non-invasively
by radiotelemetry during in-clinic research visits. Subjects were
instructed to self-report their anxiety and depressive symptoms
using the Immediate Mood Scaler (IMS, Posit Science) within a
30-min window of the time of the neural recordings. Assessments
done without paired brain signal and outside that window
were excluded from analysis, resulting in a variable number of
recordings across patients (Table 1). The IMS is a validated
tablet-based tool that assesses momentary mood symptoms
(Nahum et al., 2017), correlates well with standardized self-
report measures of depression (PHQ-9) and anxiety (GAD-
7), and further captures symptom fluctuations in-the-moment.
Subjects rated their current emotional state using 12 pairs of

words thought to represent extremes of depressive (item 1–7,
Figure 1C, black words) and anxiety (items 8–12, Figure 1C,
blue words) related dimensions. The score range was −3 to 3
for each pair, with higher scores indicating more positive mood.
Subjects were also instructed to assess the severity of their motor
signs (rigidity, bradykinesia, tremor), their pain level, and the
presence of suicidal thoughts using the same application (also
on a score range of −3 to 3). We are not aware of a validated
tool for self-assessment of motor signs at home. Changes in
their basal ganglia DBS stimulation parameters, and changes
in medications were occasionally required for clinical care and
were tracked.

Signal Processing and Statistics
Analyses were performed in Matlab. The first 2 s of each brain
recording was discarded because of transient direct current
offsets generated by the devices’ high-pass filter. For each brain
recording, the power spectral density (PSD) was calculated using
the Welch periodogram method (Matlab function pwelch) using
a Hamming window, fast Fourier transform of 422 points and
50% overlap (frequency resolution of 1 Hz). The PSD was then
log transformed and averaged over multiple frequency bands: 2–
5 Hz delta, 5–8 Hz theta, 8–13 Hz alpha, 13–30 Hz beta, 13–20 Hz
low beta, 20–30 Hz high beta, 30–45 Hz low gamma. For each
patient, each frequency band was correlated with the total IMS
score, or IMS subscores, using Spearman correlations because of
discontinuous variables. A false-discovery rate (FDR) correction
for multiple comparisons was used and a corrected p-value of 0.05
was considered statistically significant.

RESULTS

Subjects
Four subjects with PD (3 females, 1 male) were studied. A fifth
patient was implanted but did not did not provide regular
symptom assessments and was thus excluded from further
analyses. The mean age of study participants was 61 ± 7 years,
mean disease duration was 11 ± 8 years and a mean UPDRS-III
off medication score of 37 ± 13. Subjects had mild to moderate
depression and anxiety (mean BDI score of 14 ± 5 and a mean
BAI score of 16.5± 5). Patient demographics provided in Table 1.

Recording Locations and Signals
Chronic recordings through the prefrontal ECoG paddle were
obtained while delivering therapeutic stimulation through the
DBS lead (Figure 1A). In each subject, 40–89 recordings paired
with symptom assessments were collected over a 3 to 5-month
period beginning at least 10 days postoperatively (Table 1). The
mean time between the brain recording and the mood assessment
was 9 ± 10 min. Locations of the recording contacts used for
each patient are represented on a template brain in Figure 2A,
with coordinates in Table 1. An example ECoG time series is
shown in Figure 2B. In all subjects, recordings were characterized
by a spectral peak in theta, alpha, or beta frequencies as shown
on Figure 2C, consistent with prefrontal ECoG time series in
patients without PD (Helfrich and Knight, 2019).
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FIGURE 2 | Contact localization and signal characteristics. (A) Localization of the ECoG electrodes used for bipolar recordings for all subjects, from fusion of
postoperative CT scan to preoperative MRI scan, projected onto an atlas brain. Adjacent contacts were used for bipolar recording in 3 subjects (Contact spacing is
1 cm) and skipping one contact in PD4 (2 cm spacing). Spacing between contact appears variable here due to the projection of each electrode contact onto the
Desikan-Killiany atlas brain, as described in the methods. (B) Example of raw signals from PFC (PD01). (C) Spectral properties of prefrontal neural signals (all
recordings in all patients). Thin lines indicate power spectra from each recording, and thicker line denotes mean power spectra over all recordings from that subject.
Colored bars indicate frequency bands: delta (blue), theta (yellow), alpha (green), beta (gray), gamma (white).

Self-Reported Mood States Are
Correlated With Prefrontal Beta Band
Activity
Patients’ symptoms were chronically assessed using the IMS, a
tablet-based application that assesses momentary fluctuations of
both anxiety and depressive symptoms with a total score ranging
from −36 (worse) to 36 (best). These assessments, referred to
here as “mood states,” fluctuated within ranges that were specific
to each patient (Figure 3A and Table 1). We correlated spectral
power in predefined frequency bands against total IMS scores and
IMS subscores. An example of fluctuations in mood state as well
as spectral power in the beta range is shown on Figure 3B (PD4).
Across all four subjects, we found that beta power was a consistent
predictor of mood states as shown in Figure 3C (p < 0.05, FDR
corrected). In three subjects (PD1, 3 and 4), beta power was
negatively correlated with total IMS scores (lower spectral power
was associated with higher scores, corresponding to less anxiety
and/or depression), while a positive correlation was found in PD5
(Figure 3D). One subject (PD3) also had a positive correlation
between theta power and the IMS total score and another subject
(PD1) had a negative correlation with gamma power (p < 0.05,
FDR corrected, Figure 3C). In two subjects (PD3 and PD4) the
correlation of beta activity with total IMS was driven mainly by
depression subscores, while in the other two subjects (PD1 and
PD5), IMS correlations were driven mainly by anxiety subscores.

Recording Location May Explain Inverse
Beta Correlation for PD5
Since PD5 showed an opposite correlation between beta activity
and IMS scores compared to other subjects, we sought to explain
this based on contact location and connectivity to other brain
regions. The recording montage for PD5 was the most mesial of
all four subjects but did overlap with that of PD4 (Figure 2A). We
thus used tractography to map the largest fiber tracts originating
from the tissue immediately underneath the recording contacts
in each subject. A seed object was made around each electrode
contact in the bipolar recording montage. In all four subjects,
the seed was the origin of fibers traveling in the inferior fronto-
occipital fasciculus (IFOF), a pathway connecting widespread
areas of PFC to the occipital and parietal cortex (Burks et al.,
2018; pink bundle on Figure 4). The recording contacts in PD5,
however, were uniquely associated with the uncinate fasciculus
connecting mesial PFC to the temporal lobe (Hau et al., 2017;
orange bundle on Figure 4), suggesting that recordings in
this patient may have probed a different functional network
compared to the other more laterally placed recording locations.

Potential Confounding Variables
Given that symptoms were assessed at different times of the day,
we studied the effect of time on symptoms assessment and found
that the IMS scores were not correlated with the time at which
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FIGURE 3 | Mood state fluctuations and correlations of ECoG recordings with spectral features. (A) Distribution of IMS score for each patient (each row). IMS scores
ranges from –36 to 36. (B) Fluctuation of IMS scores and beta power over the time course of this study (PD4). IMS scores and spectral power in each frequency
band were normalized (z-scored) for ease of comparison within and across patients. (C) Summary of the correlation between all frequency bands and IMS total
scores, showing R-values thresholded by p-values at a level of 0.05 [after false-discovery rate (FDR) correction]. Each patient is shown on a different row. The
subscale that is the most predictive of mood is indicated (d, depression subscale; a, anxiety subscales). D, delta; T, theta; A, alpha; B, beta; LB, low beta; HB, high
beta; G, gamma. (D) Beta spectral power correlations with total IMS score for each subject.

FIGURE 4 | Connectivity of prefrontal recording locations from tractography. Sagittal view of the right hemisphere showing the large fiber tracts connecting the
prefrontal cortex (PFC) to the occipital and parietal cortex (pink bundle), for each patient. PD5 differs from the other subjects in that an additional bundle (orange)
connecting the PFC to the temporal lobe is present. The regions of interest (ROIs) corresponding to recording contact locations are indicated by the blue dots.

they were done (p > 0.05, FDR corrected). In addition, since beta
power is a marker of motor states in the basal ganglia nuclei, we
also showed that cortical beta power did not covary with severity
of motor signs (p > 0.05, FDR corrected). Thus, correlations
between mood scores and cortical beta power were unlikely to
have been confounded by these factors. While some changes to
stimulation parameters and medications were made during the
recording period to address clinical needs of the patient (Table 2),

we did not observe consistent changes in self-ratings nor spectral
power corresponding to the timing of those changes.

DISCUSSION

We utilized chronic wireless invasive brain recording to
elucidate the physiological basis for depression and anxiety
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TABLE 2 | Initial deep brain stimulator settings, medications, and their changes during the study.

Study subject PD1 PD3 PD4 PD5

Initial DBS settings C + 2-, 2.3 mV, 60 ms,
140 Hz

C + 2-, 2.5 V, 90 ms,
140 Hz

1 + 2-, 1.5 V 90 ms,
140 Hz

1–2 + , 3.2 V, 70 ms,
140 Hz

Changes in DBS settings during the study Added additional contact:
C + 1– 2-, and increased
amplitude to 3.0 V at
88 days*

Increased amplitude to
3 V at 120 days*

Increased amplitude to
1.9 V at 30 days*

Changed stimulation
contacts to 0 + 1 at
68 days*

Initial PD medications –levodopa equivalents 850 1,000 1,415 992

Change in PD levodopa equivalents reduced to 650 at
38 days*

None None Increased to 1,192 at
68 days*

Initial psychiatric medication Citalopram 20 mg Lorazepam 1 mg Duloxetine 20 mg
Lexapro 20 mg
Artane 2.5 mg

Duloxetine 90 mg QD

Change in psychiatric medication during the study None None Lexapro decreased to
10 mg at 57 days*

Took mirtazapine
3.75 mg for 2 weeks
starting at 113 days

C, case of pulse generator (monopolar stimulation mode), V, Volts, ms, microseconds, Hz, Hertz; DBS, deep brain stimulation, PD, Parkinson’s disease.
*Refers to the number of days since the start of brain recording.

in PD. We enrolled patients who met clinical criteria for
basal ganglia DBS for motor signs of PD, who also had
mild-to-moderate comorbid anxiety or depressive disorders.
Over several months, prefrontal ECoG recordings were paired
with patients’ self-reported mood scores. We show that
variation in specific frequency bands, especially the beta
band, explained part of the variance in mood scores. In
recordings from DLPFC, FPC and lateral OFC, increased
beta band activity correlated with worsening depression or
anxiety symptom severity, while the opposite was true in the
subject with the most mesially located contact pair in OFC.
This is consistent with the anatomic localization of reciprocal
reward and non-reward networks in the PFC (Rolls, 2016;
Xia et al., 2017).

Invasive Recording to Evaluate
Non-motor Manifestations of Parkinson’s
Disease
In movement disorders, specific motor signs have been related
to alterations in oscillatory synchronization within and between
structures of the basal ganglia-thalamocortical motor circuit. For
example, beta band (13–30 Hz) oscillatory activity is exaggerated
in the rigid-akinetic form of PD (Brittain and Brown, 2014), while
gamma band (60–90 Hz) oscillations are elevated in levodopa-
induced or stimulation-induced dyskinesia (Swann et al., 2016).
The physiological signatures of non-motor symptoms, however,
are much less understood. Invasive recording studies of the
PFC (Chen et al., 2019) and STN (Kuhn et al., 2005; Buot
et al., 2013; Huebl et al., 2014; Peron et al., 2017) have explored
emotional functions of these brain regions, but only within task
paradigms and during brief in-hospital sessions. EEG evaluation
of PD patients with and without depressive symptoms showed
differences in spectral power in alpha and low beta frequencies,
but these were not localized to a particular brain region. This
study is the first to evaluate cortical signatures of mood state in
PD using invasive recording.

The method of chronic wireless recording from an implanted
sensing-enabled interface was critical for tracking neural
correlates of mood fluctuations over long periods during
normal daily life. A disadvantage of this method, compared
to perioperative ECoG with externalized leads (Panov et al.,
2017; Sani et al., 2018), is lower channel count that precludes
wide spatial coverage. To address this, we explored different
prefrontal areas in each subject, and for statistical evaluation
utilized a within-subjects repeated measures approach with
over 40 samples per subject, rather than pooling data across
subjects. Because the study took place over months, data
were collected while clinically indicated therapeutic basal
ganglia neurostimulation was also ongoing, which precluded
acquiring simultaneous basal ganglia recordings (Swann et al.,
2018). Recently introduced second generation sensing-enabled
interfaces are engineered to allow depth recordings during
stimulation (Gilron et al., 2021). We cannot exclude a possible
effect of changes in medications or stimulation on cortical
physiology, but changes were tracked and were infrequent. Only
the right hemisphere was explored, based on safety consideration
for an invasive investigational study, as well as evidence of greater
mood-elevating effects of acute prefrontal stimulation on the
right side, in non-parkinsonian disorders (Rao et al., 2018).

Opposite Beta Correlations May Reflect
Reciprocal Roles of Two Reward-Related
Networks
Our findings suggest that beta band activity may index the
severity of non-motor symptoms in networks linked to the
PFC. There are thought to be two reciprocally related cortico-
striatal reward processing networks involving the PFC (Rolls,
2016; Xia et al., 2017). A “non-reward” (missed reward)
network, whose cortical localization maps to lateral OFC,
DLPFC, and dorsal cingulate cortex, is activated when an
action does not lead to positive reward. A positive reward
network, involving mesial PFC and pregenual cingulate cortex,
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is active when action does lead to a reward. The mesial reward
network also has major connections to the temporal lobe
(Loonen and Ivanova, 2016a,b). Consistent with this framework,
and with the possibility that depressed mood may reflect
dysfunctional reward networks, non-invasive studies indicate
that functional connectivity (resting state MRI fluctuations) in
these reciprocal cortical areas have opposite correlations with
severity of depression (in non-parkinsonian mood disorders)
(Cheng et al., 2016). Our results from this initial invasive
recording study in PD support this dichotomous circuit
model, showing elevated beta in states of depressed mood
or anxiety in the lateral OFC and DLPFC, and the inverse
in mesial OFC. Of note, while the two subjects with OFC
recording leads had overlapping recording montages, DTI-based
tractography showed differing connectivity of these montages.
Only those from PD5 (the only subject to have increased
beta activity during epochs of better mood), showed temporal
lobe connectivity consistent with involvement in the mesial
positive reward network.

Beta Activity and the Maintenance of
Attractor States
In the normal function of motor networks, beta band oscillatory
activity is thought to favor “maintenance of the status quo,” that
is, elevated while holding specific postures, and desynchronizing
for fluid movements to occur (Engel and Fries, 2010). By
analogy, in PFC, we hypothesize that beta oscillations could
function to maintain specific affective states, depending on
the region of the PFC involved. This hypothesis dovetails
with the recently proposed “non-reward attractor” theory
of depression, postulating that depression can be triggered
by abnormally prolonged activation of the lateral prefrontal
network sensitive to missed or absent reward (Rolls, 2016).
Beta band activity thus might serve to maintain “attractor
states”: increased beta in lateral OFC and DLPFC could
contribute to maintenance of a “depressive” attractor state, while
increased beta in mesial OFC would promote a “rewarding” or
mood-elevating attractor state. Given the strong influence of
dopamine depletion and dopaminergic medications on mood
and anxiety (Seppi et al., 2019), it is possible that our findings
are specific to patients with PD and would not generalize
to mood disorders in non-parkinsonian states. However, in
patients with major depressive disorder undergoing placement
of DBS leads in the subgenual cingulate (part of the mesial
reward network), severity of depression across subjects inversely
correlated with the amplitude of beta band oscillations (Clark
et al., 2016), as in subject PD5 in this study, suggesting a
role for beta activity in maintenance of reward networks across
multiple diagnoses.

Implications for Treatment of Non-motor
Signs of Parkinson’s Disease
Depression, anxiety, and behavioral changes in PD may be
difficult to treat and may become a primary source of disability in
mid-stage PD after motor signs are adequately treated medically
or by surgical intervention (Schupbach et al., 2006). Our work

provides a framework for therapeutic neuromodulation of
beta activity in non-motor networks in PD. Non-invasive
methods of neuromodulation of DLPFC show promise
for mood disorders in PD (Rektorova and Anderkova,
2017). Subcortical intervention, where fibers converge on
smaller targets, may be more efficient for modulating mood
networks. Theta burst stimulation of ventral STN, for
example, has been used to modulate theta band activity in
DLPFC (Bentley et al., 2020). STN stimulation paradigms
that reduce lateral prefrontal beta activity merit investigation
and could be facilitated by the enhanced spatial resolution
offered by recently introduced “directional” DBS leads
(Aman et al., 2020).
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Differential Effects of Pathological
Beta Burst Dynamics Between
Parkinson’s Disease Phenotypes
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Raumin S. Neuville1,2†, Matthew N. Petrucci1†, Kevin B. Wilkins1, Ross W. Anderson1,
Shannon L. Hoffman1, Jordan E. Parker1,3, Anca Velisar1,4 and
Helen M. Bronte-Stewart1,5*

1 Department of Neurology and Neurological Sciences, Stanford University School of Medicine, Stanford, CA, United States,
2 School of Medicine, University of California, Irvine, Irvine, CA, United States, 3 Department of Psychology, University of
California, Los Angeles, Los Angeles, CA, United States, 4 Smith-Kettlewell Eye Research Institute, San Francisco, CA,
United States, 5 Department of Neurosurgery, Stanford University School of Medicine, Stanford, CA, United States

Background: Resting state beta band (13–30 Hz) oscillations represent pathological
neural activity in Parkinson’s disease (PD). It is unknown how the peak frequency or
dynamics of beta oscillations may change among fine, limb, and axial movements and
different disease phenotypes. This will be critical for the development of personalized
closed loop deep brain stimulation (DBS) algorithms during different activity states.

Methods: Subthalamic (STN) and local field potentials (LFPs) were recorded from a
sensing neurostimulator (Activa R© PC + S, Medtronic PLC.) in fourteen PD participants
(six tremor-dominant and eight akinetic-rigid) off medication/off STN DBS during 30 s
of repetitive alternating finger tapping, wrist-flexion extension, stepping in place, and
free walking. Beta power peaks and beta burst dynamics were identified by custom
algorithms and were compared among movement tasks and between tremor-dominant
and akinetic-rigid groups.

Results: Beta power peaks were evident during fine, limb, and axial movements in 98%
of movement trials; the peak frequencies were similar during each type of movement.
Burst power and duration were significantly larger in the high beta band, but not in the
low beta band, in the akinetic-rigid group compared to the tremor-dominant group.

Conclusion: The conservation of beta peak frequency during different activity states
supports the feasibility of patient-specific closed loop DBS algorithms driven by the
dynamics of the same beta band during different activities. Akinetic-rigid participants
had greater power and longer burst durations in the high beta band than tremor-
dominant participants during movement, which may relate to the difference in underlying
pathophysiology between phenotypes.

Keywords: beta oscillations, Parkinson’s disease (PD), local field potentials (LFP), subthalamic nucleus (STN),
deep brain stimulation (DBS), beta bursts, akinetic rigid, tremor dominant
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INTRODUCTION

Exaggerated resting state beta band (13–30 Hz) oscillations and
synchrony are pathophysiological markers of hypokinetic aspects
of Parkinson’s disease (PD). When averaged over time, these
oscillations appear as elevated portions of the local field potential
(LFP) power spectral density (PSD) above the broadband 1/f
spectrum (He, 2014; Shreve et al., 2017). Beta band power is
attenuated on dopaminergic medication and during subthalamic
(STN) deep brain stimulation (DBS); the degree of attenuation
has been correlated to the degree of improvement in bradykinesia
and rigidity, whereas averaged resting state beta band power is
less robustly correlated with PD motor signs (Brown et al., 2001;
Cassidy et al., 2002; Levy et al., 2002; Williams et al., 2002; Priori
et al., 2004; Kühn et al., 2006, 2008, 2009; Weinberger et al., 2006;
Ray et al., 2008; Bronte-Stewart et al., 2009; Eusebio et al., 2011;
Whitmer et al., 2012; Quinn et al., 2015; Kehnemouyi et al., 2021).

Recently, it has been shown that physiological resting state
beta oscillations are represented by short duration fluctuations
in power (beta bursts) in the striatum and cortex of healthy
non-human primates (Feingold et al., 2015). These authors
suggested that the precise temporal dynamics of beta bursts may
be more reliable markers of PD than averaging beta activity
over periods of time. Burst dynamics in PD have been studied
during rest (Tinkhauser et al., 2017; Anderson et al., 2020),
but less is known about real time beta burst dynamics during
movement and whether beta burst dynamics differ during fine
motor or limb movements and/or during gait and freezing of
gait (FOG) (Anidi et al., 2018; Lofredi et al., 2019; Kehnemouyi
et al., 2021). The duration of beta bursts is a relevant neural
control variable for closed loop DBS systems, which can precisely
target (shorten) the duration of beta bursts, but it is not known
how this variable may change among movements which may
necessitate a different response from a closed-loop algorithm
(Petrucci et al., 2020a).

In addition to differences among tasks, it is unclear how
beta burst dynamics may differ between sub bands of beta or
between Parkinson’s disease phenotypes. Previous studies that
have evaluated phenotype differences primarily focused on high
(20–35 Hz) and low (10–20 Hz) beta band power in the operating
room or perioperative state (i.e., the week after implantation).
Differences in high beta band power were demonstrated between
tremor-dominant (TD) and akinetic-rigid (AR) phenotypes at
rest, but not during movement in an elbow-flexion task in the
operating room (Godinho et al., 2021). Furthermore, within
band differences between rest and movement were observed for
each phenotype (low beta for tremor-dominant and high beta
for akinetic-rigid). Differences in resting state high beta power
have also been reported in the immediate post-operative period
between people with and without FOG, as assessed off medication
in the pre-operative period (Toledo et al., 2014). To date, no study
has compared burst durations within sub bands of beta, between
disease phenotypes, and during different movements using a
chronically implanted device. In this study, we investigated
whether beta band peak frequencies were conserved or were
different during fine, limb, and/or axial movements in people
with PD, and whether there were differences in beta band and

sub band power and burst dynamics between the akinetic-rigid
and tremor-dominant phenotypes.

MATERIALS AND METHODS

Human Participants
Fourteen participants (10 male) with clinically established
PD underwent bilateral implantation of DBS leads (model
3389, Medtronic PLC., Minneapolis, MN, United States) in
the sensorimotor region of the subthalamic nucleus (STN)
using a standard functional frameless stereotactic technique and
microelectrode recording (MER) (Brontë-Stewart et al., 2010;
Quinn et al., 2015). Long-acting dopaminergic medication was
withdrawn over 24 h (72 h for extended-release dopamine
agonists) and short-acting medication was withdrawn for
over 12 h before surgery and before each study visit. One
participant took an extra short-acting carbidopa/levodopa tablet
5 h before the experiments and was included as their resting
state LFP spectra were similar 6.25 and 8.5 h later, suggesting
resolution of an attenuating effect of medication on beta power
(Trager et al., 2016). The preoperative selection criteria and
assessment of participants have been previously described (Taylor
Tavares et al., 2005; Bronte-Stewart et al., 2009; de Solages
et al., 2010). The dorsal and ventral borders of each STN
were determined using MER, and the base of electrode 0
of the Medtronic 3389 lead was placed at the MER defined
ventral border of the STN (Marceglia et al., 2006; de Solages
et al., 2010, 2011). The DBS leads were located in the STN
(Figure 1A). All participants signed a written consent and the
study was approved by the Food and Drug Administration,
Investigational Device Exemption and the Stanford School of
Medicine Institutional Review Board. Each participant was
classified as TD or AR phenotype based on previously described
criteria (Quinn et al., 2015; Trager et al., 2016; Shreve et al.,
2017) and the more and less affected sides were determined
by unilateral Unified Parkinson’s Disease Rating Scale (UPDRS)
part III sub-scores.

Experimental Protocol
All experiments were performed within 2 months after DBS
lead placement in the off medication/off DBS state. Recordings
were collected in the Stanford Human Motor Control and
Neuromodulation Laboratory. Experiments started with a resting
state recording, during which each participant sat still for 30 s.
Participants completed four different movement tasks (Figure 2):
(1) quantitative digitography (QDG) on an engineered keyboard
(Bronte-Stewart et al., 2000; Taylor Tavares et al., 2005; Trager
et al., 2015) (2) instrumented repetitive wrist-flexion extension
(WFE) (Koop et al., 2006, 2008; Louie et al., 2009), (3) stepping in
place (SIP) on dual force plates (Nantel et al., 2011), and (4) free
walking (FW). During the QDG task, participants were seated
with their elbow flexed at approximately 90◦ and the wrist was
supported by a pad alongside a customized engineered keyboard.
Visual and auditory feedback was minimized, as the participants
had their eyes closed and wore headphones that played white
noise to limit auditory feedback from the key tapping. With the
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FIGURE 1 | Method for determining burst durations (A) PSD diagrams of 30 s during a Parkinsonian resting state (red) versus pink noise (gray), which can be
considered simulated 1/f baseline activity in the brain. The yellow, shaded area represents the 6 Hz band centered on the peak of the PSD. The green-dashed lines
display the area where there is no elevation of the resting state PSD above the pink noise simulated 1/f activity. (B) Consecutive, 6 Hz envelopes of the filtered and
squared resting state LFP during the resting state within the non-pathological, high frequency range. The red lines signify the median power of the troughs from each
envelope. (C) The envelope of a 6 Hz band within the elevated area of the PSD diagram. The threshold for determining burst durations, represented by the red line,
was calculated by multiplying the average median trough powers within the high frequency range by a factor of four.

index and middle fingers placed on individual keys, participants
were instructed to tap each key in an alternating pattern as
fast and regularly as possible for 30 s. For the instrumented
rWFE task, participants were seated with their elbow flexed at
approximately 90◦ and the hand in the mid-pronated-supinated
position before they were asked to flex and extend their wrists
as fast as possible for 30 s. During the SIP task, participants
were instructed to perform alternating stepping on dual force
plates for 100 s. For the FW task, all participants walked for
approximately 1 min within a lab space that consisted of circular
and straight paths (two participants only walked within the
straight path) with interspersed 90–180◦ turns. All movements
were self-paced.

Data Acquisition and Analysis
Local field potentials (LFPs) from the STN were recorded from
the electrode pair of the DBS lead that had the greatest resting
state beta band peak power and the least artifact (electrode
pairs 0–2 or 1–3 of the Medtronic 3389 lead; Supplementary
Table 1). The pre-amplified LFP was high-pass filtered at 2.5 Hz
and low-pass filtered at 100 Hz. LFP data was sampled at
a rate of 422 Hz (10-bit resolution). The gains used for the

experiments were set at 2,000, and since these experiments
were off stimulation, we set the center frequency of the Activa R©

PC + S neurostimulator to the lowest frequency setting of
2.5 Hz (Blumenfeld et al., 2017). The uncompressed LFP data
were extracted via telemetry using the Activa R© PC + S tablet
programmer and then transferred to a computer for offline
analysis in MATLAB (version 9.5, The MathWorks Inc., Natick,
MA, United States). LFP data used for analysis was from the first
30 s of movement or from the maximum length of continuous
movement without cueing. The power spectra were estimated
using Welch’s method, which used a 1-s Hanning window with
50% overlap (Welch, 1967). The peak frequency in the beta
band was detected using a peak detection algorithm (de Solages
et al., 2010). The peak detection algorithm runs through each
point in the PSD under 40 Hz and labels a peak when both
the central and lower frequency, adjacent bin are greater than
the mean of the 3rd to 5th bins in the direction of lower
frequency and the central and higher frequency, adjacent bin are
greater than the mean of the 3rd to 6th bins in the direction of
higher frequency. The chosen peak was then verified by visual
inspection. If more than one peak was detected, the peak with
the greatest power was chosen. In two movement episodes,
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FIGURE 2 | The (A) quantitative digitography (QDG), (B) instrumented repetitive wrist-flexion extension (WFE), (C) stepping in place (SIP), and (D) forward walking
(FW) tasks.

the algorithm failed to detect a peak, which was evident on
visual inspection.

Local Field Potential Burst Dynamics
Determination
The method for determining the burst dynamics was adopted
from Anderson et al. (2020; Figure 1), which uses a baseline
threshold calculated from a portion of the PD LFP spectrum that
corresponds to the power and burst dynamics of a simulated,
physiological 1/f spectrum. The baseline method captures a
broader range of beta burst durations than high power burst
detection methods. The LFP within the band of interest was
first filtered using a 6-Hz bandwidth, zero-phase 8th order
Butterworth filter, and then squared. An envelope was formed
by interpolating between the consecutive peaks of the filtered,
squared signal, Figure 1C. The threshold for characterizing
individual bursts is calculated by averaging the median trough
amplitudes from 5 consecutive overlapping 6 Hz bands in the 45–
63 Hz PD gamma spectrum and multiplying the median trough
power by a factor of four, Figures 1B,C. The 5 overlapping bands
used to define the threshold were set to the following frequencies:
45–51 Hz, 48–54 Hz, 51–57 Hz, 54–60 Hz, and 57–63 Hz. In
contrast to the elevated, beta frequency band of the PD spectrum,
the higher frequency band (45–63 Hz) is not elevated above

the physiological LFP activity or 1/f signal, and contains burst
dynamics resembled that of physiological neural activity (He,
2014; Anderson et al., 2020). Burst duration was calculated as
the time between consecutive crossings of the envelope across
the baseline threshold. The average power of each burst was also
calculated (mean burst power) by averaging the power envelope
between consecutive crossings across the baseline threshold.

Statistics
The primary outcome variables were peak frequency during
movement, power, mean burst power, and mean burst duration.
Power, mean burst power, and mean burst duration were
calculated separately for low beta (14–20 Hz) and high beta
(22–28 Hz) frequency bands. We used 6 Hz bands to allow for
equal comparison of burst durations between bands (Anderson
et al., 2020). Normalization of all power values was completed
through division by the average power of the squared signal in
the 45–63 Hz frequency band during the resting state; this high
frequency band overlaps with the physiological 1/f curve and is
clear of elevated, Parkinsonian beta activity (Anidi et al., 2018).
Independent t-tests were used to compare age, disease duration,
and pre-operative UPDRS scores between the TD and AR
phenotypes. One-way repeated measures ANOVAs compared
peak frequencies in the PSDs and variation in power and burst
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FIGURE 3 | (A) The lead placements for all participants for the left and right STNs. (B) The normalized grand average power spectral density plots for the four tasks.
The power spectra were normalized to the average power in 45–63 Hz. The grand average PSD for each task was generated using the averaged data across all
STNs during 30 s of movement. (C,D) The beta frequency peaks for each task by participant in the more and less affected STNs.

metrics among the different movement tasks in high and low
beta with each STN treated individually and PD phenotype as
a between-subjects factor. Analyses were corrected for multiple
comparisons using Bonferroni correction. In the presence of a
violation of Mauchly’s test of sphericity, the Greenhouse–Geisser
correction was applied. There was one trial per movement task
for each participant.

RESULTS

Of the 14 participants, six were classified as TD and eight
were classified as AR. The age of the group (mean ± SD) was
57.0 ± 10.2 years (TD 60.4 ± 10.8 years; AR 54.4 ± 9.5 years),
and the disease duration from symptom onset was 7.7± 3.7 years
(TD 8.7 ± 4.3 years; AR 7.0 ± 3.2 years). UPDRS III scores
(mean ± SD) in the pre-operative off- and on-medication state
were 39.2 ± 14.8 (TD 44.7 ± 12.3; AR 37.6 ± 16.1) and
23.2 ± 14.1 (TD 19.2 ± 7.7; AR 25.4 ± 16.5), respectively. There
were no significant differences in age, disease duration, or pre-
operative UPDRS scores between participants classified as TD

and AR (p > 0.05). The DBS leads were well placed within the
STN, Figure 3A.

Peak Frequency Was Conserved Across
Different Movements
Among the cohort of 24 STNs (8 TD and 16 AR) for
whom peaks could be detected, peaks of elevated beta power
were detected in 98% (94/96) of all movement episodes
during the different tasks across all STNs, demonstrating that
exaggerated beta band oscillations and synchrony were present
during fine motor, limb and axial movements. In two TD
participants, no peak was detected in either hemisphere, so
they were excluded from this analysis. Beta peaks across
the four movement tasks is depicted in the grand average
PSDs in Figure 3B. The peak frequency did not differ
across the movement tasks [F(1.62,35.53) = 0.58, p = 0.53,
partial η2 = 0.026) or between phenotypes [F(1,22) = 0.39,
p = 0.54, partial η2 = 0.017), and there was no interaction
between task and phenotype [F(1.62,35.53) = 2.93, p = 0.076,
partial η2 = 0.12) on peak frequency. Peak frequency across
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FIGURE 4 | Grand average normalized power spectral density plots for each phenotype in the (A) QDG, (B) WFE, (C) SIP, and (D) FW tasks. There were significant
differences (p < 0.05) between phenotypes in the high beta band.

movements was similar in the more (Figure 3C) and less affected
(Figure 3D) STNs.

Differences in Power Between
Tremor-Dominant and Akinetic-Rigid
Groups in the High Beta Band
Normalized power was analyzed across movement tasks and
between the TD and AR groups in high and low beta for the
full cohort of 28 STNs (Figure 4). In high beta, there was a
significant effect of phenotype [F(1,26) = 8.84, p = 0.006, partial
η2 = 0.25], but not of task [F(1.33,34.62) = 2.93, p = 0.085,
partial η2 = 0.10] (Figure 4). Normalized high beta power was
greater for the AR group compared to the TD group across all
movements (Figure 5A). In low beta, there were no differences in
normalized power between phenotypes [F(1,26) = 1.27, p = 0.270,
partial η2 = 0.047] or across tasks [F(1.39,36.18) = 0.88, p = 0.39,
partial η2 = 0.033]. There was also no interaction between task
and PD phenotype for normalized power in either low beta
[F(1.39,36.18) = 0.088, p = 0.85, partial η2 = 0.003] or high beta
[F(1.33,34.62) = 0.59, p = 0.49, partial η2 = 0.022].

Differences Between the Akinetic-Rigid
and Tremor-Dominant Groups and
Across Tasks in the High Beta Band
Mean burst duration was analyzed across movement tasks and
between the TD and AR groups in high and low beta for 27
STNs (11 TD and 16 AR) (Figure 5B). Burst data for one STN
of a TD patient was excluded because burst duration in low
beta during the FW task was identified as a statistical outlier
(greater than 3 SD from the mean). In high beta, there was both
a significant effect of phenotype [F(1,25) = 8.92, p = 0.006, partial
η2 = 0.26] and of task [F(1.75,43.67) = 4.48, p = 0.021, partial
η2 = 0.15]. High beta mean burst duration was greater for the AR
phenotype compared to the TD phenotype across all movements
(Figure 5B). Pairwise comparisons between movement tasks
did not reveal significant differences between specific tasks with
the Bonferroni correction (p > 0.05). In low beta, there were
no differences in mean burst duration between phenotypes
[F(1,25) = 2.34, p = 0.14), partial η2 = 0.085] or across tasks
[F(1.36,33.87) = 0.18, p = 0.75, partial η2 = 0.007]. There was
no interaction between task and PD phenotype for mean burst
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FIGURE 5 | (A) Normalized high beta peak power and (B) high beta burst
durations by task and phenotype. Note, a significant main effect was
observed between groups (p < 0.05) but not task, and there was no
significant interaction effect.

duration for either low beta [F(1.36,33.87) = 0.44, p = 0.57, partial
η2 = 0.017] or high beta [F(1.75,43.67) = 0.43, p = 0.63, partial
η2 = 0.017].

Differences in Mean Burst Power
Between Parkinson’s Disease
Phenotypes, but Not Across Tasks, in
High Beta
Mean burst power was analyzed across movement tasks and
between PD phenotypes in high and low beta (Figure 5A).
In high beta, there was a significant effect of phenotype
[F(1,25) = 9.06, p = 0.006, partial η2 = 0.266], but no effect
of task [F(1.34,33.50) = 0.41, p = 0.59, partial η2 = 0.016].
High beta mean burst power was greater for the AR phenotype
compared to the TD phenotype across all movements. In low
beta, there were no differences in mean burst power between
phenotypes [F(1,25) = 3.12, p = 0.090, partial η2 = 0.11] or across
tasks [F(1.30,32.52) = 0.24, p = 0.69, partial η2 = 0.010]. There
was no interaction between task and PD phenotype for mean
burst power in both low [F(1.30,32.52) = 0.084, p = 0.84, partial
η2 = 0.003] and high [F(1.34,33.50) = 0.040, p = 0.90, partial
η2 = 0.002] beta.

DISCUSSION

The results of this study demonstrate that pathological beta
oscillations and synchrony are present during ongoing
movement and that the frequencies of the beta band peak
were similar among fine, limb and axial movements. However,
people with PD classified as akinetic-rigid showed greater high
beta power and high beta burst duration and burst power across
all tasks compared to those classified as tremor-dominant.
This difference may point to an important difference in
pathophysiology between phenotypes.

The Clinical Significance of the
Conservation of Beta Band Peak
Frequency Across Movements
Several studies have demonstrated that beta power decreased
before, at the onset of, and during movement in human
participants with PD and in non-human primates (Kühn et al.,
2004; Litvak et al., 2011; Joundi et al., 2013; Johnson et al., 2016;
Blumenfeld et al., 2017; Syrkin-Nikolau et al., 2017; Anidi et al.,
2018; Fischer et al., 2018; Hell et al., 2018; Lofredi et al., 2019).
This has led to a frequent generalization in the literature that beta
power “goes away” during movement. The results of this study
demonstrate that beta peaks were still evident during movement,
and that the peak frequencies were conserved among fine motor
and limb movements and during gait. This may alleviate concerns
regarding the implementation of closed loop DBS in freely
moving people. Up to now, closed loop DBS classifier algorithms
have used estimates of resting state beta band power as the control
variable (Little et al., 2013, 2016a,b; Rosa et al., 2015, 2017; Piña-
Fuentes et al., 2017, 2019; Afzal et al., 2019; Velisar et al., 2019;
Petrucci et al., 2020b). Such algorithms require knowledge of the
peak frequency of the band of interest and until now it was not
known whether the same beta band could be used to drive closed
loop DBS when the person is working at their computer, eating,
dressing, or when walking. Although others have seen that there
was a slight shift in peak frequency between different motor states
(Canessa et al., 2020), we observed no significant difference across
four different tasks. The conservation of the choice of the band
of interest (determined by the peak frequency) among fine, limb,
and axial movements suggests that the same classifier algorithms
will be appropriate across movement states. Additionally, even if
small differences are observed in peak frequencies, most current
methods for tracking beta band look across a bandwidth of
6±Hz and therefore are robust against shifts in peak frequencies
that still fall within these bandwidths (Afzal et al., 2019; Velisar
et al., 2019; Petrucci et al., 2020a).

Differences in Pathophysiology Between
Motor Phenotypes
Our results demonstrate that the AR group shows greater high
beta power and burst metrics across tasks compared to the
TD group. This is the first study to show neural oscillatory
differences in the STN between PD phenotypes across different
movement states. High beta oscillations in the STN have been
posited to relate to STN-cortical connections in PD, whereas
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low beta oscillations relate to intrinsic pathophysiology within
the basal ganglia (Oswal et al., 2020). Specifically, coupling
in high beta between the STN and supplementary motor area
(SMA) correlates with fiber density between those two regions.
Furthermore, improvement in rigidity with DBS has been shown
to be related to connectivity to the SMA (Akram et al., 2017).
The differences observed in our study between AR and TD
may reflect differences in these STN-cortical interactions. This is
further supported by the previous work demonstrating greater
high beta power in freezers compared to non-freezers (Toledo
et al., 2014) and tremor-dominant vs. akinetic-rigid (Godinho
et al., 2021) at rest. Together, these results point to a pathological
low beta oscillation that is consistent across phenotypes and
then a potentially separate high beta oscillation that may be
more specific to akinetic-rigid symptoms regardless of task.
These differences could be utilized to improve patient-specific
closed-loop loop algorithms due to recent advances in technology
(SummitTM RC + S, Medtronic PLC.) that can track multiple
bands simultaneously.

LIMITATIONS

Due to the limited number of investigative devices (Activa R©

PC + S, Medtronic PLC., Minneapolis, MN, United States)
allocated to centers, the sample size was small but comparable
to previous studies (Quinn et al., 2015; Blumenfeld et al., 2017;
Syrkin-Nikolau et al., 2017; Anidi et al., 2018). Additionally,
the tremor-dominant cohort displayed a mix of presence versus
absence of tremor across the tasks and therefore it is difficult to
say with certainty that the observed differences in high beta are a
phenological difference between phenotypes or that the action of
the tremor itself is specific to high beta. We did confirm in at least
2 participants that there was not an appreciable difference in high
beta during the tremor and non-tremor periods when tremor
arose in the middle of the trial (see Supplementary Figures 1–8).
A larger cohort of tremor-dominant participants is needed to
confirm these findings.

CONCLUSION

The results of this study demonstrated that exaggerated beta
power was evident during fine motor, limb and axial movements
and that the peaks of the frequency band of elevated power were
similar during such different movements. Furthermore, there
were significant differences in beta power and burst durations
between the akinetic-rigid and tremor-dominant phenotypes in
the high beta, but not low beta. These findings are critical for
future closed loop DBS systems, which will require an input that
is both indicative of the disease state as well as robust through the
patient’s activities of daily living.
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Closed-loop strategies for deep brain stimulation (DBS) are paving the way for
improving the efficacy of existing neuromodulation therapies across neurological
disorders. Unlike continuous DBS, closed-loop DBS approaches (cl-DBS) optimize the
delivery of stimulation in the temporal domain. However, clinical and neurophysiological
manifestations exhibit highly diverse temporal properties and evolve over multiple time-
constants. Moreover, throughout the day, patients are engaged in different activities
such as walking, talking, or sleeping that may require specific therapeutic adjustments.
This broad range of temporal properties, along with inter-dependencies affecting parallel
manifestations, need to be integrated in the development of therapies to achieve a
sustained, optimized control of multiple symptoms over time. This requires an extended
view on future cl-DBS design. Here we propose a conceptual framework to guide
the development of multi-objective therapies embedding parallel control loops. Its
modular organization allows to optimize the personalization of cl-DBS therapies to
heterogeneous patient profiles. We provide an overview of clinical states and symptoms,
as well as putative electrophysiological biomarkers that may be integrated within this
structure. This integrative framework may guide future developments and become an
integral part of next-generation precision medicine instruments.

Keywords: closed-loop DBS, local field potentials (LFP), basal ganglia, Parkinson’s disease, multi-objective
control

CLOSED-LOOP DEEP BRAIN STIMULATION: TOWARD
MULTI-OBJECTIVE CONTROL ALGORITHMS IN SPACE AND
TIME

Deep brain stimulation is an established treatment option for patients with movement disorders
[Parkinson’s disease (PD), Essential Tremor, and Dystonia], as demonstrated in randomized
controlled trials (Krack et al., 2019). Current therapies are based on a constant delivery of
stimulation with fixed parameters. Amplitude and contact selection are manually adjusted by
clinicians, and then usually remain unchanged until follow-up clinical visits. Albeit widely spread
and highly efficacious to alleviate predominant symptomatic traits, the static nature of this “one

Abbreviations: DBS, deep brain stimulation; PD, Parkinson’s disease; LFP, local field potentials; STN, subthalamic nucleus.
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fits all the time” approach cannot account for all symptom
fluctuations or manifestations that are episodic in nature
(Lozano et al., 2019).

Closed-loop strategies offer the possibility to optimize
DBS by automatically adjusting the timing and parameters
of stimulation in real time based on biomarkers (Bronte-
Stewart et al., 2020). The adaptability of these approaches
helps ensure a maximal clinical benefit, sustained over time,
while minimizing side-effects. In this loop, sensing (feedback)
and stimulation (actuation) components need to be tuned to
match the dynamical properties of the targeted manifestation.
A broad variety of stimulation strategies and biomarkers have
flourished over the past years to address the limitations of
constant stimulation, for instance by specifically controlling ON-
OFF fluctuations, reducing side-effects, and additionally to give
answer to symptoms that are not optimally addressed by standard
protocols, such as freezing of gait.

A putative limitation of current closed-loop strategies is
their restricted scope, in which biomarkers, controller design
and parameter choices are optimized to a unique symptom or
neural manifestation in isolation. However, clinical states are
dynamic, multi-faceted, and inter-connected. Some operate at the
millisecond range while others evolve over many hours. They
can occur independently or influence each other. Consequently,
even though aforementioned closed-loop approaches showed
improved efficacy over standard continuous DBS in well-
controlled research conditions, the question of whether a
satisfactory 24 h therapeutic coverage of multiple symptoms may
be achieved with such strategies is far from clear.

A global framework is critically missing to guide the
integration of all these developments into a clinically relevant
therapeutic portfolio that exploits recent advances in implantable
neurotechnologies (Cagnan et al., 2019; Gunduz et al., 2019;
Parastarfeizabadi et al., 2020). This integrative framework needs
to be modular, flexible, and easily adaptable by clinicians. It also
needs to offer the possibility to address multiple symptoms while
robustly dealing with dependencies that exist between clinical
states, or interferences between parallel therapies.

We suggest that the structure of clinical and
neurophysiological manifestations, segregated in time and
space over multiple layers (see section below), may be mirrored
by control strategies to steer the design of modular therapies
embedding parallel control loops. This principled framework
may guide future developments and become an integral part of
next generation closed loop DBS systems.

MYRIAD TEMPORAL SCALES OF
CLINICAL AND NEUROPHYSIOLOGICAL
MANIFESTATIONS

Clinical Manifestations
Motor and non-motor symptoms exhibit highly diverse temporal
properties. They emerge at different timepoints, progress
at various speeds over the course of the disease, and
diurnally fluctuate in intensity with according to their own

variable time-constants. These distinct temporal behaviors are
further intertwined since clinical manifestations can occur
simultaneously or influence each other, adding a layer of
complexity in the management of symptoms. For instance,
tremor oscillations (∼5 Hz, 5 oscillations per second) stand in
contrast to slow-changing states such as a dopaminergic wearing
off episodes, which affect the condition of patients in the range of
hours. Yet both states can be temporally related, as the likelihood
of tremor episodes in PD may increase during wearing OFF
dopaminergic states. Moreover, throughout the day, patients are
engaged in different physiological states such as walking, talking,
or sleeping, which may also continuously or intermittently be
affect by disease-specific symptoms.

Neurophysiological Manifestations
Signals to control DBS may be derived from neural recordings
in the brain, peripheral sensors, or a combination of sources.
Neural signals may encode various slow- or fast-changing states.
Even depending on the way they are analytically processed, a
same biomarker may be used to regulate control loops operating
at different time scales. For instance, the better explored closed-
loop DBS approaches for PD have employed beta oscillations in
subthalamic nucleus (STN), which correlate with bradykinesia
and rigidity (Brown et al., 2001; Neumann et al., 2016). Closed-
loop approaches targeted either fast transient states of excessive
synchrony (in the range of milliseconds) (Little et al., 2013;
Moraud et al., 2018; Velisar et al., 2019) or instead beta
activity fluctuations in the range of minutes to hours. These
examples highlight the capacity to exploit the same biological
signal via different temporal dynamics to address the same or
various clinical goals.

A comprehensive understanding of the temporal
properties governing different clinical manifestations
and neurophysiological signatures, along with their
interdependencies, is thus critical for the design of therapies
that can optimally address multiple states in parallel. We outline
a selection of different clinical and neurophysiological layers
relevant to closed-loop therapies.

TREMOR

Across disorders, tremor tends to appear episodically (lasting
from less than minutes up to hours), favored for instance by
insufficient pharmacological control or agitation (Louis and
Machado, 2015). Tremor occurrence is also influenced by motor
states, as for example in PD tremor occurs prominently during
rest, while in ET tremor is more pronounced during actions
(Thenganatt and Jankovic, 2016).

Biomarkers and closed-loop strategies: Approaches for closed-
loop DBS explored multiple control sources and control
paradigms. Some used peripheral sensors to measure the
amplitude of movements in the tremor frequency range
(Yamamoto et al., 2013; Malekmohammadi et al., 2016) or
delivered burst of stimulation locked to specific tremor phases
(Cagnan et al., 2013, 2014, 2017). Tremor could also be detected
from brain signals, either indexed by the lower frequency
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components (3–7 Hz) or more accurately by using machine-
learning techniques allowing to combine multiple features from
the whole-spectrum LFP (Hirschmann et al., 2017; Shah et al.,
2018). Additionally, the action-induced occurrence of tremor in
ET leveraged the development of closed-loop DBS algorithms
with voluntary movement related modulations in LFPs as triggers
for stimulation (Herron et al., 2017; Houston et al., 2017; Tan
et al., 2018; He et al., 2020, 2021). All approaches ended up being
tuned to operate in the range of milliseconds to multiple seconds.

GAIT AND GAIT DISTURBANCES

Gait and balance deficits are common in PD, and induce a broad
range of impairments including reduced arm swing and step
length, shuffling steps, festination, freezing of gait or lack of
postural control (Fasano et al., 2015). This phenomenological and
temporal diversity, which include both continuous and episodic
manifestations that are often interconnected, are difficult to
treat. The effect of DBS on gait deficits is variable and patient
specific spanning, from improvement to even worsening of gait
(Hausdorff et al., 2009; Pötter-Nerger and Volkmann, 2013; Barbe
et al., 2020).

Biomarkers and closed-loop strategies: During gait execution,
alternating right and left gait cycles (1–2 Hz) are accompanied
by periodic, time-locked modulations in the beta and gamma
band power in STN LFP (Fischer et al., 2018; Hell et al.,
2018). Recent work showed that alternating right and left
DBS patterns, delivered intermittently at similar frequencies,
could entrain stepping movements and increase gait regularity
(Fischer et al., 2020; Wang and Choi, 2020). Additionally, beta
modulations exhibit a degree of spectral segregation, with a
stronger modulation in the high-beta range during leg vs. arm
movements, (Fischer et al., 2018; Tinkhauser et al., 2019), which
helped discriminate walking vs. standing (Canessa et al., 2020).

In addition, how freezing of gait (FoG) episodes could be
delineated and targeted remains unanswered. In contrast to
the alternating neuronal activity patterns during locomotion,
FoG has been linked to the occurrence of prolonged bursts of
beta activity (Anidi et al., 2018) and first data show promising
results for beta-triggered cl-DBS to prevent FoG (Petrucci et al.,
2020). Interestingly, the increase in beta activity associated with
freezing of gait is more evident in the lower beta frequency
ranges (15–21 Hz) and is also accompanied by an increase in the
theta (5–8 Hz) activity (Chen C.-C. et al., 2019). Moreover, the
electrophysiological signatures for vulnerability of freezing may
be maintained >5 s and shows some degree of spatial segregation,
as the theta power increase is more evident in the ventral part of
the STN and in the substantia nigra. In line with this observation,
stimulation at lower frequencies, or through ventral electrodes,
has been suggested as option to reduce the occurrence of FoG
(Sidiropoulos et al., 2013; Valldeoriola, 2019).

Considering these multi-faceted manifestations, therapies
may need to flexibly combine (i) continuous adaptations in DBS
during gait execution, as well as (ii) actively switching settings to
improve and stabilize locomotion and prevent FoG (Fischer et al.,
2020; Wang and Choi, 2020).

SPEECH

Progressive speech impairments are common in various
neurological disorders. Both in PD and ET, DBS often leads
to further deterioration of speech performance which plays a
limiting factor in the optimization of DBS (Hariz et al., 2008).

Biomarkers and closed-loop strategies: Closed-loop DBS may
prevent speech deterioration, which is often encountered as a
side-product during continuous DBS (Little et al., 2016b). It
may do so by reducing the overall current spread to capsular
structures, as an indirect effect of closed-loop DBS targeting
other clinical manifestations (Little et al., 2016a,b). Speech could
also actively be integrated in stimulation control loops, for
instance by recognizing speech from brain signals or peripheral
sensors. Recent data suggest that the STN is involved in speech
processing, with articulator-specific information being spatially
and temporally organized within the target structure (Chrabaszcz
et al., 2019). In addition, and currently more easily, speech could
be recognized from peripheral sensors, that might also allow to
extract information of the clinical state and to help calibrate
stimulation parameters (Rusz et al., 2015; Akçay and Oğuz, 2020).

SYMPTOM FLUCTUATIONS IN
PARKINSON’S DISEASE

The later stages of PD are characterized by fluctuations of motor
and non-motor symptoms that are difficult to control with
standard therapies (Martínez-Fernández et al., 2016). ON/OFF
fluctuations evolve in the range of minutes to hours, with
transitions that become faster, more abrupt and less predictable
as the disease progresses.

Biomarkers and closed-loop strategies: Currently, beta activity
recorded from the basal ganglia (particularly the STN), represents
the best-characterized biomarker to inform about drug-induced
fluctuations, bradykinesia and rigidity (Brown et al., 2001; Kuhn
et al., 2006; Hammond et al., 2007; Tinkhauser et al., 2017b).
Different temporal scales may be considered to interact and
influence beta activity.

Fast Beta Modulations
Physiologically beta activity appears as short bursts (100 and
200 ms) (Feingold et al., 2015). However, in untreated PD
patients, beta bursts are prolonged (between 200 and 1,000 ms)
with higher amplitudes, both of which correlate with the level of
clinical impairment (bradykinesia and rigidity) (Tinkhauser et al.,
2017a,b, 2018; Duchet et al., 2021a). The direct impact of such
temporally refined bursting dynamics on motor performance
has been confirmed (Torrecillos et al., 2018; Khawaldeh et al.,
2020, 2021; Tinkhauser et al., 2020). Therapies need to operate
with a temporal resolution that matches the millisecond range,
in order to properly detect and react to such fast-changing
dynamics. One clinically successful approach computes beta
power over a moving average of 400 ms (Little et al., 2013)
and triggers stimulation whenever the windowed beta activity
would surpass a pre-defined threshold, which allows to selectively
trim pathologically long bursts (Tinkhauser et al., 2017a;
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Moraud et al., 2018). Another study processed the beta envelope
using a larger timescale (800 ms) (Velisar et al., 2019), which
might be at the limit to depict bursts. Importantly, during
exposure to dopaminergic medication (Kuhn et al., 2006), beta
bursts become shorter in duration and smaller in amplitude,
hence they become more alike physiological bursts (Tinkhauser
et al., 2017b). Closed-loop algorithms that track beta bursts would
allow to take medication-induced changes into account to avoid
cumulative (drug+ stim) effects (Little et al., 2016a).

Slow Beta Modulations
The temporal dynamics of beta activity can also be processed
at longer temporal scales, with time-constants in the range of
minutes. This processing does not capture beta burst dynamics,
but instead accounts for clinical OFF/ON fluctuations related
to medication intake. Adaptive DBS trials using this temporal
resolution have been successfully piloted with a smoothing time
constant of 50 s and a slow proportional controller that adapted
stimulation accordingly (Rosa et al., 2017; Arlotti et al., 2018).
A direct comparative study has demonstrated superiority of this
closed-loop DBS approach over continuous DBS in improving
motor UPDRS and reducing dyskinesias (Bocci et al., 2021).

Finely Tuned Gamma
60–90 Hz frequency activity detected in the electrocorticogram,
has been linked to the presence of dyskinesia in the ON
medication state, and represents a promising electrophysiological
biomarker to regulate DBS for such manifestations (Swann et al.,
2016). This approach has been tested with a time constant of
30 s on narrow band gamma activity followed by a 600 ms
decision window for stimulation control (Swann et al., 2018).
However, the full electrophysiological and clinical picture of
finely tuned gamma activity (FTG) still needs to be characterized,
as stimulation-induced FTG measured in the STN and coherent
to cortical activity, can also occur OFF medication and in the
absence of dyskinesia (Wiest et al., 2021). Similarly the FTG
frequency peak seems to differ in the OFF and ON medication
state (Swann et al., 2018; Muthuraman et al., 2020; Wiest et al.,
2021). Interestingly, the occurrence and duration of FTG can
outlast stimulation delivery by (on average) 20 s, or even appear
for the first time after stimulation (Wiest et al., 2021). The first
chronic recordings during varying medication and stimulation
states are now available and will help to refine the properties and
value of FTG as well as other biomarkers (Gilron et al., 2021).

Current knowledge already delineates how control algorithms
may need to follow and integrate different temporal dynamics of
distinct biomarkers.

CIRCADIAN RHYTHMICITY

Standard DBS therapies assume that the patient is in the same
clinical state throughout the whole 24-h cycle. However, PD
can be associated with different sleep problems such as REM-
sleep behavior disorders (RBD), which can range from seconds
to minutes, and alterations of sleep architecture. Several studies
reported that STN DBS has a deepening and consolidating impact

on nocturnal sleep (Baumann-Vogel et al., 2017; Zuzuárregui and
Ostrem, 2020).

Biomarkers and closed-loop strategies: It is not yet clear
how DBS should optimally act during sleep. Treatment goals
and stimulation parametrization are likely to be different than
those during daytime. Sleep therapies could potentially be
optimized by considering sleep architecture and pathological
sleep phenomena. An important prerequisite is the recognition
of sleep stages, so that therapies may adapt to their specific
requirements. NREM 1–3 and REM stages alternate cyclically, as
defined by standard 30-s epochs classification systems (AASM,
2020). Recordings from the STN during sleep show similar sleep
related oscillatory patterns as during polysomnography surface
EEG (Urrestarazu et al., 2009; Thompson et al., 2018). Sleep
stage information may be derived in real time with a high
prediction accuracy of 91% (Christensen et al., 2019). In this
latter work, the time-evolving spectra had a 15 s time constant
and 0.5 Hz frequency resolution, which was sufficient to detect
transitions. Shorter time-constants have also been proposed
(Chen Y. et al., 2019). Multi-layered closed-loop control that
differently reacts during wakefulness and sleep are becoming
necessary, as supported by the observation that STN beta activity
is high during REM sleep (similar as during wakefulness), but
decreases with deeper sleep stages (N1->N3) (Urrestarazu et al.,
2009). Hence, a closed-loop algorithm solely based on the daily
beta profile, is likely to decrease stimulation toward NREM 3 and
increase during REM sleep.

LEVERAGING TEMPORAL DYNAMICS
TO ENABLE MULTI-OBJECTIVE
CLOSED-LOOP DBS

Despite the heterogeneity of clinical manifestations and
neurophysiological signatures, the time-constants that govern
their individual behaviors may be categorized into discrete
temporal layers (Figure 1). This layered organization makes
it possible to simplify, cluster or distribute how multiple
manifestations are jointly monitored and addressed. For instance,
manifestations evolving in the millisecond range require sensing
and control loops to operate at fast time scales, using algorithms
that are computationally efficient and simple in complexity (e.g.,
PID or bang-bang control). Slower manifestations may instead
use model-based control approaches that additionally include
predictions in the control loops. Accounting for dependencies
between manifestations as well as interfaces between controllers
may be feasible.

Cross-layer interferences inevitably arise in multi-objective
control. They happen when one control loop (for instance,
regulating manifestation 1) induces (directly, or indirectly) a
change in manifestation 2, which in turn triggers a response in a
second control loop, and so on. If unaccounted for, interferences
may lead controllers to diverge. Importantly, interferences are
less likely to occur when controlled variables have different
time constants. This “temporal decoupling” allows to pause one
therapy, for instance a slow controller operating in the hour
range, and to temporarily deliver another one (a fast controller
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FIGURE 1 | Layered organization of control sources, segregated in time and space. Clinical and neural manifestations, both episodic and non-episodic, evolve
according to distinct time-constants that can be categorized into a range of temporal layers, from milliseconds (fastest layer, L5) to days (slowest layer, L1). An
additional layer (L0) could capture changes in manifestations related to discrete states, such as daily activities, and operate in parallel to the others. In this proposed
modular structure, layers may not be independent, since manifestations at different timescales can affect each other. Thus cross-layer interactions must also be
accounted for. On top of differences in their temporal properties, neural processes may also be spatially segregated, and picked up from different locations in the
brain or the periphery. Hence temporal and spatial layers may be combined to simplify, cluster, or distribute how symptoms are optimally monitored, detected, and
addressed. Overall, this representation establishes a conceptual framework by which the clinical state of a patient can be described as the modular superposition of
parallel, yet inter-dependent manifestations segregated in time and space. Closed-loop control approaches may mirror this layered organization in the design of
multi-objective therapies that can concurrently address multiple symptoms, while suitably dealing with dependencies. L, temporal layer; STN, subthalamic nucleus;
ON/OFF, with/without medication; FTG, finely tuned gamma oscillations.

reacting to an episodic event in the range of seconds), without
much impact on the earlier.

Overall, the complexity of developing therapies that can
address multiple manifestations may be distributed over three
hierarchical levels of operation (Figure 2): the lowest level
embeds closed-loop control algorithms that are optimized
for individual manifestations, each one operating at a single
temporal layer, regardless of other parallel ones. For instance,
one controller may monitor beta band modulations and trim
pathological beta bursts in the millisecond range, while another
may track gamma band activity and identify dyskinetic episodes
in the second to minute range. Most existing closed-loop DBS
strategies developed to date could be integrated within this level.
Second, a middle level manages the combined outcomes of low
level-controllers and accounts for cross-layer dependencies and
interferences that arise when two or more therapies operate
concurrently. This control level ensures that multiples objectives
are being respected. Finally, a higher-level encodes discrete
programs or activities, which activate (or de-activate) subsets
of low- and middle-level control loops. This higher level may
either be automatically or manually selected by patients or
clinicians, for instance to switch between day or night modes, or
for specific tasks.

We propose that this hierarchical organization may simplify
the design of multi-objective control therapies, while allowing
to easily integrate existing algorithmic strategies for closed-
loop DBS. In this integrative framework, control loops targeting

different temporal layers are combined in a modular manner
and operate in parallel (Figure 2). For a given patient, specific
modules may easily be activated, and their joint operations
managed to establish suitable therapeutic strategies that target all
required manifestations.

Low-Level Controllers: Targeting
Individual Manifestations
A variety of control strategies have been proposed for addressing
individual manifestations through closed-loop DBS. They relied
predominantly on fast control approaches, either bang-bang
controllers triggered by one (Little et al., 2013; Pina-Fuentes
et al., 2019) of two (Velisar et al., 2019) thresholds, or using
PID controllers (Rosa et al., 2017). These strategies relied
predominantly on neural feedback from local field potentials
(beta power from the STN (Little et al., 2013), gamma or
theta power from cortical signals (Swann et al., 2018; Johnson
et al., 2021) or movement measures (Cagnan et al., 2017). Few
feedforward components that use predictive models have been
included in real-life applications, even though biophysical or
data-driven black-box models may greatly improve accuracy
(Gorzelic et al., 2013; Su et al., 2019), especially for slowly
changing biomarkers. To date, modeling has predominantly
been used to better understand the dynamics of manifestations
(Holgado et al., 2010; Fleming et al., 2020a), the impact that
DBS may have on the circuits (Hahn and McIntyre, 2010;
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FIGURE 2 | Layered multi-objective control for closed-loop DBS. Multi-objective control approaches for closed-loop DBS may mirror the layered structure of clinical
and neural manifestations to optimize the control of multiple symptoms occurring concurrently or intermittently. Such a structure enables to distribute complexity
over three incremental levels: The low level is composed of parallel independent control loops, each one operating at a unique temporal layer. The design and tuning
of each controller (indicated as C1–C5) can thus be optimized for the specificities of a single manifestation, independently from changes that may arise from
dependencies with other layers. Examples of closed-loop DBS in the literature, such as beta burst-based control of pathological beta synchrony, or gamma-driven
control of dyskinesias, have been predominantly restricted to this layer. Second, cross-layer dependencies and interactions can be implemented in the middle level
to address multiple symptoms. These may use (1) state machine controllers for switching between low-level controllers, (2) unilateral dependencies that tune the
parameters of one layer using feedback from another, or (3) optimization controllers able to jointly tune various low-level control parameters based on a weighted
evaluation of various manifestations, side effects and interferences. Finally, the high-level control layer enables the automatic selection of programs, which fit the
discrete states occurring in layer L0. Each program will activate (or de-activate) a subset of low- and middle-level controllers, while specifying sensing channels and
stimulation parameters. For instance, the way controllers might need to respond during sleep may not be the same as during the day. Overall, with this organization,
multi-objective control therapies can easily be built, tuned, and combined in a modular way for each individual patient. All existing algorithmic approaches for
closed-loop control proposed over the past years would easily be integrated under such structure.

Weerasinghe et al., 2019; Fleming et al., 2020b) and to suggest
possible control strategies for closed-loop DBS (Holt et al., 2016;
Duchet et al., 2021b).

Examples from other neural engineering applications
highlight the benefits of data-driven predictive models in
closed-loop therapies. These used either movement sensor
data or neural signals (commonly intra-cortical signals, with
>100 channels) to control prostheses or robotic systems (Ethier
et al., 2012; Hochberg et al., 2012), spinal cord stimulation
for restoring movement (Wenger et al., 2014; Moraud et al.,
2016; Bonizzato et al., 2018) and hemodynamic instability
(Squair et al., 2021), or peripheral nerve stimulation for sensory
feedback (Raspopovic et al., 2014). Many of these approaches
may be easily integrated as low-level control loops within the
proposed framework.

Middle Control Level: Managing Multiple
Objectives
The variety of clinical and neurophysiological manifestations also
shapes the choice of middle-level control strategies to manage
the joint outcome of multiple objectives, and critically affects the

robustness and stability when addressing them concurrently. We
outline various approaches that may be used:

1. State machine controllers allow to switch between
independent states and make it possible to deliver various
therapies in an interleaved manner. This approach is
simple and easy to tune, as it only requires a few parameters
(transitions). However, state machines do not directly
manage interferences. They are thus most useful for
processes that operate at clearly distinct layers (Toth et al.,
2020). Examples in the literature using such approaches
have been proposed for addressing beta bursts and episodic
events such as FoG (Bronte-Stewart et al., 2020; Figure 3).

2. Unidirectional adaptations allow to tune the parameters
of one controller using feedback of another temporal
layer. This cross-layer interaction makes it possible to
link two (or more) temporal layers, regardless of how far
apart layers are. Examples include tuning the threshold
for detecting beta-bursts based on feedback of ON-OFF
fluctuations (Figure 3).

3. Optimization controllers employ a function of joint
dynamics and are thus able to intrinsically account for
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FIGURE 3 | Illustrative examples of multi-objective therapies. (A) Example of state machine controller, which transitions between two different low-level control loops
and interleaves two therapies for symptoms overlapping in time. This approach is suitable to combine clinical manifestations that exhibit markedly different temporal
time-constants, and which consequently suffer from minimal crosstalk. For instance, episodic events such as freezing of gait, which happen in the range of seconds
to minutes, may be easily interleaved with therapies that control ON-OFF fluctuations, which operate in the range of hours. In this configuration, each controller
independently monitors and responds to a biomarker, and delivers an output optimized for its individual manifestation. The middle level controller activates one or the
other, depending on the requirements over time. (B) Example of multi-objective therapy addressing manifestations on three temporal layers (namely, beta burst
activity patterns, ON-OFF fluctuations and dyskinesias). Unidirectional dependencies are used to tune the controller of one layer based on feedback from another, in
this case to set a threshold for detecting beta bursts (at the millisecond range) while accounting for fluctuations in beta power over the course of the day. In parallel, a
joint optimization controller computes optimal stimulation amplitudes to minimize episodic stimulation-induced dyskinesias, based on a weighted evaluation of the
need to trim pathologically long beta bursts while preventing side-effects. L, temporal layer; C, controller; w, weight; ON/OFF, with/without medication; FoG, freezing
of gait.

interactions between manifestations. They provide the best
way to deal with dependencies and are appropriate for
layers that have similar time-constants (i.e., manifestations
operating at similar dynamics and overlapping). However,
these strategies are complex and require building models
of the underlying processes and their responses to
stimulation. Models may use biophysical, population-
based or data-driven black box (machine learning)
approaches, and allow to include feedforward and
feedback control loops to more accurately control multiple
objectives (Neumann and Rodriguez-Oroz, 2021).

Overall for a specific patient, the implementation of a suitable
therapy capable of addressing multiple symptomatic traits would
involve (i) establishing the patient profile, his/her specific
therapeutic requirements and their time constants (similar to
a “system identification” step), (ii) establishing what low-level
controllers (modules) need to be activated to address each one
of these manifestations, (iii) defining the neuro-physiological
signatures or feedback signals that will drive each low-level
controller, along with the objective to be achieved by each
one of them, (iv) calibrating the individual parameters of each
controller, e.g., threshold values, control coefficients, adaptation
rates (optimized for each module in isolation), (v) defining
possible inter-dependencies and interferences, and the best way
to address them (choice of middle-level control type) based on
the number of low-level controllers, their expected crosstalk and
the relative importance of the manifestations that they monitor
(defining priorities), (vi) evaluate the stability of the combined
control strategy and establishing boundaries and safety measures
to prevent divergence. This process may be repeated separately
for each discrete program (high level control layer) e.g., one for
the day and one for the night.

Steps (i–vi) may need to be done iteratively, over multiple
sessions. Modularity would allow to incrementally refine
therapies, adding one low-level controller at a time and
tuning middle-layer control strategies accordingly to cope
with added modules.

To increase stability and robustness over time, each low-
level controller may include a self-adaptation term that tracks
changes occurring over time and slowly adapts (Zaknich, 2005).
Its implementation will strongly depend on the control type
and the temporal layer on which it operates: Controllers with
slow time-constants may exploit daily periodicity to track
changes occurring from day to day, and use a forgetting
factor that iteratively updates control parameters (e.g., daily
update based on an average biomarker value over the previous
day). Controllers that regulate episodic events such as freezing
of dyskinesia may iteratively update control parameters after
every few episodes.

TECHNOLOGICAL IMPLICATIONS

Beside the conceptual framework of multi layered control,
the technological requirements (hardware and software) to
implement such comprehensive closed-loop strategies should
not be left unmentioned. There are crucial technical capability
demands for neurostimulators in the future. For instance, devices
need to be able to monitor and differentially process multiple
electrophysiological brain biomarkers and integrate them in
the decision-making process (as outlined above). Such co-
processing capabilities to flexible handle multiple inputs have
been piloted (Stanslaski et al., 2018), and need to be refined
in the future. As aforementioned, brain biomarkers can come
from multiple sources (cortex, basal ganglia) including their
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corresponding somatotopic subdivisions, thus neurostimulators
must be capable to handle multiple independent signal sources.
Optimally, neurostimulator platforms need to process and
synchronized bio signals other than brain activity, derived from
sensors embedded in the neurostimulator itself (e.g., gyroscope)
or from peripheral sensors. In addition, the patient should be part
of the loop, as important feedback on treatment satisfaction could
be provided by interactive and patients suitable apps. Finally, the
multidimensionality of multi-objective control requires simple
and intuitive integrative platforms that can be efficiently handled
and adjusted by the medical personnel.

MULTI-LAYER CLOSED-LOOP DEEP
BRAIN STIMULATION: A PRECISION
MEDICINE APPROACH

For over 30 years, DBS therapies have been restricted to
continuous paradigms. Advances in implantable technology
now offer the possibility to monitor and control neural
signatures in chronically implanted patients, providing the
technical substrate to deploy truly personalized therapies. More
than ever, it is important to draw awareness on the multi-
faceted and dynamic nature of clinical and neurophysiological
manifestations. A conceptual framework is critical to steer the
development of therapies that can manage multiple dynamical
objectives in parallel and integrate existing closed-loop strategies
into a clinically relevant therapeutic portfolio. Modularity will
play a key role in rendering these approaches manageable,

allowing to easily select and tune therapies that operate
on multiple temporal layers, and linking them to patient-
specific electro-clinical profiles. While several technological
and neurophysiological advances are still needed to enable
nested multilayer control capabilities, hardware, software and
therapeutic developments will need to go hand in hand. The
proposed conceptual framework may thus represent an integral
part next generation precision medicine instruments.
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In Parkinson’s disease (PD), subthalamic nucleus (STN) beta burst activity is
pathologically elevated. These bursts are reduced by dopamine and deep brain
stimulation (DBS). Therefore, these bursts have been tested as a trigger for closed-loop
DBS. To provide better targeted parameters for closed-loop stimulation, we investigate
the spatial distribution of beta bursts within the STN and if they are specific to a beta
sub-band. Local field potentials (LFP) were acquired in the STN of 27 PD patients while
resting. Based on the orientation of segmented DBS electrodes, the LFPs were classified
as anterior, postero-medial, and postero-lateral. Each recording lasted 30 min with (ON)
and without (OFF) dopamine. Bursts were detected in three frequency bands: ±3 Hz
around the individual beta peak frequency, low beta band (lBB), and high beta band
(hBB). Medication reduced the duration and the number of bursts per minute but not
the amplitude of the beta bursts. The burst amplitude was spatially modulated, while
the burst duration and rate were frequency dependent. Furthermore, the hBB burst
duration was positively correlated with the akinetic-rigid UPDRS III subscore. Overall,
these findings on differential dopaminergic modulation of beta burst parameters suggest
that hBB burst duration is a promising target for closed-loop stimulation and that burst
parameters could guide DBS programming.

Keywords: beta bursts, directional leads, local field potentials, closed-loop DBS, Parkinson’s disease

INTRODUCTION

Increased beta band activity in the subthalamic nucleus (STN) is considered to be a hallmark
of Parkinson’s disease (PD): It correlates with motor symptoms and is reduced by dopaminergic
medication or deep brain stimulation (DBS) in the STN (Ray et al., 2008; Kühn et al., 2009).
Recent evidence points to beta activity occurring in phasic bursts in the cortex (Lobb, 2014;

Abbreviations: STN, subthalamic nucleus; PD, Parkinson’s disease; DBS, deep brain stimulation; UPDRS III, motor Unified
Parkinson’s Disease Rating Scale; lBB, low beta band; hBB, high beta band; iBP, individual beta peak frequency.
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Feingold et al., 2015) and within the STN (Tinkhauser et al.,
2017a,b). These transient bursts have been suggested to indicate
episodes of long-range synchronization in the basal ganglia–
cortical circuit (Tinkhauser et al., 2018; Cagnan et al., 2019).
Moreover, beta bursts can be used as a feedback signal for closed-
loop DBS to improve the stimulation outcome, highlighting
their clinical relevance (Arlotti et al., 2018; Velisar et al., 2019).
As closed-loop stimulation is still under investigation, different
approaches for the feedback signal have been proposed (Swann
et al., 2011; Abosch et al., 2012; Lettieri et al., 2012; Little et al.,
2013; Priori et al., 2013; Neumann et al., 2014; Qasim et al., 2016;
Arlotti et al., 2018; Velisar et al., 2019). In the case of beta bursts,
it is not known which burst properties lead to the best clinical
outcome if they are used as feedback signal for closed-loop DBS.

Using directional DBS leads as opposed to the spatially
unspecific omnidirectional leads we investigate the spatial
distribution of STN bursts and analyze whether their
characteristics differ within the functional subsystems of
the STN. Spatially and functionally, the STN itself can be
subdivided into three parts corresponding to the motor, limbic,
and associative system (Haynes and Haber, 2013). We also aim
for a more precise characterization of STN beta bursts along the
frequency dimension. Previously it was demonstrated that PD
severity as measured by the motor Unified Parkinson’s Disease
Rating Scale (UPDRS III) score, on the one hand, correlates
positively with the spectral power in the low beta band (lBB)
(Neumann et al., 2016). On the other hand, it correlates positively
with the temporal stability of the amplitude in the high beta band
(hBB) (Little et al., 2012). At the same time, most PD patients
have one spectral power peak in the beta band at an individual
frequency (iBP).

Finally, we investigate the effect of dopaminergic medication
on STN beta bursts and the relation between burst characteristics
and the UPDRS III score. As dopamine alleviates the motor
symptoms, a change in burst characteristics due to dopamine
would highlight their pathological nature. Such pathological
burst parameters would be a good target signal for closed-loop
DBS and instrumental to optimize closed-loop STN-DBS.

MATERIALS AND METHODS

Subjects and Surgery
In total 27 (8 female) PD patients (age: 59.0 ± 8.7 years)
undergoing surgery for therapeutic STN-DBS in both
hemispheres were recruited for this study. Patients had
been selected for DBS treatment according to the guidelines of
the German Society for Neurology. The Edinburgh Handedness
score (81.1 ± 27.0) showed a clear preference for the right side,
whereas the side of the main PD impairment was not lateralized
(left = 12, right = 12, equal = 3), which was determined by
a laterality score based on the UPDRS part III score (Goetz
et al., 2008; Heinrichs-Graham et al., 2017). The UPDRS score
was assessed 2 days before surgery OFF and ON dopaminergic
medication (in the following: OFF and ON).

Written informed consent was obtained from all participants.
The study was approved by the local ethics committee

(study no. 5608R) and conducted in accordance with the
Declaration of Helsinki. DBS electrodes with directional leads
were implanted within the dorsal part of each STN at the
Department of Functional Neurosurgery and Stereotaxy in
Düsseldorf. The implanted DBS electrodes used were the
St. Jude Medical Directional lead 6172 (Abbott Laboratories,
Lake Bluff, United States) and in one case the Boston
Scientific Vercise segmented lead (Boston Scientific Corporation,
Marlborough, United States). To enable LFP measurements, the
implanted DBS electrodes were externalized using the St. Jude
Medical Directional extension 6373 (Abbott Laboratories, Lake
Bluff, United States).

The entry point of the STN was identified based on
intraoperative microelectrode recordings (Sterio et al., 2002;
Moran et al., 2006; Hartmann et al., 2018). Only the height
of directional contacts that matched the STN entry point was
selected for further analysis. We thus selected only three out of
six possible directional contacts, but ensured that the selected
contacts were in a comparable anatomic position. Due to a
radiopaque marker on the electrode, we identified the segmented
contacts facing the anterior, postero-medial, and postero-lateral
orientation based on two orthogonal x-ray images. We compared
the contacts selected based on the STN entry with the contacts
that showed the best clinical outcome. The contact of the best
clinical outcome was determined 3–6 months after stimulator
implantation and characterized by the best clinical effect due to
DBS without any side effects as ascertained by a clinician. In
38% of the cases, the selected contacts were at the height of the
clinically chosen contact for therapeutic DBS.

Subthalamic nucleus recordings of four hemispheres
were excluded from further analysis because intraoperative
microelectrode measurements showed no typical STN activity
or the electrode orientation was not visible on the available
x-ray images. Additionally, the LFPs of one patient could not
be included due to excessive artifacts of unknown origin. In the
end, we included LFP recordings from 44 STNs of 24 patients
in our analysis.

Experimental Setup and Recordings
The measurement took place 1–3 (1.3 ± 0.8) days after surgery.
The externalized DBS electrodes were connected to an EEG
amplifier. All patients were asked to sit relaxed and still. The
data were recorded with a sampling rate of 2,400 Hz and a low-
pass filter of 800 Hz was applied. The LFP signals were measured
against a reference electrode placed at the mastoid. To ensure
that patients did not fall asleep, we used an eye tracker, tracking
the pupil diameter.

We recorded resting-state activity in three consecutive blocks
of 10 min in two conditions for a total of 60 min: once
OFF and once ON medication. OFF medication PD oral
medication was withdrawn overnight for at least 12 h. In case
a patient had an apomorphine pump, this pump was stopped
at least 1 h before the measurement. After the three OFF
measurement blocks, patients received 1.5 times their levodopa
morning dose in the form of rapidly acting dispersible levodopa
(173.0 ± 48.9 mg). To ensure a stable ON, we waited for at least
30 min and tested the clinical symptoms before the second half
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of the measurement. One patient could only be measured ON
medication and one only OFF.

Signal Processing
All data processing and analyses were performed using MATLAB
(version R 2016b; MathWorks, Natick, United States). Custom-
written MATLAB scripts and the toolbox Brainstorm1 (Tadel
et al., 2011) were used. To ensure artifact-free data, two persons
independently inspected the data visually, cleaned artifacts,
and compared the cleaned output. In case of differences, the
questioned time segment was rejected. The line noise was
removed from all channels with a notch filter with a 3-dB
bandwidth of 1 Hz at 50, 100, 150, . . . , 550, and 600 Hz.
The LFP recordings from the DBS electrode were re-referenced
against the mean of all LFP channels. Noisy or flat LFP channels
were excluded from further analysis. Time segments containing
artifacts were removed from the time series, but if artifacts just
occurred frequently in one channel, only this whole channel
was removed. All data were high-pass filtered with 1 Hz to
remove movement-related artifacts. Furthermore, the data were
down-sampled to 1,000 Hz. To avoid the influence of different
impedance values between patients and recording sessions, we
finally calculated the z-transformation of the preprocessed time
series separately for each recording session.

Detection of Bursts in the
Beta-Frequency Range
Within the beta band, different activity patterns have been
described for the lower and higher beta-frequency range (Priori
et al., 2004; Kühn et al., 2006). As the definition and segmentation
of the beta band differ among research groups, we decided to
divide the beta band into a lower and a higher sub-band of equal
size (12–24 Hz and 24–35 Hz). Moreover, we considered a ±3-
Hz band around the iBP (mean ± SD: 22.1 ± 5.8 Hz) of each
patient. The iBP was determined OFF medication based on the
beta peak in the individual power spectrum. For this purpose, the
power spectrum in the beta band was examined for local maxima.
In case the maximum was at the corner frequencies of 12 Hz or
35 Hz, the amplitude at 11 or 36 Hz needed to be lower for the
iBP to be considered at 12/35 Hz. The maximum with the highest
amplitude in all contacts of one patient was considered as iBP
frequency. ON medication, the beta peak was generally reduced
or vanished completely for some patients. In case a peak was still
visible ON medication, it was always within 1 Hz of the OFF
peak, i.e., covered by our±3-Hz interval. The power spectra were
determined based on the z-score normalized time series with 1-
Hz resolution using the Welch method with a window length of
1 s and an overlap of 50% (Welch, 1967). To compare different
spectra, we corrected for the 1/f characteristic of the LFP signal
and normalized to the total power of 5–45 Hz and 55–95 Hz
analog to Neumann et al. (2016).

The preprocessed LFP data were used to detect bursts within
the two beta sub-bands and the iBP. Our approach follows
Tinkhauser et al. (2017a, 2017b), but we determined the bursts
based on the z-value normalized data rather than the raw

1http://neuroimage.usc.edu/brainstorm/Introduction

data. Afterward, following the burst detection approach by
Tinkhauser et al. (2017a, 2017b), Morlet wavelets (Tallon-Baudry
et al., 1997) as implemented in Brainstorm were calculated
for the lBB, the hBB, and around the iBP. The time-evolving
amplitude was smoothed by a 200-ms moving average, followed
by a DC-offset correction with a time constant of 20 s to
correct for a potential baseline offset. For each patient, channel,
and frequency, we calculated the 75th percentile of the OFF
and ON time series and took the average of both of them.
The separate z-score normalization of the LFP data OFF and
ON medication could potentially mask the differences in the
burst amplitudes between OFF and ON. Despite the z-value
normalization, there were significant differences in beta power.
Moreover, the bursts were detected based on a common threshold
from the combined ON and OFF recording, which ensures
that differences in burst amplitude between OFF and ON
can be detected.

For a time point to be part of a burst in the respective
frequency band, the amplitude needed to be higher than the
75th percentile. All consecutive time points with an amplitude
exceeding the threshold were assigned to the same burst. The
minimal burst duration was set to 80 ms, which is equivalent
to two oscillatory cycles at 24 Hz. For every burst, the time
point of the amplitude crossing the threshold and again dropping
below were stored. The value of the maximum burst amplitude
and its time of occurrence were also stored. Due to the
applied burst detection scheme, we are referring to the power
based on the z-score transformed time series and not to the
power of the raw time series when we are considering the
burst amplitude.

Statistical Analysis
For the number of bursts per minute which is calculated by
the total number of bursts detected for one channel divided
by the total recording time in minutes (in the following:
burst rate), burst duration, and amplitude, we compared the
recording orientation of the LFP contacts, frequency band,
and the medication state. Therefore, we performed a three-way
ANOVA (Yates, 1934) in MATLAB. The dependent variables
were burst rate, duration, and amplitude, respectively, and the
independent variables were directions (anterior, postero-medial,
and postero-lateral), frequency bands (iBP, lBB, and hBB), and
medication states (OFF and ON). Because the correlation of
the burst parameters between the hemispheres was partially
significant, but a paired t-test showed no significant differences
between hemispheres, the evidence on hemisphere dependence
is inconclusive. Following the previous literature (Zavala et al.,
2017), we opted to pool both hemispheres. Therefore, the
incoming sample size for ANOVA was the total number of
good LFP data by orientation (anterior: OFF and ON each
of the 31 LFPs; postero-medial: OFF and ON each of the 37
LFPs; postero-lateral: OFF 31 LFPs and ON 32 LFPs). For
the post hoc test, a t-test was used, which was corrected for
multiple comparisons using the Bonferroni method, again using
the MATLAB implementation. We corrected for two medication
states, three frequency bands, and three contact directions for a
total of 18 comparisons.
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Finally, the Pearson correlation between the akinetic/rigid
(AR) UPDRS III subscore (sum of the 13 items 3.3 a–c, 3.4 ab, 3.5
ab, 3.6 ab, 3.7 ab, and 3.8 ab) and the beta burst characteristics,
as well as the power values from the power spectra, were
calculated OFF medication. All reported correlation p-values are
Bonferroni corrected for the three contact orientations and the
three frequency bands.

RESULTS

Beta Power
Figure 1 displays the average power spectra OFF and ON
medication across patients for the three different LFPs at the
STN entry from 5 to 35 Hz. The power spectra are 1/f corrected
and normalized to the total power of 5–45 Hz and 55–95 Hz.
There were no significant differences between power of the
different recording orientations in each medication condition
but between the power OFF and ON medication. The difference
was significant in the anterior direction from 32 to 34 Hz, the
postero-medial one from 24 to 28 Hz, and the postero-lateral
one from 31 to 34 Hz. Beta peaks OFF medication occurred
mainly around 24 Hz at the anterior and postero-medial contact
(Figure 1). As the beta peak frequency differed between the
recording directions, we investigate in the following to what
extent the recording orientation and frequency band influence
beta bursts.

Burst Characteristics
Figure 2 illustrates characteristics of STN beta bursts depending
on medication state, pre-defined frequency band, and electrode
contact orientation. Panel A displays the burst rate for the two
medication states, the three contact orientations, and frequency
bands. Medication had a significant main effect indicating
that dopaminergic medication decreased the burst rate for all
orientations and frequency bands [F(1,579) = 97.1, p = 2.8E-21,
η2p = 0.144]. This was also evident in the post hoc test for

the hBB and iBP in anterior and postero-medial orientation
(p < 0.05). Thus, a high burst rate seems to be a characteristic
of PD pathology. In addition, there was a significant main effect
of frequency for the burst rate [F(2,579) = 283.9, p = 1.2E-
86, η2p = 0.495] but no significant main effect of the contact
orientation. Based on post hoc tests, the hBB burst rate was higher
compared to the lBB and the iBP for all contact orientations
and both medication states (p < 1.0E-6; Figures 2A,B). The
rate at the iBP was only significantly higher compared to
the lBB OFF medication for the postero-medial and postero-
lateral direction and ON medication only for the postero-medial
direction (p < 0.05; Figure 2A).

Medication had also a significant main effect for burst
duration, which was reduced due to dopaminergic medication
[F(1,579) = 4.6, p = 0.03, η2p = 0.144], which can be seen
in Figure 2B. Moreover, the burst duration was influenced
by the frequency band but not by the contact orientation
[F(2,579) = 341.6, p = 1.0E-98, η2p = 0.495]. Post hoc analysis
revealed that the burst duration was significantly shorter for
the hBB compared to the lBB as well as the iBP in both
medication states (p < 1.0E-7; Figures 2C,D). The burst
duration was also significantly shorter at the iBP compared to
the lBB (p < 0.01; Figures 2C,D) but only for the postero-
medial direction both OFF and ON medication. Interestingly for
the burst amplitude, the contact orientation had a significant
main effect across medication states and frequency bands
[F(2,579) = 6.7, p = 0.001, η2p = 0.003] but not for the
medication and frequency itself.

Clinical Relevance of Burst
Characteristics
Because a positive correlation between bradykinesia and overall
beta oscillations has previously been reported (Ray et al., 2008),
we tested whether beta burst characteristics correlate with the
AR UPDRS subscore. We focused on the AR UPDRS subscore,
because, based on the UPDRS score, 70.4% of our patients were
of the akinetic-rigid subtype. The OFF hBB burst duration of

FIGURE 1 | Power spectra for three recording directions. The spectra displayed for the contact orientation anterior (orange line), postero-medial (green line), and
postero-lateral (blue line) are corrected for the 1/f characteristic of the LFP signal and normalized to the total power from 5–45 Hz to 55–95 Hz. The x-axis presents
the frequency from 5 to 35 Hz. (A) Shows the spectra OFF medication and (B) shows the spectra ON medication. The colored shaded areas indicate one standard
deviation of the mean.
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FIGURE 2 | Burst characteristics. (A) Shows the mean burst rate, (B) shows the mean burst duration, (C) shows the mean burst amplitude, and (D) shows the
exemplary reconstructed electrode position of the right hemisphere. (A–C) The mean values for the three frequency bands (low beta band in orange, high beta band
in green, and the individual beta peak frequency in blue) are shown OFF (thin frame) and ON medication (bold frame) grouped on the x-axis for the anterior,
postero-medial, and postero-lateral directions for each burst parameter. Error bars depict one standard deviation. Stars indicate significant differences with p < 0.05
after Bonferroni-corrected post hoc tests between the respective groups. (D) Shows the reconstructed electrode on top, with focus on the surrounding subcortical
structures (STN, subthalamic nucleus divided into motor, associative, and limbic areas; RN, red nucleus; GPi, globus pallidus pars internus; GPe, globus pallidus
pars externus). At the bottom, the perspective is along the electrode so that the directions of the electrode contacts can be seen.
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FIGURE 3 | Clinical correlation of burst duration. The scatter plot shows the
significant correlation of the burst duration and the akinetic/rigid UPDRS part
III subscore. The gray line indicates the linear fit.

the postero-medial contact was significantly positively correlated
with the OFF AR subscore (p = 0.03, r = 0.48; Figure 3). For
the other contact orientations and frequency bands, there was no
significant correlation.

DISCUSSION

To our knowledge, this is the first work to investigate the spatial
characteristics of STN beta bursts recorded with directional
electrodes. Spatially, we found a non-homogeneous distribution
of the burst amplitude. However, we could not identify any
outstanding direction with respect to the amplitude or the
rate and duration of the bursts. However, the burst rate and
duration in particular are frequency-dependent, which makes
frequency selection very important for applications such as
closed-loop DBS.

Slight Directionality of the Beta Burst
Amplitude
It has been shown that for each patient, a preferential contact
exists in terms of best clinical outcome and many patients benefit
from directional stimulation (Gordon et al., 2017; Hartmann
et al., 2019). Therefore, we wanted to identify whether beta burst
properties differ between the three recording orientations and
thus could serve as an indicator for stimulation selection. There
was a main effect of recording orientation for burst amplitude.
However, post hoc tests did not reveal one prominent direction
for amplitude or any other measure. Therefore, based on our
analysis, no particular anatomic direction can be recommended
for directional DBS. The reason for this could be that all contacts
used were placed in the dorsal end of the STN, which is
functionally attributed to the motor system (Parent and Hazrati,
1995). Therefore, a comparable neurophysiological signal at all

contact orientations is plausible and suggests a homogeneous
structure of this area. In line with this reasoning, the connectivity
between STN and cortex is functionally organized based on
the functional subareas of the STN (Lambert et al., 2012).
Nevertheless, there is a significant main effect of direction for
the burst amplitude. One possibility is that the anatomical
dependence of the bursts will only reveal itself with a larger
number of cases.

Beta Burst Activity Is Frequency Specific
We considered three different frequency bands within the beta
band: the lBB, the hBB, and the frequency range around the
individual beta peak frequency. The reason for this choice was
that previous publications reported results specifically for sub-
bands of the beta band (Priori et al., 2004; Little et al., 2012;
Tinkhauser et al., 2017a,b). We found that burst characteristics
differ depending on the chosen frequency band. The burst rate
increases for higher frequencies, while the duration decreases.
In line with this finding, the AR score correlated with the burst
duration in the hBB but no other frequency band. In addition,
duration was significantly reduced by dopaminergic medication
only for the hBB and iBP. This suggests that bursts in the hBB are
likely linked to the pathophysiology of PD, which is consistent
with the results of Little et al. (2012). However, it contrasts with
the results of Priori et al. (2004) and Neumann et al. (2016), but
these studies considered beta power, not beta bursts. A pairwise
test of power values compared to Priori et al. (2004) showed
significant influence of dopaminergic medication on power in the
hBB but not in the lBB.

To further investigate the importance of the frequency
band definition, we performed our analysis with a modified
frequency band definition, assigning the lBB to 12–20 Hz and
the hBB to 21–35 Hz. When comparing the results for the two
frequency band definitions, there were no differences with respect
to significant findings for the medication dependence or the
direction dependence of the burst parameters. However, while for
the frequency band separation at 24 Hz there were no significant
differences for the burst amplitude between the frequency bands,
for the separation at 20 Hz, there were significant differences in
the burst amplitude between the lBB and iBP and between hBB
and iBP for both medication states and all three directions. In
addition, significant differences for burst rate and duration were
found between the lBB and iBP. This change in findings based
on the beta band separation is most likely due to beta peaks
formerly assigned to the lBB now being assigned to the hBB with
the separation at 20 Hz. This difference in results suggests that
if a beta peak occurs in the power spectra, the frequency band
around this peak should be favored for closed-loop stimulation
for example; if no peak is present, our results indicate that the
hBB could be a good alternative.

Burst Duration Best Suited as
Stimulation Trigger in Closed-Loop Deep
Brain Stimulation
Burst characteristics OFF medication are linked to the pathology
of PD, while those ON medication approximate physiological
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activity. As expected based on previous publications, we could
find an effect of dopaminergic medication on beta bursts (Ray
et al., 2008; Kühn et al., 2009; Tinkhauser et al., 2017a,b). Since
we could detect a main effect only with respect to the duration
and the rate of the bursts, this suggests that these are more
pathologically altered by PD than the amplitude of the individual
bursts. The burst amplitude is a necessary quantity for the
burst detection method employed in the present study. However,
according to our results it is less suitable for distinguishing
between pathological and physiological bursts.

In contrast, it has previously been described that a long burst
duration is being positively correlated and a short burst duration
is being negatively correlated with clinical motor impairment
(Tinkhauser et al., 2017a). In our study, only the duration
significantly correlated with the AR score and the duration was
reduced under medication. Therefore, burst duration seems to
be more tightly linked to PD motor symptoms than the burst
amplitude and rate. This suggests that the burst duration is the
best candidate for a stimulation trigger in closed-loop DBS. This
conjecture is in line with previous results that reduced burst
duration is associated with improved movement velocity due to
DBS (Kehnemouyi et al., 2020). However, since amplitude is the
key parameter in burst detection, further studies are needed to
understand the interplay of amplitude and burst duration for
detecting pathological bursts and their usefulness as stimulation
triggers in closed-loop DBS.

To use electrophysiological signals as control parameters for
closed-loop DBS, they should remain stable over months and
years. We recorded the LFP signals a few days after electrode
implantation, when the tissue is still subject to transient processes
such as inflammation, which may affect recording properties
and neuronal activity. However, previous studies indicate that
STN beta band LFP patterns and response profiles stay almost
unchanged for years after DBS electrode implantation (Abosch
et al., 2012; Giannicola et al., 2012). Moreover, beta activity
continues to correlate with severity of PD motor symptoms
8 months after implantation (Neumann et al., 2017). Therefore,
it is likely that the duration of beta bursts remains stable
over a long period of time and thus provides a valid control
parameter for closed-loop DBS. Still, the stability of beta burst
duration over longer time periods needs to be investigated
in future studies.

Limitations
Because we at the latest recorded the LFP data 3 days after the
DBS surgery, our recordings might be affected by the stun effect
(Chen et al., 2006). Due to the magnitude of the stun effect
being unknown and immeasurable, it is impossible to correct the
electrophysiological data for it. In line with other studies, the
UPDRS values were collected before the DBS surgery and thus
do not capture the stun effect on the clinical symptoms. This
timing difference likely also influences the calculated correlation
between the UPDRS and the beta burst parameters. A further
limitation is our assumption that beta bursts in one STN
arise independently from the other STN. Based on our data,
the evidence on the STN activity being independent of the
hemisphere was inconclusive. Our decision to pool the data

follows previous literature treating the LFPs of both STNs as
independent (e.g., Zavala et al., 2017).

Conclusion
Using directional contacts, we intended to identify the spatial
distribution of beta bursts at the entry point of the STN.
However, based on the electrode’s recording orientation,
we could not identify one orientation with significantly
different burst parameters than the other orientations, even
though there was an overall effect of orientation for the
burst amplitude.

Still, we could identify a strong frequency dependence of beta
bursts. Correlation with the akinesia and rigidity scores indicates
in particular that hBB burst duration is pathologically increased.
In addition, dopaminergic medication influences burst rate and
duration. These two findings speak in favor of the hBB bursts as
feedback signal for stimulation in closed-loop DBS.
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Deep brain stimulation (DBS) is used for the treatment of movement disorders,
including Parkinson’s disease, dystonia, and essential tremor, and has shown clinical
benefits in other brain disorders. A natural path for the improvement of this
technique is to continuously observe the stimulation effects on patient symptoms and
neurophysiological markers. This requires the evolution of conventional deep brain
stimulators to bidirectional interfaces, able to record, process, store, and wirelessly
communicate neural signals in a robust and reliable fashion. Here, we present the
architecture, design, and first use of an implantable stimulation and sensing interface
(AlphaDBSR System) characterized by artifact-free recording and distributed data
management protocols. Its application in three patients with Parkinson’s disease (clinical
trial n. NCT04681534) is shown as a proof of functioning of a clinically viable implanted
brain-computer interface (BCI) for adaptive DBS. Reliable artifact free-recordings, and
chronic long-term data and neural signal management are in place.

Keywords: deep brain stimulation, neuromodulation, closed-loop, local field potential (LFP), Parkinson’s disease,
neural interface, implantable device

INTRODUCTION

Deep brain stimulation (DBS) device and implant design was developed on the learnings and
advancements owned by cardiac pacemakers. After the first commercially DBS device approved
by Food and Drug Administration for Parkinson’s disease (PD) in 1997 (Paff et al., 2020),
DBS technology did not witness significant advances, until recently, when new companies
introduced technology innovations while entering the DBS market (Guidetti et al., 2021; Krauss
et al., 2021). They include novel electrode designs and materials, stimulation waveforms, neural
sensing capabilities, stimulation directionality, and battery size reduction with life extension
(Krauss et al., 2021).
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In particular, neural sensing is of critical importance to
explore the pathophysiology of diseases targeted by DBS and,
in turn, to develop new closed-loop devices (Starr, 2018; Gilron
et al., 2021). In addition, a fully implantable device capable of
bidirectional communication with the brain can be considered
as a real brain-computer interface (BCI) implementation
(Starr, 2018).

Signals recorded from DBS electrodes were used to gain
insights into basal ganglia functioning both during intra-
operative recording sessions and during peri-operative
experimental settings [after the implant of the DBS electrode and
before the connection of the implantable pulse generator
(IPG)]. More specifically, local field potentials (LFPs),
representing the compound activity of neuronal ensembles
around DBS macroelectrode, are explored as a valuable feedback
variable for closed-loop or adaptive DBS (aDBS) (Priori et al.,
2013; Habets et al., 2018; Starr, 2018; Guidetti et al., 2021;
Krauss et al., 2021).

In PD, oscillatory activity obtained by LFP recordings
correlates with a range of symptomatic states (Brown, 2003;
Priori et al., 2013; Arlotti et al., 2016a; Meidahl et al., 2017).
These LFPs can be chronically recorded (Giannicola et al.,
2012) and are modulated by DBS (Rossi et al., 2008; Giannicola
et al., 2010; Eusebio et al., 2012). aDBS is coming closer to
the clinical practice by increasing amount of proof of concept
studies (Little et al., 2013, 2016a,b; Rosa et al., 2015, 2017; Piña-
Fuentes et al., 2017; Arlotti et al., 2018; Swann et al., 2018; Velisar
et al., 2019). LFPs have been proposed as a control variable for
other pathologies including dystonia (Piña-Fuentes et al., 2020;
Johnson et al., 2021), essential tremor (He et al., 2020; Opri et al.,
2020), depressive and obsessive compulsive disorders (Neumann
et al., 2014), and Tourette syndrome (Marceglia et al., 2017;
Molina et al., 2017).

The first commercially available implantable neurostimulators
with sensing capabilities was introduced for the treatment
of epilepsy (Morrell and On behalf of the RNS System in
Epilepsy Study Group, 2011). This device, which was then
used for aDBS in Tourette syndrome (Molina et al., 2017),
is able to record and analyze brain activity to provide a
closed-loop stimulation. The aDBS strategy implemented
follows the concept of “responsive neuromodulation” where
stimulation is triggered on a determined event/episodes
rather than being continuously administered. Although the
paradigm of responsiveness is suitable for epilepsy or other
disorders characterized by symptomatic episodes (i.e., Tourette),
clinical applications as PD require continuous stimulation and
simultaneous monitoring of the pathophysiological clinical state.
The implementation of this type of devices, allowing continuous
recording while stimulation is ON, faces a major challenge:
recording signals having < 1 uV amplitude in occurrence of > 1
V stimulation artifact (Arlotti et al., 2016b; Zhou et al., 2019).
Embedding concurrent sensing and stimulation circuitry in an
implantable device is further complicated by the power and
size constrains.

Here, we present an implantable neurostimulator for LFPs-
based aDBS (AlphaDBSR System), where the sensing problem is
fully addressed. We discuss preliminary results with regard to the

stimulation and sensing performances as tested in three patients
with PD during a pilot study (clinical trial n. NCT04681534).

STATE OF THE ART AND INNOVATIVE
REQUIREMENTS

Stimulation Design Inputs
In commercial systems for DBS treatment, stimulation
parameters range from 0 to 25 mA of amplitude, from 10
to 450 µs of pulse-width, and 2 to 500 Hz of frequency, provided
both in monopolar and bipolar fashion (Paff et al., 2020).
Empirical observations showed that, in PD, clinical benefits can
be fully achieved with a narrower parameters space. For instance,
when considering patients with PD, tremor, bradykinesia, and
rigidity progressively improved between 2 and 3 V and did
not continue to improve beyond 3 V (Moro et al., 2002) that,
for an average monopolar impedance of 1,000 �, is equal to
3 mA. In the absence of lead damages, for platinum-iridium
electrode with area of 0.06 cm2, impedances may vary between
500 and 2 K� (Kuncel and Grill, 2004). In clinical practice,
the amplitude threshold for inducing a clinical response or
side effect for each electrode contact is determined by using
monopolar stimulation and a stepwise increase in amplitude of
0.2–0.5 V (0.2–0.5 mA) (Volkmann et al., 2002), thus requiring a
minimum amplitude resolution of 0.2 mA. For STN stimulation,
a 60-µs pulse width is generally used because of its neurons’
chronaxie, and it was empirically observed as being effective
on rigidity and bradykinesia (Moro et al., 2002). Lowering
the pulse width helps in augmenting the therapeutic window
based on the intensity-pulse duration chronaxie relationship
(Reich et al., 2015). Frequency stimulation above 200 Hz
(Moro et al., 2002) did not show any notable improvements,
whereas frequencies below 50 Hz generally worsen Parkinsonian
symptoms (Wojtecki et al., 2006).

Despite specific parameters choice, because the electrical
safety of the stimulation has to be guaranteed, intrinsic constrains
depend on the material and geometries of the electrodes.
Stimulation waveforms shall be charge balanced, in active/or
passive manner for preventing electrode and tissue interface
damage (Cogan et al., 2004). Moreover, intensity and pulse width
combination shall be controlled, on the basis of electrode surface,
to avoid excessive charge density injection per phase (Merrill
et al., 2005). In particular, for conventional platinum-iridium
electrodes (i.e., Model 3389, Medtronic), the limit for charge
density is 30 µC/cm2/phase.

In AlphaDBS System, the narrower parameter space
(frequency of 50–200 Hz, pulse width of 40–250 µV, and
amplitude of 0–5 mA), with charge balanced waveforms and
with specific controls allowing to reliably guarantee electrical
safety, is considered as stimulation requirement for AlphaDBS,
without introducing any specific innovation in the stimulation
module, which is an established technology. The parameters
space, however, could be suitable also for other potential DBS
applications (e.g., dystonia or tremor). The sensing and data
management modules are the places where innovation for
bidirectional neural interfaces is needed.
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FIGURE 1 | Differential sensing configurations for conventional DBS
electrode. (A) Symmetrical sensing employs two recording contacts (blue)
adjacent to the stimulation contact (red); at the inputs of the differential
amplifier, the common mode stimulation artifact (in the ideal case of balanced
impedances) is the same, and for an ideal common mode rejection ratio
(CMMR), the output of the stimulation artifact is canceled by subtraction. (B)
Asymmetrical sensing employs two recording contacts (blue) in the opposite
position but at different distance compared to the stimulation contact (red), or
two recording contacts (blue) in the same position and at different distance
compared to the stimulation contact (red). At the inputs of the differential
amplifier, the common mode stimulation artifacts (in the ideal case of balanced
impedances) are not the same; even for an ideal CMMR, the output of the
stimulation artifact is not canceled by subtraction. In real case scenario,
impedances are unbalanced and the CMMR is not ideal; therefore,
asymmetrical sensing implies a further worsening of the recording
configuration. (C) Asymmetrical sensing with two adjacent contacts. The
panel is organized as in (B) and the same comments apply.

Sensing Design Inputs
To implement aDBS, clinical IPGs need to record artifact-free
neural activity during stimulation delivery.

Although external systems were able to solve the artifact
rejection problem (Rossi et al., 2007; Arlotti et al., 2016b; Petkos
et al., 2019), the size and power constrains of implantable
operations make the rejection of stimulation artifact a technical
implementation challenge. The stimulation artifact consists of
direct components (stimulus time-locked voltage transients)
and indirect components (voltage decay in the inter-pulse
period) (Zhou et al., 2019). Direct artifacts at the adjacent
recording electrodes are in the order of volts (common mode
artifact) or hundreds of millivolts (differential mode artifact). In
DBS applications, the differential artifact amplitude imposes a
minimum input range of 100 mVpp, but real-world impedances
mismatch may lead to greater values. The sensing module
should avoid saturation for differential artifact greater than 100
mVpp while resolving 1-µV signals. In fact, as reported in the
literature, implantable DBS devices with sensing capabilities (i.e.,
Medtronic Activa PC + S) are not able to provide artifact-
free meaningful recordings (Cummins et al., 2021). Symmetric
electrode configuration (Figure 1A) with input blanking has
been applied as means to mitigate the differential and common
mode artifacts (Stanslaski et al., 2018), providing better artifact
management (Cummins et al., 2021) but introducing a limitation
in choosing the best stimulation configuration for the patient.

Any combinations of electrode contacts should be selectable
for recording with respect to the stimulation one (Figure 1). In
the absence of this requirement, given a conventional quadripolar
linear DBS lead, the selection of the extreme contacts would
deny recording possibilities, because of the unavailability of

recording contacts symmetrical to the stimulation one. Even
worse, for directional leads (Eleopra et al., 2019), the electrode
position together with the different area of directional contacts
vs. cylindric contacts would lead both to unbalanced impedances
and spatially asymmetrical recording contacts, thus deteriorating
artifact rejection.

In case of clinical closed-loop DBS, a stimulation agnostic
sensing module, able to reject the stimulation artifact
independently from the stimulation shape and configuration
(monopolar and bipolar), is preferrable to freely set the
most effective stimulation. The possibility to be stimulation
agnostic depends on the artifact rejection strategy. For instance,
employing input blanking techniques, as described in Stanslaski
et al. (2018), limits the choice of the stimulus shape. Ideally,
the pulse waveform should be actively charge balanced and
symmetrical to minimize the time duration of the stimulus
artifact and maximize the benefit of blanking. Conversely, in
monophasic passively charge-balanced stimulation, the voltage
decay of a single pulse may last for hundreds of microseconds,
thus requiring to increase the duration of blanking and data loss.

An optimal sensing module should be also software needless,
not requiring for additional software for artifact mitigation or
removal. Back-end software solutions have been proposed and
implemented in other devices ranging from interpolation (Zhou
et al., 2019), support vector machines (Stanslaski et al., 2018),
and template matching (Qian et al., 2017). Real-time processing
on implantable devices requires computational power, which,
as a rule of thumb, should be minimized, but as long as back-
end solutions prove to be compatible with low-power real-time
processing constrains, they can still be employed.

Therefore, the requirements of the AlphaDBS sensing module
to implement a bidirectional deep brain neurostimulator are
(1) resolving 1 µV LFPs signals, (2) eliminating differential
stimulus artifact (>100 mVpp) and common mode stimulus
artifact (>1V), (3) being stimulation agnostic, (4) being electrode
configuration independent, and (5) being needless for back-end
processing. Requirements (3), (4), and (5) are innovative with
respect to other available options of implantable DBS devices with
sensing capabilities, altogether providing a reliable and robust
system for artifact-free recordings.

Data Management Design Inputs
Having the object of accelerating neurophysiological research,
a core requirement for a bidirectional IPG acting as a
clinical BCI is to store and transmit neural signals. Although
chronic data streaming represents a heuristic goal, its practical
implementation still needs to overcome important limitations
such as high-power demand, consequent fast battery drain,
and maintenance of a permanent external receiver link; all
these features ultimately add unnecessary burdens for patients.
For instance, continuous data streaming with an implantable
rechargeable device (Gilron et al., 2021) require the use of a
transmitter that has to be continuously worn by the patient. Many
bidirectional neuromodulation platforms are targeting chronic
wireless communication (Zhou et al., 2019) at the preclinical or
investigational stage.
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A less power-consuming solution for chronic neural activity
monitoring is to collect data in an embedded memory located
inside the IPG. Its implementation requires to compress the
neural data in their spectral features or any features being relevant
under a clinical and neurophysiological perspective. The correct
trade-off between the tracking needs and the size of the embedded
memory is application specific. For instance, in PD, the beta
power time course is linked to daily motor fluctuations of the
patients (Arlotti et al., 2018; Gilron et al., 2021), thus suggesting
that extracting the beta power band and continuously storing it
could provide an efficient clinical monitoring. However, available
devices have limited memories that are overwritten if data are
not downloaded and therefore have time-limited monitoring
capabilities (Jimenez-Shahed, 2021).

Embedding compressed data (i.e., spectral power) requires to
have an a priori knowledge of what signal features are significant
for the specific disease, but because of the exploratory application
of clinical BCI, time domain data are necessary to the discovery of
new biomarkers and physiological mechanisms of action. Moving
from the concept of chronic monitoring to exploratory recording,
the requirement of data wireless streaming can be relaxed
by limiting it to on-demand and time-constrained streaming
sessions that allow for controlled experimental investigations
without burdening the patient.

The AlphaDBS System will therefore implement two
innovative features: (1) the continuous real-time streaming and
visualization of data to be used in experimental settings and (2)
a long-term continuous recording of embedded data, with an
innovative download strategy guaranteeing no data loss.

Processing Design Inputs
Adapting stimulation in real time requires to process a
physiological variable and to calculate a new set of parameters
based on a given relationship (proportional/adaptive mode) or a
lookup table (digital mode or state machine). In the AlphaDBS
System, the chosen requirement is to implement embedded
data processing that ensures lower power consumption, better
data privacy, and shorter time delays in stimulation changes,
compared with external processing that, however, increases
flexibility and research applicability (Pulliam et al., 2020).

Therefore, the AlphaDBS System is a fully closed-loop
system, with an embedded algorithm that uses recorded LFPs
as biomarker and adapts the stimulation amplitude accordingly,
without the need of any external processing.

MATERIALS AND METHODS

AlphaDBS System Architecture
According to the requirement defined above, the AlphaDBS
system (Figure 2) consists of four main components: an
IPG (AlphaDBSipg), a patient controller (AlphaDBSPat), a
physician controller (NWKStation), and an external device
for data recording and streaming from externalized leads
(AlphaDBSext). These components together implement a
distributed data management platform for data recording,
processing, streaming, and storing.

The AlphaDBSipg sensing is implemented in two modes: the
“embedded” mode and the “streaming” mode. In the embedded
mode, the IPG records and stores neural data during chronic
treatment delivery (conventional DBS, cDBS, or aDBS) in an
embedded not volatile memory. During stimulation (either cDBS
or aDBS), the system extracts the power value of a selected
frequency band and stores one value for each side every minute,
two full spectra (from 5 to 35 Hz, one per side) every 10 min,
and two values of the stimulation amplitude every 10 min. The
patient controller downloads the data stored in the embedded
memory of the IPG at every recharging cycle and stores them
in a second not volatile memory having higher capacity. These
data can be downloaded to a smartphone or laptop through
a Bluetooth connection using dedicated custom application
programming interfaces (APIs). At present, embedded data
downloaded through the AlphaDBSpat are transferred to an
app that implements a fast healthcare interoperability resource
(FHIR)-based standard data management (ready for future
interoperability) and allows historical data visualization and
power spectral analysis (Figure 2B). In the streaming mode, the
IPG, on demand, streams data to the physician programmer
(NWKStation) that acts as a receiver and, in turn, transmits data
via UART-to-USB connection to a smartphone or a laptop, which
can be used for data storing and visualization thanks to custom
APIs. Figure 2C shows the present implementation of a Python-
based graphic user interface (GUI) that receives, visualizes, and
saves real-time data.

The AlphaDBSipg has a total volume of 20.96 cc and weight of
32.70 g, with a medical grade rechargeable battery of 200 mA/h,
retaining the 90% of the capacity at 2,000 cycles. The size
is in line with other rechargeable DBS IPGs, such as Boston
Scientific Vercise (volume of 20.7 cc and weight of 33 g) and
Medtronic Activa RC (volume of 22 cc and weight of 40 g).
The header is compatible with Medtronic DBS lead extensions
model 37086, and it can allocate two extensions for a total of
16 independent contacts. The AlphaDBSipg electronic board has
circuitry for driving 16 stimulation channels, each of them can be
configured independently. The output current for each channel
ranges from 0 to 5 mA. Multisite stimulation is possible by
keeping the duration and the frequency of the pulses fixed. The
stimulation waveform is firmware selectable, with both active
and passive charge balancing available. In case of active return,
the ratio between the cathode and the anode current amplitude
is 5, leading to a balancing anodic pulse lasting five times
the cathodic one. The AlphaDBSipg has been configured for
providing capacitive coupled active charge balanced asymmetric
pulses, with frequency ranging between 40 and 200 Hz and pulse
width ranging between 40 and 250 µs, despite that frequency
can be extended to 2.5 KHz and pulse width to 1 ms. At
5 mA and 250 µs, the charge density injected per phase is 20
µV/cm2/phase, when considering a platinum-iridium electrode
having a surface of 0.06 cm2 (i.e., Model 3389, Medtronic,
Inc.) and the maximum charge density injection accepted is 30
µC/cm2/phase.

The AlphaDBSipg can deliver DBS both in the conventional
mode (cDBS), in which stimulation parameters are set using
the physician controller and remain fixed, and the adaptive
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FIGURE 2 | AlphaDBS System architecture. (A) AlphaDBS System components: the AlphaDBSipg implantable device is recharged using a patient controller
(AlphaDBSpat) that also allows downloading data and signals recorded using the embedded mode. A mobile app allows data visualization. The physician controller
device (NWKstation) is used to program the AlphaDBSipg and to visualize LFPs recorded in the streaming mode. (B) AlphaDBSipg dimensions. (C) Screenshot of
the mobile app showing beta band amplitude time changes (on the left) and power spectrum at a given time point (on the right). (D) Python-based GUI for real-time
LFPs processing, visualization, and storing.

mode (aDBS). In this last case, stimulation amplitude, pulse
width, and frequency are dynamically changed on the basis
of the embedded closed-loop logic or pre-set via physician
programmer and radio frequency (RF) communication. The
closed-loop logic implementation now tested is based on the
linear proportional feedback mode that uses the LFP beta
band (10–35 Hz) as neurophysiological biomarker (Arlotti
et al., 2018; Guidetti et al., 2021). In summary, the specific
personalized beta band of the patient is chosen by inspecting
recorded LFPs using the streaming mode. Then, both the
personalized beta band and the therapeutic window are set
in the physician controller. When aDBS is ON, the recorded
beta band is analyzed and the DBS amplitude is modulated
linearly between the maximum and minimum amplitudes
set as therapeutic window (Arlotti et al., 2018; Prenassi
et al., 2021). The closed-loop logic is fully embedded and
implemented at the microcontroller firmware level and does need
for external units.

The inputs of two differential sensing channels can be
multiplexed, respectively, on any of the eight contacts of each
lead, and no blanking technique is used for artifact mitigation.

The neural signals, analogically filtered for artifact suppression,
are digitally converted by the analogue to digital converter
(ADC) at a frequency of 512 Hz. Residual harmonic artifacts,
when no completely suppressed, require for a sample frequency
being greater than the double of the stimulation frequency to
avoid aliasing. No additional digital signal processing for artifact
removal is needed. The firmware is fully employed for feature
extraction and closed-loop logic implementation. This patented
sensing technology was (Priori et al., 2005) already implemented
and illustrated in external devices (Rossi et al., 2007; Arlotti et al.,
2016b) that were used to collect preliminary data on aDBS in
more than 40 patients (Rosa et al., 2015, 2017; Arlotti et al., 2018,
2019; Bocci et al., 2021; Prenassi et al., 2021).

A 2.4-GHz ISM/SRD chip allows data streaming of two
sensed signals for a distance up to 10 m, firmware upgrade, and
bidirectional communication with the patient and the physician
controller. The firmware is upgradable through an on-air boot
loading functionality.

The AlphaDBSipg has two different microcontrollers: one
dedicated to the sensing module, and one to manage the
stimulation module, the battery functions, and the RF streaming.
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The AlphaDBS System received european (CE) mark for
conventional DBS and sensing in January 2021.

System Use
Study Protocol and Surgery
The AlphaDBS system is undergoing clinical testing in a pilot
multicenter randomized cross-over study on adaptive versus
conventional DBS (aDBS vs. cDBS). All the details of the protocol
are available on clinicaltrials.gov (study ID: NCT04681534). The
study was approved by all regulatory authorities involved, and all
the patients gave their informed consent to the study.

In summary, the study protocol is organized in two phases:
the “short-term follow-up” (3 days in the hospital setting, 1
day for the system calibration + 1 day per each mode) and
the “long-term follow-up” (1 month at home, 2 weeks per each
mode). Patients with PD are screened from a population in
need for IPG replacement for battery depletion if bilaterally
treated using a Medtronic Activa PC or Activa RC IPG (mono-
channel or dual channel) with DBS leads implanted in the STN
(Model 3389) and extensions (Model 37806) compatible with
the IPG of the AlphaDBS System (called AlphaDBSipg). The
aDBS algorithm tested in this pilot study is the one reported
in previous studies with external systems (Rosa et al., 2017;
Arlotti et al., 2018).

During surgery for IPG replacement, after removal of the
previously implanted device, via subclavicular incision, the
DBS lead extensions were connected with a sterilized trial
cable and an adapter to the external wireless recording device
(AlphaDBSext) to test leads impedances and the presence of
electrocardiographic artifact. After this check, the AlphaDBSipg
was connected to Medtronic extensions with the patient under
local anesthesia. In case of bilateral stimulation with two devices,
the left DBS lead extension was replaced and transferred to the
right side under general anesthesia to allow the replacement
with a single IPG.

After IPG replacement, the impedances of each contact were
measured again to ensure the absence of short/open circuits and
also to confirm the consistency with the measurements done with
the previous implant. Then, the new IPG was switched ON in
continuous DBS (cDBS) with stimulation parameters selected in
accordance with previous settings. In case of a previous voltage-
controlled IPG, a simple translation to current on the basis
of measured impedances parameter was performed following
the Ohm’s law. The response of the patient was clinically
assessed (Unified Parkinson’s Disease Rating Scale – part III
in MedOFF/StimOFF and MedOFF/StimON) to further adjust
stimulation parameters if needed.

Then, on days 2 and 3, patients entered the study protocol
and underwent 2 days of stimulation, one in aDBS and one in
cDBS (randomized), before being sent home for one additional
month (2 weeks in aDBS and 2 weeks in cDBS, in the same order
as during the short-term follow up).

Because the pilot study is still ongoing, here, we report only the
results of neurophysiological recordings obtained from the first
three patients enrolled. Clinical data cannot be reported until the
end of the study.

In-Clinic Local Field Potential Data Collection
During hospitalization (short-term follow up), LFPs were
recorded both in the streaming and in the embedded mode.

LFP streaming, as indicated in the design input, was limited
to a short time window, whereas LFP recording using internal
memory was always ON.

LFP streaming was used to choose the best contact pair
to be used in chronic recording (calibration session on
day 1). More specifically, LFPs were recorded and streamed
out from all the possible contacts pairs (excluding the one
used for stimulation) that, considering bilateral monopolar
configuration, it includes six differential traces, three per
side. The patients were in the MedOFF/StimOFF condition
and were asked to stay in rest position during the data
streaming. Each recording lasted 10 s, to minimize the time in
which the patients experienced the return of motor symptoms
(MedOFF/StimOFF condition). The power spectra were directly
visualized for each trace, and the contact pair showing higher
beta (10–35 Hz) activity was selected for chronic recording
during DBS treatment. The recorded beta band is defined
as ± 5 Hz from the peak frequency in the beta band
(personalized beta band).

At the end of the experimental session with LFP data
streaming, LFP chronic recording (embedded mode) was
activated and consisted in storing physiological data inside the
IPG on a not-volatile memory for chronic recording and offline
downloading and processing. Embedded mode was switched
ON continuously (except during LFP real-time streaming) and
provided data for all days starting from day 1.

Signal Processing
LFPs recorded via RF streaming were imported and post-
processed in MATLAB. The power spectral density (PSD) with a
confidence interval of 95% of each 10-s time series was computed
with the “pwelch” function using a rectangular window of 250 ms
with 50% overlapping. The background neural activity was fitted
between 4 and 40 Hz, as 1/f shaped noise, with the MATLAB
function “robustfit.” Significant oscillatory activity was defined
as the oscillatory activity whose power is above the neural
background noise with a 95% confidence interval. A similar
approach was used elsewhere, considering as true oscillations
those being above 1/f noise of 0 or 0.5 standard deviation
(Watrous et al., 2018; Goyal et al., 2021).

PSDs extracted from the embedded data were calculated as the
average PSD in the± 10 min interval around a clinical evaluation
(Arlotti et al., 2018).

RESULTS

Local Field Potential Recordings
Here, we report the results of LFP recordings in the first
three patients implanted with the AlphaDBS System and
involved in the pilot study NCT04681534. All patients were
previously implanted with Medtronic 3389 electrodes, having
four cylindrical contacts per side (left side: contacts 0-1-2-3,
where contact 0 represents the most ventral and contact 3
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TABLE 1 | Details of data streaming in all patients.

Patient % of samples lost
during streaming

SNR Ch1
(log)

SNR Ch2
(log)

EKG artifact
observed

01 1.93% 4.22 4.13 0 of 6 tracks

02 1.92% 4.03 4.06 0 of 6 tracks

03 2.35% 3.83 4.17 0 of 6 tracks

SNR, signal-to-noise ratio (log); EKG, electrokardiographic.

represents the most dorsal; right side: contacts 8-9-10-11, where
contact 8 represents the most ventral and contact 11 represents
the most dorsal).

Data streamed showed limited data loss (average 2%) and
no cardiac artifact in any recordings (Table 1). The signal-to-
noise ratio (SNR) calculated on the beta peak was always greater
than three logs, suggesting an optimal recording performance
(Table 1). Representative raw LFPs and the correspondent
PSDs obtained during data streaming are reported in Figure 3.
As shown in Figure 3, significant (see METHODS – Signal
Processing for explanation of “significant”) beta peak was found
in at least one side per each patient. More specifically, the
highest beta band activity was found in patients 01, 02, and 03
in contact pair 0–2 (left side), 0–3 (left side), and 10–11 (right
side), respectively.

FIGURE 3 | LFPs from the streaming mode: (A) Left and right LFPs time series. 3–s LFPs recordings are shown for both the left and right STN of each patient; on
the bottom left corner, the contact pair used for recording is reported (i.e., “0–2” and “8–11”). (B) The PSD of the LFPs recordings of panel (a) is shown (blue line) and
superimposed to the PSD of the 1/f background noise (red line). 95% confidence interval is shadowed around the PSD average (lighter blue and lighter red
overlapped band). In at least one side per patient (four of the six recordings), the beta oscillations have a significative higher power than the background neural noise.
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FIGURE 4 | Chronic LFP recordings in the embedded mode: Left side: Time-frequency plots of six representative hours. The x-axis represents time and the y-axis
frequency (from 5 to 35 Hz). The colored dots (blue, red, green, and magenta) correspond to clinical evaluations at MedOFF/StimOFF, MedOFF/StimON,
MedON/StimON, and MedON/StimON, respectively. Right side: Amplitude spectrum of the LFPs of both the left and right STN extracted as the mean of
the ± 10-min interval around the evaluation point (MedOFF/StimOFF, MedOFF/StimON, MedON/StimON, and MedON/StimON) obtained at the time indicated in the
left side panels. Please note that, in MedOFF-StimOFF, a clear beta peak is present in the left STN of patients 01 and 02 and the right STN of patient 03. This beta
peak was disappeared by the stimulation.
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TABLE 2 | Parameter setting details.

Previous IPG (cDBS mode) AlphaDBSipg (cDBS mode)

Patient Stim Config Imp ( k�) Amp (mA) Freq (Hz) PW (µs) TEED** (µW) Amp (mA) Freq (Hz) PW (µs) TEED** (µW)

01 Left: C + 1− 0.84 4* 130 90 187 4 130 60 124

Right: C + 9− 0.94 3.4* 130 90 143 3.5 130 60 90

02 Left: C + 1− 0.81 3.2* 130 60 80 2.4 130 60 45

Right: C + 9− 0.86 2.4* 130 60 45 1.8 130 60 25

03 Left: C + 3− 1.47 2.5 130 60 49 3.0 130 60 70

Right: C + 11− 0.96 2.3 130 60 41 2.5 130 60 49

*Previous implant voltage controlled. Current values were calculated using a simple translation to current on the basis of measured impedances parameter following
Ohm’s law.
**TEED calculated using nominal 1 k� impedance.

From the internal memory of the IPG, we downloaded
the PSD of the contact pair selected from streamed LFPs,
thus allowing a full monitoring of LFP fluctuation over time.
The AlphaDBSipg stored the power spectrum every 10 min
and downloaded it (together with the beta power value every
minute and the stimulation value every 10 min) on the
AlphaDBSpat at each recharging. Figure 4 shows the time-
frequency spectra during 6 h of chronic recordings in the
short-term follow-up conducted in clinic for each of the three
patients. As shown, the embedded mode provided high-quality
data that were successfully used for closed-loop stimulation.
Note that, for patients 01 and 02, the recording configuration
was symmetric (stimulation contact between recording contacts),
whereas for patient 03, it was asymmetric (stimulation contact
outside recording contacts). Iterative storing and downloading
allowed for chronic data collection, providing highlights on the
system functioning in terms of beta power tracking, closed-loop
implementation, and neurophysiological monitoring.

Stimulation Parameters
DBS parameter settings for all patients in cDBS mode are
reported in Table 2. Despite the small number of patients, which
prevents from running a statistical comparison, stimulation
parameters were similar, for cDBS, using the AlphaDBSipg
and the previously implanted IPG. The total electrical energy
delivered per second (TEED) by AlphaDBSipg in cDBS was lower
than the previous IPG in patient 01 (−116 µW), in patient 02
(−55 µW), and higher in patient 03 (+ 29 µW) (see Table 2).

DISCUSSION

Here, the AlphaDBS system presented and tested in patients
implements a distributed architecture, allowing data collection
and management for interfacing with the deep neural system
and presents several innovative features that, combined
altogether, create a reliable platform for aDBS and closed-loop
neuromodulation applications.

First, the system provides fully artifact-free recordings,
but, unlike other devices, it is stimulation agnostic,
electrode configuration independent, and needless for
back-end processing. In fact, we found that the system was

capable to work both with different types of stimulation
(different pulse widths in patient 01) and with asymmetric
electrode configuration (as for patient 03). The stimulation
artifact rejection has been achieved at the chip level
(no blanking, no symmetrical sensing, and no back-end
software) and not at the system level (Stanslaski et al.,
2018). A further advantage of these features is that the
IPG software is employed only for implementing the
closed-loop strategy and not to mitigate the artifact, thus
increasing the flexibility of the device for potential new
closed-loop strategies that would not have to take care of
artifact management.

The reliability of the sensing module is also demonstrated by
the ability to provide a fully closed-loop aDBS in all patients:
the performance of the sensing technology in rejecting the
stimulation artifact allowed the implementation of the embedded
linear proportional feedback aDBS, which is based on continuous
sensing of beta band power, with consequent continuous
adjustment of the stimulation amplitude in a proportional
fashion (Arlotti et al., 2018; Guidetti et al., 2021), all done without
any need of external processing. In addition, consistency between
LFP features recorded through the AlphaDBS System and LFP
features recorded in classical experimental settings was proved by
the observation of a significant beta oscillatory activity detected
in at least one contact pair for each patient and of a suppression
of beta activity with concurrent reduction of the symptomatology
during stimulation.

Second, data management has two major innovative features:
(1) the capability to provide on-demand raw LFP streaming
and (2) continuous embedded recording of a subset of data
that are stored in the IPG and then downloaded to the patient
controller at each recharging, without data loss or memory
overwrite. These two, when combined, allows the system both
to be used in experimental settings with high-fidelity real-time
data, both when stimulation is OFF and ON, and also in clinical
applications, collecting a significant amount of ecologic data with
a download strategy that does not introduce additional burdens
for the patient. In fact, because embedded data are downloaded
while the patient is recharging and because the memory capacity
was designed to fit the maximum time lapse allowed between two
recharging sessions, data are never overwritten and are collected
without the need of additional devices or intervention of the
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clinician. Therefore, data collection is also continuous when the
patient is at home without any time constraint.

Finally, as expected, although the stimulation module
requirements were designed on PD therapy, the DBS parameter
space in dystonia is similar to that in PD (Magown et al., 2018):
average stimulation voltage is around 3.3 V ± 0.6 V, average
frequency is 131 Hz ± 5 Hz, and average pulse width ranges
from 80 to 450 µs. Similarly, in essential tremor, DBS of the
ventralis intermedium nucleus (Vim-DBS) can be successfully
applied using the same ranges of parameters (Rodríguez Cruz
et al., 2016). Therefore, the AlphaDBS System could be suitable
also for dystonia and essential tremor. In all cases, the choice
of specific parameters depends on the neurobiological electrical
properties of the target neural populations (i.e., STN, GPi, and
Vim), on the relative position between electrode and neurons’
ensembles, and on the expected mechanism of afferent/efferent
neural structures inhibition/excitation.

The system has, however, some limitations. The AphaDBSipg
has two sensing channels, cutting information at 40 Hz, thus
introducing a limitation in the implementation of closed-loop
algorithms based on gamma activity. However, the system
architecture is modular and the sensing problem has been
resolved at the chip level not at the design level (Stanslaski et al.,
2018; Goyal et al., 2021), thus allowing sensing channel replacing
by others with higher bandwidth including gamma (100 Hz
cutoff frequency). Cutting information at 40 Hz is a selective and
conservative choice for targeting beta power in PD applications
while saving memory space and reducing the streaming load.

Similarly, the closed-loop algorithm implemented was
conservatively chosen as a simple one, on the basis of previous
experiences with external devices. It has several limitations
largely debated in the scientific community (Beudel and Brown,
2016; Cagnan et al., 2019a,b; Krauss et al., 2021), especially
related to the lack of relationship between beta activity and
complex symptoms (e.g., gait/speech disturbances), and the
limited time resolution of spectral features (Cagnan et al., 2019b).
The effectiveness of the closed-loop algorithm, not only from a
technical standpoint but also from a clinical endpoint, is the
objective of the ongoing study. However, the AlphaDBS system
closed-loop technology is firmware-controlled, and, because
the sensing module does not require additional digital signal
processing, all the capabilities of the microprocessor firmware
can be used for closed-loop implementation.

In conclusion, the system here presented and tested can
be considered as a proof of functioning of a clinically

viable deep BCI for closed-loop stimulation delivery, reliable
artifact-free recording, and chronic long-term data and neural
signal management.
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Deep Brain Stimulation (DBS) is an important tool in the treatment of pharmacologically

resistant neurological movement disorders such as essential tremor (ET) and Parkinson’s

disease (PD). However, the open-loop design of current systems may be holding back

the true potential of invasive neuromodulation. In the last decade we have seen an

explosion of activity in the use of feedback to “close the loop” on neuromodulation in

the form of adaptive DBS (aDBS) systems that can respond to the patient’s therapeutic

needs. In this paper we summarize the accomplishments of a 5-year study at the

University of Washington in the use of neural feedback from an electrocorticography strip

placed over the sensorimotor cortex. We document our progress from an initial proof

of hardware all the way to a fully implanted adaptive stimulation system that leverages

machine-learning approaches to simplify the programming process. In certain cases,

our systems out-performed current open-loop approaches in both power consumption

and symptom suppression. Throughout this effort, we collaborated with neuroethicists

to capture patient experiences and take them into account whilst developing ethical

aDBS approaches. Based on our results we identify several key areas for future

work. “Graded” aDBS will allow the system to smoothly tune the stimulation level

to symptom severity, and frequent automatic calibration of the algorithm will allow

aDBS to adapt to the time-varying dynamics of the disease without additional input

from a clinician. Additionally, robust computational models of the pathophysiology of

ET will allow stimulation to be optimized to the nuances of an individual patient’s

symptoms. We also outline the unique advantages of using cortical electrodes for

control and the remaining hardware limitations that need to be overcome to facilitate

further development in this field. Over the course of this study we have verified the

potential of fully-implanted, cortically driven aDBS as a feasibly translatable treatment

for pharmacologically resistant ET.

Keywords: essential tremor, deep brain stimulation, machine learning, motor cortex, adaptive deep brain

stimulation, fully implantable
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1. INTRODUCTION

Essential Tremor (ET) is one of the most common neurological
movement disorders. By some estimates, it affects as much as
1% of the world’s adult population and up to 4.5% of the
senior population to some extent (Louis and Ferreira, 2010).
ET manifests itself primarily as a 2–8 Hz tremor during active
motion or holding of posture. Classically, the strongest tremor
is apparent in the extremities, especially the hands, but will
often also be accompanied by trunk tremor (Haubenberger and
Hallett, 2018). Despite its prevalence, the non-lethal nature of the
disorder means that it has been understudied for many years and
the pathophysiology is still poorly understood (Soto and Fasano,
2020). Once patients are diagnosed, initial treatment is usually
pharmacological, but for severe, pharmacologically refractive
cases DBS is a promising option (Lyons and Pahwa, 2004).

Deep brain stimulation (DBS) is a common therapy used

to treat neurological disorders. It has been approved by
the FDA to treat ET, Parkinson’s disease (PD), dystonia,
and epilepsy; and is under investigation for treatment of
depression, addiction, Tourette syndrome, and many others
(Lozano et al., 2019). In current clinical practice, conventional

or continuous DBS (cDBS) is used in an open-loop fashion.
Stimulation is configured manually by a clinician and the
applied stimulation pattern is fixed (Lyons and Pahwa, 2004).
Parameter tuning is a lengthy process that, even with the
expertise of a neurologist, may require several visits before
a satisfactory setting is found. Optimal stimulation settings
are those that significantly suppress tremor, without causing
intolerable side effects. The patient is provided a “patient
programmer” that they can use to turn the stimulator on or
off, but this control is rather coarse at best and used primarily

to conserve battery at night while patients sleep. As a result,
stimulation is often delivered even when it is not necessary,
which may unnecessarily increase exposure to side effects
(Meidahl et al., 2017).

Adaptive DBS (aDBS) offers to solve many of the limitations
of cDBS systems (Arlotti et al., 2016; Meidahl et al., 2017). In
this approach, stimulation is delivered in a closed-loop format
that allows the system to adapt to the patient’s state. Stimulation
can be applied only when necessary, thereby reducing side effects
while maintaining clinical efficacy. Since the stimulation could
adapt to the severity of symptoms, stimulation would always
be delivered at the optimal level. Moreover, recent evidence
suggests that intermittent stimulation may be more effective at
suppressing symptoms than cDBS (Little et al., 2014; Ferleger
et al., 2020). ET is a particularly attractive application for
this approach since the primary symptom, tremor, manifests
itself almost exclusively during movement. This clearly defines
the periods when stimulation would be the most beneficial,
greatly reducing the complexity of the control problem to be
solved. It is worth noting that naming several conventions
exist, with adaptive, closed-loop, and responsive DBS having
overlapping definitions. In this work we use adaptive DBS as an
umbrella term to describe the various ways in which we have
automatically adjusted stimulation based on biomarkers of the
patient’s state

At the start of our study, aDBS had been demonstrated
successfully in patients with PD. Several studies have even
shown that in some cases aDBS could be more effective than
traditional cDBS or randomly applied intermittent stimulation in
ameliorating certain symptoms of PD (Little et al., 2013, 2014).
However, at the start of our study, there was only one known
attempt at developing aDBS for ET. In that study, the authors
used motion detected through an EMG system on the patient’s
arm as a control variable for turning DBS on and off (Yamamoto
et al., 2013). This study and the encouraging results in the PD
space guided much of our early work.

In this paper we review the development process of aDBS in
ET patients carried out at the University of Washington. We
begin with an overview of both the hardware and software in
the research platform we developed around theMedtronic Activa
PC+S. We then outline how we reproduced earlier results and
developed a proof-of-concept aDBS system using cortical LFPs
as a control signal. We then improved this system by leveraging
machine learning and investigating volitional BCI-style control
of aDBS. By the end of the study, we had arrived at a clinically
translatable, fully implantable aDBS paradigm, accompanied by
a largely automated programming process. Consequently, aDBS
seems to have now reached the threshold where it could be
evaluated as a clinical therapy to improve patients’ lives. This
however brings with it a plethora of neuro-ethical and practical
consideration which we discuss. This review paper is intended
to provide a an overview of the development process and
preliminary clinical results from start to finish. We hope it will
provide a unique viewpoint and present practical context for the
ongoing development of aDBS for ET.

2. SYSTEM INTEGRATION OF THE ACTIVA
PC+S AND NEXUS-D SYSTEMS

The research system we developed was an integration of multiple
independent components. As a result, the system required a
significant amount of software development. A full schematic of
the system is shown in Figure 1. All research was carried out
with the approval of the UW IRB and the FDA. Patients provided
informed consent before participating in the study.

2.1. The Medtronic Activa PC+S and
Nexus-D
The central component of the research system was the
investigational-use Medtronic Activa PC+S, used with FDA
permission under an investigational device exemption (IDE,
clinical trial number NCT02443181) (Stanslaski et al., 2012).
This device consists of a pulse generator implanted (IPG) in the
chest which controls both stimulation and sensing capability.
The IPG is connected via a subcutaneous clinical lead extension
to the stimulation and sensing electrodes. For this protocol,
stimulation was delivered using a clinical standard four-electrode
DBS stimulation lead, the Medtronic Model 3387, implanted
into the ventral intermediate nucleus of the thalamus (VIM).
Sensing was performed utilizing a Medtronic Resume-II four-
contact strip electrode placed on the surface of the cortex,
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FIGURE 1 | Overview of the research system used for the experiments we describe here. The computer functioned as the central hub that coordinated both the

distributed aDBS paradigms and provided a training platform for the fully implanted algorithm. The distributed systems, highlighted in green, used the computer to

integrate data from both the smartwatch and real-time cortical LFP streamed through the nexus to drive aDBS stimulation updates. Although the streamed cortical

data and IMU smartwatch were used in training the fully implanted classifiers, these classifiers were independent of the main computer once they were transferred to

the Activa PC+S using the Medtronic tablet.

spanning the central sulcus, roughly over the hand motor
area. This configuration allowed for standard tremor-mitigating
stimulation to be delivered to the VIM while also allowing
the sensing of cortical local field potentials (LFPs) related to
hand motor activity. The IPG supports both cDBS and aDBS.
cDBS can be configured using the Medtronic 8,840 clinical
programmer. aDBS can be performed either in a distributed
fashion with control decisions made outside the device, or in
a fully implanted fashion with stimulation decisions made on-
board after configuration using the Activa PC+S Sensing Tablet.
For distributed control of stimulation, the IPG can be paired
via a short-range inductive connection with the Medtronic
Nexus-D or Nexus-E telemetry bridges. The choice of sampling
frequency for the neural data was largely driven by the hardware
specifications. This setup can stream raw LFP data to a desktop
computer via a USB connection with a sampling rate of up to
422Hz if streaming from one electrode, or 200 Hz if streaming
from two simultaneously. In the work presented here, we used
the 422 Hz LFP data streams. We found that the benefit to
aDBS control of the addition of VIM data was not worth
the loss in sampling rate, since LFP data from the VIM was
heavily contaminated by stimulation artifacts. However, data is
transmitted in discreet packets every 400ms. In practice, the half-
duplex inductive link’s bandwidth limitations resulted in a small
window for stimulation updates to be transmitted to the PC+S
without resulting in streamed neural data loss, so stimulation
updates in a distributed algorithm needed to be performed with
400 ms resolution. All neural recordings consist of differential
voltage recordings between pairs of electrodes. In this use-case
we selected our cortical recordings to utilize pairs of electrodes

that lay on opposite sides of the central sulcus. These were
identified as the pair with the highest beta-band power while the
patient was at rest, determined through a standardized montage-
sweep provided by the Activa PC+S instruments. The Activa
PC+S can also stream analog estimates of power bands at a
sampling frequency of 5Hz, with frequency ranges configured on
the proprietary Medtronic Sensing Tablet. When not streaming,
the sampling rate of the IPG can be increased up to 800 Hz for
raw LFP data, and the resulting LFP or power band data can be
downloaded to a USB drive via the Medtronic tablet. In the fully
implanted aDBS configuration the IPG uses the analog power
band estimates from the attached electrodes in combination with
a simple linear classifier to control stimulation. Both the power
bands and the weights of the classifier are also configured via the
Medtronic Sensing Tablet.

2.2. Tremor Sensing and Measurement
To better evaluate the severity of the patient’s symptoms and
the efficacy of the aDBS paradigm, several modalities of data
were collected in parallel to those described above. An Android
smartwatch worn on the patient’s wrist capable of streaming 9
axis inertial measurement unit (IMU) data (3-axis accelerometer,
3-axis gyroscope, and 3-axis compass) at 100 Hz, was connected
to the PC via a Bluetooth connection. This IMU data served
as the basis of quantitative and automatic evaluation of tremor.
In addition, we asked the patients to perform the tasks from
the Fahn-Telosa-Marin tremor rating scale (FTM) (Fahn et al.,
1988). Spiral and line drawings were recorded either on paper
or through a custom application on a Microsoft Surface tablet
(Sonnet et al., 2020). These, along with videos of the patients,
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FIGURE 2 | Averaged gyroscope magnitude power spectra from all movement

periods during all experiments and calibration sessions with DBS turned off.

The first peak in each patient’s tremor spectrum above 1.5 Hz is considered to

be the patient’s peak tremor frequency. The resulting frequency ranges used to

estimate tremor severity for each patient are shown in the legend.

were then rated by a panel of three blinded neurologists to obtain
an objective, clinically translatable metric to evaluate the efficacy
of DBS. For some experiments, we also used the gTec Mobilab to
collect EMG from the study participant’s tremoring limb using
wet gel electrodes as both a trigger for stimulation and as a
method of evaluating the effect of aDBS.

2.3. Software Development and C# API
The distributed elements of the research platform described
above were integrated through the PC using an application
development framework written in C# (Herron et al., 2017).
This framework utilized a custom developed C# API for generic
Nexus-D/Activa PC+S control which enabled simultaneous
communication with all sensors and asynchronous dispatch of
commands to the Activa PC+S. This C# API was used to develop
protocol-specific applications responsible for the collecting and
processing data from additional sensors. Multi-threaded coding
techniques were used to ensure that sensing, processing, and
device communication would not impact the responsiveness of
the closed-loop algorithms being investigated. This was further
complicated by the fact that the Nexus D and E could not
concurrently send data and receive a command, leading to a
very narrow timeout window. The API therefore independently
maintained an internal model of the Nexus and IPG system states
to ensure that all command timings remained in sync. This had
additional battery power-saving benefits as the Activa IPG did
not need to be queried for its system state. Even with this precise
timing capability, the half-duplex nature of the communication
hardware and the narrow window for stimulation adjustments to
be made before the next data packet needed to be transmitted
resulted in a potential delay of 800 ms between the time a
biomarker appeared in the patients’ brain signals and the time
the system could respond by adjusting DBS.

Using this framework, we constructed an experiment control
application that enabled rapid development and testing of novel

aDBS paradigms. This application, also written in C#, allowed
data from any subset of the potential signal sources (neural
or wearable) to be streamed simultaneously. Each sensor’s data
could be visualized in real time and used to control stimulation.
Under the hood, each new aDBS paradigm was implemented by
editing a single class within the application. This class managed
the buffers for all data streams and made the required most
recent data available. Once the decision about how to adjust
stimulation amplitude was made, the change was passed through
another buffer to the Nexus-D API which handled the changing
of stimulation. To minimize side effects, stimulation was slowly
ramped up, step wise to and from its maximum value. A
maximum ramp rate was set for each patient and the software
was configured to send individual simulation change commands
at the appropriate clock times to manage ramping. This setup
allowed development of each new aDBS approach to focus on
the meaningful interpretation of biomarkers and stimulation
patterns rather than control of individual sensors and timing of
stimulation updates.

2.4. Post-hoc Framework
To accurately compare the effectiveness of each of the aDBS
algorithms discussed here, we use an evaluation of tremor
based on the IMU gyroscope data. For this, we calculate the
total power in the frequency band that corresponds to each
patient’s maximum tremor amplitude. The power spectral density
along each of the three axes was calculated independently, and
then the magnitude was taken for each frequency using the
Euclidean distance. The results are plotted in Figure 2. The
components below 1.5 Hz are considered normal characteristics
of movement, power in this band indicates that the patient is
actively moving. The largest peak in the spectrum in the 1.5–
8.0 Hz band was determined to be the patient’s peak tremor
frequency. Power in this band quantifies the amount of tremor
the patient is experiencing.

Tremor algorithms were also evaluated based on total power
delivered. Since the onboard circuitry of the Activa PC+S uses
relatively little power, stimulation is the largest drain on battery
power. Since the Activa PC+S was not rechargeable, ensuring that
algorithms delivered stimulation effectively with respect to power
consumption was important. To calculate total electrical energy
delivered (TEED) we used the following metric:

TEED =
V2 · f · p

z · τ
· t (1)

where V is the voltage, f is the stimulation frequency, p is
the pulse width, z is the impedance, τ is the duration of the
experiment, and t is the duration that stimulation is applied at
this voltage (Moro et al., 2002; Koss et al., 2005). To make this
metric easier to understand, we give values for TEED as the
ratio between the TEED by aDBS, and TEED as if cDBS was
applied with the same stimulation parameters. For comparison
between algorithms, we use both TEED per second during
movement, and TEED per second during rest. Lower TEED during
movement with minimal tremor indicates that the stimulation
paradigm used was efficient in suppressing tremor. TEED during
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rest indicates that the algorithm delivered stimulation even
when it might not have been necessary. Since suppressing
tremor is the prime purpose of aDBS, minor over-stimulation
is not considered to be the primary concern. However, if over-
stimulation leads to excessive side-effects, or rapidly drains the
battery, then it quickly become unacceptable.

At the end of this multi-year study, we had amassed a large
collection of longitudinal data. Due to the iterative nature of
the development process, the data was not stored in consistent
formats and did not always have complete metadata. We
therefore developed a python analysis framework to standardize
the data formats and enable large-scale longitudinal analysis of all
the experiments and data modalities collected. This framework,
built around a flexible experiment object, can search a directory
tree to discover any sources of potential data and attempt to
interpret missing metadata. This resulting dataset can easily
be filtered by experiment type or data modalities available.
Additionally, any missing or corrupted data resulting from a loss
of connectivity or sensor saturation, respectively, was detected
and filtered out. This framework has been used to examine the
stability of biomarkers over the duration of the study period, as
presented in Fraczek et al. (2021), and discussed in Section 4.3. In
the context of this work, we used the framework to re-illustrate
previously published data.

3. DEVELOPMENT OF ADBS FOR TREMOR

Our effort to develop aDBS for ET proceeded from a technology
demonstration study in one patient to a clinically translatable,
fully implanted system. Here, we will outline the process by which
we developed each of these systems and the most important
outcomes that informed the next generation of the work.

3.1. Initial Demonstrator
Initial feasibility studies began with the implantation of our
first patient in 2015. The goal of this initial work was to
demonstrate that system integration was successful and could
be used to prototype aDBS paradigms, which had never been
done before (Herron et al., 2015, 2016). These initial experiments
would validate the system and allow us to correlate the
various modalities of data to the patient’s state. Using this
data, we began the development and verification of neural
biomarkers of movement and tremor to enable neural-driven
aDBS (Herron, 2016; Herron et al., 2017). To objectively evaluate
the effectiveness of any aDBS paradigm, we needed to develop
an IMU-based measurement of tremor that could track fast
changes in tremor severity. This would then be a test bed that
would enable the identification of biomarkers that would not only
reliably distinguish times when stimulation was needed but also
be robust to changes in stimulation.

Hardware validation experiments with our first patient began
before the post-operative lesion effect wore off, about 2 weeks
after the implantation surgery. During this time, we calibrated the
Activa PC+S recording capabilities and fine-tuned the research
setup. The lesion effect had disappeared by the third visit, and
the difference in tremor between the stim on and stim off states
was fully visible in spiral drawing tasks. Taking inspiration from

prior literature described in Yamamoto et al. (2013) where EMG
was used to drive a DBS system using a re-engineered patient
programmer, we first implemented prototype aDBS paradigms
driven by EMG and IMU signals. Each of these devices was used
to monitor the patient and detect whether they were actively
moving. When movement was detected, stimulation was rapidly
ramped up to the therapeutic threshold and maintained until the
patient returned to rest. A representative trial for the EMG system
is shown in Figure 3. These trials consisted of a comparison of
the relevant data during repeated rest, movement, and imagined
movement trials. During rest, the patient was asked to simply sit
in the chair, while all sensors recorded data to use as a baseline.
During movement, they were prompted to raise their hand (at
the time of the green vertical lines) and hold it out in front
of themselves, until prompted to return to rest (at the time of
the red vertical lines). This movement was found to reliably
elicit tremor for this patient. Prompt intervals of various lengths,
were interleaved so that multiple comparisons could be collected
quickly. A similar approach was used for imagined movements,
but instead of moving, the patient was asked to instead imagine
performing the same movement. This prompt paradigm was
used as a template for many of the later experiments through
the study. Data collected during these trials allowed us to verify
that data was correctly streaming to the central control desktop.
Analysis of the IMU data allowed us to develop a metric for
tremor severity, described below and shown in the second plot
below, which could be computed in near real time. We found
this metric correlated to the tremor observed in the patient,
based on the FTM scale, while reducing the movement onset and
offset artifacts (Herron et al., 2017). By comparing the neural
data obtained during these trials we tested whether our system
was able to detect beta band desynchronization both during
overt and imagined movement. Moreover, these changes were
apparent even during stimulation, despite the dramatic changes
in the frequency spectrum observed during DBS. Throughout
this initial process, we conducted interviews with the patients to
assess their level of comfort and gain a greater understanding of
the patient experience.

Tremor Severity =
(IMU Tremor Band Power)2

IMU Total Power
(2)

This system fulfilled its primary goal as a technology
demonstrator. aDBS triggered by movement, particularly in
the case of EMG, was successful in suppressing tremor while
delivering less total stimulation. With an average delay to max
level stimulation of 2.40 ± 0.33 s, this resulted in stimulation
delivered 76.6% of the time the patient was moving and 15.3%
of the time the patient was at rest. This resulted in tremor
severity (per Equation 2) during movement of 0.277 compared
to 1.296 during no stimulation and 0.6473 during cDBS trials
conducted with the same patient during the same session. aDBS
driven directly by tremor severity interpreted from IMU data
was less successful, due to feedback causing the stimulation to
fluctuate wildly. Beta band desynchronization was shown to be
reliably identifiable with the hardware available, and therefore
a potential control variable for future aDBS systems triggering
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FIGURE 3 | Excerpt from an experiment demonstrating aDBS driven by EMG on the moving arm with Patient 1. The top plot shows the power in the low frequency

IMU data, which corresponds to movement. The middle plot shows power in the band of IMU data that corresponds to the patient’s peak tremor frequency. The

bottom plot shows the amplitude of stimulation over time, with a constant 150 Hz frequency and 90 us pulse width. Note that tremor is very effectively suppressed in

this case, with only very short bursts of tremor at the very start and end of movement. This is a re-illustration of the results of Herron et al. (2015).

off of movement-related biomarkers. Although this initial work
showed the potential of our system as an investigational device
and the promise of aDBS for ET, it also highlighted many of the
challenges that would need to be resolved over the rest of the
study. Conversations with the patients exposed their reticence
to undergo battery replacement surgery, thereby highlighting
the importance of conserving battery power. Since streaming
neural data used approximately 10 times as much battery as
normal operation, experimental sessions were kept succinct and
avoided unnecessarily draining the patient’s battery. Moreover,
using aDBS to minimize the energy usage of stimulation would
be an important consideration throughout the rest of the project.
The delays inherent in the distributed Activa PC+S system made
the control scheme for distributed aDBS difficult to implement.
We often observed transient periods of significant tremor at
the onset of movement, before the aDBS control caught up and
turned-on stimulation. Solving this issue would be one of the
main targets we would pursue.

3.2. Distributed BCI Control
Informed by these initial results, we endeavored to build a neural
driven, BCI aDBS system (Herron et al., 2015, 2017; Houston
et al., 2017; Castaño-Candamil et al., 2020). A system like this,
driven by the well-documented beta band desynchronization
phenomenon, would allow stimulation to only be delivered
when necessary during movement (Pfurtscheller and Aranibar,
1977; Toro et al., 1994; Unterweger et al., 2020). Since the

Activa PC+S is capable of using cortical LFP power bands to
control stimulation, validating beta desynchronization driven
aDBS in a distributed fashion, would pave the way for fully
implanted aDBS systems. As a further extension to this cortically
driven aDBS, we also endeavored to build a volitional aDBS
system. This approach offered to make aDBS more flexible and
applicable to more diseases by handing control of the stimulation
directly back to the patient. The idea was that although
controlling stimulation would take conscious effort initially,
repeated training and daily use would allow the patient to develop
automatic, almost subconscious control of the stimulation. As
indicated by our conversations with the patients, this also
had the potential to greatly improve the patient experience
by increasing the sensation of agency and strengthening the
identification of the device as a part of themselves (Figure 4)
(Brown et al., 2016; Herron et al., 2017).

The method we chose to detect movement was the well
documented phenomenon of event-related-desynchronization in
the beta band (12–30 Hz). This approach consisted of training
linear discriminant classifiers to detect significant drops in power
in the beta band that corresponded tomovement for each patient.
Since the application of high-frequency DBS significantly altered
the power spectra visible on cortical recordings, two classifiers
were trained in parallel, one with DBS off and one with DBS on.
Classifier training used the prompted movement task described
above. Average power spectra were computed in each of the
four states for that patient on that day. A weight was assigned
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FIGURE 4 | Summary of the power spectral differences observed in cortical LFP recordings between the four states of primary interest for each of the four patients

who participated in our study. Only single source recordings, performed at the hardware-specified 422 Hz, were used in this visualization, and movement periods were

identified by manual inspection of the IMU data. Note the difference in spectral characteristics between the stim off (solid lines) and stim on (dotted lines) cases, as well

as the drop in 12–30 Hz band power during movement (orange) compared to rest (blue). These spectra vary significantly between patients, necessitating training of

classifiers for each patient individually.

to each frequency bin, based on how much the power in that
bin changed between the rest and prompted movement states
for each stimulation state. Once the classifiers were trained, the
adaptive DBS algorithm proceeded as follows. Starting in the
stim off state, the off classifier listened to the neural data stream,
calculated power spectra using Welch’s method with a Hann
window and normalized by the average and standard deviation
of the classifier training data. We then took the dot product
of this power spectrum with the classifier weights and fed it
into a logistic regression function. When this result crossed a
pre-set threshold, indicating the onset of volitional movement,
stimulation was ramped up to its maximum clinically permitted
value over the course of a few seconds, and the system switched
to using the stim-on classifier. Since the ramping of stimulation
is known to lead to the greatest number of side effects, the
ramp rate was carefully tuned to be the fastest pre-set possible
ramp rate that was tolerable for the patient. When the stim-on
classifier detected that the beta band power had risen back up
to levels indicating rest, stim was ramped back down and the
system switched back to the stim-off classifier. The progression
of cortical beta is shown in the third row of Figure 5. The
thresholds were tuned for stimulation sensitivity, as reliably
delivering stimulation during movement was considered more
important than reliably turning stimulation off when at rest.

The neural BCI approach resulted in a system that could
control the delivery of stimulation with a sensitivity of 90 and
100% for the prompted movement and FTM drawing tasks,
respectively (Houston et al., 2018). For this trial, stimulation
was delivered 64.8% of the time the patient was moving and
29.0% of the time the patient was at rest. Tremor severity (per
Equation 2) during movement was 3.750 compared to 0.4338
during no stimulation and 8.271 during cDBS trials conducted
with the same patient during the same session. However, over all
patients and all sessions, we found a 46.0% average improvement
in clinical FTM scores over the no stimulation condition,
compared to a 42% average improvement during cDBS. Although
the difference between each of these and the stimulation off
state was statistically significant, the difference between the two
stimulation paradigms was not. A representative trial of this
aDBS paradigm is shown in Figure 5. Although the system was

always able to identify movement periods in this excerpt, the
identification was often delayed and noisy. This was in large part
due to the comparatively low spatial and temporal resolution
of the cortical strips. Only four electrodes were available, and
only a single pair could be used at a time to provide the
differential recordings required for the system. The strip was
placed during the implantation surgery and could not be adjusted
afterwards. This meant that any imperfections in the initial
placement and shifts over time left the electrode not in position
to optimally observe beta band desynchronization. Moreover,
the delay between the onset of movement and the onset of
stimulation was 1.5 s on average. For the trial shown above,
we observed an average delay to the clinically effective level of
stimulation of 3.35±1.50 s. In certain cases, this delay time could
reach up to 5 s. This was due to the transmission delays inherent
in the system architecture, the extra time required to compute
power spectra, and the limitations of the ramp rate. These
confounding effects can be clearly seen in Figure 5 as stimulation
starts well into the gray prompted movement periods (bottom
row), leading to a large burst of tremor before stimulation
becomes effective (second row). However, once stimulation did
ramp up to clinical levels, the tremor was effectively suppressed.

In a similar vein, we conducted a study in collaboration with
the University of Freiburg to investigate distributed aDBS in
a way that could more smoothly adapt stimulation and better
adapt to the patient state (Castaño-Candamil et al., 2020). This
approach used bollinger bands to perform local estimates of high
and low tremor states to dynamically drive stimulation, which
allowed the system to more robustly respond to movement and
non-movement states in a variety of tasks without the need
for re-training. Although this work provided a more robust
method of driving aDBS that led to greater power savings
than the simpler method presented above, the more advanced
calculations required meant it could not be implemented in a
fully implantable state. However, it remains a promising avenue
to explore as the hardware available improves.

3.3. Fully Implanted Adaptive DBS
The fully implanted system was the culmination of all the work
performed and the first potentially clinically translatable system
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FIGURE 5 | Representative example of cortical LFP driven aDBS using the beta desynchronization classifier approach with Patient 1. The inclusion of a separate

classifier for the on and off states allows stimulation to stay on through the duration of prompted movements, shown in gray. However, large delays in this distributed

system still led to large burst of tremor near the start of movement. Limited resolution of the LFP recordings occasionally lead to the classifier incorrectly switching on

or off, as seen at 15 s and during the prompted movement at 100 s. This is a re-illustration of the results in Houston et al. (2017).

(Ferleger et al., 2020). As identified in previous work, the time
delays inherent in the distributed architecture were a major
source of aDBS paradigm design difficulties. Since the aDBS
algorithm implemented in this case would function entirely
within the IPG, these communication delays would be massively
reduced. Additionally, there would be no constraints placed on
the patient in terms of additional wearable hardware. As a result,
IMU data from the android smartwatch and the computational
power of a desktop PC could only be used in the training process.
The real time updating of stimulation would have to rely entirely
on the capabilities of the IPG. Moreover, the resultant system
should be easily adaptable to new patients to reduce the large
time commitment from both patient and clinician required to
tune stimulation parameters. By automating the programming
methods used to develop the initial aDBS system, patients could
benefit from aDBS without requiring the prolonged manual
tuning of the classifier necessary in previous versions (Figure 6).

Classifier training proceeded in a semi-automated fashion
leveraging the convenience of a desktop PC to determine a
classifier that could be used entirely within the capabilities of
the implanted device. Due to hardware limitations, there was
no explicit way to pass stimulation state as a parameter to the
onboard mechanism. To overcome this, classifiers were trained
for each of the four possible states the patient and stimulation
system could find themselves in: Stim off, rest; stim on, rest;
stim off, movement; and stim on, movement. Thirty seconds

of data were collected for each state, with optional repetition
of selected tasks. For each of the patients, data from these
individual classifiers was combined, which resulted in a classifier
that used the power in the band near the stimulation frequency to
determine the stimulation state, and the power in the beta band
(usually 12.0–28) to distinguish whether the patient was moving
or not. Again, since unnecessary stimulation was considered less
of an issue that missed stimulation, the classifier was strongly
biased towards favoring the stimulated state. This classifier was
then uploaded to the IPG and used to switch stimulation on and
off. Total time to train this system was under 20 min for each
patient. Evaluation of this system was performed in a manner
similar to previous experiments, using both tremor suppression
calculated from IMU data and total electrical energy delivered.

This system demonstrated the advantages of a fully embedded
aDBS system. Although classification had to be performed on
simpler hardware, it maintained high levels of effectiveness. The
system had a sensitivity of 91.8%, and a false positive rate of
28.7% (Ferleger et al., 2020). Due to classifier bias, and the limited
resolution available in this implanted configuration, the classifier
often interpreted temporary drops in beta power as movement.
Tremor was suppressed as well or even better than cDBS. Overall,
the dramatic reduction in control delays seem to outweigh
limitation on the complexity of the classifier. Additionally, the
ability of this system to be deployed to patients without the
need for a tether to external hardware cannot be overstated. This
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FIGURE 6 | Representative trial of the fully implanted aDBS system with Patient 2. Since the classifier is strongly biased towards having stimulation on, the stimulator

turns on even during rest. Unlike the previous examples, the cortical beta shown here is the power band estimate computed online by the Activa PC+S during the

experiment. Although this is more noisy than the offline spectra, the system was able to respond very quickly to the onset of movement and turn on stimulation. This is

a re-illustration of the results in Ferleger et al. (2020).

is the first reported, full-translatable, aDBS system for ET. In
related work published by our the group at the University of
Florida, the value of embedded closed-loop for the treatment
of ET has been further demonstrated upon in an expanded
group of patients over a time period of several months (Opri
et al., 2020). This study used similar cortical biomarkers, but
achieved much higher specificity, potentially due to a more
sophisticated paradigm for training their neural classifiers. Our
approach for the classifier was based on a large block structure.
We collected data during movement and rest, with stimulation
both on and off. The classifier was then trained by comparing
the power spectra between these four conditions. Conversely, the
UF team used data from a prompted movement task to train
their classifiers. It seems that these repeated small samples were
better able to generalize to the tested behavior, potentially by
capturing the transitions between states. Additionally, motivated
by clinical considerations, we biased our classifiers towards
avoiding false negatives. This resulted in our system having
a higher sensitivity than it would otherwise by compromising
specificity, although the prioritization of therapy over power
savings resulted in stimulation turning on when not needed.
There is still much that future studies could do to improve
performance with newer hardware. However, this system showed
better performance in TEED and greater tremor suppression
than cDBS. Although more study is necessary to understand the
source of this improved performance, it is an encouraging sign

that aDBS systems could improve the lives of patients even more
than cDBS systems when deployed in clinical practice.

4. DISCUSSION

Over the course of this study, we made several important
advancements. We demonstrated the feasibility of aDBS for
ET using cortical LFPs as a control signal. We then developed
preliminary machine-learning driven BCI and volitional control
systems. These elements were then put together to create a fully
implantable, clinically translatable aDBS system for ET. Over the
course of this process, we came tomany conclusions that we hope
will be helpful to future generations of aDBS for ET. Here we
outline some of the most important conclusions that we came to
over the course of this study, both practical and theoretical. We
also provide our outlook on what the key hardware and ethical
challenges that need to be solved in aDBS for ET.

4.1. Remaining Work
One of the most prevalent issues that we ran into was the
control delay inherent in the distributed system. A large part of
this delay can be attributed to the hardware limitations of the
Activa PC+S. However, any distributed system will necessarily
have larger delays due to the increased communication distance
over a fully implanted one. Conversely, a distributed system
will have much higher computational power and flexibility than
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a fully implanted one. As we demonstrated in our embedded
aDBS experiments, the tradeoffs between these two types of
systems can be minimized by utilizing a hybrid approach. By
training the system in a distributed fashion, we can utilize the
full computational power that larger hardware offers to adapt
stimulation in a high dimensional parameter space. By using
this system to set the parameters on a simpler, fully-embedded
classifier, we can retain the fast response times of a fully
embedded system. Future studies will endeavor to further tighten
and automate this two-stage control loop. It is likely that the
classifier used in the implanted system will not remain effective
for long periods of time as the patient’s state and medications
change. Multi-modal monitoring of the patient’s symptoms, with
simultaneous streaming of neural, IMU, and even video data,
would detect when these changes occur. The system would then
either prompt the patient to re-train the classifier or substitute in
a previously trained classifier that would better suit the patient’s
current state.

As has been well documented; side effects of stimulation,
especially paresthesia, are often exacerbated while stimulation
is being ramped up. To ensure the comfort of our patients,
we always set a maximum ramp rate for each patient that did
not induce intolerable side effects. Several studies have noted
the nuances of stimulation ramp rates but to our knowledge
no conclusive best practices have been established (Petrucci
et al., 2021). In our patients, we noticed that the maximum
tolerable ramp rate differed drastically. Further studies will be
required to better understand this phenomenon. With a better
understanding of the nuances of ramp rates, stimulation could be
applied in a way to circumvent paresthesia while still allowing for
fast control of DBS.

Due to the communication delays discussed above, we often
observed large bursts of transient tremor at the onset of
movement. Limitations on the ramp rate necessary for patient
comfort mean that the delay between the need for stimulation
and when stimulation reached clinically effective levels was even
longer. Future studies should therefore investigate aDBS systems
with different levels of minimal andmaximal stimulation. Instead
of switching stimulation between the on and off states, we would
instead switch between high and low amplitude stimulation
states. The low voltage state would be set low enough to not
be noticeable for the patient, and the high level would be at
the clinically effective threshold. Since the difference in voltage
between states would be smaller, this would enable the system to
respond faster without inducing ramping side effects.

All our work has focused on changing the amplitude of the
delivered stimulation. There is evidence showing that stimulation
amplitude offers the most control of any single parameter
adjustment (Cooper et al., 2008). However, DBS efficacy is highly
dependent on the other two tunable parameters: pulse width
and stimulation frequency. Stimulation frequency is of particular
importance according to theories that tremor may be caused
by excessive coupling between oscillatory activity in different
regions of the brain (Raethjen and Deuschl, 2012; Helmich
et al., 2013; Filip et al., 2016). If this is the case, adjusting
stimulation frequency could reveal stimulation frequencies that
both improve and worsen tremor. The existence of multiple

harmonic stimulation frequencies that have similar therapeutic
effects would be a strong confirmation of this phenomenon. As
a result, the effect of stimulation frequency on DBS should be
investigated both for the sake of improving clinical effectiveness
and for the potential of a greater understanding of the pathology
of ET.

Another aspect of aDBS that has been shown to be important
is the exact methodology of training the neural data classifier.
This is highlighted by the comparison between our results
and those recently published from the University of Florida
(Opri et al., 2020). It is clear that the training data and
paradigm must be designed with the ability to translate into a
more naturalistic context in mind. Their study achieved higher
sensitivity, specificity, and overall accuracy.When classifiers such
as these are designed, we believe it is important to take the patient
experience and clinical practice into account. False negatives,
lack of stimulation when it is needed, are more detrimental
to the patient than false positives, stimulation even when it
is not needed. For this reason, it is important that classifiers
are optimized primarily for sensitivity instead of just overall
accuracy. These considerations will help ensure that aDBS is best
optimized for the needs of the patient.

4.2. Alternative Approaches
A potential direction of research that we did not fully explore
in our study is the potential to smoothly adapt the levels of
stimulation to the severity of symptoms. Systems like this could
follow a similar approach to the beta thermostat approach
demonstrated in the PD literature (Qasim et al., 2016; Swann
et al., 2018), adjusting stimulation to even out therapy when
provided in conjunction with medication. We performed proof-
of-concept distributed studies using bollinger bands to drive
’graded-DBS’ (Castaño-Candamil et al., 2020). This work showed
promise in handling the non-stationary dynamics and adapting
the stimulation algorithms in a patient-specific way. However,
hardware limitations prevented us from implementing this
approach in a fully implanted context. This approach would allow
the aDBS system to adapt stimulation levels more precisely to the
changes in patient.

One of the great remaining hurdles in the development of
aDBS for ET and treatments for ET in general is the limited
understanding of the pathology of the disease. Although progress
has been made recently suggesting the involvement of multiple
network components and the central role of the cerebellummany
unanswered questions remain (Raethjen and Deuschl, 2012; Filip
et al., 2016; Ibrahim et al., 2020; Pan et al., 2020). With this
growing evidence for the role of the cerebellum, it will be
important to identify whether the cerebellum is the sole generator
of pathological oscillations, or do further changes need to happen
for resonant frequencies to arise. Moreover, it is unclear whether
pathological changes occur in other brain region that facilitate the
propagation of tremor oscillations. An improved understanding
of the pathology of ET could lead to new stimulation targets
and stimulation paradigms that better counteract the symptoms
of ET, or even pharmacological treatments that directly target
the underlying pathological changes. Due to the acute control
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possible in aDBS systems, this research will be able to help answer
many of these important questions.

aDBS for ET lacks the sort of robust neural biomarkers that are
directly correlated to symptoms. In PD, for example, abnormally
long bursts of STN beta activity has been shown to be directly
correlated to symptoms, while a sharp peak in the gamma band
has been shown to be directly correlated to stimulation-induced
dyskinesia, resulting in a perfect control signal for ramping DBS
amplitude up and down (Whitmer et al., 2012; Little et al., 2013;
Swann et al., 2018). The ET DBS systems described here must
rely on proxy biomarkers such as beta band desynchronization
as a measure of movement, which is correlated with symptoms.
Since this biomarker imperfectly follows symptoms, there is a
hard cap on how close to optimal performance our systems
can come. Thankfully future aDBS research is well positioned
to begin unraveling these questions. Recent work has shown
evidence that there may be alternative biomarkers of movement
visible in VIM LFPs (Opri et al., 2016). The potential of this VIM
approach was further demonstrated by the researchers at Oxford,
who developed a VIM based aDBS paradigm using extremely
detailed neural recordings (He et al., 2021). We look forward
to seeing how this work develops the field, as VIM aDBS would
remove the need to implant the additional cortical strip required
for our approach. If a direct biomarker of tremor severity,
identifiable both during and off stimulation, could be found, the
aDBS could be driven exactly as needed. Further verification and
development of both these and cortical biomarkers of tremor
is essential for robust aDBS systems for ET. The presence of
multiple simultaneously computable biomarkers would allow for
cross-validation and increased robustness.

Future studies of aDBS with larger numbers of patients will
also be capable of investigating the variations observed between
patients. Recent work is increasingly suggesting that ET is not a
single disorder, but rather a family of related disorders that need
to be treated slightly differently (Soto and Fasano, 2020). This
is also supported by the wide variation in effective stimulation
settings observed even in our relatively small cohort of patients.
For most ET patients, the recommended stimulation frequency
is close to 140 Hz, but for one of our patients we found the
most effective stimulation occurred near frequencies of about 90
Hz. A survey of optimal stimulation parameters determined in
an automated way, matched with neural recordings on and off
stimulation would be a promising avenue to investigate these
differences. In this context, aDBS is firmly in the regime of
personalized medicine. Future aDBS applications should retain
the focus on tuning stimulation individually to the needs of
each specific patient. Broad generalization is useful only in
so far as it simplifies the training process of each patients
individualized aDBS paradigm and highlights the nuances of each
patient’s needs.

One of the developments that could most dramatically push
aDBS for ET forward is a well-verified, explanatory model of
ET. Specifically, such a model should explain at a high level the
interactions between brain areas that give rise to pathological
ET tremor oscillations. Though one such promising model has
recently been proposed, more work is needed to verify this
model and determine how it can be fit to patient data (Yousif

et al., 2017; Duchet et al., 2020). This modeling effort should
proceed in conjunction with the imaging-based modeling efforts
(Dembek et al., 2017; Al-Fatly et al., 2019; Middlebrooks et al.,
2021b). As these models move towards more predictive power,
they will would allow for more insight during the process of
selecting the implant site and tuning aDBS parameters for new
patients (Middlebrooks et al., 2021a). Neural and biophysical
recordings of patient state could be used to cluster the patient
with other patients that display similar symptoms, with the
expectation that similar stimulation would be similarly effective
for patients within a cluster. This could dramatically reduce the
number of parameters sets that need to be tested to find an
effective stimulation paradigm. When repeated with multiple
patients this would result in a map of ET disease states and
related diseases. Even once DBS parameters are set, it is likely
that over the course of the patient’s daily life, optimal stimulation
parameters will change. As the patient takes medicine, for
example, the stimulation amplitude and frequency change. A
reliable model could then be used to help inform automatic
switching of stimulation parameters as the patient’s state changes.
Fundamentally, a good enough model could provide insight into
the pathology of the disease and aid the search for ET treatments
that target the underlying cause rather than just treat symptoms.

4.3. Challenges of Clinical Translatability
As has been noted in several reviews in this field, there is a
large gap between the experimental demonstration of aDBS and
a clinically translatable treatment (Arlotti et al., 2016; Meidahl
et al., 2017). We took part in collaborations to address some of
these challenges with our development of automated tools for
optimization of DBS and aDBS paradigms (Haddock et al., 2018).
However, several challenges remain.

One of the largest challenges to the clinical translatability of
the neural-driven aDBS systems we developed over the course of
this study is the availability of on-label cortical strips. These are
a required component for the implementation of aDBS systems
with that use movement intention sensed from cortex as a
control parameter. As implied by our BCI control work, these
could also be used in a volitional fashion to seamlessly offer the
patient a greater degree of control over stimulation. Recent work
along with our own analysis have shown that cortical electrodes
such as these retain a high signal to noise ratio for years after
implantation (Nurse et al., 2017; Fraczek et al., 2021). This has
been further confirmed by the group at UF, who have shown that
aDBS driven by cortical strips is robust over several months (Opri
et al., 2020).Moreover, in the context of our study we observed no
adverse effects as a result of the implantation of the cortical strips,
which may motivate work pursuing their clinical validation as a
safe extension to existing DBS systems.

In the fully implanted aDBS system we describe above,
training of the implanted algorithm proceeds in a distributed
fashion. In our experiments, we train and test the classifiers
within a reasonably short time scale of less than a few hours.
However, this begs the question of how often these sorts of
classifiers will need to be updated. If training need only be
repeated once every few months, then a system like this could
be tuned during routine clinical visits. Thanks to the automated
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nature of the system, this could be carried out by a trained
technician instead of a neurologist. However, if the algorithm
requires updating on a near daily basis, then any clinically
translatable approach would need to be deployable to the patient’s
home. Both the algorithm update itself and detection of the
ineffectiveness of the current algorithm would have to be fully
automated. It is also not clear how well the control variables used
in our experiments would translate to daily activities. In either
case, more work will be required to evaluate the robustness of
aDBS paradigms developed in this way.

Finally, there are a number of ethical considerations that arise
as aDBS systems are translated into common clinical practice.
We have discussed a number of these elsewhere, but we provide
a short review here (Brown et al., 2016). Concerns have been
raised about the potential for stimulation to cause shifts in the
user’s perception of selfhood and agency e.g., in cases where
stimulation causes behavioral changes as a side effect (Klein
et al., 2015). aDBS might 1 day mitigate and manage these side
effects. Questions remain, however, about how users will interact
with more robust aDBS systems; how those interactions impact
clinical outcomes and quality of life (Brown, 2020). It is not clear,
for example, how much control users will want over stimulation
parameters, or how involved they want to be in aDBS algorithm
training, or how different algorithms will impact user experience.
To investigate these questions, a neuroethicist on our team (TB)
lead a series of longitudinal, semi-structured phenomenological
interviews with each patient the goal of which were to give
patients the opportunity to describe using the experimental aDBS
platform (Brown et al., 2016). A final analysis of these interviews
is underway.

4.4. Hardware and Future Systems Outlook
Next generation systems which have been developed and are
on the horizon offer significant improvements over the Activa
PC+S system.

The Medtronic Summit RC+S offers many of the same
capabilities as the Activa PC+S but with greatly improved
specifications (Stanslaski et al., 2018). The Summit system
can record at 1 kHz, which enables use of gamma band
activity (50–100 Hz) to inform aDBS decisions without excessive
contamination from Nyquist noise. This is coupled with more
advanced, onboard digital spectral power estimation hardware
that will provide better accuracy and resolution than the analog
system available in the Activa system. The Summit also supports
a much more intricate state table for switching stimulation
parameters in a fully embedded fashion. This device is already
being used to perform aDBS research at several locations
(Petrucci et al., 2020; Johnson et al., 2021). The increased
capabilities of the Summit RC+S will allow the embedded system
to detect biomarkers more reliably and respond with stimulation
changes faster and more precisely. Since the device is also
re-chargeable the worry about battery conservation is greatly
reduced. Battery intensive experiments and streaming of neural
data can now be done in the patient’s home without excessively
accelerating the need for a battery replacement surgery. Such day-
to-day monitoring will allow for a more nuanced understanding
of both DBS and the disease being treated.

Another upcoming system is the Medtronic Percept (Goyal
et al., 2021). This system does not include cortical electrodes,
but still offers the ability to record from the implantation target.
Raw LFP data can be streamed out to a programming tablet
in a manner similar to the Activa PC+S. Alternatively, chronic
average band powers on pre-set power bands can be recorded to
the on-board memory of the device, and then later downloaded
for analysis. Although this device offers lower resolution data
than the Summit, it is labeled for clinical treatment. This means
that chronic sensing during stimulation could soon enter more
regular clinical practice as a diagnostic tool that can aid clinicians
in adjusting stimulation parameters. As a side effect, future
studies could leverage this chronic data to better understand the
pathology of ET and as a jumping-off point for next generation
aDBS paradigms. When combined with wearable sensors to
monitor the patient’s activity, this could prove an invaluable tool
for adapting aDBS into daily life.

5. CONCLUSIONS

aDBS for ET remains a growing area of investigation. Since
the start of this study, the field has developed from a single
demonstrative case study to a clinically translatable approach.
We have developed aDBS for ET from its initial state to a fully
implantable system that could be adapted to clinical practice.
This fully implantable system is able to suppress tremor more
effectively than cDBS while delivering less total stimulation.
Despite this, numerous avenues for advancement remain. The
longitudinal efficacy of fully-implanted aDBS algorithms have
not been tested in a chronic, at-home environment. All work
to date has trained and tested the classifiers within the space of
a day, so it is likely that transitioning to a chronic setup will
require the development of automated tools that would allow the
patient to re-train the aDBS algorithm on a regular basis with
minimal input from a clinician. Any clinical translation of this
work will depend on the availability of safe, reliable, on-label
cortical electrodes. We look forward to the life-changing work
that will be done in this space as new hardware, techniques, and
understanding becomes available.
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Deep brain stimulation (DBS) is a plausible therapy for various neuropsychiatric
disorders, though continuous tonic stimulation without regard to underlying physiology
(open-loop) has had variable success. Recently available DBS devices can sense neural
signals which, in turn, can be used to control stimulation in a closed-loop mode. Closed-
loop DBS strategies may mitigate many drawbacks of open-loop stimulation and provide
more personalized therapy. These devices contain many adjustable parameters that
control how the closed-loop system operates, which need to be optimized using
a combination of empirically and clinically informed decision making. We offer a
practical guide for the implementation of a closed-loop DBS system, using examples
from patients with chronic pain. Focusing on two research devices from Medtronic,
the Activa PC+S and Summit RC+S, we provide pragmatic details on implementing
closed- loop programming from a clinician’s perspective. Specifically, by combining our
understanding of chronic pain with data-driven heuristics, we describe how to tune
key parameters to handle feature selection, state thresholding, and stimulation artifacts.
Finally, we discuss logistical and practical considerations that clinicians must be aware
of when programming closed-loop devices.

Keywords: deep brain stimulation (DBS), closed-loop, chronic pain, control, summit RC+S

INTRODUCTION

Chronic pain is one of the most treatment-resisted conditions afflicting adults, and interventions
with deep brain stimulation (DBS) have had variable success, which inspires further investigation
(Frizon et al., 2020). Early concepts of pain transmission such as the “gate control theory” (Melzack
and Wall, 1965) were investigated using transcranial magnetic stimulation (Lefaucheur et al.,
2010), cortical stimulation, and DBS (Adams et al., 1974; Hosobuchi et al., 1975). DBS involves
direct electrical stimulation of brain tissue through implanted electrodes and is traditionally
administered via continuous open-loop stimulation regardless to underlying physiology. However,
using strategies that dynamically update stimulation in response to ongoing neural responses
(closed-loop) may help to avert side effects, prolong battery life or avoid long-term neural
habituation (Shirvalkar et al., 2018; Little and Brown, 2020; Gilron et al., 2021).
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In open-loop stimulation, parameters (e.g., frequency,
amplitude, pulse-width, and stimulation contacts) and duty
cycle (on duration, off duration) are preprogrammed. Therapy
is delivered according to these settings without regard to
underlying neural activity or symptom status. In contrast, with
closed-loop stimulation we seek to selectively adjust stimulation
parameters (e.g., increase amplitude) during high symptom
states. To effectively program closed-loop stimulation, we must
have a sensed neural biomarker – or activity pattern – that
fluctuates in a known manner in relation to changing symptom
status. Depending upon implementation, the timing of fixed
stimulation parameters may be controlled by a biomarker or
may be modulated based on status of the biomarker. Closed-loop
stimulation is substantially more complex to program but offers
many potential advantages over open-loop, such as reduction in
side effects, increased battery longevity, and reduced adaptation
to therapeutic stimulation effects.

Closed-loop stimulation requires devices which can sense
neural activity, conduct on-board computations of the biomarker,
and control stimulation accordingly. There are a limited number
of such devices available to clinicians and researchers, including
the Neuropace RNS (Sun and Morrell, 2014), Medtronic Activa
PC+S (Stanslaski et al., 2012), and Medtronic Summit RC+S
(Gilron et al., 2021). These devices can sense local field potentials
(LFP) from designated contacts and perform spectral analysis
using on-device electronics (e.g., Fast-Fourier Transform (FFT),
bandpass filtering). Here, we focus on our experiences with 3
patients implanted with the Activa PC+S (NCT03029884) and
3 patients implanted with the Summit RC+S (NCT04144972)
under Investigational Device Exemption research trials. The
enrolled patients have chronic pain resulting from stroke or
other neuropathic pain disorders, and inclusion criteria require
clinically significant fluctuations over a period of at least 2 years
and failing at least two pain medications from different classes.
Following implantation of the devices, all patients underwent a
period of recording only (ranging from 1 to 12 weeks) to facilitate
biomarker discovery and verification, during which time patients
completed standardized surveys of symptom status multiple
times daily concurrent with triggered neural recordings. Upon
biomarker discovery, patients first undergo a period of open-
loop stimulation testing, followed by closed-loop stimulation
programming. We provide insight on how individual patient data
can most effectively be used to inform personalized programming
of closed-loop therapy using these devices.

Pipeline for Developing Closed-Loop
Algorithms

Closed-loop DBS is a flexible therapeutic paradigm that uses
feedback control to adjust therapy in real-time as opposed
to traditional DBS which delivers pre-programmed stimulation
continuously or on a fixed schedule. The control system available
in research grade and commercial closed-loop DBS devices
is a type of state feedback control, where the inputs to the
Linear Discriminant are a function of neural features, and the
output is a device state corresponding to a level (amplitude or

frequency) of stimulation. The neural features can be significantly
affected by stimulation, and so the system must be modulated
by stimulation control parameters to prevent the system from
being stuck in any one state. There are various forms of
closed-loop DBS: (1) adaptive DBS, a form of closed-loop
DBS that adjusts therapeutic parameters (most commonly the
therapy amplitude in milliamps or volts) over a continuous
spectrum based on changes in the control variable (Little
and Brown, 2014; Swann et al., 2018), and (2) responsive
DBS, a form of closed-loop DBS that delivers stimulation
for a fixed duration after event detection (Sun and Morrell,
2014). Both forms of closed-loop DBS use a detection and
classification algorithm to identify the presence of a symptom
biomarker or pathological signal in the brain. If this signal is
detected, electrical stimulation is delivered to a target brain
region. The main idea behind such paradigm is to deliver
electrical stimulation only when needed to minimize battery
consumption and reduce stimulation related side effects (Kuo
et al., 2018). To develop a closed-loop stimulation paradigm,
several parameters must be configured; these parameters can
be divided into 3 main categories based on their functionality:
(1) feature selection parameters, (2) classifier parameters, and
(3) stimulation control parameters. The following sections will
outline key parameters of each type for the PC+S and RC+S
systems while highlighting the similarities and differences.
Figure 1 displays a schematic of closed-loop DBS (Figure 1A),
an overview of the development steps for a clinician (Figure 1B),
an approximate optimization timeline (Figure 1C), and other
considerations (Figures 1D–G) for developing a closed-loop
pipeline for neuropsychiatric indications.

Feature Selection Parameters
Feature selection entails selecting one or more neural signals that
correlate with patient symptoms (a biomarker) to provide an
automated read-out of symptom status. We use the term “feature”
to refer to spectral power within a range of frequencies associated
with a patient’s symptoms; that is, one feature is the average
power calculated within a specific frequency band (e.g., theta
power from 4 to 8 Hz) (Figure 1D). The process for selecting
biomarkers requires matching chronic neural recordings with
subjective and/or objective measures of a patient’s symptoms,
transforming these neural recordings to extract features (e.g.,
spectral power), and modeling the relationship between these
features and symptom reports. The primary goals of feature
selection are to identify (1) the optimal recording contacts for
biomarker detection, (2) the optimal window size for averaging
the spectral feature, and (3) the minimum update rate, defined
as the number of FFT computed per second to capture the
relevant changes in the biomarker over time. Spectral features
serve as the main inputs into an on-board classifier that will
be used to define symptom classes (or “states”). To start the
feature analysis, we recommend recording simultaneous multi-
channel time-domain and power-domain signals across multiple
electrode contact pairs in order to analyze features from a wide
array of frequencies. In this process, users can determine the
channel with the most predictive feature and test different Fourier
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FIGURE 1 | Considerations for Closed-loop Programming. (A) A schematic of closed-loop DBS. Neural features are fed into a linear discriminant which outputs a
value that is then is thresholded. Stimulation control parameters control the device stimulation state which is determined by the length of time the LD is above or
below a threshold. (B) A general schematic of closed-loop programming. After recording neural signals and identifying a biomarker which reliably tracks symptom
states (e.g., by comparing to pain reports (1), the clinician must determine various parameters such as feature weights to apply to a linear discriminant (LD, (2) and
the threshold (red line, (3). This preliminary closed loop is then applied and state changes in real-time can be observed (state changes in orange line, (4). Parameters
must be adjusted iteratively (5) and a second feature can be added to optimize closed-loop behavior (6). (C) Proposed timeline of the closed-loop pipeline
development process. For novel indications such as chronic pain, biomarker discovery, stimulation adjustment and parameter tuning can take many months.
(D) Example simulated data showing time dynamics of the symptom (pain label) which can be dichotomized for deployment in a LD classifier. (E) A general method
for power spectrum based feature selection. Useful biomarkers may include frequency bands showing high feature importance which can be found in a variety of
ways. For example, a clinician can calculate correlations between powers and symptom states and consider the strength of the correlation as a proxy for feature
importance. (F) Simulated data showing scatterplot of feature 1 vs. feature 2 with an optimal LD separating high/low symptom states. Selecting appropriate
threshold(s) should result in a function which successfully separates symptom states. (G) Example of optimal closed-loop algorithm function. If a reliable biomarker is
found and optimal thresholds are determined, then the detector state (red line) should closely follow a patient’s symptom state (blue line).

window sizes to identify the minimum acceptable frequency
resolution averaging window size.

Linear Discriminant Classifier
Parameters
After feature selection parameters are identified from the first
step of the workflow, the clinician can calculate the classifier

parameters which will be used to define device states. Medtronic
PC+S and RC+S utilize linear discriminant analysis (LDA) as
its embedded classifier for closed-loop stimulation, where the
value of the LDA is compared against one or more thresholds
to determine the device state. The LDA classifier is a linear
classification method that uses a deterministic dimensionality
reduction technique that projects a multi-feature input into a
lower dimensional space by maximizing the distances between
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difference classes (Stanslaski et al., 2012). After projection, the
users can determine thresholds in this lower dimensional space
to separate multiple classes of data points to balance optimal
detection rates with false positive rate within acceptable limits
(see the section “Threshold Selection” below, Figure 1E). The
primary goal in this stage is to configure the LDA classifier
parameters such as (1) weights of each feature channel and
(2) thresholds. The normalization parameters are often default
(mean of 0 and standard deviation of (1) unless the input features
were significantly different in ranges of power. Machine learning
models such as LDA can result in high generalization error and
become unstable if one input feature has significantly larger
scale than other input features, resulting in large, biased weight
values. Examples of how the threshold(s) can be selected in
different use cases will be elaborated in detail in the section
“Threshold Selection”.

The LDA parameters may require updating when the
underlying neural signals change due to changes in electrode
impedance or stationarity of neural representations. Feature
selection parameters need only be updated if the spectral feature
changes in frequency (e.g., slowing of spectral feature). However,
the typical update only involves the LDA parameters, most often
the threshold to adjust for changes in neural signal amplitudes.
It would be important to capture as much data as possible to
reconstruct the LDA classifier weights and select a new threshold
to account for the changes prior to LDA classifier parameter
updates. Data collection in a patient’s home environment is
also critical for more robust threshold determination and LDA
weight selection.

Stimulation Control Parameters
Following tuning of personalized LDA classifier weights and
thresholding, stimulation control parameters are individually
tailored for dynamic stimulation delivery toward clinical therapy.
The third set of parameters for both systems are utilized in the
post-classification stage and are used to define how stimulation
parameters are dynamically adjusted. Instead of immediate
change in stimulation state after the embedded classifier detected
the changes, both systems allow the configuration of onset
duration and termination duration. The onset duration is the
amount of time for which the LDA output must stay above
threshold for the classifier to change to a new state. The
termination duration is the amount of time for at which the
classifier must stay below threshold for the classifier to revert
to an older state. In the PC+S and RC+S systems, the clinician
can also configure an additional parameter known as the
blanking duration, which stops the LDA classifier from changing
state for a fixed amount of time after each change in state.
This is useful when the feature channels are influenced by
stimulation artifacts such as those produced when stimulation
turns on and off.

The tuning of onset and termination parameters must be
matched to the natural, clinical phenotype or time course of
symptom fluctuation. For example, a disease in which symptom
states fluctuate rapidly (such as transient motor tics in Tourette’s
syndrome), would require very short onset and termination
durations (on the timescale of 100 msec or less) to allow state

change detection and stimulation adjustments at a similarly fast
timescale. Alternatively, if it is desired to adjust stimulation
on longer timescales (e.g., minutes, possibly to accommodate
the amount of transition time for medication to take effect
or wear off), one can set the onset and termination durations
on the order of minutes. These parameters are specified as
multiples of the spectral power sampling rate (FFT rate or
update rate); therefore, for longer timescales it is advisable to
calculate onboard power data less frequently, which may further
spare battery life. Another influential parameter accompanying
the onset and termination durations is the ramp rate (defined
as a time duration in seconds), which is the speed at which
stimulation amplitudes are ramped up or down once the
device enters a particular device state. For example, if the
ramp rate is 2 s, and the desired feature is only present
for 1 s (with corresponding onset and termination durations
≤ 1 sec), the effective therapeutic amplitude would only
reach 50% of the desired amplitude before turning back off.
Generally, the ramp rates should be set such that the time to
reach a target stimulation amplitude is less than the onset or
termination duration.

The onset and termination duration configuration in RC+S
takes two parameters into account: (1) FFT update rate and
(2) “onset duration” counter. The “onset duration” counter
indicates the number of consecutive LD values (one for each
FFT update) above (or below) thresholds required for the
system to change states, and “termination duration” counter
for changing back to a prior state. Therefore, to get the
actual onset and termination duration, we multiply the FFT
update rate with the counter. One thing to consider while
setting the onset and termination duration is the separation
of feature distributions from different therapy states. If the
power features from “On” state is significantly overlapping
with “Off” state, a large “onset duration” or “termination
duration” counter may lock the therapy in one mode because
the power feature is fluctuating across the threshold. To
counter this issue, the user can setup the FFT update rate
to the orders of minutes so the neurostimulator average out
the noise first (less fluctuation) and a short “onset duration”
or “termination duration” counter to perform immediate
therapy changes.

When first programming a patient’s DBS device, the clinician
must select initial values for the stimulation control parameters.
There is no state-of-the-art approach that can be used to
optimally select these parameters initially. In practice, we rely
on a collection of learned experiences and often explore a
large parameter space in a systematic way. This involves a type
of “grid search” where we investigate different combinations
of control parameters and observe the patient’s experience.
For example, prior to implementing closed-loop stimulation,
we perform wash-in and wash-out testing using open-loop
stimulation. That is, we apply open-loop stimulation and
ask the patient to communicate when they experience a
decrease in their pain (wash-in), and after turning stimulation
off, we ask them to report when their pain increases to
their baseline (wash-out). This type of testing can help us
understand a specific patient’s response to stimulation and can
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help us gauge reasonable initial parameters for the onset and
termination durations.

THRESHOLD SELECTION

One of the most critical parameters to consider when
programming a closed-loop device is the threshold that separates
different detector states. Before discussing threshold selection
further, we note that the parameters controlling the duration
of averaging of the signal (e.g., onset counter) will affect what
the threshold should be. While longer averaging may result in a
more stable signal, this may cause difficulty in determining an
appropriate threshold.

A particular detector state is determined by comparing the
output value of the linear discriminant calculated onboard to
one or more thresholds. The detector state should track a
patient’s symptoms and apply stimulation as needed (Figure 1F).
Depending on the clinician’s desired stimulation protocol, they
may choose to use 1 or 2 thresholds which creates 2 or 3 device
states, respectively (Figure 2). For example, if a clinician desires
for the device to administer therapy in a dose-dependent fashion
by having one state with no stimulation, another with a low
stimulation, and a third with higher stimulation, they would
choose to use 2 thresholds in their programming. The Activa
PC+S can consider only a single threshold, whereas the Summit
RC+S can use up to two. We focus our discussion on RC+S for its
greater flexibility.

Heuristic-Based Approach
Given the desire to have the device state correspond to a
patient’s symptom state, there are various heuristics a clinician
can use to select threshold(s). If the feature input(s) to the
LDA follow the patient’s symptom state, a logical approach is
to determine ranges of the LDA outputs corresponding to each
state. The simplest case in the context of chronic pain would
be to find what values of the LDA correspond to high pain
states. Unfortunately for the clinician, determining this range
of values is not straightforward. One could record pain scores
from the patient with associated brain recordings for a period
and then try and find a suitable cut-off, but there are often
sources of exogenous noise in this approach. For example, the
biomarker may be imperfect or may not exactly coincide with
the symptom state.

In practice, a clinician often must rely on heuristics to set
the thresholds which are guided by data-driven analysis or
visual inspection. Visually, a clinician can view the fluctuation
of the LDA and select threshold(s) based on observing what
values tend to be crossed when a patient experiences a shift in
their pain state. A data-driven approach can involve looking
at long durations of the LDA output across many different
recordings and selecting a threshold(s) as some percentile(s)
of the distribution of LDA output values (vertical histograms
in Figure 2). The percentile of the threshold is inversely
proportional to the number of instances that stimulated is
triggered: a threshold set at a lower percentile would allow for
the device to be in a higher state more often and so result in

more frequent (or higher amplitude) stimulation. For example,
based on analyses of many hours of previously collected LD
output values, one can compute the 25, 50, and 75th percentiles
of all LD output values. If a single threshold is set at the value
corresponding to the 50th percentile, it is reasonable to anticipate
that future LD output values will be above and below threshold
for approximately half the time for each. Choosing whether
to increase or decrease the threshold based on LDA output
percentiles is an example of a clinically driven decision. We
present various examples of selecting thresholds based on this
approach across cases differing in the number of LDA inputs and
thresholds (device states).

Threshold Cases
With a single input feature, the LDA output value is a
function of only one biomarker. Setting a single threshold
defines a two-state configuration, where specific stimulation
parameters can be assigned to each state (i.e., on or off, or
high or low) (Figure 2A). Using three states (two thresholds),
there is more flexibility and a clear way to ensure that
stimulation does not always stay on. For example, if the
first two states denote stimulation off and on, respectively,
then a third state can be designated to turn stimulation
off again to ensure that stimulation is only delivered for
the set duration in the middle state (Figure 2B). This may
be necessary to consider when stimulation itself produces
artifacts in the biomarker channel, which may in turn preclude
accurate detection of the underlying biomarker. Utilizing a
third device state to “catch” the artifactually high LDA value
prevents the device from being stuck in a perpetual stimulation-
delivering state.

There are a few reasons to choose to use more than one input
to the LDA. There can be more than one biomarker that works
in conjunction to predict the symptom state more optimally
(Figure 2C). Another practical reason is to have a secondary
input that tracks stimulation and receives a negative weight to
serve as a negative feedback which reduces the LDA value to
pre-stimulation values. This method is one way of ensuring
that stimulation does not get stuck in a loop and remain on
indefinitely and is an alternative solution to the two-threshold
strategy above (Figure 2D).

PROBLEMS IN PRACTICE

When developing a closed-loop pipeline, there are some
important issues that a clinician must consider to perform
accurate biomarker detection and threshold selection.

Recording During 0 mA Stimulation vs.
Stimulation Off
Sense data collected when the PC+S or RC+S Is programmed
to 0 mA stimulation Is significantly different than data collected
when stimulation Is off, affecting both biomarker detection efforts
and threshold selection. In theory, the data recorded During
these Two conditions Should Be nearly identical in both range
and noise. In practice, however, data recorded During 0 mA
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FIGURE 2 | Cases with variable numbers of inputs and thresholds. Example timeseries plots of biomarker feature (yellow), LD (purple) and detector state (green,
lower panel) using one input into the LD and one (A) or two thresholds (B), respectively. Note vertical histogram on right side of each panel shows binned counts of
LD values. This histogram can be used to calculate LD percentile values which may inform threshold selection (see text). (C) and (D) show example timeseries using
two inputs into the LDA and one or two thresholds, respectively. The LD value in all panels is a moving average of features as defined by averaging parameters
described in the text. Data shown is simulated.

stimulation tends to Have more noise due to the opening of
the stimulation circuit. A practical solution Is to collect data
for feature selection With stimulation set at 0mA, which Is
considered the “off state” During closed-loop stimulation.

Artifacts
There Are many sources of artifacts in neural recordings.
Examples include transients (ramping of stimulation),
movement, electrocardiogram volume conduction and electrical
stimulation even in a different brain region. For example, left-
sided implanted devices commonly suffer From EKG artifacts
due to their proximity to the heart.

After a device changes to a state which turns stimulation
on, the initiation of stimulation often causes a high amplitude
transient artifact across all contacts on that electrode. Patient
movement During recordings Can also cause a recording to
Have dramatic amplitude fluctuations which Are Not indicative
of any relevant physiological phenomenon. When biomarker
signals From One brain region Are used to trigger stimulation in
another, the biomarker Will still likely Have stimulation-induced

noise, especially if the regions Are close together. Similarly, bi-
hemispheric stimulation – either From the same pulse generator
device or From Two separate devices – Must accommodate the
extent of how stimulation in One hemisphere affects recording
in the other. Ideally, parameters Should Be chosen such that the
closed-loop functionality Is robust to stimulation-induced noise
in the non-stimulated hemisphere. This requires the clinician
to Be aware of how much noise stimulation causes in adjacent
regions by analyzing data collected During stimulation, and
then they Can integrate this knowledge Into their parameter
selection by adjusting settings such as the threshold or onset and
termination durations.

Collecting Sufficient Behavioral Data
To estimate the dynamics of a patient’s symptoms and for
accurate biomarker detection, the clinical team must collect
many longitudinal behavioral reports with associated neural
recordings. Ideally, this data should be consistently collected at
different times during the day to account for diurnal variation.
Chronic pain patients tend to have significant fluctuations in their
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pain related to time of day, such as increasing monotonically
throughout the day or increasing in response to physical activity.
Requiring diligence from the patient, collecting pain scores at
different points of natural fluctuation is critical to detecting
biomarkers which accurately correlate with patient’s pain states.

DISCUSSION

Here, we discuss insights gained from closed-loop programming
of the Medtronic Activa PC+S and Summit RC+S devices
toward practical implementation of adaptive DBS. Although
presently investigational, this technology is expected to become
commercially available in the next few years. While details
provided above are informed by the management of 6 patients
implanted with devices under Investigational Device Exemption
for research on chronic pain, the theoretical and logistical
framework is broadly applicable to any disease. Commercial
technology also offers similar capability for simultaneous sensing
and stimulation for adaptive DBS, including Neuropace RNS
(Sun and Morrell, 2014), Medtronic Percept (though closed-
loop functionality is presently “locked” pending FDA approval)
(Jimenez-Shahed, 2021) and PINS (Zhang et al., 2019).

Despite widespread success of DBS for movement disorders,
invasive brain stimulation for neuropsychiatric diseases remains
nascent and requires improvements in selecting optimal brain
regions, stimulation parameters and defining appropriate patient
candidates. Selection of optimal closed-loop strategies require
a balance between clinically driven and data-driven factors.
Clinical factors that may guide parameter optimization for closed
loop control include (1) time dynamics of symptoms (2) side
effects related to cumulative tissue activation or (3) loss of
therapeutic effect due to long-term neural adaptation. Data-
driven factors bearing on parameter selection include (1) battery
longevity, (2) accommodating neural artifacts in biomarker
detection and characterizing the duration of stimulation required
to produce an effect (wash-in time) or how enduring a short bout
of stimulation may be (wash-out time).

The wide heterogeneity of clinical phenotypes and time
dynamics of symptom fluctuation across neuropsychiatric
disorders requires careful clinical characterization of each
patients’ unique symptom profile to choose and identify input
features/biomarkers. In contrast to well established biomarkers
for Parkinson’s Disease [e.g., beta band decrease for tremor (Little
and Brown, 2014; Wang et al., 2018), gamma for dyskinesia
(Swann et al., 2016; Gilron et al., 2021)] neuropsychiatric
biomarkers are still being validated. Neuropsychiatric symptoms
may be abrupt and transient (e.g., intrusive thoughts in OCD
or sudden shock-like pain, and so may require input features
that vary on short timescales similar to beta bursts in PD
(Little et al., 2019). Alternatively, fluctuations in mood or
background pain state may vary diurnally and require longer
onset and termination durations (Gilron and Ghasemlou,
2014)Independently, long duration stimulation may result in the
accumulation of electrical charge that is associated with side
effects; this may be ameliorated by reducing the duration of
the stimulation dynamic duty cycle (i.e., varying termination
duration) (Little and Brown, 2020). Finally, tonic stimulation

for months or years has been associated with additional side
effects such as loss of effect (Coffey, 2001; Springer et al.,
2006; Merchant et al., 2018) or the development of de novo
epilepsy (Maslen et al., 2018). In theory, intermittent stimulation
may help to avert charge accumulation and avert such clinical
therapy failure.

Data driven factors also can inform parameter optimization.
Total electrical energy delivered is known to correlate with
battery longevity, and so avoiding continuous stimulation
may help to prolong battery life and therapy duration (Bin-
Mahfoodh et al., 2003). What must be considered in tandem
is that the power consumption involved in sensing and control
circuits can counterbalance the energy savings of shorter
stimulation (Prenassi et al., 2021). Second, dealing with artifacts
is perhaps the most important consideration when exploring
parameter selection. For exploratory programming, the most
parsimonious approach is to use one input feature and a single
threshold. However, the inclusion of additional features may
help to differentially control stimulation in response to different
symptoms or diurnal changes such as sleep. As mentioned in the
section “Threshold Selection”, the use of two features becomes
very useful when dealing with stimulation dependent artifacts
that, in turn, preclude tracking of the initial symptom feature
due to artifact contamination. In this important use case, one can
use the first feature to track symptom state, and a second feature
to track stimulation amplitude (i.e., following power values at
or near the stimulation frequency). So, the second feature can
be used with a negative weight to return the LD back below
threshold so that stimulation terminates instead of indefinitely
remaining on. Data can be analyzed offline to determine if this
approach causes the LD to behave as desired by the clinician.

Of future potential interest is the applicability of deep learning
to closed-loop DBS programming, as on-board deep learning
is not currently feasible in available DBS devices. Using deep
learning, however, may be an applicable approach in other
portions of a patient’s experience with a DBS device. For example,
deep learning can be used to guide surgical planning for DBS
(Park et al., 2019). A deep neural network also outperformed
a beta band classifier in hand movement detection from motor
cortex recordings (Haddock et al., 2019). A simple feed-forward
neural network has successfully predicted tremors in Parkinson’s
Disease patients but is not implementable in current embedded
DBS systems (Shukla et al., 2012).

At present, we recommend starting with the simplest scenario
of a single feature and threshold, and then adding a second
threshold if needed. If the second threshold fails to perform
as expected, then the second threshold can be removed, and
a second input feature with a negative weight can be used
to deal with stimulation dependent changes. Overall, these
observations highlight a crucial consideration when defining
features or biomarkers: features must be defined in the presence
of the same stimulation that will be used in various states. Said
differently, biomarkers defined in the absence of stimulation will
fail to perform reliably in any closed-loop algorithm. While most
biomarker studies assume stationarity in the neural signal over
time, adjustments in feature weights or threshold may be needed
from time to time to account for temporal drift in the signal to
noise ratio of specific features (Castaño-Candamil et al., 2020).
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CONCLUSION

Closed-loop DBS has great potential to treat refractory
neuropsychiatric conditions. As researchers working to improve
the implementation of closed-loop algorithms, we acknowledge
that there is no “one-size-fits-all” solution. Through our
experiences working with patients with chronic pain, we
developed a general framework for the steps involved in a closed-
loop pipeline and gained insight into challenges that may arise.
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Neurosurgery, Beijing Neurosurgical Institute, Capital Medical University, Beijing, China, 3 Beijing Key Laboratory
of Neurostimulation, Beijing, China

Background: This study aimed to describe a synchronized intracranial
electroencephalogram (EEG) recording and motion capture system, which was
designed to explore the neural dynamics during walking of Parkinson’s disease (PD)
patients with freezing of gait (FOG). Preliminary analysis was performed to test the
reliability of this system.

Methods: A total of 8 patients were enrolled in the study. All patients underwent bilateral
STN-DBS surgery and were implanted with a right subdural electrode covering premotor
and motor area. Synchronized electrophysiological and gait data were collected using
the Nihon Kohden EEG amplifier and Codamotion system when subjects performed
the Timed Up and Go (TUG) test. To verify the reliability of the acquisition system
and data quality, we calculated and compared the FOG index between freezing and
non-freezing periods during walking. For electrophysiological data, we first manually
reviewed the scaled (five levels) quality during waking. Spectra comprising broadband
electrocorticography (ECoG) and local field potential (LFP) were also compared between
the FOG and non-FOG states. Lastly, connectivity analysis using coherence between
cortical and STN electrodes were conducted. In addition, we also use machine learning
approaches to classified FOG and non-FOG.

Results: A total of 8 patients completed 41 walking tests, 30 of which had frozen
episodes, and 21 of the 30 raw data were level 1 or 2 in quality (70%). The mean ± SD
walking time for the TUG test was 85.94 ± 47.68 s (range: 38 to 190.14 s); the
mean ± SD freezing duration was 12.25 ± 7.35 s (range: 1.71 to 27.50 s). The FOG
index significantly increased during the manually labeled FOG period (P < 0.05). The
beta power of STN LFP in the FOG period was significantly higher than that in the
non-FOG period (P < 0.05), while the band power of ECoG did not exhibit a significant
difference between walking states. The coherence between the ECoG and STN LFP was
significantly greater in high beta and gamma bands during the FOG period compared
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with the shuffled surrogates (P < 0.05). Lastly, STN-LFP band power features showed
above-chance performance (p < 0.01, permutation test) in identifying FOG epochs.

Conclusion: In this study, we established and verified the synchronized ECoG/LFP and
gait recording system in PD patients with FOG. Further neural substrates underlying
FOG could be explored using the current system.

Keywords: synchronization, intracranial electrical activity, Parkinson’s disease, freezing of gait, motion capture

INTRODUCTION

Parkinson’s disease (PD) is a degenerative disease of the nervous
system that occurs in older people. Freezing of gait (FOG) is a
type of gait disorder characterized by recurrent short-term gait
delays and cessation, which can appear suddenly during stepping
or walking (Walton et al., 2015). As PD progresses, the incidence
of FOG gradually increases, and the incidence over 10 years is
as high as 58% (Giladi et al., 2001). FOG is a disability that is
the main cause of falls in patients with PD, significantly hinders
the activity and autonomy of patients’ daily life, and greatly
affects the quality of life of patients. At present, there is a lack
of specific drugs for FOG symptoms, and the efficacy of levodopa
and amantadine in the treatment of FOG remains controversial
(Macht et al., 2007; Giladi, 2008).

In recent years, with the development of multi-modal imaging
technology and electrophysiological technology, more attention
has been paid to the neural mechanisms of FOG. It is believed
that the abnormal function of the basal ganglia–cortical loop
may play an important role in the occurrence and development
of FOG (Bartels and Leenders, 2008; Snijders et al., 2016). For
example, Lv et al. (2021) examined the association between basal
ganglia perivascular spaces and FOG using high resolution 7T-
magnetic resonance imaging (MRI), and found that basal ganglia
perivascular spaces were significantly greater during frozen
episodes. Although neuroimaging studies provide adequate
coverage and spatial resolution, they do not reflect the dynamic
response to FOG events.

Electroencephalogram (EEG) studies are advantageous in
depicting the neural dynamics underlying FOG. In previous
studies on electrophysiology of FOG, many scholars recorded
scalp EEG of PD-FOG patients during walking, and some
scholars also used gait analysis (Handojoseno et al., 2015;
Günther et al., 2019; Brugger et al., 2020; Asher et al., 2021;
Cao et al., 2021; Stuart et al., 2021). The results reported the
characteristics of EEG dynamics and the coupling of different
cortical locations of PD-FOG. However, these studies have
some limitations. First, they did not obtain information on
subcortical structures, and second, they did not use synchronized
gait analysis to accurately distinguish whether FOG durations.
Other scholars have recoded the LFP of the subcortical STN
in DBS patients during walking, and combined gait analysis
simultaneously, reporting the relationship between the features
of STN and the occurrence of FOG (Fischer et al., 2018;
Chen et al., 2019). At present, there are few researches on the
combination of multi-target electrophysiological signal recording
and gait analysis. Pozzi et al. (2019) added scalp EEG on

above basis and reported the derangement of locomotor network
dynamics in PD-FOG. However, scalp EEG cannot eliminate
the attenuation effect of the scalp, skull, dura, and other
structures on electrical activity, limiting its efficacy on spatial
resolution and discernibility of some frequency components.
In our study, the electrodes were placed under the dura to
ameliorate this shortcoming. Our method platform still achieved
synchronous record of ECoG, STN-LFP and gait data, which
means that gait data characteristics can be used to accurately
distinguish the onset of freezing and study the pathogenesis of
FOG from the perspective of locomotor network dynamics. The
described platform features high temporal and spatial resolution,
and provides a set of effective data analysis methodologies
to facilitate exploration of the dynamic electrophysiological
patterns underlying FOG.

METHODS

Patients and Surgical Procedure
Eight patients were enrolled in the study from January 2019
to June 2020. All patients underwent subthalamic nucleus-deep
brain stimulation (STN-DBS) surgery in the Department of
Neurosurgery of Beijing Tiantan Hospital (Table 1). All patients
provided informed consent and signed the operation informed
consent form. This study was approved by the Ethics Committee
of Beijing Tiantan Hospital (No. KY 2018-008-02).

As a routine clinical procedure, a Leksell stereotactic head
frame was mounted onto the patient’s skull on the day of surgery
under local anesthesia and was then aligned as closely as possible
parallel to the anterior commissure–posterior commissure line.
Then, an axial volumetric computed tomography (CT; slice
thickness 0.625 mm, interslice gap 0 mm, 120 kVp) scan was
taken. A General Electric 3.0 T magnetic resonance (MR) imaging
scanner was used as a positioning scan (axial and coronal T1-
and T2-weighted images with 1.0 mm slice thickness and no
spacing). CT and MRI data were superimposed and fused in
the surgical planning system (ELEKTA, Stockholm, Sweden).
The surgeon confirmed the coordinates of the surgical target
and the angle of trajectory based on MR images. Under local
anesthesia, the surgical incision was made according to the
calculated target coordinates, and a hole was drilled into the
skull. After drilling, 8-contact cortical electrodes (Sinovation
Medical Technology Co., Ltd., Beijing, China) were placed
on the right sides parallel to the direction of the superior
sagittal sinus. The electrode contacts covered the premotor area
(PM), then the cortical electrode was fixed. The target position
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of the STN was confirmed by intraoperative microelectrode
recording and electrode stimulation (L301; PINS Medical, Ltd.,
Beijing, China). Further details of this surgical procedure have
been described previously (Meng et al., 2013). The position of
the electrodes was examined again in a postoperative review,
and any necessary adjustments were made after intracranial
edema subsided. Through the open source software package,
combined with preoperative MRI and postoperative CT images,
the positions of the deep electrode contacts in the STN and the
cortical electrode contacts could be determined (Hamilton et al.,
2017; Horn et al., 2019).

Recording Equipment
The EEG recording system (Nihon Kohden, Tokyo, Japan): the
EEG recording system comprised a 64-channel electrode input
box that can receive input signals from an external transducer.
Cortical electrodes can be directly connected to the box, and
through a customized connection cable, the STN electrode test
cable of PD patients can also be connected to the box. The
digital video system was used to record and view the patient’s
video and the synchronized EEG waveform. NeuroWorkbench
software was used to review, clip and export EEG data.

The Codamotion 3-D Movement Capture System
(CODAMotion, Charnwood Dynamics Ltd., Rothley, Leicester):
The codamotion system is an advanced three-dimensional
motion capture system. Four cameras fixed on the bilateral
roof capture the movements of nodes through active infrared
wearable markers. If conditions permit, the system should be
worn bilaterally according to the human bone model. The
markers include the posterior superior iliac spine, thigh, shank,
heel and fifth metatarsal. Codamotion provides convenient,
efficient and accurate three-dimensional movement acquisition.

Deep brain stimulation electrode (L301; PINS Medical, Ltd.,
Beijing, China): the deep brain stimulation electrode comprises
a 1.3-mm-diameter electrode with four stimulating contacts and
four connecting contacts. The contact shape is cylindrical. The
stimulating contact length is 1.5 mm and the stimulating contact
spacing is 0.5 mm.

Subdural electrode (PSE-8A; Sinovation Medical Technology
Co., Ltd., Beijing, China): the subdural electrode comprises eight
stimulating contacts and an array of 1× 8 electrode contacts. The
silica gel sheet size is 8 × 80 mm, and contact spacing is 10 mm.
The coverage of the subdural electrode includes the premotor,
primary motor and sensory cortex.

Synchronized Electrophysiology and Gait
Data Acquisition
The electrophysiology acquisition parameters were a 0.08–660 Hz
hardware filter and a sampling rate of 2000 Hz. A system
reference averaging the electrical potentials of the fifth and
sixth subdural electrodes was used during EEG acquisition.
Electrical signal acquisition began 1–2 days after surgery. The
trials were generally conducted during the OFF phase of the drug
cycle (i.e., more than 12 h after the last anti-Parkinson’s drug
was administered) (Bächlin et al., 2010). Electrical signals were
collected when walking with or without cognitive load. The single

TABLE 1 | Preoperative characteristics of the eight patients.

No. of patients 8

Sex 3M/5F

Age at time of surgery (Years)

Range/Mean ± SD 52–73/62.63 ± 7.60

Age at disease onset (Years)

Range/Mean ± SD 37–65/52.25 ± 9.15

Disease duration (Years)

Range/Mean ± SD 7–15/10.38 ± 2.45

Dose of levodopa equivalent medication (mg/d)

Range/Mean ± SD 488–1439.25/924.03 ± 356.49

Hoehn-Yahr Stage

Range/Mean ± SD 2–3/2.56 ± 0.42

UPDRS III Score

Range/Mean ± SD 32–79/52.88 ± 13.52

FOGQ Score

Range/Mean ± SD 15–23/18.88 ± 2.75

record consisted of multiple repeated tasks, and the patient was
prompted to start or stop the task by a random signal (Figure 1).

After the markers had been worn and the patient had
adapted to a period of free activity, the gait data were
collected. PD patients with FOG were asked to walk 5 m in
an experimental area to collect gait features. The data were
collected by the Codamotion 3-D Movement Analysis System
with a sampling rate of 200 Hz.

To perform gait analysis, a number of steps need to be
carried out in sequence. (1) Marker set: markers are required to
complete a full lower body gait analysis. The different positions
for clusters/marker drive boxes and markers are described in
Figure 1. The markers can be classifying in two categories.
Real markers are markers for which the 3D position is directly
obtained from the position of a Codamotion active marker, and
their spatial position data are used in current gait analysis. Virtual
markers are markers for which their positions are obtained
through computation. (2) Digitizing the pointer landmarks: a
prompt window displays the name of the pointer that the
experimenter needs to digitize. Once that pointer is digitized, the
name of the following pointer is automatically displayed and the
system waits for it to be digitized. (3) Visualizing the data: once
calculation of the statistical data has been performed the user is
able to see all of the results by selecting different layouts. (4) The
raw data are exported in c3d format.

When the clinician presses the codamotion recording switch, a
5 V direct current signal is output, and the input signal is directly
displayed on the interface of the EEG recording signal through
the transducer. Similarly, when the clinician ends the gait signal
recording, a 5 V TTL pulse is output and recorded by the EEG
amplifier (Figure 1). Therefore, the collection of LFP and ECoG
signals is synchronized with the collection of gait data.

Gait Evaluation and Freezing of Gait
Labeling
For the time up and go (TUG) test (Podsiadlo and Richardson,
1991; Herman et al., 2011), subjects wear flat shoes and sit on a
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FIGURE 1 | Syncronized iEEG recording and motion capture. The video clip in the upper right was simultaneously recorded by the video-EEG and real-time spatial
positions of the optical sensitive nodes weared by the patients were captured by multiple surrounding cameras.

chair (∼46 cm high) with their hands naturally resting on their
legs. The ground is marked 5 m away from the seat and a sign
is placed at this position. When the subject hears "start," they
are asked to stand up straight, walk at normal pace, turn around
the sign, return to the seat and sit down, and then the timer is
ended. No physical assistance can be given during the process.
The time is recorded, and the subject can rest for 1 min between
each test. Dual tasking (Fritz et al., 2015) that distracts patients’
attention allows FOG to be analyzed if the patient does not
exhibit frozen gait during walking. Dual tasking usually consists
of two tasks: primary motor or balance tasks (such as walking,
standing) and secondary tasks required for distraction, such as
simple computation tasks and language fluency tasks.

A PD expert manually labeled the freezing period by reviewing
the synchronized high resolution video footage according to its
definition, namely “brief, episodic absence or marked reduction
of forward progression of the feet despite the intention to walk”

(Heremans et al., 2013). The onset and ending of the FOG
period were labeled.

Machine Learning Approaches to
Classified Freezing of Gait and
Non-freezing of Gait
We used machine learning approaches to classified between
FOG-epochs and non-FOG-epochs. From each of the 21 trials,
we extracted 2 FOG epochs each lasted 2s and 4 same-length
nFOG epochs, resulting in a total of 126 epochs (42 FOG epochs
and 84 nFOG epochs). We extracted band power features (delta:
1–3 Hz, theta: 3–8 Hz, alpha: 8–13Hz, beta: 13–30 Hz, gamma:
30–60 Hz, and high-frequency oscillation: 60–300 Hz) from
each epoch using a fast Fourier transform of 512 points. We
employed a previously reported “mixed-effects random forest”
(MERF) (Hajjem et al., 2014) to build classification models, which
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TABLE 2 | Classification of data quality.

Classification Description

Level 1 The data quality is excellent in all time ranges, and there are
almost no artifacts

Level 2 The data quality in most of the time range is excellent, with
some artifacts, but the basic EEG waveforms are still reserved

Level 3 The data quality is acceptable in most of the time range, and
the artifact interference is more obvious

Level 4 Most of the data is of poor quality and artifacts are obvious

Level 5 The entire signal is heavily contaminated by noise, and no
normal EEG signal components can be seen

FIGURE 2 | The working flow of current methodology (PD-FOG, Parkinson’s
disease with freezing of gait; STN, subthalamic nucleus; iEEG, intracranial
electroencephalogram).

combines the linear mixed effects model and the random forest
model, and is especially suitable for repeated measurement data.
In building the model, we divided 70% of data into the training
set and 30% of data into the testing set. Ten-fold cross validation
was employed to cross-validate the classifier in the training set.
Permutation test with 1,000 permutations was used to assess
model robustness.

Data Quality Manual Inspection
Collecting electrophysiological signals while the patient is
walking is likely disturbed by motion artifacts. Therefore, before
selecting each segment of electrical signal for analysis, we
manually reviewed and scaled the signal quality, and selected level
1 or level 2 for subsequent analysis (Table 2).

Data Analysis and System Validation
After data inspection, interception and filtering, subsequent
data analysis was performed, including FI calculation, band
power analysis and coherence between cortical electrodes and
STN (Figure 2).

Freeze index (FI) calculation: after quality control, we
firstly calculated the FI with the hypothesis that FI would be
significantly higher during the manually labeled FOG period.
The FI was initially proposed by Moore et al. (2008) as the
power ratio of the locomotor band (0.5–3.0 Hz) to the freeze
band (3–8 Hz) derived from the frequency spectrum (Moore
et al., 2008). A high FI is indicative of FOG. Originally the
authors used vertical linear acceleration of the lower limb;
however, in this study, we used spatial data on the vertical
direction of the right heel. The reasons are as follows: the original
version of the FI was based on acceleration data, however, in
our system, the raw 3D trace was tracked by the high-speed
camera. To generate the expected input of the FI algorithm, we
calculated the second derivatives of the raw trace, representing
instantaneous acceleration of the marker, from here on, we
follow the original methods and parameters to calculate the FI.
We used the erosion algorithm to correct the baseline, then,
acceleration data was generated using the second derivative of
the raw trace. Time frequency transformation was performed
using the short-time fast Fourier method, then the FI was
calculated. The FI values were compared between normal walking
and FOG periods.

Band power analysis: firstly preprocessing of the
electrophysiological data was performed, which included
down-sampling to 1000 Hz (if the raw frequency rate was
2000 Hz), notch filtering of the 50 Hz line noise and its
harmonics and re-referencing to bipolar montage before time
frequency transformation. Any trials with an apparent artifact
or drift were discarded. Time-frequency decomposition was
carried out using a Morlet wavelet transform with frequencies
of interest log-spaced between 1 and 170 Hz (38 total values).
Subsequently, we performed averaging of power amplitude
estimates within seven frequency bands: δ (1–3 Hz), θ (4–7 Hz),
α (8–12 Hz), β1 (13–20 Hz), β2 (21–35 Hz), γ (36–69 Hz),
and high γ (70–170 Hz). We then compared the power of the
different frequency bands between two freezing and non-freezing
conditions for each channel.

Coherence between cortical electrodes and STN: Pairwise
coherence was calculated between bilateral STN depth electrodes
and all cortical electrodes. The coherence was defined as below
and the frequencies of interest were 1 to 200 Hz with a 1 Hz step
length:

Coherence =
| E[Sxy] |

sqrt(E[Sxx] ∗ E[Syy])

where, Sxy and Sxx, Syy are estimates of the cross- and power-
spectral densities (CSD/PSD). E[] denotes the average of the data
segments. We firstly performed a statistical comparison between
the raw electrophysiological data and shuffled surrogates to
identify the significantly synchronized frequency band of interest.
Then, based on the significant frequency band, coherence
between FOG and non-FOG periods were further compared.
To test the hemisphere difference, the coherence between
ipsilateral STN/cortical pairs and contralateral STN/cortical pairs
was also compared.

The codes used in this study can be found at: https://github.
com/THIENC/DBS_FOG_Project_Analysis_Pipeline-master.
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FIGURE 3 | A case illustration of FI (Freeze index) increase during manually labeling freezing phase. (A) Gait positioning data (vertical Z axis) captured by the CODA
system of PD patients during walking. (B) The corresponding dynamic fluctuation of FI; Blue area indicates the occurrence time of FOG determined manually.
(C) Time frequency representation of the acceleration (trace in yellow) of the raw trace during walking of PD patients. During freezing, the power of the “locomotion
band” (0–3 Hz) decreased.

FIGURE 4 | Statistical comparison of the FI between freezing the non-onset
period at trial level. Each red data point represents the FI during the FOG of a
walking trial, and blue data point represents the FI during the non-FOG of a
walking trial. FI during FOG is significantly higher than effective walking period.
Both sides exhibited similar results (P<0.05).

Statistical Analysis
SPSS 23.0 software (IBM SPSS Statistics Inc., Chicago, IL,
United States) was used for statistical analysis. Patient
characteristics data are expressed as the mean ± standard
deviation (x ± s). The paired t-test was used to calculate FI and
Band Power between FOG and non-FOG periods (P < 0.05 was
considered statistically significant).

RESULTS

Patient Characteristics
All enrolled patients were clinically diagnosed as having primary
PD and fit the following criteria: Hoehn–Yahr stage (Hoehn and
Yahr, 1967) ≥ 2.0 in the drug-off period; the third item in the
FOG questionnaire score (Giladi et al., 2000) ≥ 2.0; regarding
the UPDRS-II score (Goetz et al., 2008), item 14 ≥ 2.0 and item
15≥ 2.0; displayed no major cognitive decline (Mini-Mental State
Examination score (Folstein et al., 1983)≥ 24 points). Recordings
were made during walking for the eight patients (three males, five
females; average age: 62.63 years, SD: 7.60 years). Clinical details
are summarized in Table 1.

Data Quality and Freezing of Gait Index
The eight patients completed a total of 41 walking tests, 30 of
which had frozen episodes, and 21 of the 30 raw data were
level 1 or 2 in quality (70%). The mean ± SD walking time
for the TUG test was 85.94 ± 47.68 s (range: 38 to 190.14 s),
the median was 67.32s; the mean ± SD freezing duration was
12.25 ± 7.35 s (range: 1.71 to 27.50 s), the median was 10.18s
(Supplementary Table 1).

Validation of CODA Data and the
Freezing of Gait Index
During walking, the CODA system captured the position track
of multiple active markers, and we chose the position track of
the heel for demonstration and FI analysis. The illustrative case
example (Figure 3A) showed the change in the Z-axis of the heel
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FIGURE 5 | (A) Time series of raw and beta band filtered LFP. (B) An individual case illustration of power spectrum density of LFP in the STN between freezing and
non-freezing period; The red line represents the power spectrum of LFP during FOG, and the blue line represents the power spectrum of LFP during non-FOG.
(C) The group analyze of power spectrum density averaged by all included walking epochs. The shaded error bar indicates SEM and the gray square indicates beta
range. (D) Statistical comparison of averaged beta band power of LFP between conditions at trial level indicated significantly increased beta power during freezing
(P<0.05).

marker during the walking test. The height of steps decreased
around 29–34 seconds, suggesting that FOG had occurred. As
expected, the FI increased during the same period (Figure 3B).
The acceleration data was generated by taking the derivatives of
the raw trace (Figure 3C).

Between the different walking states (freezing or non-
freezing), the paired t-test was conducted for the FI, and the
statistical results showed that the FI values in the FOG period
were statistically higher, as expected (P < 0.05), and this was
replicable between each side of the data (Figure 4).

Band Power Analysis of
Electrocorticography/ Local Field
Potential
In the band power analysis, we compared the power of different
frequency bands as described in the methods for each subdural
and depth electrode between effective walking and FOG. The
data from ECoG were all negative, indicating no significant band

power difference between the freezing and non-freezing states.
However, for the LFP from the depth electrodes, beta band power
was significantly increased (P < 0.05) during freezing, and this
was clear even at the individual level (Figure 5).

Connectivity Between Cortical Regions
and Subthalamic Nucleus
Pairwise coherence was calculated between bilateral STN
depth electrodes and all cortical electrodes. Compared with
shuffled surrogates, significantly higher coherence (cluster-based
permutation test, P < 0.05, FDR correction) was found in
high beta (20–35 Hz) and high gamma (145–195 Hz) bands
(Figure 6). However, no coherence difference was found between
walking states, which might be attributed to the short freezing
period in each epoch.

We further tested whether there was a side preference of
the connectivity between the STN and cortical areas for each
significant band. To test the hemisphere difference, the coherence
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FIGURE 6 | (A) Coherence of ipsilateral ECoG and LFP. Compared with
shuffled surrogates, significantly higher coherence (P < 0.05, FDR correction)
was found in high beta (20–35 Hz) and high gamma (145–195 Hz) bands.
(B,C) Statistical comparison between original data and shuffled surrogates in
high beta (20–35 Hz) and high gamma (145–195 Hz) bands, in which the rows
and columns of matrix entries represent ECoG and LFP channels (“Right Strip
1–7” represent each channel of the ECoG, “Right Depth 1–3” represent each
channel of the LFP of right STN and “Left Depth 1–3” represent each channel
of the LFP of left STN) and the color scheme indicates the significant level of
coherence (*P < 0.05; ***P < 0.001).

between bilateral STN and the right hemisphere ECoG of high
beta and high gamma bands was compared. The high beta
coherence of ipsilateral STN-cortical pairs was stronger than
the contralateral equivalent (P < 0.05), but the high gamma
coherence showed no difference (P = 0.42) (Figure 7).

Machine Learning Classification
We used MERF to classify between FOG-epochs and nFOG-
epochs. In a total of 126 epochs (containing 42 FOG epochs), STN
LFP band power features showed above-chance performance
(p < 0.01, permutation test) in identifying FOG epochs, rending
an accuracy of 77% and an area under the receiver operating
characteristic curve (AUC) of 0.75 (Figure 8).

DISCUSSION

Freezing of gait (FOG) is a common pathological gait in PD
patients. It is widely believed that dysfunction of the basal ganglia
circuit and related locomotor system is key in the occurrence of

FIGURE 7 | High beta coherence is significantly higher for ipsilateral
STN/cortical pairs than contralateral pairs (P < 0.05).

FIGURE 8 | The result of MERF to classify between FOG-epochs and
non-FOG-epochs: in a total of 126 epochs (containing 42 FOG epochs), STN
LFP band power features showed above-chance performance (p < 0.01,
permutation test) in identifying FOG epochs.

FOG in PD (Snijders et al., 2016). The study of the abnormal
neural signature in patients with PD-FOG is valuable in revealing
the mechanism of FOG in patients with PD, and thereby for
seeking a new treatment model and guiding clinical DBS surgery.

Imaging studies have shown that there are structural and
metabolic abnormalities in several brain regions in the basal
ganglia–cortical circuit in PD-FOG patients. Pietracupa et al.
(2018) compared PD-FOG patients and non-FOG PD patients
(PD-nFOG) by MRI and found that the thickness of the
gray matter of the frontal lobe, motor cortex and cingulate
gyrus was decreased in PD-FOG patients. Canu et al. (2015)
applied diffusion tensor imaging (DTI) combined with functional
magnetic resonance imaging (fMRI) and observed that the
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functional connectivity of multiple brain areas, including the
primary motor cortex, supplementary motor area and premotor
area, is weakened in PD-FOG patients. Imaging studies have
innate limitations because of the low time resolution; however,
electrophysiological studies on the mechanisms in FOG patients,
are still lacking at this stage. Storzer et al. (2017) pointed out
that the occurrence of FOG has an electrophysiological basis
in the basal ganglia region. The LFP in the STN region of
PD-FOG patients shows a significant energy difference between
the low β frequency band and the high β frequency band.
Neurons in the STN area of PD-FOG patients showed different
firing patterns in the two different states of riding and walking,
suggesting functional differences depending on sensory feedback.
Chen et al. (2019) recorded the LFP from the STN while
PD patients performed single-task gait or walked while dual-
tasking, which demonstrated that low beta and theta band
oscillations within the STN area occur during gait susceptible
to freezing in PD. However, there is still a lack of evidence
at the circuit level. We implanted the STN deep electrode and
the cortical electrode covering the primary motor and other
areas in PD-FOG patients, and analyzed the LFP, ECoG, and
gait data recorded simultaneously in the patient’s walking and
freezing gait states.

In addition, Brain-Computer Interface (BCI) is a hot topic
in neuroscience. Closed loop BCI is one of the main research
directions at present. Through the feedback of biological signals,
BCI can apply stimulus signals to the research object, so as
to improve its external behavior, namely adaptive DBS. In this
experimental platform, electrodes were directly implanted into
the motor cortex and the STN, aiming to collect feedback signals
through multiple targets. Subsequently, the feedback of biological
signals could be further combined with DBS treatment, so that
the startup and parameter setting of DBS could be regulated
according to the onset of FOG. In other words, the patient’s
movement performance is fed back to BCI as a biological signal,
and then adaptive DBS is realized.

In this study, we first verified the reliability of the CODA
system to assist in determining the period of FOG. The gait
data collected by the CODA system in all channels can be
directly decomposed into spatial three-dimensional coordinates.
FOG is a type of gait disorder characterized by periodic and
sudden gait delays and stops, lasting from a few seconds to a
few minutes, which is manifested as a sudden decrease in the
Z-axis on the time domain diagram (Figure 3A). This is also
consistent with our manual labeling of the period of occurrence
of FOG by reviewing the synchronized high resolution video
footage. Previously, the FI was proposed to reflect the severity
of FOG Moore et al. (2008). We also calculated the FI during
the selected freezing period for system validating purposes. As
expected, the FI during the freezing period was significantly
higher than during the non-freezing period, indicating that the
CODA system is reliable in assisting judgment of the freezing
period (Figure 4).

After verifying the stability and reliability of the CODA system
to determine the occurrence of FOG, we focused on the ECoG
and LFP of the FOG period and the non-FOG period during
walking. We selected each segment of electrical signal reaching

level 1 or 2 for analysis, and of all the data collected in this study,
more than 70% have limited motion artifacts, which also confirms
the stability of our data collection platform.

We next performed band power analysis (Figure 5). The
results suggested that the beta power of STN LFP during the
FOG period was significantly higher than that of the non-FOG
period, which was consistent with previous literature (Storzer
et al., 2017; Chen et al., 2019). However, the ECoG spectrum did
not exhibit a statistical difference between walking states, which
may be attributed to insensitivity for fast dynamics of spectrum
metrics. Previous literature confirmed structural and functional
connectivity between the cortex and the basal ganglia in the
resting state of PD patients (Tard et al., 2015; Mi et al., 2017;
Bharti et al., 2019, 2020). Our study preliminarily confirmed
that the coupling between the bilateral STN and the right
cortical motor area, represented by the beta and high gamma
band coherence, increased during walking (Figure 6), and high
beta coherence is significantly higher for ipsilateral STN/cortical
pairs than contralateral pairs (Figure 7). However, there was no
significant difference between the FOG and non-FOG periods.
The reason for this may be that FOG is a transient process, and
the calculation of coherence required repeatedly measured trials
to form stable results, thus lacking trial level dynamic sensitivity.

To improve the analysis the difference between the coherence
during FOG/No-FOG periods, we used machine learning
approaches to classified between FOG-epochs and non-FOG-
epochs. After signal preprocessing, feature extraction and
machine learning algorithm modeling, we used MERF algorithm
for training and found all band power of LFP features showed
above-chance performance (p < 0.01, permutation test) in
identifying FOG epochs. This preliminary result suggests that the
subsequent real-time monitoring of FOG episodes in patients’
daily life can provide quantitative and reliable reference for
doctors’ diagnosis and treatment. In addition, the number of
patients included was small, which may bias the results of
machine learning classification even when MERF model was
employed. But since this is a preliminary report stressing
mainly the methodological platform of synchronized intracranial
electrical activity and gait recording, further large cohort
study adopting this approach reporting detailed clinical and
electrophysiological outcomes will be conducted in the future.

This study has some limitations. First, the number of patients
was small, and the sample size needs to be expanded in
the future; Second, only the medicine-off state was evaluated;
Third, the influence of motion on the electrophysiological
signal is inevitable, but we tried to fix the collection line
on the patient as much as possible to reduce external
interference.

CONCLUSION

This study aimed to describe a feasible synchronized recording
system including intracranial EEG and gait data during walking.
We verified the stability and reliability of the current system.
In addition, preliminary results confirmed the stronger LFP
beta power of STN during FOG and the functional connection
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between the cortex and STN in FOG patients. In the future,
further exploration of the electrophysiological biomarker and
neural substrate underlying FOG could be performed based
on the current platform, which may provide a theoretical
basis for optimizing and perfecting the development of
DBS in the treatment of PD and the development of new
neuromodulation technologies.
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