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Editorial on the Research Topic 


Nanoparticle-Mediated Signaling Rewiring and Reprogramming of Immune Responses


Recent advances on the molecular mechanisms that control immune cells are at the core of the development of better immunomodulatory therapies. For example, these mechanisms may enable T cell manipulation interventions to treat and prevent autoimmune disease by rewiring T cells towards an anti-inflammatory phenotype. Indeed, it has been recently reported that metabolic sensing in immune cells is coupled to signal transduction pathways that control cell fate. These phenomena have been linked to the onset and/or progression of several diseases such as multiple sclerosis, rheumatoid arthritis, diabetes or Alzheimer’s disease, and also exploited therapeutically to develop cancer immunotherapies (1–4). Unifying our understanding of the molecular pathways that control the immune response might identify novel efficacious interventions to reprogram immune cells for therapeutic purposes in diseases associated with immune dysregulation. However, two important challenges limit the clinical translation of our current knowledge on the regulation of the immune response by small molecules which could provide the basis for novel immunotherapeutic drugs. First, the absence of mechanisms to control the specificity of these reprogramming approaches, resulting in off-target effects. Second, limitations associated to the short half-life and/or low bioavailability of immune-modulatory small molecules.

Nanomaterial-based approaches offer a platform for novel immunotherapeutic approaches. In this sense, nanoparticle (NP) delivery systems are gaining momentum because they allow the development of precision-based medicines for the reprogramming and dynamic rewiring of signalling pathways in immune cells. Even without a well-defined cell-targeting strategy, several studies have shown the feasibility of reprogramming inflammatory immune cells after i.v administration of different nanoparticles based only on their physical properties (5–7). For example, it is possible to differentially reprogram immune cells to favor their homing to injured locations to promote neuroprotection or to reduce their recruitment to inflamed areas and limit immunopathology. Immune-reprogramming NPs have been shown to redirect suppressive macrophages to act as anti-tumor effector cells, and without the described side-effects linked to checkpoint inhibitors. Indeed, several clinical trials are underway to bring immune-reprogramming NPs to patients and there is a critical mass of proof-of-concept studies on nanoparticles tailored with different biological and chemical strategies to modify the response of immune cells (8, 9). Also, NP reprogramming of macrophages and T-cell mediated responses is having a major impact on the development of new methods for cancer immunotherapy (10, 11). In this Research Topic, we have gathered articles covering novel and significant aspects about the connection between NPs and functional immune responses, providing a series of updated and insightful views of the potential mechanisms involved. More specifically, we have arranged this special issue into three broad subjects, as follows: (A) NP-based reprogramming to promote infection resolution. (B) NP-based reprogramming in cancer immunotherapy; (C) NP-based reprogramming of immune memory.


NP-Based Reprogramming to Promote Infection Resolution

Beyond the bactericidal or bacteriostatic effects that were described in the early days of nanomedicine, an interesting field of research is related to the long-term effect of NP exposure on trained innate immunity (12, 13). Swartzwelter et al. report how gold nanoparticles (AuNPs) loaded with different microbial molecules differentially reprogram macrophage responses which downregulate or exacerbate innate immune memory. Although the molecular mechanisms underlying how AuNPs modulate innate memory are unknown, it appears to be defined by the pathogenic agent and the individual’s immune history, independently of the primary response elicited by AuNPs. An often understudied issue is the linking of initiation, progression and resolution of inflammation with the effect of NPs on functional responses by macrophages. Sun et al. describe a tryptophan-containing hexapeptide-coated AuNP with opposite immunomodulatory activities in resting and TLR-stimulated macrophages, targeting NF-κB or IRAK downstream signalling, respectively. Korshoj et al. provide an insightful review on how to tackle chronic infections in the central nervous system by modulating macrophage/microglia polarization using different NP platforms. Finally, Ernst and Puntes comment on the role of oxidative metabolism in macrophage function and the potential of regulatory interventions trough cerium oxide NPs. Interestingly, it is worth mentioning that inorganic or metallic core NPs are attracting more attention compared to the reluctance they triggered a few years ago because of their potential toxicity.



NP-Based Reprogramming in Cancer Immunotherapy

The review by Mulens-Arias et al. provides a comprehensive account of our current understanding on the effects of Iron Oxide Nanoparticles (IONPs) on macrophage reprogramming in the tumour microenvironment, including effects on the interactions between malignant and non-transformed cells. Garland et al. explore the capacity of cytosolic double-stranded DNA to promote antitumor immunity by activating the cytosolic DNA sensor cyclic-GMP-AMP synthase (cGAS) and its downstream effector, stimulator of interferon genes (STING), which drive the production of type I interferons and other inflammatory cytokines. A major bottleneck to activate the cGAS/STING cytosolic pathway with double-stranded DNA is the combination of both deoxyribonuclease activity and endosomal escape, which forced the development of direct STING activators. To overcome the limitation of a non-physiological stimulation of cGAS-STING signaling, Garland et al. identified in a DNA library screening a DNA-based polymeric nanoparticle with enhanced features in terms of stability and functional activation of the cGAS-STING pathway. In vitro and in vivo experiments demonstrated the feasibility of directly targeting cGAS to reprogram macrophages in tumors, opening new venues for cancer immunotherapy. Alongside, Dey et al. provide further information on the impact of nucleic acid cargo in cationic lipid-based delivery systems aimed to induce macrophage and dendritic cell modulation. Finally, Makhijani and McGaha review the role of exosomes in myeloid immune cells. These nano-sized vesicles of endosomal origin (30-150 nm in diameter) are the smallest type of extracellular vesicles, whose role in cancer immunology and inflammatory/autoimmune diseases has only recently started to be fully appreciated.



NP-Based Reprogramming in Adaptive Immune Memory

The review by Solé and Santamaría focuses on the reprogramming capabilities of NPs to generate antigen-specific T-regulatory type 1 (Tr1)-like cells. They pay special attention to Tr1-like cell heterogeneity and its potential molecular characterization. By using dendritic mesoporous silica nanoparticles, An et al. report the synthesis and characterization of a peptide-based delivery platform as a vaccination strategy towards foot-and-mouth disease virus. Also in the field of modified platforms for new vaccination strategies, Feola et al. exploit oncolytic viruses as in situ cancer vaccines. In this work, they developed an alternative approach to generate oncolytic adenovirus functionalised with tumour antigens in order to obtain sustained T cell responses while avoiding non-scalable procedures.



Author Contributions

Authors listed have made a direct and intellectual contribution to the editorial and approved for publication.



Funding

DP is supported by the Regional Ministry of Transformación Económica, Industria, Conocimiento y Universidades, PAID2020, CTS677 to DP) and the Spanish Government Ministry of Science and Innovation of Spain [RTI2018-098432-B-I00, co-funded by the European Regional Development Fund (ERDF), a way to build Europe]. FQ is supported by the National Institutes of Health, the Progressive Multiple Sclerosis Alliance and the National Multiple Sclerosis Society.



References

1. Heim, CE, Bosch, ME, Yamada, KJ, Aldrich, AL, Chaudhari, SS, Klinkebiel, D, et al. Lactate Production by Staphylococcus Aureus Biofilm Inhibits HDAC11 to Reprogramme the Host Immune Response During Persistent Infection. Nat Microbiol (2020) 5:1271–84. doi: 10.1038/S41564-020-0756-3

2. Leal-Lasarte, M, Mannini, B, Chiti, F, Vendruscolo, M, Dobson, CM, Roodveldt, C, et al. Distinct Responses of Human Peripheral Blood Cells to Different Misfolded Protein Oligomers. Immunology (2021) 164:358–71. doi: 10.1111/imm.13377

3. Lee, HG, Wheeler, MA, and Quintana, FJ. Function and Therapeutic Value of Astrocytes in Neurological Diseases. Nat Rev Drug Discov (2022) 21: 339–58. doi: 10.1038/S41573-022-00390-X

4. Serra, P, and Santamaria, P. Antigen-Specific Therapeutic Approaches for Autoimmunity. Nat Biotechnol (2019) 37:238–51. doi: 10.1038/s41587-019-0015-4

5. Park, J, Zhang, Y, Saito, E, Gurczynski, SJ, Moore, BB, Cummings, BJ, et al. Intravascular Innate Immune Cells Reprogrammed via Intravenous Nanoparticles to Promote Functional Recovery After Spinal Cord Injury. Proc Natl Acad Sci USA (2019) 116:14947–54. doi: 10.1073/PNAS.1820276116

6. Yeste, A, Takenaka, MC, Mascanfroni, ID, Nadeau, M, Kenison, JE, Patel, B, et al. Tolerogenic Nanoparticles Inhibit T Cell-Mediated Autoimmunity Through SOCS2. Sci Signal (2016) 9(433):ra61. doi: 10.1126/SCISIGNAL.AAD0612

7. Kenison, JE, Jhaveri, A, Li, Z, Khadse, N, Tjon, E, Tezza, S, et al. Tolerogenic Nanoparticles Suppress Central Nervous System Inflammation. Proc Natl Acad Sci USA (2020) 117:32017–28. doi: 10.1073/PNAS.2016451117

8. Shemesh, CS, Hsu, JC, Hosseini, I, Shen, BQ, Rotte, A, Twomey, P, et al. Personalized Cancer Vaccines: Clinical Landscape, Challenges, and Opportunities. Mol Ther (2021) 29:555–70. doi: 10.1016/J.YMTHE.2020.09.038

9. Wang, N, Wang, S, Wang, X, Zheng, Y, Yang, B, Zhang, J, et al. Research Trends in Pharmacological Modulation of Tumor-Associated Macrophages. Clin Transl Med (2021) 11:e288. doi: 10.1002/CTM2.288

10. Wang, H, Najibi, AJ, Sobral, MC, Seo, BR, Lee, JY, Wu, D, et al. Biomaterial-Based Scaffold for In Situ Chemo-Immunotherapy to Treat Poorly Immunogenic Tumors. Nat Commun (2020) 11(1):5696. doi: 10.1038/S41467-020-19540-Z

11. Krienke, C, Kolb, L, Diken, E, Streuber, M, Kirchhoff, S, Bukur, T, et al. A Noninflammatory mRNA Vaccine for Treatment of Experimental Autoimmune Encephalomyelitis. Science (2021) 371:145–53. doi: 10.1126/SCIENCE.AAY3638

12. Swartzwelter, BJ, Fux, AC, Johnson, L, Swart, E, Hofer, S, Hofstätter, N, et al. The Impact of Nanoparticles on Innate Immune Activation by Live Bacteria. Int J Mol Sci (2020) 21:1–22. doi: 10.3390/IJMS21249695

13. Italiani, P, della Camera, G, and Boraschi, D. Induction of Innate Immune Memory by Engineered Nanoparticles in Monocytes/Macrophages: From Hypothesis to Reality. Front Immunol (2020) 11:566309. doi: 10.3389/FIMMU.2020.566309




Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.


Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Quintana and Pozo. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




REVIEW

published: 09 June 2021

doi: 10.3389/fimmu.2021.693709

[image: image2]


The Use of Iron Oxide Nanoparticles to Reprogram Macrophage Responses and the Immunological Tumor Microenvironment


Vladimir Mulens-Arias 1, José Manuel Rojas 2 and Domingo F. Barber 1*


1 Department of Immunology and Oncology, and NanoBiomedicine Initiative, Centro Nacional de Biotecnología (CNB)-CSIC, Madrid, Spain, 2 Centro de Investigación en Sanidad Animal, Centro Nacional Instituto de Investigación y Tecnología Agraria y Alimentaria (CISA-INIA)-CSIC, Valdeolmos, Madrid, Spain




Edited by: 
David Pozo, University of Seville, Spain

Reviewed by: 
Diana Caballero-Hernández, Universidad Autónoma de Nuevo León, Mexico
 Ceren Ciraci, Istanbul Technical University, Turkey

*Correspondence: 
Domingo F. Barber
 dfbarber@cnb.csic.es

Specialty section: 
 This article was submitted to Molecular Innate Immunity, a section of the journal Frontiers in Immunology


Received: 11 April 2021

Accepted: 24 May 2021

Published: 09 June 2021

Citation:
Mulens-Arias V, Rojas JM and Barber DF (2021) The Use of Iron Oxide Nanoparticles to Reprogram Macrophage Responses and the Immunological Tumor Microenvironment. Front. Immunol. 12:693709. doi: 10.3389/fimmu.2021.693709



The synthesis and functionalization of iron oxide nanoparticles (IONPs) is versatile, which has enhanced the interest in studying them as theranostic agents over recent years. As IONPs begin to be used for different biomedical applications, it is important to know how they affect the immune system and its different cell types, especially their interaction with the macrophages that are involved in their clearance. How immune cells respond to therapeutic interventions can condition the systemic and local tissue response, and hence, the final therapeutic outcome. Thus, it is fundamental to understand the effects that IONPs have on the immune response, especially in cancer immunotherapy. The biological effects of IONPs may be the result of intrinsic features of their iron oxide core, inducing reactive oxygen species (ROS) and modulating intracellular redox and iron metabolism. Alternatively, their effects are driven by the nanoparticle coating, for example, through cell membrane receptor engagement. Indeed, exploiting these properties of IONPs could lead to the development of innovative therapies. In this review, after a presentation of the elements that make up the tumor immunological microenvironment, we will review and discuss what is currently known about the immunomodulatory mechanisms triggered by IONPs, mainly focusing on macrophage polarization and reprogramming. Consequently, we will discuss the implications of these findings in the context of plausible therapeutic scenarios for cancer immunotherapy.




Keywords: iron oxide nanoparticles, nanoparticle–macrophage interaction, macrophage polarization, tumor associated macrophages, therapeutic applications



Introduction

The highly innovative field of nanotheranostics has been expanding now for more than two decades, with easy-to-scale nanomaterials emerging as potential candidates to treat a variety of pathologies, such as cancer (1–4), autoimmune diseases (5, 6) or neurodegenerative disorders (7, 8). The therapeutic interest in nanomaterials, and particularly in nanoparticles, is in part kindled by the chemical and physical versatility of these materials. Nanoparticles can be functionalized with targeting moieties (9) or drugs (10), and their surface can be built for specific biomolecule release using molecular domains responsive to stimuli like pH (11, 12) or reactive oxygen species (ROS (13, 14). In addition, they also possess physical properties associated with their core that can be exploited, such as magnetism (15) and plasmon coupling (16).

Iron oxide nanoparticles (IONPs) are of particular therapeutic interest due to their magnetic properties and their flexibility for surface functionalization. IONPs have been used as contrast agents and as heat-inducers through the application of an external magnetic field (17, 18). Their versatility in terms of surface functionalization means they can target diverse molecules and they can be used to ensure the correct localized delivery of different cargos, such as drugs, RNAs, cytokines or antibodies (15). Importantly, IONPs also exhibit intrinsic biological activity in cellular systems, including the immune system, which can be exploited to broaden their therapeutic potential. This review will first outline the main characteristics of the tumor microenvironment (TME), emphasizing the influence of tumor-associated macrophages (TAMs), and subsequently, we will address the impact that IONPs have on macrophage reprogramming and the implications of this for cancer immunotherapy.



Immunological Tumor Microenvironment

Cancer is a complex and heterogeneous disease that involves the dysregulation of various cell processes, such as metabolism (19), proliferation (20), intracellular pH dynamics (21), redox signaling (22), and migration/invasion (23, 24). The complexity of this disease is also reflected by the different ecosystems that constitute a permissive TME (25, 26). A close inspection of the TME reveals a network of cellular and non-cellular components that provide the signals that control tumor cell survival, proliferation, angiogenesis, immune evasion and metastasis. We can divide the TME landscape into three ecosystems: 1) the cellular compartment; 2) the soluble factors; and 3) the extracellular matrix (ECM: Figure 1 and Table 1). The tumor niche is a very dynamic 3D structure in which stromal cells play a crucial role in regulating different stages of tumor development and in which there is also an intricate interplay among these cells. The TME cell ecosystem also includes a plethora of non-immune stromal cell types, such as cancer-associated fibroblasts (CAFs (54), mesenchymal stem cells (MSCs), pericytes, adipocytes, endothelial and vascular cells. Notably, these cells exhibit a high degree of plasticity and they may originate through trans-differentiation. For instance, breast cancer CAFs may stem from resident fibroblasts, from breast epithelial cells via the epithelial-to-mesenchymal transition (EMT) or from pericytes in the perivascular niche (55, 56). CAFs may also be derived from bone marrow-derived mesenchymal stem cells (BM-MSCs), as PDGFR-α−, CD45−, CD34− BM-MSCs are recruited into primary breast tumors to differentiate into α-SMA+, PDGFR-α−, CD45−, CD34− CAFs (57). This fact highlights the complex transcriptional reprogramming that many stromal cells go through, suggesting that the cellular ecosystem in the TME is in constant transcriptional flux (58, 59). Indeed, this dynamic transcriptional program is likely to constantly redefine the immunological landscape of the TME.




Figure 1 | Overview of the tumor microenvironment (TME). Three ecosystems contribute to the TME: firstly, the cellular ecosystem that is composed of immune cells (lymphoid and myeloid), fibroblasts, mesenchymal stem cells (MSCs), pericytes, endothelial cells, and tumor cells. Secondly, the cell-to-cell membrane interactions and soluble secreted factors that participate in the intricate interplay among these cells, e.g., cytokines, chemokines, growth factors, hormones, proteolytic enzymes, and metabolites. Thirdly, the extracellular matrix (ECM) bed on which the cellular ecosystem resides, also providing biological signals to the tumor and stromal cells through ECM-derived peptides and the structural domains of its proteins. The interplay of these signaling networks and ecosystems promotes tumor cell proliferation, survival, epithelial-to-mesenchymal transition, drug resistance and loco-regional modulation, such that the TME is conducive to tumor cell invasion and metastatic spreading, angiogenesis and immune cell evasion.




Table 1 | Examples of TME ecosystems and their implications in the progression of three significant cancers: breast, lung and colorectal.



The TME is also comprised of tumor-infiltrating immune cells, both innate immune cells (monocytes, macrophages, and NK cells) and adaptive immune cells (T and B cells), that define the tumor immune microenvironment (TIME). Dynamic communication takes place within this ecosystem that are mediated by cell-to-cell contacts and cell-derived soluble factors. The intermediates derived from stromal and tumor cells, such as cytokines, chemokines, and ROS, promote immune evasion by inducing CD8+ T cell anergy/exhaustion, T regulatory (Tregs) cells, suppressor dendritic cells (DCs), and M2 macrophage differentiation (60). As a result, tumors escape immune surveillance and they adopt a metastatic phenotype through modulation of the EMT, enhanced angiogenesis and ECM degradation.

The non-cellular TME network is comprised of ECM components [e.g., collagens (61), fibronectin (62), elastin (63), and laminin (64)], and soluble cellular derivatives [e.g., cytokines, chemokines (65), hormones (66), metabolites (67, 68) and growth factors (69)]. This non-cellular network is responsible for cell-to-cell crosstalk, ultimately shaping the pro-malignant environment.

However, the immunological landscape within the TME has emerged as a crucial variable for cancer progression and treatment, and understanding the TIME has become a critical step in designing efficient immunotherapies for cancer. Indeed, the TIME defines the prognosis of cancer patients (70, 71) and their therapeutic response to immunotherapies like checkpoint inhibitors (72, 73), T-cell transfer (74), or therapeutic vaccines (75). Driven by tumor cell plasticity, the TIME is a dynamic system where diverse innate and adaptive immune cells co-exist, continually changing over time in response to the reprogramming of tumor cell transcription (Figure 2). To better comprehend the TIME’s influence on cancer prognosis, the TIME can be divided into the T cell-inflammatory microenvironment and non-T cell-inflammatory microenvironment. The first of these is characterized by the infiltration of T cell subsets and macrophages, whereas the second is mainly composed of TAMs. Of all immune cells, TAMs play a pivotal role in defining the tumor immunological landscape and thus, they have been the target of various therapeutic approaches.




Figure 2 | The tumor immune microenvironment (TIME). Several immune cells are found in the TIME, exhibiting either an immunostimulatory (CTLs, cytotoxic T cells, helper T cells, memory T cells, γδ T cells, NK T cells, plasma B cells, memory B cells, NK cells and M1-like TAMs) or immunosuppressive phenotype (Tregs cells, regulatory B cells, M-MDSCs, monocytic monocyte-derived suppressor cells, PMN-MDSCs, polymorphonuclear monocyte-derived suppressor cells and M2-like TAMs). The final immunological response in the TME will depend on the balance between these immunomodulatory populations.




Immunosuppressive Tumor-Associated Macrophages

TAMs are tumor-enriched immunosuppressor cells that exert a pivotal influence on tumor progression and metastasis. Since their first description 30 years ago (76), TAMs have been characterized as potent pro-tumorigenic agents that act primarily by modulating the natural (and induced) anti-tumor response, ECM remodeling, and inducing angiogenesis, not only leading to tumor cell survival and proliferation but also, to their dissemination (Figure 3). It is currently accepted that the TAM phenotype resembles the alternatively activated macrophage M2 phenotype (Arginase 1+, CD163+, CD206+, CD209+, FIZZ1+, and Ym1/2+), which can be subdivided into four subtypes: M2a, M2b, M2c, and M2d (77). These subtypes are generated by the stimuli triggering macrophage differentiation and some specific phenotypic markers (Table 2). However, it is generally accepted that TAMs retain a high degree of plasticity, permitting several different subtypes to co-exist simultaneously and their trans-differentiation into each different subtype depending on the TME signals available.




Figure 3 | The role of tumor-associated macrophages (TAMs) in shaping the tumor microenvironment (TME). (A) TAMs secrete a plethora of enzymes that degrade ECM components, such as metalloproteinases (MMPs), cathepsins, disintegrin and metalloproteinase (ADAM)-family proteases, and tissue inhibitors of metalloproteinases (TIMPs). As a result, the ECM becomes destructured and conducive to tumor cell invasion. TAMs also secrete cytokines that support tumor cell proliferation, e.g., TGF-β1, IL-10, IL-6, IL-1β, and EGF. (B) TAMs secrete various pro-angiogenic factors that induce vessel formation, e.g., VEGF-A, bFGF, IL-6, and TNFα. Together with ECM degradation, tumor angiogenesis permits the systemic dissemination of tumor cells. (C) TAMs adopt an immunosuppressive phenotype by secreting many anti-inflammatory cytokines/chemokines, e.g., IL-10, TGF-β1, CCL17, CCL18, and CCL22, inhibiting cytotoxic T cells (CTLs) and attracting or differentiating T cells into regulatory T cells. TAMs can also exhaust CTLs by direct engagement of anti-inflammatory cognates receptors like PD1-PD-L1.




Table 2 | | M2 macrophage subtypes and their involvement in tumor development.



In general, blood monocytes infiltrate the TME, and along with the tumor-resident macrophages, they represent a source of TAMs. In this context, tumor cells shape the macrophage’s immunosuppressive phenotype by secreting anti-inflammatory interleukins and other metabolites. The TAMs then inhibit tumor-infiltrating T cells directly through receptor-ligand cognates [e.g., PD-1:PD-L1 (84)] or by releasing anti-inflammatory cytokines (IL-10, TGF-β1, and IL-6). Concomitantly, the TAMs can produce different proteolytic enzymes such as metalloproteinases (MMPs), cathepsins, and disintegrin and metalloproteinase-like proteases (ADAMs), thereby producing a profound ECM remodeling. Consequently, the ECM becomes conducive to invasion, and it facilitates tumor cell dissemination into the surrounding tissue and peripheral circulation. TAMs can further enhance tumor invasiveness by inducing angiogenesis, mediated by various cytokines and growth factors like VEGF-A (85) and IL-8 (86). Since TAMs are involved in tumor progression, the induction of a specific phenotype that switches these cells towards a pro-immunogenic profile has been proposed as an attractive therapeutic tool to enhance local anti-tumor immune responses.

The modulation of TAM activity is a plausible and promising therapeutic approach to combat tumors when combined with cancer immunotherapies. Indeed, multiple drugs that modulate the pro-tumor activity of TAMs have been tested, including bisphosphonates (87) and zoledronic acid (88) in particular, or chemotherapeutic drugs like docetaxel and cyclophosphamide (89). While zoledronic acid can revert the M2 TAM phenotype in breast tumors into an M1-like phenotype or induce TAM apoptosis, the chemotherapeutic drugs can promote an M1-phenotype that secretes pro-inflammatory cytokines like IL-12, thus driving an anti-tumor effect. In this context, nanoparticles that modulate TAM activity, particularly IONPs, provide new and innovative tools to prolong anti-tumor responses in situ.




Intrinsic Modulation of the TIME by Iron Oxide Nanoparticles (IONPs)

IONPs have been studied extensively as an effective magnetic nanocarrier for various cargos, such as drugs (15), cytokines (90, 91), siRNAs (92), and adjuvants (93). There are several motives for the increasing interest in IONPs as nanocarriers. First, the IONP core responds to an external electromagnetic field that permits their use in applications like magnetic targeting, magnetic resonance imaging (MRI) or the induction of local hyperthermia. Second, mammalian cells have efficient iron metabolism that can prevent the cells from suffering iron-related toxicity. Third, the IONP surface provides a chemical interface that can be easily modified with a number of polymers and moieties, which when combined with the high surface-to-volume ratio, facilitate the delivery of wide range of cargoes.

However, IONPs also produce interesting intrinsic biological effects that provide added therapeutic benefits to IONP-based nanomedicines. We demonstrated that polyethyleneimine (PEI)-coated IONPs can inhibit the migration and invasion of tumor cells (94), and impair angiogenesis (95). More importantly, the intrinsic biological effects of IONPs arise from their surface coating and the surrounding protein corona, as well as the free intracellular iron derived from IONP degradation. While IONP surface microdomains are primarily involved in the nanoparticle’s interaction with cell membrane receptors, soluble factors, and intracellular components, the released intracellular iron actively changes the intracellular redox status through the Fenton reaction (96), modulating several iron-regulated genes. Since macrophages contribute to the TIME, their interaction with IONPs can define the theranostic outcome and provide an invaluable tool to reprogram the phenotype of TAMs. The most recent findings on how IONPs affect macrophage activation are summarized in Table 3.


Table 3 | | Example of the effects of iron oxide nanoparticles on macrophage polarization.



To understand how IONPs affect macrophage polarization, we have to consider the internalization process as at least three different steps, during which IONPs can engage with different signaling cascades: 1) IONP interaction with the cell membrane; 2) endocytosis and endolysosomal trafficking; and 3) IONP degradation. In each step the IONPs are exposed to diverse biological milieu and ultimately, this determines the indirect or direct engagement that drives macrophage transcriptional reprogramming and shifts in phenotype. This effect on transcriptional reprogramming of macrophages has been assessed by several groups whereby key transcription factors such as STAT family (107) and c-Fos/c-Jun complex (107) are upregulated upon IONP treatment. Noteworthy, IONPs appear to induce a variety of transcription factors related to MAPK pathways and the innate response, including the TLR-AP-1 signaling pathway (108). This complex reprogramming was revealed by Liu Y et al., who observed that the DMSA-coated IONPs engaged the activation of the signaling pathways mentioned above (107). Therefore, the IONPs can trigger a multifactorial transcription reprogramming of macrophages where several signaling pathways are involved.

It is important to note that among the transcriptional reprogramming that IONPs can induce in macrophages, some are related to cell death processes such as apoptosis, ferroptosis, and autophagy. The balance between all signaling pathways activated by a particular IONPs will determine the macrophage fate. In this review, we focus on the transcriptional reprogramming of macrophage response in terms of the immune response and suggest other comprehensive and recent studies on the toxicity of IONPs that can be more thorough in this sense (109, 110).

The coating of IONPs influences their interaction with cell membrane-associated proteins like receptors, thereby triggering signaling cascades that can activate macrophages. As such, IONPs with a positively charged coating consistently polarize macrophages towards a M1-like phenotype. Indeed, when macrophages are treated with PEI-coated IONPs, a straightforward program of M1 activation occurs, enhancing co-stimulatory receptors like CD40, CD80, and CD86, along with the secretion of the pro-inflammatory cytokine, IL-12 (101). When analyzing the transcriptional reprogramming induced by PEI-coated IONPs, several pro-inflammatory genes were seen to be upregulated (i.e., Il1b, Tnfa, Ccl2 and Il6). However, the most exciting finding was the involvement of the toll-like receptor 4 (TLR-4) in PEI-coated IONP-induced macrophage activation (101). The PEI polymer appears to engage TLR-4 activation, stimulating the mitogen-activating protein kinase (MAPK). Two commercially available IONPs (carboxydextran-coated Resovist and carboxylmethyl-dextran coated feraheme) have also been demonstrated to induce macrophage activation through TLR-4 engagement, indicating that different IONP coatings can activate macrophages in this way, although activation by these IONPs induces autophagy (102). Other effects of IONPs were at least partly associated with different TLRs, including the cell membrane TLR2, TLR4, and TLR6, and the intracellular TLR8. Indeed, IONP size influences TLR activation as a relatively small IONP (10 nm) can enhance TLR2, TLR6, TLR4, and TLR8-induced cytokine secretion in peripheral blood, whereas a larger IONP (30 nm) only affects TLR2 and TLR6-dependent cytokine secretion (108). Although a direct interaction between the IONPs and the cell surface TLRs has yet to be demonstrated, the dependence of cytokine enhancement on the formation of a complex between TLR4/MD2 and the CD14 co-receptor suggests that a physical interaction between the TLR4 complex and IONPs could be responsible for the increase in TLR4 activity. However, elsewhere IONPs were shown to interfere with TLR4 agonist activation, suggesting that this mechanism could depend on the type of IONP (111).

In addition, it has been shown that IONPs with opposite surface charges promote similar macrophage repolarization. Two opposite charged IONPs induced an M1-like phenotype in RAW 264.7 macrophages, although negatively charged IONPs appeared to be more potent in promoting this effect (98) and neutral IONPs have a negligible impact. The crucial role that such M1-differentiated macrophages can play within the TIME was also addressed and there was significant tumor growth retardation when IONP+ or IONP- treated macrophages were co-inoculated with HT1080 human fibrosarcoma cells, reflecting the anti-tumor effect of these repolarized M1-like macrophages (98).

IONP morphology also plays a critical role in determining the degree of macrophage activation. Using IONPs with four distinct morphologies (octopod, plate, cube, and spherical), yet with a comparable aspect ratios and surface charge, the IONPs with an octopod or plate morphology were seen to significantly activate the inflammasome, as measured by IL-1β secretion (112). More importantly, this dependence on morphology appeared to be related to the nanoparticle’s capacity to induce ROS production. IONP size also affected the extent of inflammasome activation in macrophages, with spherical IONPs of ~30 nm inducing significantly more IL-1β release than larger spherical IONPs of ~80 and 120 nm (113). ROS production appears to be a common molecular mechanism for the effect of IONPs on macrophage activation, although this result also seems to depend on lysosomal destabilization and may reflect another common phenomenon. The involvement of ROS in IONP-induced macrophage activation is related to the central role these metabolites play in macrophage cell biology as short-lived second messengers. ROS mediate the oxidation of thiol groups in several proteins, altering their structure and hence, their function. The MAPK pathway is ROS-sensitive and it regulates several biological processes like cell proliferation, apoptosis, and the innate immune response. In this regard, ROS have been implicated in the induction and maintenance of an M1-like status of macrophages through the activation of NFκB and p38 MAPK signaling. In the former situation, ROS trigger the phosphorylation of the NFκB inhibitor, IκB, thereby activating NFκB (114). In the latter, ROS induce the phosphorylation of the apoptosis signaling-regulating kinase 1 (ASK1) and the downstream activation of the p38 MAPK (115). However, ROS can either activate or inhibit NFκB in a context-dependent manner, highlighting the need to characterize the effect of IONP-triggered ROS production on NFκB activation in a cell-type and context-dependent manner (116). In addition to MAPK, the phosphoinositide-3 kinase (PI3K) is also regulated by ROS, sensitizing macrophages to hormone, cytokine, and growth factor signaling (117).

IONP phagocytosis can lead to autophagy, as is the case for the two FDA-approved IONPs, resovist and ferumoxytol that induce the appearance of an early autophagic vacuole and eventually, IONPs-containing double-membrane autophagic vacuoles, small internal vesicles, and cellular and membrane debris (102). These events were accompanied by the accumulation of LC3 puncta and overexpression of the p62/SQSTM1-positive sequestosome (118–120). In accordance with the involvement of TLRs in this effect, the TLR4-p38-Nrf2 pathway appears to mediate IONP-induced autophagy as opposed to the classic autophagy machinery dependent on ATG5/12. Indeed, pre-treatment with the TLR4 signaling inhibitor, CLI-095, prevented IONP-loaded macrophages from inducing the aforementioned structural changes (102).

Importantly, each macrophage phenotype expresses different factors involved in iron metabolism, reflected in their distinct iron sensitivity (121). For instance, M2-polarized THP1 macrophages internalize significantly more IONPs than M1-polarized and M0 macrophages, leading to a higher T1 signal in M2 macrophages and a higher T2* signal in M0 macrophages (122). In turn, internalized IONPs could also exert effects on polarization and iron metabolism. Indeed, our group demonstrated that DMSA-, APS-, and aminodextran-coated IONPs shifted iron metabolism towards an iron-sequestering status in M2-like macrophages (103). In the light of the above, we can propose a general overview of the events induced by IONPs that precipitates macrophage activation (Figure 4).




Figure 4 | Overview of the effects of IONPs on macrophage polarization. The IONPs can interact with cell surface receptors such as TLRs (1), leading to activation of the MAPK signaling pathway. Once internalized by macrophages, the IONPs are enclosed within endolysosomes where they are biodegraded. Consequently, atomic iron is released into the cytoplasm, where it engages the Fenton reaction and produces ROS (2). As a result, transcriptional reprogramming is triggered, such as that involving NF-κB (e.g., cytokines, chemokines) and NRF2 target genes (e.g., iron metabolism). NRF2, nuclear factor (erythroid-derived 2)-like 2; PIR, Pirin; FPN1, ferroportin-1; FTH1, ferritin heavy chain; FTL, ferritin light chain; MAPK, mitogen-activated protein kinases; MAF, musculoaponeurotic fibrosarcoma.



IONPs have also been used to track microglia and assayed as a potential nanocarrier in brain tumors. Microglia are highly phagocytic cells found entirely in the central nervous system (CNS) where they protect the nervous tissue from debris and damaged CNS structures and from viruses, microorganisms, and tumors (123–126). Therefore, like macrophages, microglia can phagocytose IONPs and react to them. In this sense, Wu HY et al. found that the carboxydextran-coated IONP (Resovist™) counteract the LPS-induced microglia activation by directly decrease IL-1β secretion (127), suggesting IONPs can protect CNS from an exacerbated inflammation. However, other reports pinpoint the involvement of IONPs in recruiting and activating microglia in CNS structures such as the olfactory bulb, hippocampus, and striatum. Indeed, Wang Y et al. found that Fe2O3 IONPs administered intranasally promote the recruitment of microglia into the above CNS structures and induced microglia activation and proliferation, with ROS and nitric oxide (NO) production, as a possible defense mechanism against foreign particulates (128). Thus, IONPs appear to change CNS immunological microenvironment toward an inflammatory or anti-inflammatory phenotype, highlighting the need to comprehend these effects in the context of brain tumors.



Therapeutic Iron Oxide Nanoparticle-Enabled Modulation of TIME

We have discussed the activation of macrophages by IONPs and the molecular mechanisms mediating these effects. Considering the intrinsic biological activity of IONPs on macrophages, their application in therapeutic and prophylactic vaccination schemes has emerged as an attractive therapeutic approach to treat cancer. This approach relies on the possibility of combining the carrier capacity of IONPs with their by-stander activation of macrophages within the TIME. A general overview of IONP-based vaccine designs highlights the use of IONPs as an antigen carrier (primarily associated with the tumor cells)with the possible addition of adjuvant and/or a targeting moiety.

The use of IONPs as an antigen carrier in a vaccination schedule takes advantage of the intrinsic capacity of the IONPs to drive macrophages or DCs towards a pro-inflammatory phenotype. Consequently, antigen internalization, intracellular processing, and restricted major histocompatibility complex (MHC) presentation to T cells within an inflammatory microenvironment will elicit a robust immune response against the antigen-expressing tumor cells. A simple vaccine formulation has been tested by loading ovalbumin (OVA) onto IONPs, demonstrating that this formulation could activate bone marrow-derived dendritic cells (BMDCs) and RAW 264.7 macrophages. However, the most exciting finding was that prophylactic or therapeutic injection of three doses of this preparation delayed OVA-expressing B16 tumor cell growth.

Interestingly, OVA-coated IONPs effectively prevented lung metastasis from OVA-expressing cells (129). Likewise, the sole conjugation of OVA alone with IONPs was sufficient to elicit potent DC and macrophage activation, and to reduce the OVA-expressing CT26 tumor burden in vivo (130). This anti-tumor effect appeared to be mediated by the induction of pro-inflammatory cytokines like IL-6, TNF-α, and IFN-γ.

Other studies have addressed the potential of the IONPs as carriers of tumor-associated antigens in vaccine designs. For example, the administration of self-assembled MUC1 lipo(glycol)peptide-coated IONPs elicited a strong antibody response, prompting an antibody profile able to recognize the MUC1-expressing tumor cell line, MCF7 (131). In this scenario, the anti-tumor effect seems more likely to be related to the enhanced activation of plasma B cells due to the high number of lipo(glycol)peptide copies presented on the IONP surface. However, we cannot rule out a direct effect on macrophages or DCs.

It is desirable that macrophage-based anti-tumor therapy induces naive macrophages to adopt a M1 phenotype and that it switches the resident M2 program into a M1 phenotype, ensuring a pro-inflammatory and anti-tumor TIME. It was seen that hyaluronic acid-modified IONPs or bare IONPs trigger the production of ROS and pro-inflammatory cytokines (132). Consequently, IONP-treated macrophages exerted an anti-tumor effect on the murine 4T1 breast-tumor cell line in a cell contact-independent manner, inducing active caspase 3 and inhibiting cell proliferation. Notably, hyaluronic acid-modified IONPs induced M1 macrophages resistant to M2-inducing factors and M2-to-M1 macrophage reversion (132). IONP intracellular degradation also increases the labile iron pool, providing another element that can modulate the TIME. It was shown that red blood cells (RBCs) were responsible for the presence of iron-loaded macrophages nesting in the invasive margins of non-small lung cell tumors, which were in turn correlated with a smaller tumor size (133). Indeed, hemolytic RBCs triggered TAM polarization toward a M1-like phenotype, as evident by the expression of M1 marker transcripts (Il6, Nos2, and Tnfa) and their increased anti-tumor activity (133). More importantly, IONPs injected intravenously in Lewis lung carcinoma (LLC)-bearing mice accumulated within F4/80 macrophages and reduced tumor growth, indicating that these IONPs have a similar effect reverting M2 macrophages to a M1 phenotype (133).

Advantages have also been reported when a combination of antigen-coated IONPs and adjuvant-coated IONPs is used therapeutically. While IONPs were initially used as antigen carriers, adjuvant and nanoparticle association enhanced the adjuvant effect on the respective signaling pathway. Indeed, co-delivery of polyIC-R837@mPEG-PL-OA-IONPs (as TLR3-7 agonists) and OVA@mPEG-PL-OA-IONPs (as antigen) delayed tumor growth in OVA-expressing B16-bearing animals and led to tumor-free survival in some individuals, probably through an enhanced agonist effect on TLR signaling. The increase in the ferroptosis process induced by IONP-derived iron further promoted an antitumoral TME, indicating that the IONPs provide not only transport but also an intrinsic potential to change the TME toward an anti-tumor phenotype (134). Table 4 summarizes the most recent approaches using IONPs in anti-tumor vaccination regimens.


Table 4 | Use of IONPs in vaccine formulation.





Conclusions

IONPs have been studied intensively in recent decades to exploit their magnetic and surface chemical features. However, only recently has attention been drawn to their intrinsic immunomodulatory properties, especially their effects on macrophages. These effects are particularly important in the context of cancer immunotherapy as IONPs can provide an efficient vehicle for antigen delivery and elicit a potent immune response, reprogramming TAMs toward an immunogenic phenotype. Two main molecular mechanisms can explain the intrinsic immunomodulatory effect of IONPs: 1) the production of ROS and consequently, the modulation of redox-sensitive signaling pathways; and 2) the direct engagement and activation of immune response-related receptors, such as TLRs, inducing transcriptional reprogramming in macrophages. The use of IONPs can provide a reliable platform to reprogram the typical M2-TAM phenotype toward a pro-immunogenic phenotype, synergizing with currently used immunotherapies like checkpoint inhibitors to mount a potent anti-tumor immune response both locally and systemically.
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Mesoporous silica nanoparticles have drawn increasing attention as promising candidates in vaccine delivery. Previous studies evaluating silica-based vaccine delivery systems concentrated largely on macromolecular antigens, such as inactivated whole viruses. In this study, we synthesized dendritic mesoporous silica nanoparticles (DMSNs), and we evaluated their effectiveness as delivery platforms for peptide-based subunit vaccines. We encapsulated and tested in vivo an earlier reported foot-and-mouth disease virus (FMDV) peptide vaccine (B2T). The B2T@DMSNs formulation contained the peptide vaccine and the DMSNs without further need of other compounds neither adjuvants nor emulsions. We measured in vitro a sustained release up to 930 h. B2T@DMSNs-57 and B2T@DMSNs-156 released 23.7% (135 µg) and 22.8% (132 µg) of the total B2T. The formation of a corona of serum proteins around the DMSNs increased the B2T release up to 61% (348 µg/mg) and 80% (464 µg/mg) for B2T@DMSNs-57 and B2T@DMSNs-156. In vitro results point out to a longer sustained release, assisted by the formation of a protein corona around DMSNs, compared to the reference formulation (i.e., B2T emulsified in Montanide). We further confirmed in vivo immunogenicity of B2T@DMSNs in a particle size-dependent manner. Since B2T@DMSNs elicited specific immune responses in mice with high IgG production like the reference B2T@Montanide™, self-adjuvant properties of the DMSNs could be ascribed. Our results display DMSNs as efficacious nanocarriers for peptide-based vaccine administration.




Keywords: dendritic mesoporous silica nanoparticles, peptide vaccines, sustained and controlled release, foot-and-mouth disease virus, nanovaccine, immunogenicity, adjuvancy



Introduction

Peptide-based vaccines are considered an attractive alternative strategy to overcome many of the limitations of conventional (inactivated, attenuated) whole virus-based vaccines (1–3). They present advantages such as reduced toxicity, good definition of T- and B-cell epitopes for targeted immune responses, cost-effective scale up manufacturing processes, easy handling, storage, and transport (1, 4, 5). These advantages have prompted the progress of many peptide-based vaccines to different preclinical and clinical stages (1, 6, 7). Nevertheless, peptide-based vaccines tend to be poorly immunogenic usually requiring adjuvants, multivalency, and/or delivery systems to become more effective in vivo. Adjuvants of different kinds, such as aluminum hydroxide, mineral salts, water-oil emulsions, or liposome-based formulations have been developed to enhance efficacy (7). Although these strategies can boost to a certain extent the low immunogenicity of peptide-based vaccines, only a limited number are approved for human and animal applications due to their not well-established mode of action, as well as to other related toxicity and safety issues (8, 9).

In the last decade, the field of nanovaccines has gained maturity (10–13). Nanoparticles, especially synthetic ones made of polymers, phospholipids, metal, carbon, or silica (14) among other compositions have been extensively studied for vaccine applications ref (1, 9, 15, 16). Within the variety of nanomaterials used for vaccine delivery, mesoporous silica nanoparticles (MSNs), especially dendritic mesoporous silica nanoparticles (DMSNs), are emerging as promising vaccine delivery platforms because of their versatile formulation, boosting abilities, lack of side effects, and depot effect. They have unique central-radial pore structures with large pore sizes (17–19) and are characterized by low cross-linking silica frameworks with fast degradability rate in vivo (20). Studies on DMSNS show their enhanced loading capacity, sustained release profile, easy surface functionalization, and potential adjuvant activity (21, 22). Furthermore, DMSNs have shown effective immune potentiation in vivo, inducing strong humoral and cellular immune responses against target antigens (23–25). The majority of studies on MSNs-based vaccine delivery systems are focused on carrying large-size immunogens, such as bacterial recombinants, viral capsid proteins and OVA- and BSA-conjugated model vaccines (26–29), whereas few papers explore their use to carry smaller biomolecules, such as peptides in subunit vaccines.

In this study, we extend the use of DMSNs to delivery platforms for peptide-based vaccines and evaluate their in vivo effectiveness. We have encapsulated a peptide construct named B2T, which confers full protection against foot-and-mouth disease virus (FMDV) in swine (30, 31). Previous publications of the authors have shown that inclusion of a T-cell epitope in the B2T construct provides a rather powerful T-cell response (lymphoproliferation, γ-interferon production) (31–33). B2T is currently administered emulsified with Montanide™ ISA 50V2 W/O (water in oil) (i.e., B2T@Montanide™). This formulation has some drawbacks. For instance, there are several studies reporting unacceptable local reactions toward the Montanide adjuvant (34). Moreover, Montanide requires a dedicated emulsification procedure for each antigen which add complexity to its industrial production (35). To overcome these challenges, we have explored the use of DMSNs loaded with B2T as nanovaccine against FMDV. Briefly, we have synthesized DMSNs of different sizes (57 ± 9 nm and 156 ± 10 nm) and have loaded them with B2T, naming the resulting nanoformulation B2T@DMSNs. Both sizes exhibited high B2T loading capacities (570 µg/mg for DMSNs-57 and 580 µg/mg for DMSNs-156) and an in vitro sustained B2T release profile over 930 h. Furthermore, RAW 264.7 macrophage cells efficiently internalized the fluorescent version of both nanoformulations in a size-dependent manner. Finally, we have confirmed a specific immune response with high IgG production upon vaccination of outbred Swiss mice (Swiss ICR-CD1) with two doses of B2T@DMSNs, obtaining similar antibody titers than those elicited by the previous gold standard B2T@Montanide™.



Materials and Methods

For a detailed description of the procedures and more results, we refer the readers to the Supporting Information File.


Synthesis and Characterization of DMSNs-57 and DMSNs-156

The DMSNs with a diameter of 156 nm (designated as DMSNs-156) were synthesized using a modified version of a previously reported method (17). Briefly, 136 mg TEA were added to 50 mL Milli-Q water and stirred at 500 rpm, 80°C for 0.5 h. Then, 760 mg CTAB and 250 mg sodium salicylate (NaSal) was added to the above solution and stirred for another 1 h. Next, 4 ml TEOS was added dropwise to the solution under stirring, which continued overnight. The products were collected by centrifugation at 12,000 rpm for 10 min and washed three times with ethanol. Then, the collected products were extracted three times with 80 ml of methanol solution containing 4.5 ml of HCl (37%) at 65°C for 6 h to remove the template. Finally, the nanoparticles were dried in vacuum at room temperature overnight. DMSNs with a diameter of 57 nm (designated as DMSNs-57) were synthesized following the abovementioned method except for decreasing the amount of structure directing agent NaSal from 250 to 83 mg.

The structure of both DMSNs types was imaged with a transmission electron microscope (TEM, JEOL JEM1010) at an acceleration voltage of 80 kV. TEM specimens were prepared by evaporating one drop of ethanolic nanoparticle solution on Ted Pella Formvar carbon-coated copper grids. The z-potential and hydrodynamic diameter of the samples was determined in a Malvern Zetasizer ZS instrument at 25°C. Samples were dispersed in water and transferred into disposable polystyrene cuvette. The given values are the average of triplicate readings.

See de Supplementary File (section §SI-1.1) for complementary information.



B2T Synthesis

The dendrimeric B2T immunogen was produced as described earlier (31), by conjugation of 2 copies of the B-cell epitope moiety to a maleimide-functionalized T-cell epitope. The conjugation reaction was clean and practically quantitative, and the resulting branched peptide was satisfactorily characterized by HPLC and mass spectrometry. See section §SI-1.2 for complementary information and section §SI-2.1 for the synthesis of fluoro-B2T@DMSNs.



B2T Loading in DMSNs-57 and DMSNs-156 and Quantification of Peptide Loading

We followed the same methodology to load B2T into both DMSNs sizes. The resulting products were named, B2T@DMSNs-57 and B2T@DMSNs-156. Briefly, 1.5 mg B2T and 2.0 mg DMSNs were mixed in 2.0 mL DPBS buffer solution (pH 7.4) and then properly dispersed by sonication for 5 min. The resulting mixture was gently shaken at 200 rpm for 5 h at RT. Afterward, the products were separated by centrifugation at 12,000 rpm for 10 min and washed twice with PBS. B2T encapsulation efficiency (EE%) was defined as follows:

	

where the amount of loaded B2T was determined by subtracting the free B2T in the supernatant from the total amount, and the amount of free B2T in the supernatant was calculated based on the B2T calibration curve obtained in DPBS (section §SI-1.3, Figure SI-3). See section §SI-1.4 for complementary information on the impact of key parameters (ionic strength, peptide structure, and DMSNs charge) on the loading efficiencies, and section §SI-2.1 for the loading of fluoro-B2T into DMSNs.



B2T Calibration Curve

A B2T stock solution (1,000 μg/ml) was prepared by dissolving 2 mg lyophilized B2T powder in 2 ml DPBS. From this stock solution serial dilutions in DPBS (31.3, 62.5, 125, 250, and 500 μg/ml) were prepared and measured on a Biochrom™ Ultrospec 2100 Pro UV/Vis spectrophotometer using a quartz cuvette with a 1-cm path length (with DPBS as blank). The calibration curve was constructed by plotting the absorbance at 225 nm against the corresponding B2T concentrations. See section §SI-1.3 for complementary information.



B2T Release Kinetics From the DMSNs

Release experiments were carried out in 1.5 ml Eppendorf tubes containing 1.0 mg DMSNs loaded with B2T and 1.0 ml DPBS (pH 7.4). Samples were gently shaken at 37°C and, at predetermined time points, the suspension was centrifuged at 12,000 rpm for 10 min. We took the supernatant and measure the absorbance (225 nm) of B2T released. The procedure was repeated for each time point and for both DMSNs. Fresh DPBS (same volume than aliquot of supernatant taken) was added to redisperse the pellet. All release measurements were performed in duplicate.



Imaging the Cellular Uptake of B2T@DMSNs

RAW 264.7 cells in RPMI 1640 medium (containing 2 mM l-glutamine, 10% heat-inactivated FBS, and 1% penicillin and streptomycin) were seeded in Ibidi μ-slide 8 well at a density of 5.0 × 104 cells/well. Cells were incubated at 37°C in an atmosphere of 5% CO2 for 24 h. Then, 30 μg/ml of fluoro-B2T@DMSNs was added to the cells. Following 0.5, 1, 2, 4, 8, and 16 h incubation, cells were washed three times with PBS, and fresh growth medium containing CellMask deep red plasma membrane was added and incubated for 8 min. After three washes with PBS, fresh PBS was added, and cells were imaged by confocal laser scanning microscopy (CLSM). See section §SI-2.2 for complementary information.



Flow Cytometry Analysis of Cellular Uptake

RAW 264.7 cells were seeded in six-well plates in RPMI 1640 medium (containing 2 mM l-glutamine, 10% heat-inactivated FBS, and 1% penicillin and streptomycin) at a density of 1.0 × 106 cells/well. Cells were incubated at 37°C in an atmosphere of 5% CO2 for 24 h. Then, 30 μg/ml fluoro-B2T@DMSNs was added. Following 0.5, 1, 2, 4, 8, and 16 h incubation, cells were washed three times with PBS, new PBS was added, and cells were carefully detached from the plates with a Falcon cell scraper. The collected cells were transferred to tubes, were placed in ice, and the nuclear dye, DAPI was added to a final concentration of 1.0 µg/ml, and incubated for 2 min. The labelled cells were then measured by flow cytometry (FC) in a BD LSRFortessa X-50 flow cytometer. The mean fluorescence intensity (MFI) and percentage of cells with a positive fluorescent signal compared to the control (untreated cells) were determined on 5,000 gated single-living cells. FACS data were processed by the method described in section §SI-2.3.



Mice Immunization

Experiments were carried out in the animal facility of the CSIC Center for Research and Development (CID-CSIC), in agreement with EU (Directive 2010/63/EU on the protection of animals used for scientific purposes) and domestic (Real Decreto 53/2013) regulations. The protocol to produce antibodies was in accordance with institutional guidelines under a license from the local government (DAAM 7463) and was approved by the Institutional Animal Care and Use Committee at the CID-CSIC.

All formulations were prepared on the day of injection. Mice were randomized into groups and inoculated by two subcutaneous injections over the interscapular area at day 0 and day 21. All mice were euthanized at day 40 by carbon dioxide inhalation. Animals were monitored three times per week for health during the study.

To assess immunogenicity of B2T@DMSNs in mice, two trials were performed (section §SI-3). In the first one, mice were divided into three groups as shown in Table SI-1. The first group was the positive control group (4 mice) which was immunized with 200 µl of Montanide ISA 50V2 emulsion containing 100 µg B2T (B2T@Montanide™), following earlier studies (30); the second (six mice) and third (four mice) groups were the sample groups. The second group was treated with 100 µg B2T loaded in DMSNs-156 (B2T@DMSNs-156) in 200 µl DPBS, and the third group was treated with the same amount of DMSNs alone (163 µg DMSNs-156) in 200 µl DPBS. All groups were boosted at day 21. Blood samples were collected before vaccination (day 0) and at days 14, 20 (pre-boost), and 40 (euthanize, sample obtained by cardiac puncture). In the second trial, aimed at assessing the impact of DMSNs size on mice immunization, mice were divided into three groups as shown in Table SI-2. The first group was again the positive control group (B2T@Montanide™; three mice). The second (five mice) group was treated with the formulation B2T@DMSNs-57 and the third (five mice) group with B2T@DMSNs-156. All mice were treated with the same dose of peptide vaccine (100 µg B2T). Blood sample collection was extended until day 80, to study the long-term immune effect of B2T@DMSNs.



Detection of Specific Anti-B2T Antibodies by ELISA

Specific antibodies were detected by enzyme-linked immunosorbent assay (ELISA). 96-well Costar® plates were coated with 50 µl B2T (15.4 µg/ml) in bicarbonate/carbonate coating buffer (0.05 M, pH 9.6) and incubated at 4°C overnight. After washing three times with DPBS, 50 µl of diluted serums (two-fold dilution series of each collected serum sample were prepared, starting at 1/150, and each dilution sample in duplicate) were incubated for 1 h at 37°C, followed by four DPBS washes. Pre-immune sera from mice were used as negative controls. Next, 50 µl of a 1:4,000 dilution of HRP-labeled rabbit anti-mouse IgG were added and incubated for 1 h at 37°C followed by five washings with DPBS. Then, 100 µl of TMB substrate solution was added for 20 min at RT in the dark. Finally, the reaction was stopped by adding 100 µl of 1 M H2SO4. The optical density (OD) of the samples was measured in an ELISA reader (BioRad, CA, USA) at 450 nm. Titers in a log10 scale were expressed as the reciprocal of the last dilution giving the absorbance recorded in the control wells (serum at day 0) plus 2 SD. See section §SI-3.2 for complementary information on the individual response of each mice to the treatment.



Statistical Analysis

Differences among B2T@DMSNs-immunized groups in B2T-antibody titers were analyzed by one-way ANOVA, followed by Tukey’s post-hoc comparisons tests. Values are cited in the text as means ± SD. All p values are two-sided, and p values < 0.05 were considered significant. Statistical analyses were conducted using GraphPad Prism Software 5.0 (San Diego, CA, USA).




Results


DMSNs Synthesis and Physicochemical Characterization

TEM measurements showed that both types of DMSNs have an inorganic core diameter of 57 ± 9 nm (DMSNs-57) and 156 ± 10 nm (DMSNs-156) (Figure 1A, B; §SI-1.1, Figures SI-1A–D). DLS measurements indicated that the averaged hydrodynamic diameter of DMSNs-57 was 75 nm with a polydispersity index (PDI) of 0.060 and the averaged hydrodynamic diameter of DMSNs-156 was 227 nm with a PDI of 0.061 (Figure 1C; §SI-1.1, Figure SI-1.E). The low PDIs for both nanoparticles demonstrate excellent monodispersity and uniformity which are consistent with TEM images. As expected, the DLS measurement showed higher size values for the DMSNs than those measured by TEM. This is due to the DMSNs’ surface hydration in aqueous solution (36). The z-potential values of DMSNs-57 and DMSNs-156 were -30.2 mV and -37.1 mV, respectively (Figure 1C). These results indicate colloidal stability and homogenous size distribution.




Figure 1 | TEM and DLS analysis of DMSNs-57 and DMSNs-156. TEM image of 57 nm DMSNs (A) and of 156 nm DMSNs (B). Scale bar, 200 nm. The insets show the DMSNs with higher magnification revealing the dendritic structure. Scale bar, 100 nm. (C) DMSNs-57 and DMSNs-156 hydrodynamic size (75 ± 9 nm and 156 ± 10 nm) and (D) ζ-potential values (-30.2 and -37.1 mV).





Loading B2T Vaccine Into Differently Sized DMSNs (B2T@DMSNs) and In Vitro Characterization of B2T Release Kinetics

After synthesizing DMSNs-57 and DMSNs-156, we performed their loading with the B2T peptide vaccine (see section §SI-1.2, Figure SI-2 for B2T structure). The B2T amount loaded into both types of DMSNs was quantified based on its absorbance at 225 nm (section §SI-1.3, Figure SI-3A) and using a calibration curve (section §SI-1.3, Figure SI-3B). We quantified 1.14 mg and 1.16 mg of B2T loaded in 2.0 mg of DMSNs-57 and DMSNs-156, respectively. The loading capacities were 570 µg/mg DMSNs for DMSNs-57 and 580 µg/mg DMSNs for DMSNs-156, and the encapsulation efficiencies (EE%) reached 76% and 77%, respectively. Regardless the differences in DMSNs sizes, we measured similar loading efficiencies. We attribute this to their close z-potential values and to the equivalent hydrogen bonds and polar interactions with the peptide (37). The high B2T loading capacities obtained are probably related to the strong electrostatic interaction between the anionic DMSNs and the positively charged B2T (pI 10.88) in DPBS (pH 7.4) and to the DMSNs central-radial pore structures with large surface areas (17, 18).

We performed the loading under different conditions (section §SI-1.4) (38, 39) to evaluate the impact of ionic strength (Figure SI-4), peptide (cargo) structure (dendrimer vs. linear) (Figure SI-5) and DMSNs charge (Figure SI-6) on the loading efficiency of the DMSNs. We used, for comparison, 168 nm solid silica nanoparticles (SNSs-168) (Figures SI-4 and SI-5). Results on section §SI-1.4 (Figures SI-4, SI-5, SI-6) displayed that the higher the ionic strength, the more B2T was loaded into all silica nanoparticles. Being DMSNs more efficient than SNSs. The trend was maintained for the dendrimer B2T and a linear control peptide (O PanAsia B epitope B) regardless of DMSNs charge. Up to 5× ionic strength, DMSNs-156 were more efficiently loading the peptide. Note that within this work the ionic strength was set at 1×. Furthermore, we observed that our synthesized, negatively charged DMSNs were significantly more effective in loading the B2T peptide than their positively charged counterparts (Figure SI-6).

Next, we investigated the B2T release kinetics from the DMSNs. To this end B2T@DMSNs were dispersed in a saline buffer (1× DPBS). At given time points, we collected the supernatants after centrifugation, we measured their absorbance at 225 nm and with help of the calibration curve (Figure SI-3.B), we quantified the amount of B2T released from the DMSNs. Figure 2 shows a sustained release of B2T up to 1000 h (41 days). After 700 h, the release curve reached a plateau. Both B2T@DMSNs-57 and B2T@DMSNs-156 showed similar release kinetics. The B2T amount released in B2T@DMSNs-57 and B2T@DMSNs-156 corresponds to 23.7% (135 µg) and 22.8% (132 µg) of the total amount loaded.




Figure 2 | B2T release profiles from B2T@DMSNs-57 and from B2T@DMSNs-156 dispersed in DPBS or BSA-DPBS. After each time point, the supernatants were collected for UV-vis analysis and the pellets were redispersed in the same volume of medium. The procedure was repeated during 1,000 h.



Albumin is one of the most frequent proteins in physiological fluids and a major component of the protein corona of biomedical nanomaterials dispersed in such fluids (40–44). It is also known that the protein corona formed on nanoparticles is a dynamic system. Following typical nanoparticle behavior, we expected a protein corona around our DMSNs upon their in vivo administration. We therefore wanted to elucidate the impact of the protein corona on the B2T release kinetics (Figure 2). To this end, we dispersed the B2T@DMSNs in medium containing albumin (BSA 250 µg/ml in DPBS), allowed the DMSNs to build their protein corona and measured the B2T release (section §SI-1.5) following the procedure described before. We took advantage of the distinct absorption peaks for B2T at 225 nm (section §SI-1.3) and for albumin at 280 nm (section §SI-1.5, Figure SI-7) to build calibration curves. In this case we could also track changes on the protein corona formed around the B2T@DMSNs. Our methodology enabled the concomitant quantification of the release of both components, B2T and albumin, from the DMSNs to the medium. We validated this technology with HPLC (section §SI-1.5, Figure SI-8). Then we quantified the B2T release from the protein coated DMSNs (Figure 2) and correlated the results with the amount of albumin released from the protein corona (section §SI-1.5, Figure SI-9).

After the formation of the protein corona, B2T release increased 158% on B2T@DMSNs-57 and 252% on B2T@DMSNs-156. This corresponds to 61% (348 µg/mg) and 80% (464 µg/mg) of the total B2T loaded within B2T@DMSNs-57 and B2T@DMSNs-156, respectively. It seems evident, that the presence of BSA significantly enhances B2T release. We ascribed this effect to a competitive interaction towards the DMSNs in favor of BSA resulting in B2T displacement and release (45, 46). To prove this, we monitored the changes of BSA concentration in the dispersed medium in the presence of the DMSNs (Figure SI-9). As seen in Figure SI-9, during the first 66.5 hours, both B2T@DMSNs-57 and B2T@DMSNs-156 kept absorbing BSA from the medium, probably due to forming BSA protein corona on DMSNs, which resulted in lower BSA concentrations (< 250 µg/mL) in the supernatants. Afterwards, the BSA level in both formations kept fluctuating around 250 µg/ml (initial concentration added) which points out to an absence of protein corona around the DMSNs. Although longer experiments would be required to draw a conclusion, these results may indicate a long-term sustained release promoted by the DMSNs. At any rate, they confirm vaccine release from the DMSNs in physiological complex media as the one in the cell.



Internalization of B2T@DMSNs by Macrophages

Cellular uptake of antigens by innate immune cells provides antigen-processing and subsequent costimulatory signals that are crucial to trigger acquired immune responses, especially for low immunogenic peptide antigens. Macrophage-like RAW 264.7 cells (47) are often used to study cellular responses to microbes and their products (48). We selected this cell model to assess in vitro cellular internalization of our nanoformulations, using 1 mg DMSNs-57 and 1 mg DMSNs-156 loaded with 200 µg B2T labeled with a dye (i.e., fluoro-B2T) (see section §SI-2 and Figure SI-10). Similar to other nanoparticles (49), cellular uptake of fluoro-B2T@DMSNs occurred in a size-dependent manner (Figure 3). The maximum uptake level was observed after 4 h for the fluoro-B2T@DMSNs-57 (57 nm size) and after 8 h for the fluoro-B2T@DMSNs-156 (156 nm size) (Figures 3A, B, and §SI-2 and Figures SI-11, SI-12 and SI-13). During the first 4 h, the amount of B2T@DMSNs-57 interacting with the cells was approximately two times the amount of B2T@DMSNs-156 (Figure 3B). We can conclude that at least after an acute exposure, the smaller DMSNs-57 are faster internalized by RAW 264.7 cells than larger DMSNs-156. It is noteworthy that after the cellular uptake reached the maximum value, longer incubation times resulted in reduced uptake values. We suppose that it is due to the fast cell growth and division of RAW 264.7 cells (50) which resulted in the “dilution effect” of fluorescence intensity per cell.




Figure 3 | RAW 264.7 macrophage cellular interactions of fluoro-B2T@DMSNs-57 and fluoro-B2T@DMSNs-156. (A) CLSM images showing a time- and DMSNs size-dependent internalization. (Note: Green correspond to BodiFluor-488 conjugated to the B2T loaded within the DMSNs whereas the magenta color corresponds to the dye, cell mask deep red used to stain the plasma membrane of the cells). (cf. §SI-11, Figures SI-11, SI-12, and SI-16) (B) Flow cytometry analysis of cellular interactions. The columns represent the mean fluorescence intensity of fluoro-B2T@DMSNs-57 and fluoro-B2T@DMSNs-156. (cf. §SI-2.3, Figures SI–13).





Sustained Mice Immunogenicity Provided by B2T@DMSNs

We next validated B2T@DMSNs performance by testing in vivo their immunogenicity. To this end, we performed two sets of vaccination trials in mice (see section §SI-3 for a detailed description). In both trials, we injected subcutaneously samples containing the same amount of B2T antigen (100 µg) at day 0 and boosted with the same dose at day 21. We performed an ELISA to detect specific anti-B2T antibodies in sera collected following the schedule shown in Tables SI-1 and SI-2 (section §SI-2). In the first trial (Table SI-1 and Figure 4), mice were vaccinated with B2T@Montanide™ (positive control), B2T@DMSNs-156, and bare DMSNs-156 (negative control). Results in Figure 4 show that B2T@DMSNs treatment elicits a consistent response with all treated mice, presenting an increase in anti-B2T IgG production values after the boost (day 40). Although the anti-B2T IgG level from B2T@DMSNs-156 is slightly lower than B2T@Montanide, these results confirm that B2T@DMSNs-156 successfully stimulates anti-B2T–specific immune response in mice. On the contrary, as expected, no enhancement of the immune response was found in mice treated with bare DMSNs-156.




Figure 4 | In vivo functional validation. ELISA-determined anti-B2T peptide responses of mice vaccinated with B2T@Montanide™ (red circle, n=4), B2T@DMSNs-156nm (green down triangle, n=6), DMSNs-156nm (blue squares, n=4) from sera collected at days 14, 21 (pre-boost) and 40 (post-boost) post-immunization. Each point depicts mean antibody titers (calculated as described in Materials and methods) ± SD for each group. No individual spontaneous reactivity was observed in the titers determined at day 0. (cf. §SI-3; Table SI-1, and Figures SI-14, SI-15, and SI-16).



Once we confirmed the immunogenic effect of B2T@DMSNs and considering their long-time sustained release profile obtained in vitro (Figure 2), we performed a second trial (section §SI-2, Table SI-2). In this case, mice vaccinated with either B2T@DMSNs-57 or B2T@DMSNs-156 particle sizes were subjected to a longitudinal analysis of serum-IgG responses up to 80 days. As shown in Figure 5, anti-B2T IgG titers were clearly boosted up among all tested formulations at day 40, although this time we also detected serum-IgG responses in some mice immunized with B2T@DMSNs-156 already at day 20 before the boost. We do not have a clear explanation for these different results between trials, so we attribute it to the intrinsic variability of in vivo studies (section §SI-3, Figures SI-14, SI-15, and SI-16). B2T@DMSNs-57 and B2T@DMSNs-156 showed slightly lower post-boosting titers than the positive control, B2T@Montanide™. However, in the case of the B2T@DMSNs-57 mice group, their serum titers increased over time until reaching comparable IgG levels to the positive control group at days 60 and 80 with high consistency among individuals. These results with the DMSNs-57 formulation are in consonance with published works reporting nanoparticle traffic to the draining lymph node in a size-dependent manner, with small 20~50 nm nanoparticles being more efficiently drained than bigger ones (9, 23, 25). We can confirm the efficiency of DMSNs to induce sustained Ab responses in a size dependent manner comparable to the emulsified version B2T@Montanide™, pointing to demonstrable adjuvant properties of DMSNs. Finally, it is worth noting that, as not all B2T is released from the DMSNs at day 80, one could possibly expect a sustained immunogenic effect beyond that time point.




Figure 5 | Sustained in vivo immune response performed by the DMSNs. ELISA-determined anti-B2T peptide responses obtained in vaccination trial II (Table SI-2) of mice vaccinated with B2T@Montanide™ (red circle, n=3), B2T@DMSNs-57nm (purple up triangle, n=5) and B2T@DMSNs-156nm (green down triangle, n=5) from sera collected on the indicated days post-immunization (20, 40, 60, and 80 pi). Each point depicts mean antibody titers (calculated as described in Materials and methods) ± SD for each group. No individual spontaneous reactivity was observed in the titers determined at day 0. (cf. §SI-3; Table SI-2, and Figures SI-14, SI-15, and SI-16).






Conclusions

Biopharmaceutical companies are now actively focused on the development of sustained release drug delivery systems, in view of their inherent benefits. Sustained release formulations designed to maintain the required therapeutic concentrations over an extended period of time present several advantages over conventional dosage forms, including less frequent drug dose, reduced concentration fluctuations, minimal side effects, reduced healthcare costs, improved efficiency and/or immune responses (51, 52). In this context, DMSNs are gaining increasing interest as effective delivery system because they are tunable, exhibit high loading capacity for therapeutic agents, and their release can be controlled. In this work, we evaluate the applicability of these nanocarriers in vaccination and long-term protection using a peptide-based vaccine with previously reported protective immunity against FMDV. Our results demonstrate that DMSNs are colloidally stable and monodisperse, with high loading capacities for a bioactive peptide such as B2T, besides being reported as non-toxic (53–56). The B2T@DMSNs resulting formulations present long-term sustained in vitro release properties, enhanced in the presence of BSA. Tracking a fluoro-labeled version of B2T within DMSNs formulations we could observed acute differences (within 16 h) in the internalization of the B2T@DMSNs by macrophage cells in a size dependent manner. Finally, the effectivity of B2T@DMSNs as nanovaccine was validated in vivo by comparing the inmunogenic response to that of the positive control B2T@Montanide™. Mice vaccination trials showed that both DMSNs formulations increased specific B2T antibody titers in a similar manner. However, results revealed a trend toward higher antibody titers in the animal group immunized with DMSNs of smaller particle size (57 nm) in agreement with previous literature (57, 58). Taken together, these results indicate that DMSNs is an excellent carrier for peptide vaccine which favors the internalization of the antigen by immune cell. Besides, they also delay or slown down their in vivo release, finally leading to a long-lasting sustained immune response activation. Therefore, DMSNs may be a suitable vaccine delivery system alternative to conventional adjuvanted vaccines not only for whole viruses or protein antigens but also for synthetic peptide-based subunit candidates.
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The blood-brain barrier (BBB) selectively restricts the entry of molecules from peripheral circulation into the central nervous system (CNS) parenchyma. Despite this protective barrier, bacteria and other pathogens can still invade the CNS, often as a consequence of immune deficiencies or complications following neurosurgical procedures. These infections are difficult to treat since many bacteria, such as Staphylococcus aureus, encode a repertoire of virulence factors, can acquire antibiotic resistance, and form biofilm. Additionally, pathogens can leverage virulence factor production to polarize host immune cells towards an anti-inflammatory phenotype, leading to chronic infection. The difficulty of pathogen clearance is magnified by the fact that antibiotics and other treatments cannot easily penetrate the BBB, which requires extended regimens to achieve therapeutic concentrations. Nanoparticle systems are rapidly emerging as a promising platform to treat a range of CNS disorders. Nanoparticles have several advantages, as they can be engineered to cross the BBB with specific functionality to increase cellular and molecular targeting, have controlled release of therapeutic agents, and superior bioavailability and circulation compared to traditional therapies. Within the CNS environment, therapeutic actions are not limited to directly targeting the pathogen, but can also be tailored to modulate immune cell activation to promote infection resolution. This perspective highlights the factors leading to infection persistence in the CNS and discusses how novel nanoparticle therapies can be engineered to provide enhanced treatment, specifically through modulation of immune cell polarization.
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Introduction

The blood-brain barrier (BBB) represents a double-edged sword in the context of central nervous system (CNS) infectious diseases. On the one hand, tight junctions between brain capillary endothelial cells, reinforced with astrocyte end feet and pericytes, act as a defense to restrict pathogen invasion into the CNS from the periphery (1, 2). However, the same tight junctions also hinder the delivery of therapeutics to the brain parenchyma in situations where the BBB is breached. A wide range of bacteria, viruses, fungi, and parasites can traverse the BBB with neurotropism for CNS meningeal, ventricular, and parenchymal compartments (1–3). These pathogens are responsible for severe clinical conditions including meningitis, encephalitis, and pyogenic infections. Patients with CNS infections often require lengthy hospitalization, critical care support, complex diagnostic tests, and invasive treatment procedures. Globally, more than 1.2 million individuals are affected by meningitis annually, with bacterial meningitis responsible for 120,000 deaths (4, 5). Many of the pathogens that invade the CNS are opportunistic and exploit patients with primary immune deficiencies that worsen disease severity (6, 7). Other CNS infections can arise from complications following neurosurgical procedures, such as craniotomy and cerebrospinal fluid (CSF) shunt placement (8–10). The expanded use of therapeutics targeting immune effector mechanisms, such as monoclonal antibodies to inhibit cytokine action or leukocyte trafficking, can increase susceptibility to CNS infection (11–13). In the CNS, pathogens can tightly regulate virulence factor and metabolite production to promote their survival (3, 14–16). In bacterial strains such as Staphylococcus aureus, this includes biofilm formation and antibiotic tolerance (17). Additionally, host-pathogen crosstalk can polarize immune cells towards an anti-inflammatory phenotype to promote chronic infection. Although CNS infections are generally less frequent compared to the periphery, their high morbidity and mortality rates necessitate better understanding and management to improve patient outcomes.

Treatments for CNS infection depend on the suspected pathogen, but one commonality exists – time is essential. As infections can be rapidly fatal, it is imperative that therapeutic interventions are initiated as soon as a diagnosis is made. For drugs, CNS entry is dependent on size, charge, lipophilicity, plasma protein binding, affinity for active transport mechanisms at the BBB, as well as edema and CSF flow (18). With these stringent requirements, it is no surprise that the BBB is the bottleneck of the pharmaceutical industry for CNS therapeutics. Around 98% of brain-targeting drug candidates have impeded ability to pass the BBB, including new classes of biotherapies such as RNAs (19, 20). Current treatment options for many bacterial, fungal, and viral pathogens are highly empirical due to a lack of clinical trial-based evidence and few approved therapies (3). Administration routes are also empirical, and due to the difficulty in achieving therapeutic concentrations of compounds in the CNS following intravenous injection, more invasive transcranial delivery is often required. This includes intrathecal and intraventricular injection of anti-infection agents dosed as high as 10-fold in excess of the minimum inhibitory concentration to achieve clearance, and ventricular catheters must be maintained for 24-48 h or substantially longer (21). A growing number of CNS infections with multi-drug resistant (MDR) bacteria such as Acinetobacter baumannii, Pseudomonas aeruginosa, and Klebsiella pneumoniae present a serious problem as these superbugs are only sensitive to select classes of polymyxin last-resort antibiotics, severely limiting treatment options (22). Further complicating treatment is that many drugs, such as the antibiotics for MDR bacteria, are associated with neurotoxicity due to the need for high therapeutic concentrations, non-specific targeting, and only small amounts of drug reaching the infection site within the CNS. As such, treatments must include neuroprotective agents to alleviate harmful side effects.

Engineered nanoparticle systems have emerged as a promising therapeutic path to circumvent BBB restrictions and provide targeted delivery of drugs to the CNS (23, 24). Additionally, the concept of using immunometabolic modulation to treat neurological disorders such as Alzheimer’s disease (AD), Parkinson’s disease (PD), and multiple sclerosis (MS) has gained traction in recent years (25, 26). We believe that using nanoparticle delivery systems with immunometabolic therapies could provide a paradigm shift for the successful treatment of life-threatening CNS infections. This approach has the potential as a dual-action therapeutic bolstering the host defenses and synergizing with anti-infection agents, ultimately improving patient outcomes (Figure 1).




Figure 1 | Integrating immunometabolism and nanoparticle systems for the treatment of CNS infection. Immune activation is controlled by the metabolic pathways needed to generate the energy and intermediates required for effector responses. Research continues to uncover the metabolic pathways that regulate inflammatory polarization of all Key immune cell types during CNS infection, including microglia and infiltrating leukocytes. Nanoparticle carriers can be engineered with different Functionalization to safely, and non-invasively transport therapeutic Payloads across the BBB to the CNS with a variety of tunable compositions, chemical ligands, and physiological characteristics. Together, nanoparticle systems provide a multi-tool kit of customizable parts for delivering immunometabolic modulating therapies to targeted cells in the CNS. Figure created with BioRender.





Pathogenic and Immune Characteristics of CNS Infections


Mechanisms of Pathogen Entry Into the CNS

A variety of routes facilitate pathogen entry into the CNS (4). One common path is through the meninges and CSF. Bacterial species including Streptococcus pneumoniae and Listeria monocytogenes access the blood and CSF after colonization in the nasopharynx or gastrointestinal tract, respectively (27, 28). Once in the subarachnoid space, interactions between bacterial and host proteins facilitate invasion into the CNS parenchyma. For example, S. pneumoniae uses the adhesion molecule RrgA to bind the polymeric immunoglobulin receptor plgR or platelet-associated cell adhesion molecule (PECAM)-1 on endothelial cells (27). L. monocytogenes uses the internalin InlF to interact with the cytoplasmic intermediate filament protein vimentin that is also expressed on the surface of brain endothelial cells (28). Fungal invasion of the CNS can also occur through the CSF in cases of congenital, acquired, or drug-mediated T cell dysfunction (29, 30). Direct infection and replication inside BBB endothelial cells provides another route for pathogen entry to the CNS. For example, Zika virus is known to have tropism for vascular endothelial cells though mechanisms involving the AXL tyrosine kinase receptor family, and the protozoan Toxoplasma gondii utilizes parasite adhesion microneme protein-2 (MIC2) for growth in brain endothelial cells (31, 32). Upon replication, these pathogens are released into the CNS parenchyma after endothelial cell lysis. Microbes can also use host endocytic machinery to reach the CNS via transcytosis. For example, S. pneumoniae can cross endothelial barriers by clathrin- and caveolae-mediated micropinocytosis (33). West Nile virus (WNV) can invade the CNS through the use of lipid rafts and caveolae-facilitated endocytosis (34). Fungal species such as Cryptococcus neoformans also leverage host proteins for transcytosis, including cysteinyl leukotrienes and the glycoprotein receptor CD44 (35). Another notable entry route to the CNS for pathogens is via a “Trojan-horse” mechanism, whereby microbes are transported across the BBB within phagocytic leukocytes (36, 37). Research has demonstrated that WNV is carried to the brain via infected neutrophils, and CNS infection with T. gondii is associated with migration of infected monocytes and dendritic cells (DCs) (38, 39). Finally, foreign bodies introduced into the CNS provide direct routes for pathogen colonization, often leading to infection with skin flora such as S. aureus or S. epidermidis (40, 41). Later, we will discuss how the same biological mechanisms exploited by pathogens to enter the CNS can be used for designing new classes of nanoparticle therapeutics with enhanced BBB permeability.



The Host Immune Response to CNS Infection

The immune response to pathogen invasion of the CNS is an organized and dynamic process. Microbes are sensed by microglia and astrocytes in the CNS parenchyma as well as macrophages within the choroid plexus, meninges, and perivascular space (42, 43). Activation occurs through the recognition of pathogen-associated molecular patterns (PAMPs) by a range of pattern recognition receptors (PRRs), the most well studied being the Toll-like receptor (TLR) family (44, 45). Microglial and CNS macrophage activation in response to TLR stimulation is characterized by increased major histocompatibility complex class II (MHCII) and costimulatory molecule (CD80 and CD86) expression. Additionally, pro-inflammatory cytokines and chemokines including TNF-α, IL-1β, CCL2, and CCL5 are secreted concomitant with nitric oxide and reactive oxygen species (ROS) production. Changes in phagocytosis, cell motility, and proliferation are also observed. These attributes serve to limit pathogen expansion, and recruit and activate peripheral blood leukocytes into the CNS to mitigate the infection. Ideally, activation is tightly regulated and short-lived before resolving into a homeostatic state characterized by the secretion of anti-inflammatory signals, including IL-10 and transforming growth factor-beta (TGF-β) that support neurorepair (44, 46, 47). Given the high mortality rates associated with CNS infections, it is clear that immune activation can become dysregulated, leading to bystander damage of surrounding normal brain parenchyma and increased disease severity.

In recent years, the rapidly expanding field of immunometabolism has demonstrated that immune activation is controlled by the metabolic pathways needed to generate the energy and intermediates required for effector responses (26, 48, 49). The major pathways identified to date that dictate leukocyte function include glycolysis, the tricarboxylic acid (TCA) cycle, oxidative phosphorylation (OXPHOS), fatty acid oxidation and synthesis (FAO and FAS, respectively), the pentose phosphate pathway (PPP), and amino acid metabolism (50). During normal resting conditions, leukocytes tend to display a basal activity of all major metabolic pathways. Glucose is converted to pyruvate to fuel the TCA cycle and generate adenosine triphosphate (ATP) for energy as well as nicotinamide adenine dinucleotide (NADH) and flavin adenine dinucleotide (FADH2) as electron donors for OXPHOS. Upon activation, cells undergo metabolic reprogramming characteristic of altered fuel consumption, modified mitochondrial structure and dynamics, preferential use of specific metabolic pathways, and metabolite flux (48–50). In response to pro-inflammatory signals, many leukocytes undergo Warburg metabolism that is typified by increased glycolysis under aerobic conditions (51). This glycolytic bias enhances the synthesis of nucleotides, amino acids, fatty acids, and other metabolic intermediates to promote proliferation and cytokine production, including rapid ATP generation. Cells in an anti-inflammatory state tend to favor OXPHOS since their biosynthetic demands are less pronounced. However, it is important to note that the concept of metabolic bias is not an “all-or-none” phenomenon but instead exists on a spectrum since metabolic pathways are highly integrated (50). Furthermore, unique metabolic pathways have been linked to specific cell types, revealing another layer of complexity (52–54). Metabolic programming is also highly dependent on substrate availability. This provides an opportunity for pathogens to manipulate host defenses through substrate competition that can ultimately suppress pro-inflammatory responses by biasing leukocytes towards an anti-inflammatory state (55, 56). For example, S. aureus biofilm promotes an anti-inflammatory milieu through depletion of key nutrients such as glucose, preferential recruitment of granulocytic-myeloid-derived suppressor cells (G-MDSCs), and release of lactate to drive production of the anti-inflammatory cytokine IL-10 (57). The CNS has a distinct nutrient environment compared to the periphery, which likely influences the immunometabolic status of resident microglia and infiltrating leukocytes during infection. While comprising only 2% of the total body mass, the brain utilizes approximately 25% of the glucose consumed by the human body (58). Under conditions of diminished glucose supply, such as infection or ischemia, CNS cells can adapt to use alternative energy sources generated from FAO or glutaminolysis (53). The concept of metabolically reprograming cells to promote infection clearance presents an exciting therapeutic opportunity. To realize this idea, it is important to understand the relationships between inflammatory polarization and metabolic status for the various immune cell populations within the CNS and how this changes in the context of infection.



Immunometabolism of Glial and Leukocyte Populations

The key players in controlling CNS infections are resident microglia and macrophage populations along with infiltrating leukocytes. These cell types share many similarities in terms of TLR usage but also significant heterogeneity in effector functions. Microglia originate from the primitive yolk sac during development and comprise 5-10% of the total cell population in the brain parenchyma (59). During normal steady-state conditions, microglia survey the brain parenchyma detecting neuronal activity and maintain homeostasis through synaptic pruning, clearance of apoptotic cells, and regulating neurogenesis (60, 61). In response to pro-inflammatory stimuli, microglia undergo Warburg metabolism, shifting from OXPHOS in the resting state to aerobic glycolysis (62, 63). As a result, specific metabolite transporters and glycolytic genes are upregulated, notably the glucose transporter GLUT-1 and hexokinase, respectively, leading to protein acetylation due to acetyl-CoA accumulation and release of IL-1β. Further, superoxide generation is used to kill pathogens, and it is suggested that histone deacetylase (HDAC) activity links epigenetic changes with metabolism (25, 62). Non-immune cells, such as CNS resident astrocytes and oligodendrocytes also play key metabolic roles to support neuron homeostasis. Under physiological conditions, astrocytes provide neurons with metabolic substrates for neurotransmission, maintain neural electrical activity, and support energy balance and synaptic pruning (64, 65). Upon activation, astrocytes have been shown to undergo aerobic glycolysis to promote pro-inflammatory signals (54, 63). Oligodendrocytes form the lipid-rich myelin supporting the propagation of neuronal action potentials, where cells respond to glutamatergic signals by increasing glycolysis to support axonal energy metabolism (26, 66). The metabolic changes that occur in astrocytes and oligodendrocytes during CNS infection and how this shapes neuronal survival remain to be determined.

Infiltrating leukocytes are the other key contributors to CNS infection. Macrophages, neutrophils, DCs, and natural killer (NK) cells are rapidly recruited into the infected CNS where they can influence glial activation through release of inflammatory cytokines and other factors such as ROS (25, 26, 67–69). Macrophages and monocytes are found in the CNS meningeal and perivascular interfaces as well as the infected brain and experience a metabolic shift from OXPHOS to glycolysis upon pro-inflammatory activation, similar to microglia (70–72). The most comprehensive immunometabolic studies to date have been conducted on macrophages, wherein two major breakpoints in the TCA cycle result in succinate and citrate accumulation and nitric oxide, IL-6, and IL-1β production. Citrate accumulation also leads to the generation of itaconate, which exerts bactericidal activity (73). However, chronic production of itaconate can elicit anti-inflammatory effects and, as such, this balance must be tightly regulated. Similar to macrophages, pro-inflammatory DCs exhibit a metabolic shift towards glycolysis; however, DCs continue to use the TCA cycle for generating ATP as opposed to heavily relying on glycolysis which differs from macrophages (74, 75). There are numerous DC subsets, and it is important to recognize that each may undergo unique metabolic programs during activation in a context-dependent manner (76). Activated neutrophils favor glycolysis as well as the PPP to produce NADPH for redox reactions. Their low mitochondrial abundance reflects their reduced reliance on OXPHOS (77). NK cells do not experience a glycolytic bias upon activation but instead enhance both glycolysis and OXPHOS, where glucose remains the primary fuel (78). With regard to adaptive immunity, T cells also play important roles in many CNS infectious diseases, ranging from cytotoxic activity during viral infections to promoting innate immunity through the release of cytokines such as IFN-γ and IL-17 (79). Like their innate counterparts, T cell activation is highly dependent on glycolytic metabolism for their effector functions. However, metabolic variability exists for dictating T cell subset fate. For example, the OXPHOS pathway is important for Th17 differentiation, and the absence of OXPHOS during differentiation leads to regulatory T cell (Treg) development (79, 80). B cells are rather unique in their metabolic program compared to other immune cells, relying heavily on FAO and minimally on glycolysis (81, 82). There are few reports on the role of B cells during CNS infections, but available evidence shows important contributions for pathogen neutralization by enhanced opsonophagocytosis and complement activation (83). The metabolic diversity of infiltrating leukocytes during CNS infectious diseases and how this shapes not only their intrinsic properties but also extrinsic effects on surrounding leukocytes and resident glia represents a complex scenario, and one that is ripe for interrogation to exploit pathways that promote infection resolution without excessive bystander damage to normal brain parenchyma.



Modulating Immune Cell Polarization

Extensive evidence has shown that immune cell polarization is linked to metabolism, supporting the idea of manipulating metabolism as a means to direct immune cells towards pathways that promote infection clearance, which has been coined metabolic reprogramming (50). Most current research into immune modulation in the CNS has targeted inflammation associated with AD, PD, and MS; however, the same concepts can be leveraged for CNS infectious diseases. In the context of neurodegenerative disorders, T cell activation has been targeted to attenuate chronic inflammation. Initial work showed that inhibition of glycolysis limited T cell pathogenicity by favoring Treg development (84, 85). Tetramerization of pyruvate kinase M2, the enzyme catalyzing the last step in glycolysis, inhibited the glycolytic activity of pro-inflammatory T cells to ameliorate experimental autoimmune encephalomyelitis (EAE), the mouse model of MS (86). Other work demonstrated that the TCA derivative itaconate also reduced EAE severity by suppressing T cell and microglial activation (87). Further studies have shown metabolic polarization effects in T cells with cytokines such as IFN-β and targeting mitochondrial respiratory chain enzymes (88, 89). A growing body of literature is beginning to uncover the mechanisms driving microglial plasticity in the brain, where the mechanistic target of rapamycin (mTOR) pathway has been identified and has clear links with metabolism (90). As critical metabolic nodes emerge, a variety of approaches relying on pharmacological agents, cytokines, lipid messengers, and microRNAs have all been shown to be effective metabolic modulating agents (91).

Insights into how metabolic status may shape CNS immune activation can also be drawn from research in the periphery, where much focus has been on macrophages. Studies have uncovered mechanisms behind mitochondrial repurposing during activation, and how resulting mitochondrial reactive oxygen species (mtROS) production can be blocked to promote anti-inflammatory states (92). Other work has demonstrated that metabolic reprogramming of monocytes via the OXPHOS inhibitor oligomycin reduced bacterial burden in a S. aureus biofilm model of prosthetic joint infection (93). The effectiveness of this treatment resulted from inhibiting the anti-inflammatory OXPHOS bias, shifting cells towards a pro-inflammatory glycolytic state to promote biofilm clearance. Pertinent to CNS infection, similar immune-based approaches have been used with exogenous application of IL-1β or grafted pro-inflammatory macrophages, both of which lowered bacterial burden in a S. aureus biofilm model of craniotomy infection (94, 95). As another layer of complexity, a recent study demonstrated the influence of microenvironment in shaping immunomodulatory attributes, where macrophage expression of glycolytic markers was suppressed upon migration into the brain parenchyma (71). More specifically, lactate dehydrogenase A (LDHA; converts pyruvate to lactate) and monocarboxylate transporter 4 (MCT-4; exports lactate from glycolytic cells) expression was significantly reduced in macrophages that invaded the brain parenchyma in EAE, whereas these molecules were elevated in macrophages associated with perivascular cuffs. This suggests a failure of macrophages to maintain their pro-inflammatory properties upon entering the CNS, which the authors attributed to differences in metabolic demand. While a specific mechanism for this reprogramming is unknown, it could be influenced by local nutrient or metabolite availability, such as lactate itself, which is known to be produced by astrocytes and oligodendrocytes for supporting proper axonal function (58, 96), or it may provide balance to the local inflammatory response. Collectively, these findings support the idea that immune cell function could be tailored by modulating metabolism to overcome deficiencies in CNS metabolites, such that infiltrating leukocytes remain in a pro-inflammatory state to fight infection.

The aforementioned examples reflect only a small amount of the growing literature on metabolic modulation. Ongoing work continues to identify molecular agents targeting aspects of key metabolic pathways. Overall, strong evidence supports the use of metabolic modulation therapy for controlling immune cell activation states and effector functions (84–86, 89, 91, 94). The heterogeneity between different cell types highlights the need to uniquely target select immune populations. Additionally, more work should aim to investigate how immunometabolic therapies can synergize with existing anti-infection drugs to enhance clearance from the CNS. Such an immunometabolic approach to treating CNS infections has potential to improve disease outcomes, depending on the availability of suitable delivery mechanisms.




The Prospect of Nanoparticle Systems for Modulating Immune Cell Polarization


Shortcomings of Current CNS Infection Treatments

As previously discussed, the BBB is a cooperative interaction between brain capillary endothelial cells, astrocytes, and pericytes that maintains brain homeostasis and controls nutrient influx into the parenchyma. Transport through the BBB can occur through a variety of routes, generally classified as passive transport, carrier-mediated, and vesicular trafficking (Figure 1) (97). Passive transport is mostly limited to small substances. Small hydrophilic compounds may pass paracellularly through the tight junctions between endothelial cells likely by means of transient relaxation of the junctions, while small lipophilic substances can use transcellular passive diffusion to reach the brain (97). Carrier-mediated transport exploits diverse solute transporters for traversing the BBB, such as those for glucose or amino acids. Receptor-mediated and adsorptive-mediated transport utilize antibody binding or plasma proteins for crossing via endocytosis and pinocytosis (98).

Expectedly, delivery of anti-infection agents to the CNS is strongly hindered by the BBB, and more invasive transcranial delivery via intrathecal and intraventricular injection is often used as a bypass (99, 100). However, bypass strategies are complicated by limited drug diffusion, which reduces biodistribution to the target location in the parenchyma. Osmotic disruption of the BBB with vasoactive substances, exposure to high intensity focused ultrasound, and electromagnetic pulses have also been explored to improve drug permeability to the CNS (101–103). However, BBB disruption can lead to unwanted entry of other molecules into the CNS or drugs becoming trapped in brain endothelial cells rather than distributing to target sites. Engineered nanoparticles represent a promising approach to improve non-invasive delivery of CNS therapeutics by ferrying drugs across the BBB. Nanoparticles can be designed to perform multiple, targeted functions aimed at both the pathogen and host, and their biodegradable properties have the added advantage of self-clearance (20, 23, 24, 100).



Design Variables of Nanoparticle Therapies

Nanoparticles are small structures ranging from 1 to 1000 nm in diameter. They can be generated by a wide array of biodegradable and non-biodegradable substances and readily modified to deliver therapeutic agents, as discussed in the following sections (24). There are several approaches for transporting nanoparticles across the BBB, all facilitated by harnessing the physiological properties of endogenous molecules required for proper brain function (98, 104). For example, carrier-mediated transport allows nanoparticles to use essential nutrient transporters, such as GLUT-1 for glucose and L1 and y+ for large amino acids. Through adsorptive-mediated transcytosis, electrostatic interactions between cationic ligands and negatively charged endothelial cell membranes lead to vesicle-based endocytosis. Perhaps the most effective approach, receptor-mediated transcytosis, relies on luminal plasma membrane receptors of endothelial cells for endocytosis. Examples include the lactoferrin and transferrin receptors (LfR and TfR, respectively), low density lipoprotein receptor-related protein 1 and 2 (LRP-1 and -2), insulin receptor, and folate receptor (98, 104).

To exploit the endogenous transport machinery of the BBB, nanoparticles must be designed to mimic physiologically active compounds. Several key characteristics can be leveraged to optimize nanoparticle entry into the CNS. First, nanoparticle size is crucial for endocytosis, with a critical limit of approximately 200 nm or less for efficient cellular uptake via clathrin-mediated endocytosis (23, 105). Charge is another important factor affecting both internalization and circulation time. Due to the net negative charge on endothelial cell membranes, positively charged nanoparticles can more readily use adsorptive transcytosis. On the contrary, neutral and negatively charged nanoparticles remain in circulation longer because of reduced protein adsorption. Zwitterionic nanoparticles can provide a balance between uptake and circulation requirements (106). Functionalization through incorporation of surface ligands provides the most flexibility to engineered nanoparticles. The main objective in selecting surface ligands is increasing BBB passage and cell-specific targeting through carrier- and receptor-mediated transcytosis. Studies have demonstrated the ability to decorate particles with ligands for GLUT-1, albumin transporters, LfRs and TfRs, and more (107–110). The use of cell-penetrating peptides as surface ligands can be used to bypass endocytosis, leading to direct nanoparticle entry to the cytoplasm (111). Studies have also demonstrated the use of ligands such as insulin for targeting affected brain regions in neurodegenerative and neuropsychiatric disorders (105). Not only the ligand itself, but its density or avidity are also important factors, as too many high affinity ligands can hinder endocytosis by anchoring nanoparticles to cell membranes (110).

Intravenous injection is the most widely utilized route for nanoparticle administration. However, the rapid clearance of particles from circulation can limit the concentrations reaching the CNS (23). New non-invasive routes of administration are being explored to improve CNS bioavailability. Intranasal delivery is a major alternative route, which could facilitate direct nose-to-brain delivery in a matter of minutes via olfactory and trigeminal nerves (112–117). The functional diversity and customization possibilities in designing CNS-targeting nanoparticles makes them multi-tool kits with options for tailoring transport routes, targets, and payload release kinetics. Researchers continue to discern the relative importance of the variables governing nanoparticle characteristics and how one property may modify another attribute (118). One such study examining these relationships determined that for the specific polymeric nanoparticles used, the most influential parameter for efficient BBB penetration was the surfactant type, whereas size and zeta potential had little impact (119). Continued efforts advancing CNS-targeting nanoparticles will only enhance their potential for personalized medicine applications.



Nanoparticles for the CNS

Significant work has identified a wide range of polymeric, lipid-based, cell-derived, and inorganic nanoparticles as viable therapeutic options to promote CNS uptake. While most of the current research and select examples discussed below have focused on cancer, neuroinflammation, and neurodegenerative diseases, the same nanoparticle systems can be leveraged to treat CNS infections by simply changing the therapeutic payload. Both in vitro and in vivo studies have been conducted to demonstrate the vast potential of nanoparticle therapeutics. While in vitro systems are useful for isolating specific research variables and uncovering transport mechanisms, the use of in vivo models provides much greater measures of physiological relevance (97). The fact that a majority of the examples described below are from in vivo models shows the exciting success of many nanoparticle systems and the impending progression toward clinical trials.

Polymers, both artificially- and naturally-derived, have received the most attention for CNS delivery (24, 100, 120). The most widely used polymer is poly(D,L-lactide-co-glycolic acid) (PLGA), which is FDA approved and can undergo hydrolysis within the body to form biocompatible metabolites (121). PLGA nanoparticles have proven effective at increasing the half-life and stability of drugs such as the chemotherapeutic agent cisplatin, in comparison to the raw drug counterpart (122). Another study demonstrated that PLGA encapsulation of the anti-inflammatory and anti-oxidant compound curcumin dramatically improved BBB permeability and stimulated hippocampal neurogenesis to reduce cognitive decline in a rat model of AD (123). PLGA can also be conjugated and functionalized for specific targeting. In one example, researchers used Lf-conjugated polyethylene glycol (PEG)-PLGA nanoparticles containing the peptide urocortin to increase blood circulation time and promote specific uptake in the striatum and substantia nigra as a neuroprotective therapeutic for PD (124, 125).

Poly(alkyl cyanoacrylate) (PACA) is another nanoparticle polymer with proven ability to cross the BBB. PACA nanoparticles can be coated with surfactants for improved BBB permeability and have demonstrated promise as potential AD therapeutics from in vitro studies showing limited effects on vascular homeostasis and inflammatory response (126). Poly(butyl cyanoacrylate) (PBCA) nanoparticles are closely related to PACA, but degrade more rapidly in the body due to their higher water solubility (127). Other classes of biocompatible polymers include copolymer-poly(methylmethacrylate-sulfopropylmethacrylate) (PMMA-SPM), which have been loaded with anti-retroviral drugs for transport across the BBB (128). Natural polymers such as chitosan have also been explored as nanoparticle materials with CNS permeability. Tripolyphosphate cross-linked chitosan nanoparticles delivered the anti-inflammatory compound piperine to the CNS following intranasal administration in a rat model of sporadic dementia, which reduced inflammation by decreasing TNF-α and activated caspase-3 concomitant with increased superoxide dismutase activity (129). Another study used chitosan-coated lipid nanoparticle carriers conjugated to the transactivator of transcription (TAT) cell-penetrating peptide to enhance CNS delivery of glial cell-derived neurotrophic factor (GDNF) in a mouse model of PD, leading to decreased dopaminergic neuron loss and improved motor function (130).

Lipid-based nanoparticles include solid lipid and nanoemulsions, both of which are biocompatible, stable, and BBB-permeable (131, 132). Solid lipid nanoparticles consist of glycerides, waxes, and fatty acids stabilized with emulsifiers, and nanoemulsions are similar but with a liquid lipid core. Both are best suited for carrying lipophilic and hydrophobic drugs. A recent study used solid lipid nanoparticles loaded with doxorubicin for treating glioblastoma, which demonstrated excellent tumor cell toxicity (131).

Cell-derived nanoparticles consist of liposomes and exosomes. Liposomes have an aqueous core surrounded by a phospholipid bilayer, making them suitable for both hydrophobic and hydrophilic drugs. Phase III clinical trials are underway using cytarabine-carrying liposomes for treatment of neoplastic meningitis. The liposomal nanoparticles showed increased therapeutic concentrations of cytarabine in the CSF for up to 14 days post-administration (133). Another study has used cationic nanoliposomes with TfR-affinity ligands to deliver oligonucleotides and siRNA to the brain within 6 hours following intravenous injection. These nanoparticles reduced neuroinflammation when the siRNA targeted TNF-α (132). Exosomes are small vesicles secreted from all cell types that contain a wide range of biological molecules, including surface proteins, ligands, cytokines, and RNAs. They are beginning to be studied for therapeutic applications based on their ability to be loaded with drugs, BBB permeability, and potential for nasal administration (134).

Other unique nanoparticle formulations continue to be developed (135, 136). For example, biodegradable anti-TfR monoclonal antibody (OX26)-PEGylated selenium nanoparticles were shown to suppress pathological inflammation and oxidative metabolism associated with cerebral stroke (137). Additionally, inorganic gold nanoparticles with varying surface ligands have shown promise for treating CNS bacterial infections due to both the inherent bactericidal properties of gold and conjugated antibiotics (138). The nanoparticle examples noted here merely represent a small snapshot of the wealth of possibilities for designing therapeutic carriers for improved treatment of CNS infections.



Cell-Specific Targeting With Nanoparticles

A final goal of nanoparticle therapies is cell-specific targeting (139, 140). In the context of CNS parenchymal infection, microglia represent a logical candidate. For microglial specificity, nanoparticles can leverage receptor-targeting ligands and the inherent phagocytic properties of microglia, while maintaining biocompatibility (140). An early study of microglial targeting used liposomal nanoparticles modified with the TLR4 ligand lipopolysaccharide (LPS), which significantly increased uptake of the encapsulated drug compared to non-targeted liposomes (141). In a later study, ceria-zirconia nanoparticles decorated with CD11b antibody showed preferential uptake by microglia compared to other cell types in the brain and higher internalization compared to nanoparticles conjugated to an isotype-matched control antibody (142). Other promising surface receptors exist to target microglia, including triggering receptor expressed on myeloid cells 2 (TREM2), Tmem119, and P2RY12 (143). Recent work has highlighted the significant transcriptional heterogeneity of leukocyte subpopulations within the CNS during S. aureus craniotomy infection, including microglia (144). The tunability of nanoparticle systems has exciting potential to target this diversity within a given cell type, where typical molecular therapies fall short. Of note, several of the receptors that have been exploited to deliver nanoparticles to microglia are also expressed on macrophages and neutrophils that infiltrate the CNS during infection. Therefore, targeting a single cell type with these receptors is unlikely. However, with the increasing abundance of next-generation sequencing datasets for CNS diseases, including infection, the identification of receptors that are enriched on a given phagocyte population is likely. Ultimately, nanoparticles targeting all of the key immune cell populations would fully complement the multi-tool kit of carriers for precisely modulating metabolic activity for the treatment of CNS infections.




Discussion

Many bacteria, viruses, fungi, and parasites can invade the CNS and cause severe meningitis, encephalitis, and pyogenic infections. These conditions can become exceedingly dangerous as pathogens can acquire drug resistance, form biofilm, and leverage virulence factors that disrupt the host immune response and reprogram immune cells towards an anti-inflammatory bias. These challenges are exacerbated by the fact that therapeutic agent delivery to the CNS is hindered by the BBB, the same defense meant to exclude harmful pathogens. As such, treatment of CNS infections remains highly empirical and difficult, relying on extended and/or invasive delivery of anti-infection agents often with deleterious side effects.

We propose that together, the fields of immunometabolism and nanotechnology have the potential for a paradigm shift in novel treatments for CNS infections (Figure 1). The rapidly expanding field of immunometabolism has demonstrated that immune activation is controlled by the metabolic pathways needed to generate the energy and intermediates required for effector responses. The metabolic pathways that elicit pro-inflammatory activity have been described for all the key immune players in CNS infection, including microglia and infiltrating leukocytes but primarily in the context of neurodegeneration. It remains to be determined whether similar metabolic programs are observed during infection, which may differ based on nutrient competition with the pathogen. A variety of pharmacological agents, cytokines, lipid messengers, and microRNAs have been shown to modulate metabolism and could serve as potential therapeutics. In the realm of nanotechnology, nanoparticles can be engineered with a host of tunable structures, chemical ligands, and physiological characteristics to safely, and non-invasively deliver therapeutics to the CNS by transporting drugs across the BBB. Nanoparticle applications and design will continue to improve with increased knowledge of the precise interactions between structure, BBB penetration, and efficacy. Overall, merging therapeutic approaches with metabolic modulating agents and nanoparticles as delivery vehicles warrants the need for more focused research efforts given the promise for improving patient outcomes associated with CNS infections.

Research into metabolic reprogramming in the CNS to date has mainly focused on AD, PD, and MS, but more emphasis should be placed on infectious diseases, particularly in the current era of increasing antimicrobial resistance. Compared to peripheral tissues, the use of nanoparticles is especially important for CNS infections because of the BBB exclusivity. In the periphery, the major objective of nanoparticle usage is to target specific cell types and enhance cellular uptake of the drug or payload. In the CNS, these same attributes hold with the additional requirement of BBB penetration, which adds complexity to any potential therapeutic application. Nanoparticle-mediated metabolic modulation therapy could bolster endogenous cellular effector mechanisms to better fight infections compared to the introduction of compounds with harmful side effects throughout the CNS and periphery. Alongside future work into nanoparticle-based treatments for CNS infections, we anticipate the need for more long-term studies to address potential nanoparticle toxicity. Finally, we predict that the most effective nanoparticle therapeutics for CNS infections will be realized in a combinational platform leveraging not only metabolic modulation but also nanoparticle-encapsulated or intravenous anti-infection agents. The optimal metabolic modulation therapy may also not take the form of a single re-polarization event, but instead a series of controlled toggling between pro- and anti-inflammatory states to adjust to the temporal nature of inflammation as the infection subsides.
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Systemic delivery of peptide-major histocompatibility complex (pMHC) class II-based nanomedicines can re-program cognate autoantigen-experienced CD4+ T cells into disease-suppressing T-regulatory type 1 (TR1)-like cells. In turn, these TR1-like cells trigger the formation of complex regulatory cell networks that can effectively suppress organ-specific autoimmunity without impairing normal immunity. In this review, we summarize our current understanding of the transcriptional, phenotypic and functional make up of TR1-like cells as described in the literature. The true identity and direct precursors of these cells remain unclear, in particular whether TR1-like cells comprise a single terminally-differentiated lymphocyte population with distinct transcriptional and epigenetic features, or a collection of phenotypically different subsets sharing key regulatory properties. We propose that detailed transcriptional and epigenetic characterization of homogeneous pools of TR1-like cells will unravel this conundrum.
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Introduction

Interleukin 10 (IL-10)-producing regulatory T cells (Tregs) are key to immune homeostasis and play opposing roles in autoimmunity versus cancer. While the FoxP3+ Treg cell subset has been thoroughly described, FoxP3 and CD25 double-negative T cells producing IL-10 in the context of low IL-4 secretion are generally known as T-regulatory type 1 (TR1) cells (1). Given the lack of specificity of these phenotypic descriptors, the literature has considered as TR1-like cells what appears to be a rather heterogeneous collection of cell types (1), thus clouding our understanding of the true lineage identity of this regulatory T-cell subset. Production of IL-10, coupled to the expression of Latency-Associated Peptide (LAP), Lymphocyte Activation Gene 3 (LAG-3) or CCR5 and Programmed cell death protein 1 (PD-1) in the absence of CD25, or CD4+ cells lacking IL-7R expression, as well as cells induced by vitamin D3 or CD46-stimulation are some of the examples of cell types identified as TR1 (1, 2). Recently, co-expression of CD49b and LAG-3, accompanied by the expression of ICOS and PD-1, has been associated, in both humans and mice, with TR1-ness (3, 4), but these markers are not sufficiently specific or sensitive. Other surface markers have been found to be variably upregulated by IL-10-producing T-cell subsets (5–8), including Cytotoxic T-Lymphocyte antigen 4 (CTLA-4), T-cell immunoglobulin and mucin-domain containing-3 (TIM-3) or TIGIT, as well as transcription factors (TFs) like T-bet, Aryl hydrocarbon receptor (AhR) or Nuclear Factor Interleukin 3-regulated (Nfil3).

Because of the lack of specific markers, it remains unclear whether the various IL-10 producing ‘TR1-like’ subsets correspond to multiple different cell types, or to cells at different stages of differentiation. Many studies implicating a role for Treg/TR1 cells in the therapeutic activity of various immunotherapies have often done so solely based on an increase in IL-10 expression by splenic CD4+ T cells. It is entirely possible that the various phenotypes associated to IL-10-producing FoxP3-negative CD4+ T-cell subsets correspond to cells at different stages of TR1 cell differentiation, or to distinct subsets of terminally differentiated cells with distinct phenotypic and/or functional properties. Unfortunately, the transcriptional and epigenetic profiles associated with true TR1-ness remain incompletely defined, a fact compounded by our incomplete knowledge on the developmental biology of the TR1 subset(s).

We have shown that treatment of various mouse models of autoimmune disease with nanoparticles (NPs) coated with disease-relevant peptide-major histocompatibility complex class II (pMHCII) molecules (9) suppresses organ inflammation and disease progression without impairing systemic immunity (10–12). This approach has shown clear therapeutic efficacy in animal models of type 1 diabetes (T1D), experimental autoimmune encephalomyelitis (EAE), collagen-induced arthritis (11), as well as primary biliary cholangitis (PBC), primary sclerosing cholangitis (PSC) and autoimmune hepatitis (AIH) (12, 13). pMHCII-NP therapy triggers the formation and expansion of TR1-like CD4+ T cells from autoantigen-experienced CD4+ T-cell precursors of as yet undefined identity. pMHCII-NPs bind directly to TCRs on cognate T cells, resulting in prolonged pMHCII-TCR interactions, the assembly of large TCR microclusters on such T cells, and rapid, robust and prolonged TCR signaling. In turn, this results in the acquisition of immunoregulatory properties, including the upregulation of the cytokines IL-10, IL-21 and Transforming Growth Factor β (TGF-β) (but neither IL-2 nor IL-4), the co-inhibitory receptors LAG-3, CTLA-4 and PD-1, the Inducible T-cell Costimulator (ICOS) and the transcription factors T-bet and c-Maf, among others, in the absence of FoxP3 expression (Figure 1).




Figure 1 | Pharmacodynamic activity of pMHCII-NPs. pMHCII-NPs target autoantigen-experienced CD4+ T cells and induce their differentiation into memory TR1-like cells followed by their systemic expansion. This process involves IFN-γ and IL-10 signaling, but does not require IL-27. pMHCII-NP-induced TR1-like cells carry out their regulatory function by suppressing other autoreactive T-cell specificities via IL-10, IL-21 and TGF-β. IL-10 and TGF-β have immunosuppressive effects on autoantigen-loaded APCs, inhibiting their proinflammatory function and thus avoiding the activation of other non-cognate autoreactive T cells. pMHCII-NP-induced TR1-like cells can also interact with cognate B-cells, promoting their differentiation into Bregs in part via IL-21. Figure adapted from Clemente-Casares et al. (11).



Here, we review our current understanding of the phenotype, function and development of TR1-like cells in different experimental settings, including pMHCII-NP-treated mice. We identify knowledge gaps and propose that detailed transcriptional and epigenetic characterization of homogeneous pools of TR1-like cells will help define both, a true state of TR1-ness as well as the identity of the TR1-poised cell precursors that give rise to TR1-like cells.



A Brief Historical Perspective

The TR1 cell subset was first described in 1997 by Groux et al. (14). Previously, others (15, 16) had described a suppressor T-cell population that secreted IL-10 and protected patients against graft-versus-host disease (GvHD). This population displayed a cytokine profile that was distinct from those of common T-helper cell subsets, and involved the expression of IL-10, IL-5, TGF-β, and IFN-γ in the absence of IL-4 or IL-2 secretion (17). In 1997, TR1 cells were generated in vitro and their suppressive activity was documented both in vitro and in vivo, in a model of colitis.

Currently, all the regulatory CD4+ T cells that are FoxP3-negative and secrete IL-10 and low levels or no IL-4 are considered to be ‘TR1’. Unfortunately, this characterization lacks specificity and likely includes phenotypically, functionally and developmentally heterogeneous T cells. This is compounded by the variety of protocols that can trigger the formation of IL-10-producing cells with regulatory properties. In some cases, TR1-like cells were generated from naive CD4+ T cells. For example, in vitro TCR stimulation of human naive CD4+/CD45RA+ T cells in the context of IL-10 secreted by dendritic cells (DCs) triggered their conversion into anergic, IL-10- and TGF-β-expressing T cells capable of suppressing effector T cells (14, 18). Likewise, in vitro culture of murine CD4+/CD44–/CD62L+ T cells with IL-10 or IL-27 can induce their differentiation into IL-10 producing TR1-like cells [reviewed in (19)]. Other lines of experimentation have suggested that IL-10-producing TR1-like cells can also be generated from memory CD4+ T cells, in the absence of polarizing cytokines in the culture (20, 21). In mice, induction of transplantation tolerance via anti-CD45RB mAb therapy is associated with the presence of antigen-specific IL-10-producing CD4+ T cells in the memory T-cell compartment (22, 23). There are also data supporting the view that TR1-like cells can develop from differentiated T-helper cell subsets. For example, Gagliani et al. provided evidence suggesting that a fraction of the regulatory T cells that are found in the gut arise from Th17 cells and display a TR1-like phenotype, including the production of IL-10 and some IFN-γ, and the expression of CD49b and LAG-3, while lacking expression of IL-4 and CCR6 (24). Moreover, there is also evidence that culture of Th17 cells in the presence of IL-27 and TGF-β can trigger the formation of IL-10-producing TR1-like cells in vitro (24, 25). Likewise, stimulation of Th1 cells with CXCL12 in vitro (26), or in the context of malaria infection (27), can promote their differentiation into CD4+/CD25–/FoxP3–/IL-10+ T cells. Human allergen-specific Th2 cells can also differentiate into IL-10-producing CD49b+/LAG3+ cells with regulatory properties (28, 29).

Unfortunately, these various ‘TR1-like’ cell types of different developmental origin were not thoroughly characterized at the phenotypic, transcriptional or functional levels. Accordingly, whether the various TR1-like cells that were generated in these studies correspond to one or several different cell types, or to cells at different stages of differentiation, remains unclear.



Distinct Phenotypes

Several surface phenotypes have been attributed to TR1-like cells (Table 1). Whether all these subsets correspond to one single, incompletely characterized population, or comprise a collection of phenotypically and/or functionally distinct subsets remains to be determined.


Table 1 | Summary of phenotypes ascribed to TR1-like cells.




LAP+/CD25–/CD4+ T Cells

CD4+ CD25+ Treg cells express TGF-β on their surface and one of their mechanisms of suppression involves TGF-β recognition by target cells upon cell-to-cell contact (47). Weiner et al. reported a population of regulatory T cells that suppressed murine colitis in a TGF-β-dependent manner, but where CD25-negative and LAP-positive (30). LAP is the amino-terminal domain of the TGF-β precursor peptide that contains the TGF-β peptide within its latent complex (48). CD4+/CD25–/LAP+ cells are positive for thrombospondin, which can convert latent TGF-β to its active form. CD4+/CD25–/LAP+ cells represent ~3-5% of murine splenocytes and express high levels of TGF-β and IL-10, as well as IL-2, IL-4 and IFN-γ. A similar population was generated after oral anti-CD3 treatment and had a suppressive effect against autoimmune encephalomyelitis (31).



NKG2D+/CD25–/CD4+ T Cells

A small population of human CD4+ T cells that produce IL-10 and TGF-β express the natural killer receptor NKG2D. These cells are FoxP3-, CD103- and LAG-3-negative. They also express Fas ligand (FasL), which appears to be a main contributor of suppression by inhibiting the growth of bystander T cells (32). Although these T cells can be found in the peripheral blood of healthy individuals (~1-3%), they appear to increase substantially in cancer patients (to ~6-70%). They have also been described in patients with rheumatoid arthritis (33). One ligand of the NKG2D receptor is the MHC class I-related chain A (MICA), which is upregulated in tissues undergoing inflammation or in epithelial tumors. The role of NKG2D with regards to the immunoregulatory properties of these cells remains unclear.



CD127low/CD25–/CD4+ T Cells

The IL-7 receptor (IL-7R) α-chain (CD127) is important for the survival of conventional CD4+ T cells (49) but is expressed at low levels in CD4+CD25+ T cells (50). Häringer et al. found a population of adaptive Treg cells that were CD25-, FoxP3- and IL-7R-negative. These cells comprised ~1% of the total CD4+ population from human peripheral blood. They expressed low levels of Bcl-2 and high levels of Ki-67 and ICOS, suggesting that they had been recently activated, and had a suppressive function mediated primarily by the secretion of IL-10 in response to potent T-cell receptor stimuli (34). However, only 10% of this T-cell pool produced IL-10 upon stimulation, compatible with the presence of a small subset of TR1-like cells within the CD25–/FoxP3–/IL-7R– pool.



CD49b+/CD25–/CD4+ T Cells

Several studies have identified a population of CD4+ T cells with regulatory activity that express CD49b. These cells had anti-diabetogenic (35) and anti-arthritogenic properties in mice (36), were both FoxP3– and CD25– and secreted the regulatory cytokines IL-10 and TGF-β, as well as IFN-γ. In later studies, it was shown that these T cells suppressed CD8+ T-cell responses and IFN-γ production by CD4+ T cells, presumably via IL-10 (37, 38).



LAG-3+/CD25–/CD4+ T Cells

LAG-3 is known to suppress T-cell proliferation (51). Despite being required for the maximal regulatory activity of conventional CD4+CD25+ Treg cells, LAG-3 protein can hardly be detected on the surface of CD4+CD25+ T cells. In contrast, LAG-3 was found to be expressed by a subset of CD4+CD25– T cells (39) found at low frequencies in the spleen (2%) and lymph nodes (1%) but at higher frequencies in Peyer’s patches (PP) (8%). These T cells are anergic upon TCR ligation, but they secrete high quantities of IL-10, moderate amounts of IFN-γ and low amounts of IL-2 and IL-4. These cells do not express FoxP3 and, unlike CD4+/CD25–/LAP+ cells, express low levels of CD103 and LAP. They are further characterized by expression of the Early response gene 2 (Egr-2), a transcription factor that is a negative regulator of T-cell activation, inducing an anergic state (52). These CD4+/CD25–/LAG-3+ cells were also found to express the Prdm1 gene, encoding the B lymphocyte-induced maturation protein (Blimp)-1.



CD49b+/LAG-3+/CD25–/CD4+ T Cells

In 2013, Gagliani et al. provided evidence indicating that co-expression of LAG-3 and CD49b can be used to enumerate human and mouse TR1-like cells (3). CD49b had been previously described as a marker for regulatory CD25– T cells, but cannot be used in isolation to identify this T-cell subset, because it can also be expressed by Th17 cells and certain memory CD4+ T-cell subsets (53). Likewise, LAG-3 is associated with T-cell activation and IL-10 production, but its expression is not unique to any particular T-cell subset; it can be upregulated by conventional T cells upon activation and is also expressed by FoxP3+ Tregs (51).



CCR5+/PD-1+/CD25–/CD4+ T Cells

Geginat and coworkers used the C-C chemokine receptor type 5 (CCR5) and PD-1 as markers to purify TR1-like IL-10- and IFN-γ-producing cells from the human intestine (2, 40). They demonstrated that the majority of IL-10+/CD4+/CD25–/IL-7R– T cells found in the lamina propria co-expressed CCR5+ and PD-1+ (2). Despite expressing Lag3 mRNA, only a small percentage of cells displayed LAG-3 protein in the steady state. In vitro stimulation triggered the upregulation of surface LAG-3 protein expression (2).



Other Markers

TR1-like cells express several other surface molecules and transcription factors, albeit none of them specifically. For example, both murine and human IL-10 producing TR1-like cells can express the immune checkpoint molecules TIGIT (5) and TIM-3 (8), but conventional FoxP3+ Treg cells and T-follicular regulatory (Tfr) cells (54, 55) can also express these markers. CD226, presumably involved in the cytotoxic activity of at least some TR1-like cells, is another example of such lack of specificity (3, 41).

With regards to transcription factors, ROG (the repressor of GATA-3), a regulator of Th differentiation and cytokine production upon activation (56), has also been described in TR1-like cells (42). Since expression of Egr-2 in CD4+ T cells induces IL-10 production by binding to the Blimp-1 promoter (57), Okamura et al. proposed that this transcription factor might be involved in the acquisition of a suppressor phenotype by CD4+/CD25–/LAG-3+ T cells (43). However, purified TR1-like cells from the gut of anti-CD3 mAb-treated mice, as well as those induced in vitro, express levels of Egr-2 that are no different than those seen in effector T cells (3). Likewise, the transcription factors c-Maf and AhR, which are expressed by IL-27-induced TR1 cells and bind to the Il10 promoter in TR1 cells (44, 45), are also expressed by non-TR1 cell types, including human and murine Th17 subsets (58, 59). The interferon regulatory factor 4 (IRF4) is yet another non-TR1 cell-specific transcription factor that presumably plays a role in the developmental biology of TR1-like cells, as a downstream effector of the inducible tyrosine kinase (ITK) (60). Since IRF4 regulates Blimp-1, it is probably involved in the regulation of IL-10 expression in these cells, along with other transcription factors. Activin A-induced IRF4 activation has been suggested to promote human TR1-like cell formation in vitro (46). The liver X receptor (LXR) and Bhlhe40 are other transcription factors found to be expressed in at least some TR1-like cells (7).



pMHCII-NP-Induced TR1-Like Cells

When compared to other TR1-like subsets, the IL-10-producing CD44hi/CD62Llo/IL-7R–/CD25–/FoxP3– TR1-like cells that arise in vivo in response to pMHCII-NP therapy co-express several of the markers previously identified in different TR1-like cell subsets, including LAG-3, CD49b, ICOS, LAP, c-Maf, T-bet, and Blimp-1. These cells produce the cytokines IL-10, IL-21 and, to a lesser extent, IFN-γ, but no or very low levels of IL-2, IL-4 or IL-17 (11). Thus, these cells appear to embody the phenotypic properties of most other TR1-like cells, begging the question of whether different IL-10-expressing CD4+CD25– TR1-like cell subsets, as described in the literature, correspond to one single cell subset rather than to a phenotypically heterogenous collection of distinct cell types.




Mechanisms of Action

In order to affect regulatory activity, TR1 cells need to be activated by antigen recognition. Upon activation, they target effector T cells and/or professional APCs via cytokines, direct cell contact, metabolic disruption and/or cytolysis (Figure 2). Although TCR activation is antigen-specific, TR1-mediated suppression of APCs or neighboring T cells is antigen-agnostic (bystander immunoregulation).




Figure 2 | Mechanisms of action. TR1-like cells can suppress effector T cells directly or indirectly, by modulating the phenotype and function of APCs via IL-10 and TGF-β. IL-10 also induces a regulatory phenotype in APCs, by triggering the upregulation of tolerogenic molecules (i.e. ILT3, ILT4 and HLA-G) and the production of IL-10, further amplifying TR1-like cell formation. TR1-like cells can also make direct cell-to-cell contacts with APCs via cell surface CTLA-4 and PD-1, inhibiting APC-induced effector T-cell activation. TR1-like cells can kill myeloid APCs via granzyme-B (GZMB) and perforin (PRF). In addition, they can suppress T-cell activation via metabolic disruption.




Interleukin 10

Upon activation, TR1 cells secrete the immunoregulatory cytokines IL-10 and TGF-β (Figure 2). IL-10 has effects on different cell populations. Although IL-10 expression is a hallmark of TR1-like cells, this cytokine can also be produced by other CD4+ T-cell subsets, as well as CD8+ T cells, macrophages, DCs and B cells (61). IL-10 suppresses T-cell responses by inhibiting T-cell proliferation (62) and cytokine production by effector T cells, including IL-2, IFN-γ, IL-4, IL-5 and TNF-α. Moreover, IL-10 can downregulate MHC class II and costimulatory molecule expression in APCs, and reduce the production of pro-inflammatory cytokines (IL-1α and -β, IL-6, IL-12, IL-18, and TNF-α) and chemokines (CCL2, CCL5, CCL12, CXCL2, CXCL10, and IL-8) by these APCs (61). In humans, IL-10 can elicit the generation of tolerogenic DCs by upregulating immunoglobulin-like transcripts 3 and 4 (ILT3, ILT4) and the non-classical HLA-G molecule (63). On B-cells, IL-10 promotes proliferation, MHC II expression and isotype switching to IgG4 (64). IL-10 also amplifies regulatory T-cell formation. IL-10 stimulation of CD4+ T cells can induce the expression of IL-10, T-cell anergy or TR1-like cell differentiation in a STAT3-dependent manner. STAT3 promotes IL-10 expression and represses pro-inflammatory cytokine expression (65). It is unclear whether the phenotype of full-fledged (i.e. fully differentiated) TR1-like cells is stable. However, pMHCII-NP-induced, antigen-specific TR1-like cells can persist for several months post-treatment withdrawal without any obvious loss of key phenotypic properties or acquisition of pathogenic activity (11).



Transforming Growth Factor β

Like IL-10, TGF-β inhibits APC function and T-cell proliferation, differentiation and cytokine production (Figure 2). TGF-β suppresses T-cell proliferation by inhibiting IL-2 production and downregulating cyclins while upregulating cyclin-dependent kinase (CDK) inhibitors. It also inhibits the differentiation of both CD4+ and CD8+ T cells into effectors, by inhibiting master transcriptional regulators of each phenotype (GATA-3, T-bet, IL-12Rβ2). The main effect of TGF-β on APCs involves inhibition of their maturation, in part by upregulating indoleamine 2,3-dioxygenase (IDO) expression and by inhibiting MyD88-mediated TLR signaling (66). As shown in (11, 12), the therapeutic effects of pMHCII-NP-induced TR1-like cells are dependent on IL-10 and TGF-β. The blockade of these cytokines with monoclonal antibodies abrogates the suppression of autoantigen crosspresentation by pMHCII-NP-expanded TR1-like cells and thus the therapeutic properties of pMHCII-NP treatment in several models, including T1D, EAE and liver autoimmunity.



Costimulatory and Co-Inhibitory Molecules

TR1-like cells can also inhibit APCs in a cell contact-dependent manner upon engagement of co-inhibitory receptors such as CTLA-4, PD-1, LAG-3 or TIGIT and the costimulatory molecule ICOS (Figure 2).

Like other members of the CD28 family, CTLA-4 can bind CD80/86, but it does so with higher affinity than the co-stimulatory molecule CD28. In the presence of CTLA-4, CD80/86 engagement by CD28 on T cells is inhibited. In addition, CTLA-4 can signal into T cells through Src homology region 2-contatining protein tyrosine phosphatase 2 (SHP-2), dephosphorylating TCR and CD28 signaling intermediates and promoting T-cell inactivation (67). However, engagement of CTLA-4 on T cells by its ligands on APCs can also have inhibitory effects on the latter, such as by triggering the downregulation of CD80 and CD86 (68–70), or by upregulating IDO expression by APCs (71).

LAG-3 is another negative regulator of T-cell activation. This molecule is structurally similar to CD4 and binds MHC class II molecules with higher affinity than CD4 (39). Okazaki’s work has recently shown that LAG-3 does not universally bind to all MHC class II molecules, but rather recognizes stable pMHC class II complexes (72). LAG-3 signals intracellularly, transducing inhibitory signals that hinder T-cell activation (72). Inhibitory signals through the LAG-3 intracytoplasmic region are mediated by a FXXL motif in the membrane-proximal region and the EX repeat in the C-terminal region (73). In addition, the LAG-3-pMHCII interaction inhibits DC activation (74).

PD-1 is a co-inhibitory receptor that belongs to the Ig superfamily containing ITIM and ITSM motifs and signals after interacting with its ligands PD-L1 or PD-L2. PD-L1 is expressed on leukocytes, non-hematopoietic cells and non-lymphoid tissues, and can be induced in parenchymal cells by inflammatory cytokines (e.g. IFN-γ) or tumorigenic signaling pathways. PD-L1 expression is also found on different tumor types and is associated with an increased number of tumor-infiltrating lymphocytes (TILs) and poor prognosis. PD-L2 is primarily expressed on professional APCs (DCs and monocytes) but can be induced in other immune and non-immune cell types. PD-1 has a higher binding affinity for PD-L2 than for PD-L1, a difference that might be responsible for the differential contributions of these two ligands to immune responses. It has an inhibitory function similar to that of CTLA-4, by recruiting SHP-1 and SHP-2 phosphatases, reducing T-cell activation and inducing Treg differentiation (75). There is also emerging evidence for ‘reverse signaling’ through PD-L into DCs. PD-1 binding to PD-L2 decreases the expression of DC maturation markers, such as CD40, CD80 and CD86, and increases IL-10 production by DCs, resulting in a suppressive DC phenotype (76).

TIGIT is another immune checkpoint inhibitor that interferes with the activation of T and NK cells. It has an extracellular IgV domain and an intracellular ITT domain that recruits SHIP-1 to mediate T-cell inactivation (77). TIGIT competes with the immunoactivator receptor CD226 (DNAM-1) for the same ligands: CD155 (poliovirus receptor, PVR) and CD112 (Nectin-2 or PVRL2), expressed on APCs, T cells and some non-hematopoietic cell types like tumor cells (78). TIGIT binding to its ligands on APCs has an effect on DC cytokine production, inducing IL-10 expression and inhibiting the expression of IL-12, reducing T-cell activation (79).

ICOS is a costimulatory molecule with structural homology to CD28 and CTLA-4 that binds to ICOS-L on DCs, B cells, and macrophages. ICOS-ICOS-L engagement regulates antigen presentation and secretion of regulatory cytokines such as IL-10 by APCs (80–82).



Metabolic Disruption

TR1-like cells can also inhibit effector T cells via metabolic disruption mechanisms, similar to those used by FoxP3+ Tregs. In TR1-like cells, the main proteins involved in this process are the ectoenzymes ectonucleoside triphosphate diphosphohydrolase 1 (CD39) and ecto-5’-nucleotidase (CD73). These enzymes hydrolyze extracellular 5’-adenosine triphosphate (ATP) to adenosine, disrupting the metabolic state of T cells. ATP released during T-cell activation (83) has an effect on T-cell and APC activation (Figure 2). First, CD39 degrades ATP and ADP into AMP (84), which is then further degraded to adenosine by CD73 (85). Adenosine can bind to A2A receptors, inhibiting T-cell proliferation and cytokine production of effector T cells (86). Binding of adenosine to these receptors on APCs inhibits their maturation and the secretion of pro-inflammatory cytokines, while inducing the secretion of IL-10 (87).



Killing

Another mechanism via which TR1-like cells can inhibit T-cell responses is by killing APCs, particularly APCs of myeloid origin. TR1-like cells can express both granzyme A and B proteins, which, together with perforin, mediate cell-mediated cytotoxicity (88) (Figure 2). In humans, granzyme expression has been shown to be induced by IL-10 signaling (89). Unlike NK-mediated killing, which takes place when target cells lack or downregulate MHC class I, TR1-mediated cytolysis is antigen-dependent and only takes place when there is TCR engagement with cognate pMHC on the APC (it also requires recognition of other surface molecules expressed by the APC, including CD54 (ICAM-1), CD58, CD155 and CD112) (41). In addition to direct effects on the activation of antigen-specific CD4+ T-cell responses, APC killing indirectly impairs the activation of bystander T cells. Although pMHCII-NP-induced TR1-like cells can express granzymes, they lack cytolytic activity against peptide-pulsed B-cells or DC cells (11).




Drivers of TR1-Like Cell Formation


TCR Signaling

TCR stimulation is essential, but not sufficient for the generation of TR1-like cells. pMHC multimers (90–92) or superantigens (93, 94) have been found to induce IL-10-production in some T-cell populations, although it is not clear whether the resulting cells were bona fide TR1-like cells. Several studies have suggested that the strength of the TCR interaction plays an important role; high avidity interactions favor IL-10 production (95), in particular the number of IL-10-producing cells and the cells’ suppressive properties (96). The dose of antigen appears to play a lesser role, as high doses of ligands were not enough to induce IL-10 unless they were administered simultaneously with IL-12 (97, 98). Nevertheless, repeated high-dose stimulation was indeed sufficient to induce IL-10. One study pointed to Nfil3 as a transcription factor involved in the upregulation of IL-10 production in response to repeated antigenic stimulation (99). However, as noted above, it is unclear whether these cells were true TR1-like cells or simply Th1 cells that have acquired the ability to produce IL-10. Singha et al. have shown that the ability of pMHCII-NP to elicit TR1 cell formation is dependent on high pMHCII densities onto the NPs. High densities promote sustained pMHC-NP-TCR interactions and formation of TCR microclusters, amplifying the duration and magnitude of TCR signaling, which is associated with their pro-TR1-like cell-differentiation properties (9).



Interleukin 10

IL-10 has been associated with the induction and maintenance of TR1-like cells (14, 100), although some studies have suggested that it is dispensable (101). In the absence of IL-10 (in Il10 gene knockout mice) pMHCII-based nanomedicines could readily trigger the expansion of cognate T cells, but these cells upregulated IL-4, suggesting a role for IL-10 in the acquisition of the full-fledged TR1-like cell phenotype (11). Tolerogenic DCs are the main source of IL-10 in vivo and they may play a role in the induction of TR1-like cells under physiological conditions (102, 103). Indeed, human IL-10-producing DCs have the ability to induce TR1-like cell differentiation in vitro in an IL-10-dependent manner (63, 104).



Interleukin 27

IL-27, largely produced by activated APCs (105), can support the generation of IL-10-producing TR1-like cells and CD8+ T cells (106, 107). It is a member of the IL-12 family and is a heterodimer composed by the Epstein-Barr virus-induced gene 3 (Ebi3)-encoded IL-12-related p40 and the IL-27 p28 (or IL-27α) chains. IL-27 binds to the IL-27 receptor (IL-27R) on DCs, monocytes, macrophages, T and B lymphocytes, NK cells, mast cells, and endothelial cells. This receptor is a heterodimer composed by the orphan cytokine receptor WSX-1 (also known as T-cell cytokine receptor (TCCR)) and a signal-transducing chain, the glycoprotein 130 (gp130).

IL-27 has inhibitory effects on Th1, Th2 and Th17 subsets as well as on APCs (108–110). Several studies have shown that it is capable of inducing both murine (111, 112) and human (106, 113) IL-10-producing T cells. Signaling through the IL-27R primarily induces STAT1 and STAT3 activation, promoting the expression of AhR and c-Maf transcription factors, which in turn control IL-10 and IL-21 production, hallmarks of the TR1-like cell phenotype (44). STAT3 further upregulates Egr-2, which as noted above contributes to IL-10 production by promoting Blimp-1 expression (57) (Figure 3).




Figure 3 | Transcriptional regulation of TR1-like cell formation. TR1-like cell differentiation requires the integration of different stimuli. TCR signaling, through IRF4, can activate IL-10 expression. Many cytokines, including IL-10, IL-21, IL-6, type-I interferons and IL-27 signal via STAT1 and/or STAT3 proteins, activating several transcription factors that regulate IL-10 and IL-21 expression. ICOS signaling is also a direct regulator of IL-21 expression, while IL-2 or IL-15 cytokines can induce IL-10 directly via STAT5 binding to Il10 or via STAT5-mediated activation of Blimp-1.



Notwithstanding the positive role of IL-27-IL-27R signaling in TR1-like cell differentiation in vitro, pMHCII-NP-induced TR1-like cell formation in vivo is IL-27R-independent (11).



Interleukin 21

IL-21 is a type I cytokine that is produced by antigen-stimulated CD4+ T cells as well as NKT cells, and it has pleiotropic effects targeting T, B, NK, and myeloid cells (114). IL-21 binds to a heterodimeric receptor that is composed by the IL-21Rα chain (115) and the common cytokine receptor γc chain and signals through STAT3 and, to a lesser extent, STAT1 and STAT5. IL-21 plays a critical role in the regulation of Ig production and in the differentiation of B-cells into antibody-producing plasma cells (116, 117), in part by inducing T-follicular helper (TFH) cells (118), and has been implicated in the promotion of CD8+ T-cell and NK cell responses (119). IL-21 can also have negative effects on immune responses, such as by inducing B-cell apoptosis (120) and inhibiting DC maturation and function (121). c-Maf, expressed by TR1-like cells, contributes to IL-21 expression (59), and IL-27 promotes IL-21 expression in TR1-like cells by upregulating c-Maf (44). Furthermore, IL-21 functions as an autocrine growth factor that facilitates the expansion and homeostasis of IL-27-derived TR1-like cells (44), in part by promoting the upregulation of IL-10 (122) and, in turn, c-Maf expression. Like their IL-27-induced counterparts, pMHCII-NP-induced TR1-like cells express and secrete high levels of IL-21 upon recognition of cognate pMHCII on professional APCs (11, 123), which then plays a critical role in the TR1-like cell-induced differentiation of conventional B-cells into IL-10/IL-35-producing Breg cells and in the recruitment/re-programming of neutrophils into myeloid-derived suppressor-like cells, as downstream effectors of pMHCII-NP-induced immunoregulation (11, 123).



Inducible Costimulator

The ICOS molecule, a member of the B7 superfamily, is a glycosylated disulfide-linked homodimer that is expressed by certain T-cell subsets, including TFH- and TR1-like cells, upon productive TCR ligation. The ICOS-L is expressed on a wide range of lymphoid and non-lymphoid cells types, including APCs (124). ICOS signaling has been implicated in IL-10 production (80), as well as in IL-6-induced TFH cell specification (125, 126), although it can also stimulate the production of Th1 and Th2 cytokines in vivo. There is also evidence that c-Maf is a downstream target of ICOS engagement (59, 127), suggesting that ICOS engagement on TR1-like cells plays a role in the stabilization of the TR1-like cell phenotype, in part by sustaining IL-21 and IL-10 expression.



Interleukin 6

IL-6 is a pleotropic cytokine with both pro- and anti-inflammatory effects. It has been associated with the development/progression of certain autoimmune diseases, such as EAE, rheumatoid arthritis and psoriasis (128–130), in part by promoting Th17, TFH and B-cell responses (131). However, it has suppressive effects on the development of T1D, dextran sodium sulfate (DSS)-induced colitis and inflammatory bone destruction (132–134). IL-6, together with TGF-β, was found to induce expression of IL-10 in Th17 cells without suppressing IL-17 production (112, 135). It has also been shown that IL-6 can upregulate IL-21 production and, together with IL-2, can induce IL-10 expression and thus promote TR1-like cell generation (136), even in the absence of IL-27 or TGF-β. It is worth noting that IL-6 shares certain structural homology with IL-27 and that, like IL-27, binds to the gp130 receptor. Both cytokines signal through STAT1 and STAT3. IL-6 can upregulate the TR1-like transcription factors c-Maf, AhR and IRF4 which, as noted above, play a role in IL-10 and IL-21 production (136).



Type I Interferons

The type I interferons IFN-α and -β, constitute the first barrier against viral infections by inducing an ‘antiviral state’ in target cells which seeks to blunt protein synthesis, degrade mRNA and promote cell death in order to prevent viral replication. Type I interferons also induce upregulation of MHC I and adhesion molecules to enhance cytotoxic T lymphocyte (CTL)-mediated killing of virus-infected cells. However, IFN-α also has anti-inflammatory properties, such as the suppression of IL-8 and IL-1 production or the upregulation of the IL-1R antagonist (IL-1RA). By signaling via STAT1, STAT2 and STAT3 (137, 138), type I IFNs can promote the expression of IL-10 by CD4+ T cells (139–142), including memory T cells. When administered with anti-CD3 and IL-10, IFN-α promoted the development of TR1-like cells (100).



Interleukin 2 and Interleukin 15

IL-2 and IL-15 function as T-cell growth factors (143, 144). IL-15 was initially shown to play a critical role in the preservation of the memory repertoire, by preventing T-cell apoptosis (145) and promoting the survival of resting memory T cells (146, 147). Some years later, Bacchetta et al. described IL-15 as a growth factor capable of inducing and supporting TR1-like cell proliferation in the absence of TCR ligation (148). Culture of TR1-like cell clones with IL-15 supported their in vitro proliferation. A recent report has suggested that IL-15 may inhibit the production of IL-10 by DCs, thus preventing the generation of IL-10-producing CD4+ T cells (149).

The IL-15R shares its β and γ chains with the IL-2R (150, 151). Although similar, IL-2 and IL-15 have non-overlapping functions. While IL-2 is mainly produced by T cells and plays a major role in the homeostasis of IL-2Rα (CD25)-expressing T cells, like activated T cells or nTregs (143, 152), IL-15 is produced during the innate immune response by cell types other than T cells (151). Stimulation with IL-2 can reverse clonal anergy (153). IL-2 and other γ-chain cytokines, such as IL-15 or IL-21, signal through STAT5. The presence of a STAT5-responsive intronic enhancer in the Il10 locus suggests that these cytokines might also contribute to IL-10 expression by CD4+ T cells (154, 155).



Role of Antigenic Experience and TR1-Relevant Cytokines in pMHCII-NP-Induced TR1 Cell Formation

The pMHCII-NP-induced TR1 population specifically develops from autoantigen-experienced precursors (11). For example, whereas diabetic NOD.G6pc2−/− mice (which lack IGRP) responded to BDC2.5mi/IAg7-NPs like wild-type NOD mice, they did not respond to IGRP4–22/IAg7-NPs. In vitro, BDC2.5 TCR-transgenic anti-CD3/anti-CD28 mAb-activated but not naïve T cells upregulate both CD49b, LAG-3 and IL-10 in response to BDC2.5mi/IAg7-NPs, indicating that ligation of cognate TCRs by NP-bound pMHCII complexes can trigger these events only in antigen-experienced cells.

Studies using diabetic NOD.Ifng−/− and NOD.Il10−/− mice revealed that development of the TR1 precursors and/or TR1-like cells that expand in response to this therapy requires IFN-γ in addition to IL-10 (11). The memory-like phenotype and the upregulation of T-bet mRNA in the expanded TR1-like cells, coupled with the inability of pMHC-NPs to trigger expansion of cognate TR1-like cells in non-diseased mice or NOD.Ifng−/− mice suggested that the TR1 precursors might be autoantigen-experienced effector/memory T cells of an as yet unknown identity.

As noted above, although IL-27 plays a role in the induction of TR1-like cells from naive T-cell precursors, where it triggers expression of the transcription factor c-Maf, IL-21 and ICOS (44), IL-27 is dispensable for pMHCII-NP-induction of TR1-like cells (11). Since, unlike IL-27, pMHC class II-NPs can only trigger TR1-like cell formation from antigen-experienced but not naive T cells (11), these observations are compatible with the possibility that pMHCII-NPs operate downstream of IL-27.

The specific roles of ICOS, IL-2, IL-6, IL-15 and type I IFNs in the development of pMHCII-NP-induced TR1-like cells remains to be determined.




Transcriptional Regulation

Transcription factors translate different TR1-like cell-promoting stimuli into transcriptional regulation of key TR1-like cell genes, thus playing a critical role in TR1-like cell specification (Figure 3).


IRF4

The IL-2 inducible T-cell kinase (ITK) plays an essential role in T-cell activation, differentiation and function in response to TCR ligation (156). Although the lack of ITK impairs the development of IL-27-induced TR1-like cells, constitutive expression of the IRF4 (a downstream target of ITK signaling) overcomes this effect (60). Of note, IRF4 expression has been linked to the expression of IL-4 and IL-10 in Th2 cells (157), IL-21, Blimp-1 and Bcl-6 in TFH cells (158) and IL-10 expression in Treg cells (159) or Th1 cells (157).



c-Maf and AhR

c-Maf has context-dependent effects on IL-4, IL-10 and IL-21 expression. c-Maf positively regulates IL-4 production in both TFH and Th2 cells (160, 161), induces IL-21 expression in both TFH and Th17 cells (59) and contributes to the expression of CXCR5 (162). c-Maf is expressed early on during IL-27-induced TR1-like cell induction, and its expression progressively increases with time (44). IL-27 stimulation also upregulates the expression of AhR, implicated in FoxP3+ Treg and Th17 differentiation (44). c-Maf and AhR have been shown to transactivate both Il10 and Il21 gene expression in TR1-like cells (45).



Egr-2 and Blimp-1

Egr-2 is a transcription factor that plays a role in T-cell anergy (163) and has been associated with the acquisition of regulatory activity by CD4+ T cells (52). Egr-2 expression can be induced by TCR ligation in the absence of costimulation, as well as by IL-27 stimulation (via STAT3). In turn, Egr-2 promotes IL-10 and LAG-3 expression via Blimp-1 (57).

The Blimp-1 protein, encoded by the Prdm1 gene, is a zinc finger-containing transcriptional regulator of plasma cell differentiation (164), but has also been implicated in IL-10 production by CD4+ T cells (165), including both TR1-like (25, 57, 166) and FoxP3+ Treg cells (159).



IRF1 and BATF

Whereas IL-27R signaling promotes TR1-like cell formation, in part via the transcription factors c-Maf, AhR, Egr-2 and Blimp-1, access of these transcription factors to their binding sites on target genes, such as Il10 or Il21, is enabled by pioneering transcription factors, such as BATF and IRF1 (167). BATF had been previously defined as a pioneer factor for Th2, Th17 and effector CD8+ T-cell differentiation, by modifying the chromatin landscape of precursor cells (168–172). BATF also plays a role in TFH differentiation, by regulating Bcl-6 and c-Maf expression (173).



Other Transcription Factors

Other transcription factors, such as Eomes (174, 175) and Rora (176), have also been proposed to transactivate the Il10 gene in CD4+ T cells in a context-dependent manner. For example, Eomes requires co-expression of T-bet, the key Th1 transcription factor.

Figure 3 summarizes the main stimuli leading to TR1-like cell induction, integrating transcriptional regulation of the key TR1-associated genes, Il10 and Il21.

Although pMHCII-NP-induced, antigen-specific TR1-like cells can persist for several months post-treatment withdrawal without any obvious loss of key phenotypic properties or acquisition of pathogenic activity, the cues responsible for their homeostatic survival remain unclear. Cytokines produced by the TR1-like cells themselves or by downstream regulatory cell types (e.g. Breg cells), including IL-10, IL-21 and IL-35, may play a role. Studies employing cell-specific cytokine receptor knock-out mice should help address this knowledge gap.




IL-10 Upregulation Versus TR1-ness

To date, the TR1-ness of specific T-cell types has generally been ascribed to IL-10 expression. However, IL-10 can be expressed by differentiated Th subsets without the need to invoke a true TR1/regulatory phenotype.

For instance, whereas the Il10 locus lies in a closed conformation in naive CD4+ T cells (177), all differentiated T-helper subsets expose accessible regions along the locus (178), together with deposition of H3K4me3 in the absence of H3K27me3 marks (171, 179), promoting a transcriptionally-competent state. The chromatin remodeling processes that lead to a poised or active Il10 transcription state in Th subsets is mediated by pioneering transcription factors.

In TR1-like cells, BATF and IRF1 are thought to function as pioneering factors responsible for eliciting some of the chromatin accessibility changes that are required for TR1-like cell differentiation. Only after certain loci, such as Il10, become accessible, other TR1-like cell-associated transcription factors, such as AhR and c-Maf, can then bind the Il10 promoter (167). In Th17 cells, BATF, in association with IRF4, induces Il10 transcription (180). IRF4 is also involved in eliciting Il10 expression in Th2 (157, 181) and Treg cells (159). STAT proteins also contribute to Il10 expression in various Th cell subsets, such as by priming the locus with H3K4me1. STAT4, and STAT6 and GATA-3, induce IL-10 production in Th1 and Th2 cells, respectively (98, 182). GATA-3 induces H3 and H4 acetylation and an increase in chromatin accessibility in the Il10 locus (183). In Tregs, FoxP3 regulates IL-10 expression, but this process is independent of DNA binding (184). Rather, FoxP3 recruits HAT1 complexes to the locus where they induce the acetylation of H4K5 and H5K12 at the Il10 promoter, making it more permissive for STAT3 binding (185). Nfil3 is another transcription factor linked to IL-10 production in Th1, Th2, Treg and NK cells, by promoting acetylation of H3 in the Il10 locus (99). In contrast, in both Th1 and Th2 cells, Ets1 suppresses IL-10 production, by recruiting the de-acetylase HDAC1 to the Il10 promoter and enhancer regions (186, 187). Importantly, transcription factors involved in T-helper subset specification, such as T-bet, GATA-3 or RORγt can enhance IL-10 expression.

Thus, IL-10 expression per se is not a cell subset- but rather a functional state-defining property and IL-10 expression can co-exist with an effector cell program within a given T-cell subset.



A Role for Epigenetic Remodeling of the Chromatin in TR1-Like Cell Formation?

Transcriptional features alone do not invariably define a final differentiated cell state. Like in other T-cell developmental or differentiation steps, cell fate decisions require both transcriptional changes and epigenetic remodeling of the chromatin.

For example, during development, the epigenome of the parental gametes progressively evolves to acquire the specific epigenome of the zygote (188). The chromatin of the zygote further undergoes additional waves of epigenetic changes, including DNA demethylation and methylation, modifications in histones, and changes in chromatin accessibility (189, 190). Epigenetic reprogramming is also essential for differentiation of embryonic stem cells (ESCs) into distinct cell populations (190–192). Pluripotent cells display an open chromatin configuration that is progressively restricted during development (193), accompanied by an increase in DNA methylation and the redistribution of histone marks. The gene expression changes that are associated with such chromatin remodeling processes are not unique to the germline and also take place in somatic cells in response to stimuli. For example, cytokine stimulation induces chromatin changes in APCs, such as DCs or macrophages (194). This phenomenon has also been reported for cytokine-challenged pancreatic β-cells (195), where cytokine stimulation triggers the appearance of new regulatory elements (neo-IREs).

It is becoming increasingly clear that susceptibility of the chromatin to undergo certain epigenetic modifications is affected by the underlying nucleotide sequence. A significant number of disease-associated single nucleotide polymorphisms (SNPs) lie in fact in non-coding, regulatory regions (196). For example, T1D-associated variants appear to be enriched in T- and B-cell enhancers (196, 197), in some cases promoting a three dimensional chromatin architecture that facilitates changes in gene expression in immune cells that might be able to promote the autoimmune pathology (198). Type 2 diabetes (T2D) is another example of a disease whose genetic susceptibility is commonly associated with non-coding variants (199, 200). In this case, many risk variants locate in enhancers or super-enhancers of genes involved in islet cell function and differentiation (201–204).

T cells are known to undergo extensive epigenome remodeling in response to activation/differentiation cues, enabling the acquisition of phenotypic and functional stability (Figure 4). The first epigenetic decision takes place when the T-cell fate is defined in developing thymocytes (205). T-cell activation (206) and T-helper cell polarization also involve epigenetic modifications along with changes in transcription factor expression. For example, Th1 development involves the upregulation of STAT1 in response to IFN-γ and IL-27, leading to the expression of T-bet, which upregulates the expression of IFN-γ, H2.0-like homeobox (HLX) transcription factors and Runt-related transcription factor 3 (Runx3), and suppresses the expression of GATA-3 (207–209). In turn, T-bet and Runx3 repress the Il4 gene to prevent Th2 differentiation. The Ifng gene harbors multiple regulatory elements around the locus, including enhancers at conserved non-coding sequences and an insulator. This locus is found in a poised, de-methylated state marked by bivalent histone modifications (poised for either expression or silencing) in naive CD4+ T cells, which produce low levels of this cytokine. Th1 differentiation involves H3K4me2, H3 and H4 acetylation and the creation of accessible chromatin at regulatory elements within the Ifng locus, together with loss of H3K27me3 throughout the locus, followed by DNA demethylation (210–213). T-bet transactivates expression of Ifng by binding to its promoter as well as several enhancers and by recruiting histone acetyltransferases (HATs) (214) and histone demethylases (HDMs) (215).




Figure 4 | Gene regulation in T cells. Epigenetic modifications play key roles during T-cell development, differentiation and Th polarization. In the periphery, the epigenome regulates Th cell lineage stability/plasticity as well as IL-10 expression competency.



In contrast, activation of the Th2 program results in the loss of permissive histone modifications and H3K27 trimethylation along the Ifng locus, coupled to DNA methylation (210, 216, 217). The Th2 program is induced by IL-4-mediated activation of STAT6, which in turn activates GATA-3 (218). GATA-3 induces the expression of c-Maf, regulating IL-4 expression, and together with STAT6 enhances the transcription of Il4, Il5 and Il13 (218). In mice, Il4, Il5 and Il13 (encoding Th2 cytokines), together with the Rad50 gene, co-localize near a Locus Control Region (LCR). Expression of the Il4 gene is regulated by enhancers (overlapping with DNAse I hypersensitive sites) that bind NFAT and Th2-promoting transcription factors. In naive T cells, there are few accessibility and histone modifications at these DNAse I hypersensitive sites, and the cytokine gene promoters and enhancers are hyper-methylated (219). Upon Th2-polarizing stimulation, the loci acquire permissive histone modifications and lose H3K27me3 (220, 221). In Th1 cells, the Th2-cytokine locus is all covered with H3K27me3 (222). GATA-3 induces most of these epigenetic modifications, as it can recruit HATs and histone H3K4 methyltransferases (218, 223), inhibit histone deacetylases (HDACs) (224) and DNA (cytosine-5)-methyltransferase 1 (DNMT1) (219, 225), and recruit chromatin-remodeling factors (226). In addition, the Ifng locus in Th2 cells is silenced by H3K27me3 deposition (217).

TGF-β induction of Th17 and Treg lineage formation represents another example. This cytokine induces both the expression of FoxP3 and retinoic-acid-receptor-related orphan receptor-γt (RORγt) (227–230). The context determines if the Treg or the Th17 program is induced: in the absence of IL-6, FoxP3 inhibits RORγt and leads to Treg formation. If IL-6 is present, STAT3 is activated, inhibiting the expression of FoxP3 and enhancing Th17 formation. IL-17A and IL-17F are both co-expressed by Th17 cells and the genes encoding these cytokines co-localize and may be regulated by shared regulatory elements. The Il17 locus contains eight different gene regulatory elements (231). When naïve CD4+ T cells are cultured under Th17-polarizing conditions, STAT3 (227) and RORγt (232) induce the appearance of permissive H3 acetylation changes in the Il17a and Il17f gene regulatory elements (231), enabling their expression.

The fate of TFH and non-TFH (Th1, Th2, Th17) effector cells is regulated by Bcl-6 and Blimp-1, which are reciprocal regulators of each other (233). Bcl-6 binds promoters and enhancers regulating genes involved in T-cell migration (Ebi2, CCR6, CCR7, S1pr1, Klf-2, PSGL-1, CXCR5, CXCR4, PD-1 and SAP) (126, 234). Ascl-2 also controls TFH differentiation by upregulating CXCR5 and CXCR4, while downregulating CCR7 and PSGL-1 expression. The Bcl6 locus in TFH cells displays positive histone modifications, but it also contains permissive marks in Th1, Th2 and Th17 cells (235). Other TFH-related genes, such as c-Maf, BATF and IRF4, are also associated with H3K4me3 in all subsets. In contrast, the Ascl2 locus is uniquely marked with the active chromatin mark H3K4me3 in TFH cells. Prdm1 (encoding BLIMP-1), which is downregulated in TFH cells, displays bivalent modifications, allowing re-programming between TFH and other Th effector subsets (236).

Acquisition of Treg-cell-specific epigenetic marks during thymocyte development (237, 238), along with FoxP3 expression, determines the regulatory phenotype of nTregs (239). Once in the periphery, Treg cells can be divided into subpopulations that locate in different tissues, and each acquires an additional level of epigenetic modification that defines a tissue-specific epigenetic footprint (240). The expression of some Treg-function associated molecules, such as CTLA-4 or CD25, is clearly associated with DNA de-methylation and can occur in the absence of FoxP3. In contrast, expression of Il2, Ifng or Zap70 is lost if FoxP3 is not present. Several regulatory elements control Foxp3 gene expression (237). The Foxp3 promoter is de-methylated upon TCR signaling, facilitating the binding of FoxP3-inducing transcription factors (241).

Moreover, there is increasing evidence that Th subsets are plastic. To name a few examples, T-cell populations have been described that stably express both T-bet and GATA-3 and produce both IFN-γ and IL-4 (242), produce both Th1 and Th17 cytokines (243, 244), or have a Th1/Th17 phenotype but can switch to Th2 during helminth infections (245). This observed plasticity can be regulated by different mechanisms. First, certain environmental stimuli may be able to modify epigenetic marks responsible for maintaining lineage stability; for example, prolonged activation of Treg cells in vitro can lead to demethylation of the Rorc locus in FoxP3+ Tregs and allow IL-17 production (246). Second, Th subsets display an intrinsic plasticity potential. Although the various lineage-specific cytokines present active histone marks in the corresponding cell lineages and repressive marks in the others, some transcription factors are not so strictly marked. For example, in Th1 cells, Tbx21, encoding T-bet, bears activating H3K4me3 marks in the promoter. In other Th cell subsets, on the other hand, the Tbx21 promoter bears bivalent modifications. Likewise, the Gata3 promoter carries H3K4me3 marks in Th2 cells, but bivalent marks in other Th cell subsets. The same is true for Rorc or Bcl6 genes in non-Th17 or non-TFH cells, respectively (235, 247). Third, polarized T-cell types might represent stable lineages yet comprise a continuum of different epigenotypes with differential susceptibility for lineage conversion in response to external signals.

To date, the study of TR1-like cell specification is largely based on phenotypic and transcriptional studies. Based on the data summarized above, it is reasonable to suspect that the cues responsible for TR1-like cell formation operate on a precursor cell type that either has a TR1-poised epigenome or responds to TR1-inducing signals by undergoing further epigenetic modifications enabling the acquisition of a stable TR1-like cell phenotype, including DNA hypomethylation (248–250). Thus, detailed characterization of TR1-like cells at the transcriptional and epigenetic levels, including analysis of their chromatin status, three-dimensional structure and interactions, as well as DNA methylation status (Table 2), should provide unique clues about the true identity of this cell lineage and the identity of their cellular precursors.


Table 2 | Summary of epigenetic modifications and their effects on gene expression.





Concluding Remarks

Currently, TR1-like cells are defined as a regulatory CD4+ T-cell subset that lacks FoxP3 expression (unlike conventional FoxP3+ Treg cells) and secretes IL-10 and low levels or no IL-4. However, this Treg cell subset lacks cell-specific markers and their developmental origin remains a mystery. Moreover, the signaling, genetic and epigenetic mechanisms that are responsible for the acquisition of the TR1-like cell phenotype in vivo remain unclear.

We posit that detailed transcriptional and epigenetic studies will enable a better understanding of the role of this T-cell subset in immunity, autoimmunity and cancer, the identification of biomarkers capable of accurately track its development in vivo, as well as a detailed understanding of gene regulatory mechanisms responsible for TR1-like cell specification. In turn, this will help pinpoint specific areas of the genome that might be impacted by genetic polymorphisms associated with susceptibility and/or resistance to specific immune-mediated diseases, and the development and testing of compounds capable of triggering the formation of antigen-specific TR1-like cells in vivo, for therapeutic purposes.

TR1 cell formation in response to pMHCII-NPs afford a unique opportunity to address the above knowledge gaps. These compounds trigger the formation of relatively large numbers of mono-specific TR1-like cells, thus enabling this type of studies with unprecedented resolution. Transcriptional studies at the bulk and single cell levels should help determine the homogeneity or heterogeneity of the resulting cognate T-cell pools, and pinpoint developmentally-related cell subsets with poised TR1-like cell transcriptional programs. Epigenetic studies shall include screening for histone modifications, chromatin accessibility and 3D chromatin maps, to enumerate the genome-wide distribution of active promoters and enhancers, define the epigenomic architecture underpinning the TR1-like cell state, describe the various steps underlying TR1-like cell re-programming, identify key TR1-like cell epigenetic signatures, and potentially expose new targets for therapeutic intervention.

Collectively, these studies should provide a comprehensive set of functional, phenotypic, transcriptional and epigenetic markers capable of specifically identifying TR1 cells. These markers would likely play a pivotal role in guiding the clinical translation of compounds capable of promoting TR1 cell formation in vivo for the treatment of autoimmunity, including pMHCII-based nanomedicines. They should also prove useful to enumerate the contribution of this cell type to tumor progression in the context of cancer.



Author Contributions

PSo and PSa co-wrote the manuscript. All authors contributed to the article and approved the submitted version.



Funding

The authors’ work is funded by the Canadian Institutes of Health Research (CIHR), Diabetes Canada, REEM (Red Española de Esclerosis Múltiple), the Praespero Foundation, the Ministerio de Economia y Competitividad of Spain (MINECO; RD16/0015/0020), and Generalitat de Catalunya (SGR and CERCA Programmes). The JMDRC is supported by Diabetes Canada.



Acknowledgments

We thank the members of the PSa’s laboratories for their contributions.



References

1. Fujio, K, Okamura, T, and Yamamoto, K. The Family of IL-10-Secreting CD4+T Cells. In: Advances in Immunology. Elsevier Inc. (2010). p. 99–130. doi: 10.1016/S0065-2776(10)05004-2

2. Alfen, JS, Larghi, P, Facciotti, F, Gagliani, N, Bosotti, R, Paroni, M, et al. Intestinal IFN-γ–Producing Type 1 Regulatory T Cells Coexpress CCR5 and Programmed Cell Death Protein 1 and Downregulate IL-10 in the Inflamed Guts of Patients With Inflammatory Bowel Disease. J Allergy Clin Immunol (2018) 142:1537–47.e8. doi: 10.1016/j.jaci.2017.12.984

3. Gagliani, N, Magnani, CF, Huber, S, Gianolini, ME, Pala, M, Licona-Limon, P, et al. Coexpression of CD49b and LAG-3 Identifies Human and Mouse T Regulatory Type 1 Cells. Nat Med (2013) 19:739–46. doi: 10.1038/nm.3179

4. Roncarolo, MG, Gregori, S, Bacchetta, R, Battaglia, M, and Gagliani, N. The Biology of T Regulatory Type 1 Cells and Their Therapeutic Application in Immune-Mediated Disease. Immunity (2018) 49:1004–19. doi: 10.1016/j.immuni.2018.12.001

5. Burton, BR, Britton, GJ, Fang, H, Verhagen, J, Smithers, B, Sabatos-Peyton, CA, et al. Sequential Transcriptional Changes Dictate Safe and Effective Antigen-Specific Immunotherapy. Nat Commun (2014) 5:4741. doi: 10.1038/ncomms5741

6. White, AM, and Wraith, DC. Tr1-Like T Cells - An Enigmatic Regulatory T Cell Lineage. Front Immunol (2016) 7:355. doi: 10.3389/fimmu.2016.00355

7. Brockmann, L, Soukou, S, Steglich, B, Czarnewski, P, Zhao, L, Wende, S, et al. Molecular and Functional Heterogeneity of IL-10-Producing CD4+ T Cells. Nat Commun (2018) 9:5457. doi: 10.1038/s41467-018-07581-4

8. Zhu, C, Sakuishi, K, Xiao, S, Sun, Z, Zaghouani, S, Gu, G, et al. An IL-27/NFIL3 Signaling Axis Drives Tim-3 and IL-10 Expression and T Cell Dysfunction. Nat Commun (2015) 6:1–14. doi: 10.1038/ncomms7072

9. Singha, S, Shao, K, Yang, Y, Clemente-Casares, X, Solé, P, Clemente, A, et al. Peptide–MHC-Based Nanomedicines for Autoimmunity Function as T-Cell Receptor Microclustering Devices. Nat Nanotechnol (2017) 12:701–10. doi: 10.1038/nnano.2017.56

10. Tsai, S, Shameli, A, Yamanouchi, J, Clemente-Casares, X, Wang, J, Serra, P, et al. Reversal of Autoimmunity by Boosting Memory-Like Autoregulatory T Cell. Immunity (2010) 32:568–80. doi: 10.1016/j.immuni.2010.03.015

11. Clemente-Casares, X, Blanco, J, Ambalavanan, P, Yamanouchi, J, Singha, S, Fandos, C, et al. Expanding Antigen-Specific Regulatory Networks to Treat Autoimmunity. Nature (2016) 530:434–40. doi: 10.1038/nature16962

12. Umeshappa, CS, Singha, S, Blanco, J, Shao, K, Nanjundappa, RH, Yamanouchi, J, et al. Suppression of a Broad Spectrum of Liver Autoimmune Pathologies by Single Peptide-MHC-Based Nanomedicines. Nat Commun (2019) 10:1–17. doi: 10.1038/s41467-019-09893-5

13. Umeshappa, CS, Mbongue, J, Singha, S, Mohapatra, S, Yamanouchi, J, Lee, JA, et al. Ubiquitous Antigen-Specific T Regulatory Type 1 Cells Variably Suppress Hepatic and Extrahepatic Autoimmunity. J Clin Invest (2020) 130:1823–9. doi: 10.1172/JCI130670

14. Groux, H, O’Garra, A, Bigler, M, Rouleau, M, Antonenko, S, and de Vries, JE. Roncarolo MG. A CD4+ T-Cell Subset Inhibits Antigen-Specific T-Cell Responses and Prevents Colitis. Nature (1997) 389:737–42. doi: 10.1038/39614

15. Roncarolo, MG, Yssel, H, Touraine, JL, Betuel, H, De Vries, JE, and Spits, H. Autoreactive T Cell Clones Specific for Class I and Class II HLA Antigens Isolated From a Human Chimera. J Exp Med (1988) 167:1523–34. doi: 10.1084/jem.167.5.1523

16. Vieira, P, De Waal-Malefyt, R, Dang, MN, Johnson, KE, Kastelein, R, Fiorentino, DF, et al. Isolation and Expression of Human Cytokine Synthesis Inhibitory Factor cDNA Clones: Homology to Epstein-Barr Virus Open Reading Frame BCRF. Proc Natl Acad Sci USA (1991) 88:1172–6. doi: 10.1073/pnas.88.4.1172

17. Bacchetta, R, Bigler, M, Touraine, JL, Parkman, R, Tovo, PA, Abrams, J, et al. High Levels of Interleukin 10 Production In Vivo Are Associated With Tolerance in SCID Patients Transplanted With HLA Mismatched Hematopoietic Stem Cells. J Exp Med (1994) 179:493–502. doi: 10.1084/jem.179.2.493

18. Bacchetta, R, Gregori, S, Serafini, G, Sartirana, C, Schulz, U, Zino, E, et al. Molecular and Functional Characterization of Allogantigen Specific Anergic T Cells Suitable for Cell Therapy. Haematologica (2010) 95:2134–43. doi: 10.3324/haematol.2010.025825

19. Roncarolo, MG, Gregori, S, Bacchetta, R, and Battaglia, M. Tr1 Cells and the Counter-Regulation of Immunity: Natural Mechanisms and Therapeutic Applications. Curr Top Microbiol Immunol (2014) 380:39–68. doi: 10.1007/978-3-662-43492-5_3

20. Bollyky, PL, Wu, RP, Falk, BA, Lord, JD, Long, SA, Preisinger, A, et al. ECM Components Guide IL-10 Producing Regulatory T-Cell (TR1) Induction From Effector Memory T-Cell Precursors. Proc Natl Acad Sci USA (2011) 108:7938–43. doi: 10.1073/pnas.1017360108

21. Yao, Y, Vent-Schmidt, J, McGeough, MD, Wong, M, Hoffman, HM, Steiner, TS, et al. Tr1 Cells, But Not Foxp3 + Regulatory T Cells, Suppress NLRP3 Inflammasome Activation via an IL-10–Dependent Mechanis. J Immunol (2015) 195:488–97. doi: 10.4049/jimmunol.1403225

22. Gagliani, N, Gregori, S, Jofra, T, Valle, A, Stabilini, A, Rothstein, DM, et al. Rapamycin Combined With Anti-CD45RB mAB and IL-10 or With G-CSF Induces Tolerance in a Stringent Mouse Model of Islet Transplantation. PloS One (2011) 6:1–12. doi: 10.1371/journal.pone.0028434

23. Gagliani, N, Jofra, T, Valle, A, Stabilini, A, Morsiani, C, Gregori, S, et al. Transplant Tolerance to Pancreatic Islets Is Initiated in the Graft and Sustained in the Spleen. Am J Transplant (2013) 13:1963–75. doi: 10.1111/ajt.12333

24. Gagliani, N, Amezcua Vesely, MC, Iseppon, A, Brockmann, L, Xu, H, Palm, NW, et al. TH17 Cells Transdifferentiate Into Regulatory T Cells During Resolution of Inflammation. Nature (2015) 523:221–5. doi: 10.1038/nature14452

25. Heinemann, C, Heink, S, Petermann, F, Vasanthakumar, A, Rothhammer, V, Doorduijn, E, et al. IL-27 and IL-12 Oppose Pro-Inflammatory IL-23 in CD4+ T Cells by Inducing Blimp1. Nat Commun (2014) 5:1–13. doi: 10.1038/ncomms4770

26. Meiron, M, Zohar, Y, Anunu, R, Wildbaum, G, and Karin, N. CXCL12 (SDF-1α) Suppresses Ongoing Experimental Autoimmune Encephalomyelitis by Selecting Antigen-Specific Regulatory T Cells. J Exp Med (2008) 205:2643–55. doi: 10.1084/jem.20080730

27. Lönnberg, T, Svensson, V, James, KR, Fernandez-Ruiz, D, Sebina, I, Montandon, R, et al. Single-Cell RNA-Seq and Computational Analysis Using Temporal Mixture Modeling Resolves TH1/TFH Fate Bifurcation in Malaria. Sci Immunol (2017) 2(9):eaal2192. doi: 10.1126/sciimmunol.aal2192

28. Pacciani, V, Gregori, S, Chini, L, Corrente, S, Chianca, M, Moschese, V, et al. Induction of Anergic Allergen-Specific Suppressor T Cells Using Tolerogenic Dendritic Cells Derived From Children With Allergies to House Dust Mites. J Allergy Clin Immunol (2010) 125:727–36. doi: 10.1016/j.jaci.2009.12.004

29. Pellerin, L, Jenks, JA, Chinthrajah, S, Dominguez, T, Block, W, Zhou, X, et al. Peanut-Specific Type 1 Regulatory T Cells Induced In Vitro From Allergic Subjects Are Functionally Impaired. J Allergy Clin Immunol (2018) 141:202–213.e8. doi: 10.1016/j.jaci.2017.05.045

30. Oida, T, Zhang, X, Goto, M, Hachimura, S, Totsuka, M, Kaminogawa, S, et al. CD4+ CD25– T Cells That Express Latency-Associated Peptide on the Surface Suppress CD4+ CD45RB High -Induced Colitis by a TGF-β-Dependent Mechanis. J Immunol (2003) 170:2516–22. doi: 10.4049/jimmunol.170.5.2516

31. Ochi, H, Abraham, M, Ishikawa, H, Frenkel, D, Yang, K, Basso, AS, et al. Oral CD3-Specific Antibody Suppresses Autoimmune Encephalomyelitis by Inducing CD4+CD25–LAP+ T Cells. Nat Med (2006) 12:627–35. doi: 10.1038/nm1408

32. Groh, V, Smythe, K, Dai, Z, and Spies, T. Fas Ligand-Mediated Paracrine T Cell Regulation by the Receptor NKG2D in Tumor Immunity. Nat Immunol (2006) 7:755–62. doi: 10.1038/ni1350

33. Groh, V, Brühl, A, El-Gabalawy, H, Nelson, JL, and Spies, T. Stimulation of T Cell Autoreactivity by Anomalous Expression of NKG2D and Its MIC Ligands in Rheumatoid Arthritis. Proc Natl Acad Sci USA (2003) 100:9452–7. doi: 10.1073/pnas.1632807100

34. Häringer, B, Lozza, L, Steckel, B, and Geginat, J. Identification and Characterization of IL-10/IFN-γ-Producing Effector-Like T Cells With Regulatory Function in Human Blood. J Exp Med (2009) 206:1009–17. doi: 10.1084/jem.20082238

35. Gonzalez, A, Andre-Schmutz, I, Carnaud, C, Mathis, D, and Benoist, C. Damage Control, Rather Than Unresponsiveness, Effected by Protective DX5+T Cells in Autoimmune Diabetes. Nat Immunol (2001) 2:1117–25. doi: 10.1038/ni738

36. Charbonnier, L-M, van Duivenvoorde, LM, Apparailly, F, Cantos, C, Han, WGH, Noël, D, et al. Immature Dendritic Cells Suppress Collagen-Induced Arthritis by In Vivo Expansion of CD49b + Regulatory T Cell. J Immunol (2006) 177:3806–13. doi: 10.4049/jimmunol.177.6.3806

37. Han, WGH, Schuurhuis, DH, Fu, N, Camps, M, van Duivenvoorde, LM, Louis-Plence, P, et al. DC-Induced CD8+ T-Cell Response Is Inhibited by MHC Class II-Dependent DX5+CD4+ Treg. Eur J Immunol (2009) 39:1765–73. doi: 10.1002/eji.200838842

38. El Bannoudi, H, Han, WGH, Stoop, JN, Louis-Plence, P, Huizinga, TWJ, and Toes, REM. DX5+CD4+ T Cells Modulate CD4+ T-Cell Response via Inhibition of IL-12 Production by DC. Eur J Immunol (2013) 43:439–46. doi: 10.1002/eji.201242796

39. Workman, CJ, Rice, DS, Dugger, KJ, Kurschner, C, and Vignali, DAA. Phenotypic Analysis of the Murine CD4-Related Glycoprotein, CD223 (LAG-3). Eur J Immunol (2002) 32:2255–63. doi: 10.1002/1521-4141(200208)32:8<2255::AID-IMMU2255>3.0.CO;2-A

40. Facciotti, F, Gagliani, N, Häringer, B, Alfen, JS, Penatti, A, Maglie, S, et al. IL-10-Producing Forkhead Box Protein 3-Negative Regulatory T Cells Inhibit B-Cell Responses and Are Involved in Systemic Lupus Erythematosus. J Allergy Clin Immunol (2016) 137:318–21. doi: 10.1016/j.jaci.2015.06.044

41. Magnani, CF, Alberigo, G, Bacchetta, R, Serafini, G, Andreani, M, Roncarolo, MG, et al. Killing of Myeloid APCs via HLA Class I, CD2 and CD226 Defines a Novel Mechanism of Suppression by Human Tr1 Cells. Eur J Immunol (2011) 41:1652–62. doi: 10.1002/eji.201041120

42. Cobbold, SP, Nolan, KF, Graca, L, Castejon, R, Le Moine, A, Frewin, M, et al. Regulatory T Cells and Dendritic Cells in Transplantation Tolerance: Molecular Markers and Mechanisms. Immunol Rev (2003) 196:109–24. doi: 10.1046/j.1600-065X.2003.00078.x

43. Okamura, T, Fujio, K, Shibuya, M, Sumitomo, S, Shoda, H, Sakaguchi, S, et al. CD4+CD25-LAG3+ Regulatory T Cells Controlled by the Transcription Factor Egr-2. Proc Natl Acad Sci (2009) 106:13974–9. doi: 10.1073/pnas.0906872106

44. Pot, C, Jin, H, Awasthi, A, Liu, SM, Lai, C-Y, Madan, R, et al. Cutting Edge: IL-27 Induces the Transcription Factor C-Maf, Cytokine IL-21, and the Costimulatory Receptor ICOS That Coordinately Act Together to Promote Differentiation of IL-10-Producing Tr1 Cell. J Immunol (2009) 183:797–801. doi: 10.4049/jimmunol.0901233

45. Apetoh, L, Quintana, FJ, Pot, C, Joller, N, Xiao, S, Kumar, D, et al. The Aryl Hydrocarbon Receptor Interacts With C-Maf to Promote the Differentiation of Type 1 Regulatory T Cells Induced by IL-27. Nat Immunol (2010) 11:854–61. doi: 10.1038/ni.1912

46. Tousa, S, Semitekolou, M, Morianos, I, Banos, A, Trochoutsou, AI, Brodie, TM, et al. Activin-A Co-Opts IRF4 and AhR Signaling to Induce Human Regulatory T Cells That Restrain Asthmatic Responses. Proc Natl Acad Sci USA (2017) 114:2891–900. doi: 10.1073/pnas.1616942114

47. Nakamura, K, Kitani, A, and Strober, W. Cell Contact-Dependent Immunosuppression by CD4+CD25+ Regulatory T Cells Is Mediated by Cell Surface-Bound Transforming Growth Factor β. J Exp Med (2001) 194:629–44. doi: 10.1084/jem.194.5.629

48. Nakajima, U, Miyazono, K, Kato, M, Takase, M, Yamagishi, T, and Nakamura, H. Extracellular Fibrillar Structure of Latent Tgfβ Binding Protein-1: Role in Tgfβ-Dependent Endothelial-Mesenchymal Transformation During Endocardial Cushion Tissue Formation in Mouse Embryonic Heart. J Cell Biol (1997) 136:193–204. doi: 10.1083/jcb.136.1.193

49. Bradley, LM, Haynes, L, and Swain, SL. IL-7: Maintaining T-Cell Memory and Achieving Homeostasis. Trends Immunol (2005) 26:172–6. doi: 10.1016/j.it.2005.01.004

50. Liu, W, Putnam, AL, Xu-yu, Z, Szot, GL, Lee, MR, Zhu, S, et al. CD127 Expression Inversely Correlates With FoxP3 and Suppressive Function of Human CD4+ T Reg Cells. J Exp Med (2006) 203:1701–11. doi: 10.1084/jem.20060772

51. Huang, C-TT, Workman, CJ, Flies, D, Pan, X, Marson, AL, Zhou, G, et al. Role of LAG-3 in Regulatory T Cells. Immunity (2004) 21:503–13. doi: 10.1016/j.immuni.2004.08.010

52. Safford, M, Collins, S, Lutz, MA, Allen, A, Huang, CT, Kowalski, J, et al. Egr-2 and Egr-3 Are Negative Regulators of T Cell Activation. Nat Immunol (2005) 6:472–80. doi: 10.1038/ni1193

53. Kassiotis, G, Gray, D, Kiafard, Z, Zwirner, J, and Stockinger, B. Functional Specialization of Memory Th Cells Revealed by Expression of Integrin CD49. J Immunol (2006) 177:968–75. doi: 10.4049/jimmunol.177.2.968

54. Gupta, S, Thornley, TB, Gao, W, Larocca, R, Turka, LA, Kuchroo, VK, et al. Allograft Rejection Is Restrained by Short-Lived TIM 3+ PD1+ Foxp3+ Treg. J Clin Invest (2012) 122:2395–404. doi: 10.1172/JCI45138

55. Wu, H, Chen, Y, Liu, H, Xu, LL, Teuscher, P, Wang, S, et al. Follicular Regulatory T Cells Repress Cytokine Production by Follicular Helper T Cells and Optimize IgG Responses in Mice. Eur J Immunol (2016) 46:1152–61. doi: 10.1002/eji.201546094

56. Miaw, SC, Choi, A, Yu, E, Kishikawa, H, and Ho, IC. ROG, Repressor of GATA, Regulates the Expression of Cytokine Genes. Immunity (2000) 12:323–33. doi: 10.1016/s1074-7613(00)80185-5

57. Iwasaki, Y, Fujio, K, Okamura, T, Yanai, A, Sumitomo, S, Shoda, H, et al. Egr-2 Transcription Factor Is Required for Blimp-1-Mediated IL-10 Production in IL-27-Stimulated CD4+T Cells. Eur J Immunol (2013) 43:1063–73. doi: 10.1002/eji.201242942

58. Veldhoen, M, Hirota, K, Westendorf, AM, Buer, J, Dumoutier, L, Renauld, J-C, et al. The Aryl Hydrocarbon Receptor Links TH17-Cell-Mediated Autoimmunity to Environmental Toxins. Nature (2008) 453:106–9. doi: 10.1038/nature06881

59. Bauquet, AT, Jin, H, Paterson, AM, Mitsdoerffer, M, Ho, I-CC, Sharpe, AH, et al. The Costimulatory Molecule ICOS Regulates the Expression of C-Maf and IL-21 in the Development of Follicular T Helper Cells and TH -17 Cells. Nat Immunol (2009) 10:167–75. doi: 10.1038/ni.1690

60. Huang, W, Solouki, S, Koylass, N, Zheng, S-GG, and August, A. ITK Signalling via the Ras/IRF4 Pathway Regulates the Development and Function of Tr1 Cells. Nat Commun (2017) 8:15871. doi: 10.1038/ncomms15871

61. Moore, KW, de Waal Malefyt, R, Coffman, RL, and O’Garra, A. Interleukin-10 and the Interleukin-10 Receptor. Annu Rev Immunol (2001) 19:683–765. doi: 10.1146/annurev.immunol.19.1.683

62. Taga, K, and Tosato, G. IL-10 Inhibits Human T Cell Proliferation and IL-2 Production. J Immunol (1992) 148:1143–8.

63. Gregori, S, Tomasoni, D, Pacciani, V, Scirpoli, M, Battaglia, M, Magnani, CF, et al. Differentiation of Type 1 T Regulatory Cells (Tr1) by Tolerogenic DC-10 Requires the IL-10-Dependent ILT4/HLA-G Pathway. Blood (2010) 116:935–44. doi: 10.1182/blood-2009-07-234872

64. Satoguina, JS, Weyand, E, Larbi, J, and Hoerauf, A. T Regulatory-1 Cells Induce IgG4 Production by B Cells: Role of IL-10. J Immunol (2005) 174:4718–26. doi: 10.4049/jimmunol.174.8.4718

65. Murray, PJ. The Primary Mechanism of the IL-10-Regulated Antiinflammatory Response Is to Selectively Inhibit Transcription. Proc Natl Acad Sci USA (2005) 102:8686–91. doi: 10.1073/pnas.0500419102

66. Bourque, J, and Hawiger, D. Immunomodulatory Bonds of the Partnership Between Dendritic Cells and T Cells. Crit Rev Immunol (2018) 38:379–401. doi: 10.1615/CritRevImmunol.2018026790

67. Lee, KM, Chuang, E, Griffin, M, Khattri, R, Hong, DK, Zhang, W, et al. Molecular Basis of T Cell Inactivation by CTLA-4. Science (1998) 282:2263–6. doi: 10.1126/science.282.5397.2263

68. Serra, P, Amrani, A, Yamanouchi, J, Han, B, Thiessen, S, Utsugi, T, et al. CD40 Ligation Releases Immature Dendritic Cells From the Control of Regulatory CD4+CD25+ T Cell. Immunity (2003) 19:877–89. doi: 10.1016/S1074-7613(03)00327-3

69. Oderup, C, Cederbom, L, Makowska, A, Cilio, CM, and Ivars, F. Cytotoxic T Lymphocyte Antigen-4-Dependent Down-Modulation of Costimulatory Molecules on Dendritic Cells in CD4+ CD25+ Regulatory T-Cell-Mediated Suppression. Immunology (2006) 118:240–9. doi: 10.1111/j.1365-2567.2006.02362.x

70. Cederbom, L, Hall, H, and Ivars, F. Stimulatory Molecules on Antigen-Presenting Cell. Cell (2000) 30:1538–43. doi: 10.1002/1521-4141(200006)30:6<1538::AID-IMMU1538>3.0.CO;2-X

71. Finger, EB, and Bluestone, JA. When Ligand Becomes Receptor — Tolerance via B7 Signaling on DC. Nat Immunol (2002) 3:1056–7. doi: 10.1038/ni1102-1056

72. Maruhashi, T, Okazaki, II mi, Sugiura, D, Takahashi, S, Maeda, TK, Shimizu, K, et al. LAG-3 Inhibits the Activation of CD4 + T Cells That Recognize Stable pMHCII Through Its Conformation-Dependent Recognition of pMHCII. Nat Immunol (2018) 19:1415–26. doi: 10.1038/s41590-018-0217-9

73. Maeda, TK, Sugiura, D, Okazaki, II mi, Maruhashi, T, and Okazaki, T. Atypical Motifs in the Cytoplasmic Region of the Inhibitory Immune Co-Receptor LAG-3 Inhibit T Cell Activation. J Biol Chem (2019) 294:6017–26. doi: 10.1074/jbc.RA119.007455

74. Liang, B, Workman, C, Lee, J, Chew, C, Dale, BM, Colonna, L, et al. Regulatory T Cells Inhibit Dendritic Cells by Lymphocyte Activation Gene-3 Engagement of MHC Class II. J Immunol (2008) 180:5916–26. doi: 10.4049/jimmunol.180.9.5916

75. Sharpe, AH, and Pauken, KE. The Diverse Functions of the PD1 Inhibitory Pathway. Nat Rev Immunol (2018) 18:153–67. doi: 10.1038/nri.2017.108

76. Sharpe, AH, Wherry, EJ, Ahmed, R, and Freeman, GJ. The Function of Programmed Cell Death 1 and Its Ligands in Regulating Autoimmunity and Infection. Nat Immunol (2007) 8:239–45. doi: 10.1038/ni1443

77. Liu, S, Zhang, H, Li, M, Hu, D, Li, C, Ge, B, et al. Recruitment of Grb2 and SHIP1 by the ITT-Like Motif of TIGIT Suppresses Granule Polarization and Cytotoxicity of NK Cells. Cell Death Differ (2013) 20:456–64. doi: 10.1038/cdd.2012.141

78. Zhang, B, Zhao, W, Li, H, Chen, Y, Tian, H, Li, L, et al. Immunoreceptor TIGIT Inhibits the Cytotoxicity of Human Cytokine-Induced Killer Cells by Interacting With CD155. Cancer Immunol Immunother (2016) 65:305–14. doi: 10.1007/s00262-016-1799-4

79. Yu, X, Harden, K, Gonzalez, LC, Francesco, M, Chiang, E, Irving, B, et al. The Surface Protein TIGIT Suppresses T Cell Activation by Promoting the Generation of Mature Immunoregulatory Dendritic Cells. Nat Immunol (2009) 10:48–57. doi: 10.1038/ni.1674

80. Hutloff, A, Dittrich, AM, Beier, KC, Eljaschewitsch, B, Kraft, R, Anagnostopoulos, I, et al. ICOS Is an Inducible T-Cell Co-Stimulator Structurally and Functionally Related to CD28. Nature (1999) 397:263–6. doi: 10.1038/16717

81. Witsch, EJ, Peiser, M, Hutloff, A, Bchner, K, Dorner, BG, Jonuleit, H, et al. ICOS and CD28 Reversely Regulate IL-10 on Re-Activation of Human Effector T Cells With Mature Dendritic Cells. Eur J Immunol (2002) 32:2680–6. doi: 10.1002/1521-4141(200209)32:9<2680::AID-IMMU2680>3.0.CO;2-6

82. Dong, C, Juedes, AE, Temann, UA, Shresta, S, Allison, JP, Ruddle, NH, et al. ICOS Co-Stimulatory Receptor Is Essential for T-Cell Activation and Function. Nature (2001) 409:97–101. doi: 10.1038/35051100

83. Junger, WG. Immune Cell Regulation by Autocrine Purinergic Signalling. Nat Rev Immunol (2011) 11:201–12. doi: 10.1038/nri2938

84. Colgan, SP, Eltzschig, HK, Eckle, T, and Thompson, LF. Physiological Roles for Ecto-5′-Nucleotidase (CD73). Purinergic Signal (2006) 2:351–60. doi: 10.1007/s11302-005-5302-5

85. Allard, B, Longhi, MS, Robson, SC, and Stagg, J. The Ectonucleotidases CD39 and CD73: Novel Checkpoint Inhibitor Targets. Immunol Rev (2017) 276:121–44. doi: 10.1111/imr.12528

86. Mandapathil, M, Lang, S, Gorelik, E, and Whiteside, TL. Isolation of Functional Human Regulatory T Cells (Treg) From the Peripheral Blood Based on the CD39 Expression. J Immunol Methods (2009) 346:55–63. doi: 10.1016/j.jim.2009.05.004

87. Ben Addi, A, Lefort, A, Hua, X, Libert, F, Communi, D, Ledent, C, et al. Modulation of Murine Dendritic Cell Function by Adenine Nucleotides and Adenosine: Involvement of the A2B Receptor. Eur J Immunol (2008) 38:1610–20. doi: 10.1002/eji.200737781

88. Grossman, WJ, Verbsky, JW, Tollefsen, BL, Kemper, C, Atkinson, JP, and Ley, TJ. Differential Expression of Granzymes A and B in Human Cytotoxic Lymphocyte Subsets and T Regulatory Cells. Blood (2004) 104:2840–8. doi: 10.1182/blood-2004-03-0859

89. Kawamura, K, Kadowaki, N, Kitawaki, T, and Uchiyama, T. Virus-Stimulated Plasmacytoid Dendritic Cells Induce CD4+ Cytotoxic Regulatory T Cells. Blood (2006) 107:1031–8. doi: 10.1182/blood-2005-04-1737

90. Casares, S, Hurtado, A, McEvoy, RC, Sarukhan, A, von Boehmer, H, and Brumeanu, TD. Down-Regulation of Diabetogenic CD4+ T Cells by a Soluble Dimeric Peptide-MHC Class II Chimera. Nat Immunol (2002) 3:383–91. doi: 10.1038/ni770

91. Masteller, EL, Warner, MR, Ferlin, W, Judkowski, V, Wilson, D, Glaichenhaus, N, et al. Peptide-MHC Class II Dimers as Therapeutics to Modulate Antigen-Specific T Cell Responses in Autoimmune Diabete. J Immunol (2003) 171:5587–95. doi: 10.4049/jimmunol.171.10.5587

92. Li, L, Yi, Z, Wang, B, and Tisch, R. Suppression of Ongoing T Cell-Mediated Autoimmunity by Peptide-MHC Class II Dimer Vaccinatio. J Immunol (2009) 183:4809–16. doi: 10.4049/jimmunol.0901616

93. Grundström, S, Cederbom, L, Sundstedt, A, Scheipers, P, and Ivars, F. Superantigen-Induced Regulatory T Cells Display Different Suppressive Functions in the Presence or Absence of Natural CD4 + CD25 + Regulatory T Cells In Vivo. J Immunol (2003) 170:5008–17. doi: 10.4049/jimmunol.170.10.5008

94. Taylor, AL, and Llewelyn, MJ. Superantigen-Induced Proliferation of Human CD4 + CD25 – T Cells Is Followed by a Switch to a Functional Regulatory Phenotyp. J Immunol (2010) 185:6591–8. doi: 10.4049/jimmunol.1002416

95. Metzler, B, and Wraith, DC. Inhibition of Experimental Autoimmune Encephalomyelitis by Inhalation But Not Oral Administration of the Encephalitogenic Peptide: Influence of MHC Binding Affinity. Int Immunol (1993) 5:1159–65. doi: 10.1093/intimm/5.9.1159

96. Gabryšová, L, and Wraith, DC. Antigenic Strength Controls the Generation of Antigen-Specific IL-10-Secreting T Regulatory Cells. Eur J Immunol (2010) 40:1386–95. doi: 10.1002/eji.200940151

97. Chang, HD, Helbig, C, Tykocinski, L, Kreher, S, Koeck, J, Niesner, U, et al. Expression of IL-10 in Th Memory Lymphocytes Is Conditional on IL-12 or IL-4, Unless the IL-10 Gene is Imprinted by GATA-3. Eur J Immunol (2007) 37:807–17. doi: 10.1002/eji.200636385

98. Saraiva, M, Christensen, JR, Veldhoen, M, Murphy, TL, Murphy, KM, and O’Garra, A. Interleukin-10 Production by Th1 Cells Requires Interleukin-12-Induced STAT4 Transcription Factor and ERK MAP Kinase Activation by High Antigen Dos. Immunity (2009) 31:209–19. doi: 10.1016/j.immuni.2009.05.012

99. Motomura, Y, Kitamura, H, Hijikata, A, Matsunaga, Y, Matsumoto, K, Inoue, H, et al. The Transcription Factor E4BP4 Regulates the Production of IL-10 and IL-13 in CD4+ T Cells. Nat Immunol (2011) 12:450–9. doi: 10.1038/ni.2020

100. Levings, MK, Sangregorio, R, Galbiati, F, Squadrone, S, de Waal Malefyt, R, and Roncarolo, M-G. IFN-α and IL-10 Induce the Differentiation of Human Type 1 T Regulatory Cell. J Immunol (2001) 166:5530–9. doi: 10.4049/jimmunol.166.9.5530

101. Maynard, CL, Harrington, LE, Janowski, KM, Oliver, JR, Zindl, CL, Rudensky, AY, et al. Regulatory T Cells Expressing Interleukin 10 Develop From Foxp3+ and Foxp3- Precursor Cells in the Absence of Interleukin 10. Nat Immunol (2007) 8:931–41. doi: 10.1038/ni1504

102. Levings, MK, Gregori, S, Tresoldi, E, Cazzaniga, S, Bonini, C, and Roncarolo, MG. Differentiation of Tr1 Cells by Immature Dendritic Cells Requires IL-10 But Not CD25+CD4+ Tr Cells. Blood (2005) 105:1162–9. doi: 10.1182/blood-2004-03-1211

103. Shiokawa, A, Tanabe, K, Tsuji, NM, Sato, R, and Hachimura, S. IL-10 and IL-27 Producing Dendritic Cells Capable of Enhancing IL-10 Production of T Cells are Induced in Oral Tolerance. Immunol Lett (2009) 125:7–14. doi: 10.1016/j.imlet.2009.05.002

104. Comi, M, Amodio, G, and Gregori, S. Interleukin-10-Producing DC-10 Is a Unique Tool to Promote Tolerance Via Antigen-Specific T Regulatory Type 1 Cell. Front Immunol (2018) 9:682. doi: 10.3389/fimmu.2018.00682

105. Pflanz, S, Timans, JC, Cheung, J, Rosales, R, Kanzler, H, Gilbert, J, et al. IL-27, a Heterodimeric Cytokine Composed of EBI3 and P28 Protein, Induces Proliferation of Naive CD4+T Cells. Immunity (2002) 16:779–90. doi: 10.1016/S1074-7613(02)00324-2

106. Murugaiyan, G, Mittal, A, Lopez-Diego, R, Maier, LM, Anderson, DE, and Weiner, HL. IL-27 Is a Key Regulator of IL-10 and IL-17 Production by Human CD4 + T Cell. J Immunol (2009) 183:2435–43. doi: 10.4049/jimmunol.0900568

107. Sun, J, Dodd, H, Moser, EK, Sharma, R, and Braciale, TJ. CD4+ T Cell Help and Innate-Derived IL-27 Induce Blimp-1-Dependent IL-10 Production by Antiviral CTL. Nat Immunol (2011) 12:327–35. doi: 10.1038/ni.1996

108. Wang, S, Miyazaki, Y, Shinozaki, Y, and Yoshida, H. Augmentation of Antigen-Presenting and Th1-Promoting Functions of Dendritic Cells by WSX-1(IL-27r) Deficienc. J Immunol (2007) 179:6421–8. doi: 10.4049/jimmunol.179.10.6421

109. Yoshimoto, T, Yoshimoto, T, Yasuda, K, Mizuguchi, J, and Nakanishi, K. IL-27 Suppresses Th2 Cell Development and Th2 Cytokines Production From Polarized Th2 Cells: A Novel Therapeutic Way for Th2-Mediated Allergic Inflammatio. J Immunol (2007) 179:4415–23. doi: 10.4049/jimmunol.179.7.4415

110. Batten, M, Li, J, Yi, S, Kljavin, NM, Danilenko, DM, Lucas, S, et al. Interleukin 27 Limits Autoimmune Encephalomyelitis by Suppressing the Development of Interleukin 17-Producing T Cells. Nat Immunol (2006) 7:929–36. doi: 10.1038/ni1375

111. Awasthi, A, Carrier, Y, Peron, JPS, Bettelli, E, Kamanaka, M, Flavell, RA, et al. A Dominant Function for Interleukin 27 in Generating Interleukin 10-Producing Anti-Inflammatory T Cells. Nat Immunol (2007) 8:1380–9. doi: 10.1038/ni1541

112. Stumhofer, JS, Silver, JS, Laurence, A, Porrett, PM, Harris, TH, Turka, LA, et al. Interleukins 27 and 6 Induce STAT3-Mediated T Cell Production of Interleukin 10. Nat Immunol (2007) 8:1363–71. doi: 10.1038/ni1537

113. Wang, H, Meng, R, Li, Z, Yang, B, Liu, Y, Huang, F, et al. IL-27 Induces the Differentiation of Tr1-Like Cells From Human Naive CD4+T Cells via the Phosphorylation of STAT1 and STAT3. Immunol Lett (2011) 136:21–8. doi: 10.1016/j.imlet.2010.11.007

114. Spolski, R, and Leonard, WJ. Interleukin-21: Basic Biology and Implications for Cancer and Autoimmunit. Annu Rev Immunol (2008) 26:57–79. doi: 10.1146/annurev.immunol.26.021607.090316

115. Parrish-Novak, J, Dillon, SR, Nelson, A, Hammond, A, Sprecher, C, Gross, JA, et al. Interleukin 21 and Its Receptor Are Involved in NK Cell Expansion and Regulation of Lymphocyte Function. Nature (2000) 408:57–63. doi: 10.1038/35040504

116. Ozaki, K, Spolski, R, Feng, CG, Qi, CF, Cheng, J, Sher, A, et al. A Critical Role for IL-21 in Regulating Immunoglobulin Production. Science (2002) 298:1630–4. doi: 10.1126/science.1077002

117. Ozaki, K, Spolski, R, Ettinger, R, Kim, H-P, Wang, G, Qi, C-F, et al. Regulation of B Cell Differentiation and Plasma Cell Generation by IL-21, A Novel Inducer of Blimp-1 and Bcl-6. J Immunol (2004) 173:5361–71. doi: 10.4049/jimmunol.173.9.5361

118. Vogelzang, A, McGuire, HM, Yu, D, Sprent, J, Mackay, CR, and King, C. A Fundamental Role for Interleukin-21 in the Generation of T Follicular Helper Cell. Immunity (2008) 29:127–37. doi: 10.1016/j.immuni.2008.06.001

119. Zeng, R, Spolski, R, Finkelstein, SE, Oh, SK, Kovanen, PE, Hinrichs, CS, et al. Synergy of IL-21 and IL-15 in Regulating CD8+ T Cell Expansion and Function. J Exp Med (2005) 201:139–48. doi: 10.1084/jem.20041057

120. Jin, H, Carrio, R, Yu, A, and Malek, TR. Distinct Activation Signals Determine Whether IL-21 Induces B Cell Costimulation, Growth Arrest, or Bim-Dependent Apoptosi. J Immunol (2004) 173:657–65. doi: 10.4049/jimmunol.173.1.657

121. Brandt, K, Bulfone-Paus, S, Foster, DC, and Rückert, R. Interleukin-21 Inhibits Dendritic Cell Activation and Maturation. Blood (2003) 102:4090–8. doi: 10.1182/blood-2003-03-0669

122. Spolski, R, Kim, H-P, Zhu, W, Levy, DE, and Leonard, WJ. IL-21 Mediates Suppressive Effects via Its Induction of IL-10. J Immunol (2009) 182:2859–67. doi: 10.4049/jimmunol.0802978

123. Umeshappa, CS, Solé, P, Surewaard, BGJ, Mohopatra, S, Yamanouchi, J, Uddin, MM, et al. Liver-Specific T-Regulatory Type 1 Cells Program Local Neutrophils to Suppress Hepatic Autoimmunity via Cram. Cell Rep (2021) 34(13):108919. doi: 10.1016/j.celrep.2021.108919

124. Greenwald, RJ, Freeman, GJ, and Sharpe, AH. The B7 Family Revisite. Annu Rev Immunol (2005) 23:515–48. doi: 10.1146/annurev.immunol.23.021704.115611

125. Nurieva, RI, Chung, Y, Hwang, D, Yang, XO, Kang, HS, Ma, L, et al. Generation of T Follicular Helper Cells Is Mediated by Interleukin-21 But Independent of T Helper 1, 2, or 17 Cell Lineage. Immunity (2008) 29:138–49. doi: 10.1016/j.immuni.2008.05.009.Generation

126. Choi, YS, Kageyama, R, Eto, D, Escobar, TC, Johnston, RJ, Monticelli, L, et al. ICOS Receptor Instructs T Follicular Helper Cell Versus Effector Cell Differentiation via Induction of the Transcriptional Repressor Bcl6. Immunity (2011) 34:932–46. doi: 10.1016/j.immuni.2011.03.023

127. Nurieva, RI, Duong, J, Kishikawa, H, Dianzani, U, Rojo, JM, Ho, IC, et al. Transcriptional Regulation of Th2 Differentiation by Inducible Costimulator. Immunity (2003) 18:801–11. doi: 10.1016/S1074-7613(03)00144-4

128. Serada, S, Fujimoto, M, Mihara, M, Koike, N, Ohsugi, Y, Nomura, S, et al. IL-6 Blockade Inhibits the Induction of Myelin Antigen-Specific Th17 Cells and Th1 Cells in Experimental Autoimmune Encephalomyelitis. Proc Natl Acad Sci USA (2008) 105:9041–6. doi: 10.1073/pnas.0802218105

129. Fonseca, JE, Santos, MJ, Canhão, H, and Choy, E. Interleukin-6 as a Key Player in Systemic Inflammation and Joint Destruction. Autoimmun Rev (2009) 8:538–42. doi: 10.1016/j.autrev.2009.01.012

130. Lindroos, J, Svensson, L, Norsgaard, H, Lovato, P, Moller, K, Hagedorn, PH, et al. IL-23-Mediated Epidermal Hyperplasia Is Dependent on IL-6. J Invest Dermatol (2011) 131:1110–8. doi: 10.1038/jid.2010.432

131. Hiramatsu, Y, Suto, A, Kashiwakuma, D, Kanari, H, Kagami, S, Ikeda, K, et al. C-Maf Activates the Promoter and Enhancer of the IL-21 Gene, and TGF-β Inhibits C-Maf-Induced IL-21 Production in CD4 + T Cells. J Leukoc Biol (2010) 87:703–12. doi: 10.1189/jlb.0909639

132. Dicosmo, BF, Picarella, D, and Ravell, RA. Local Production of Human IL-6 Promotes Insulitis But Retards the Onset of Insulin-Dependent Diabetes Mellitus in Non-Obese Diabetic Mice. Int Immunol (1994) 6:1829–37. doi: 10.1093/intimm/6.12.1829

133. Grivennikov, S, Karin, E, Terzic, J, Mucida, D, Yu, GY, Vallabhapurapu, S, et al. IL-6 and Stat3 Are Required for Survival of Intestinal Epithelial Cells And Development of Colitis-Associated Cance. Cancer Cell (2009) 15:103–13. doi: 10.1016/j.ccr.2009.01.001

134. Balto, K, Sasaki, H, and Stashenko, P. Interleukin-6 Deficiency Increases Inflammatory Bone Destruction. Infect Immun (2001) 69:744–50. doi: 10.1128/IAI.69.2.744-750.2001

135. McGeachy, MJ, Bak-Jensen, KS, Chen, Y, Tato, CM, Blumenschein, W, McClanahan, T, et al. TGF-β and IL-6 Drive the Production of IL-17 and IL-10 by T Cells and Restrain TH-17 Cell-Mediated Pathology. Nat Immunol (2007) 8:1390–7. doi: 10.1038/ni1539

136. Jin, JO, Han, X, and Yu, Q. Interleukin-6 Induces the Generation of IL-10-Producing Tr1 Cells and Suppresses Autoimmune Tissue Inflammation. J Autoimmun (2013) 40:28–44. doi: 10.1016/j.jaut.2012.07.009

137. Novick, D, Cohen, B, and Rubinstein, M. The Human Interferon α β Receptor: Characterization and Molecular Cloning. Cell (1994) 77:391–400. doi: 10.1016/0092-8674(94)90154-6

138. Guarda, G, Braun, M, Staehli, F, Tardivel, A, Mattmann, C, Förster, I, et al. Type I Interferon Inhibits Interleukin-1 Production and Inflammasome Activatio. Immunity (2011) 34:213–23. doi: 10.1016/j.immuni.2011.02.006

139. Hu, X, Paik, PK, Chen, J, Yarilina, A, Kockeritz, L, Lu, TT, et al. IFN-γ Suppresses IL-10 Production and Synergizes With TLR2 by Regulating GSK3 and CREB/AP-1 Protein. Immunity (2006) 24:563–74. doi: 10.1016/j.immuni.2006.02.014

140. Garcia, CA, Benakanakere, MR, Alard, P, Kosiewicz, MM, Kinane, DF, and Martin, M. Antigenic Experience Dictates Functional Role of Glycogen Synthase Kinase-3 in Human CD4 + T Cell Response. J Immunol (2008) 181:8363–71. doi: 10.4049/jimmunol.181.12.8363

141. Aman, MJ, Tretter, T, Eisenbeis, I, Bug, G, Decker, T, Aulitzky, WE, et al. Interferon-Alpha Stimulates Production of Interleukin-10 in Activated CD4+ T Cells and Monocytes. Blood (1996) 87:4731–6. doi: 10.1182/blood.V87.11.4731.bloodjournal87114731

142. McRae, BL, Semnani, RT, Hayes, MP, and van Seventer, GA. Type I IFNs Inhibit Human Dendritic Cell IL-12 Production and Th1 Cell Development. J Immunol (1998) 160:4298–304.

143. Ma, A, Boone, DL, and Lodolce, JP. The Pleiotropic Functions of Interleukin 15: Not So Interleukin 2-Like After All. J Exp Med (2000) 191:753–5. doi: 10.1084/jem.191.5.753

144. Waldmann, T, Tagaya, Y, and Bamford, R. Interleukin-2, Interleukin-15, and Their Receptors. Int Rev Immunol (1998) 16:205–26. doi: 10.3109/08830189809042995

145. Bulfone-Paus, S, Ungureanu, D, Pohl, T, Lindner, G, Paus, R, Rückert, R, et al. Interleukin-15 Protects From Lethal Apoptosis In Vivo. Nat Med (1997) 3:1124–8. doi: 10.1038/nm1097-1124

146. Ku, CC, Murakami, M, Sakamoto, A, Kappler, J, and Marrack, P. Control of Homeostasis of CD8+ Memory T Cells by Opposing Cytokines. Science (2000) 288:675–8. doi: 10.1126/science.288.5466.675

147. Tough, DF, Sun, S, Zhang, X, and Sprent, J. Stimulation of Memory T Cells by Cytokines. Vaccine (2000) 18:1642–8. doi: 10.1016/S0264-410X(99)00500-9

148. Bacchetta, R, Sartirana, C, Levings, MK, Bordignon, C, Narula, S, and Roncarolo, MG. Growth and Expansion of Human T Regulatory Type 1 Cells Are Independent From TCR Activation But Require Exogenous Cytokines. Eur J Immunol (2002) 32:2237–45. doi: 10.1002/1521-4141(200208)32:8<2237::AID-IMMU2237>3.0.CO;2-2

149. Chow, KPN, Lee, JM, Qiu, JT, Liao, SK, Lin, SC, Hsu, SL, et al. Enhanced IL-10 Production by CD4 + T Cells Primed in IL-15rα-Deficient Mice. Eur J Immunol (2011) 41:3146–56. doi: 10.1002/eji.201141746

150. Giri, JG, Kumaki, S, Ahdieh, M, Friend, DJ, Loomis, A, Shanebeck, K, et al. Identification and Cloning of a Novel IL-15 Binding Protein That Is Structurally Related to the Alpha Chain of the IL-2 Receptor. EMBO J (1995) 14:3654–63. doi: 10.1002/j.1460-2075.1995.tb00035.x

151. Waldmann, TA, and Tagaya, Y. The Multifaced Regulation of Interleukin-15 Expression an the Role of This Cytokine in NK Cell Differentiation and Host Response to Intracellular Pathogens. Annu Rev Immunol (1999) 17:19–49. doi: 10.1146/annurev.immunol.17.1.19

152. Papiernik, M. Natural CD4+ CD25+ Regulatory T Cells. Their Role in the Control of Superantigen Responses. Immunol Rev (2001) 182:180–9. doi: 10.1034/j.1600-065X.2001.1820114.x

153. Anderson, PO, Sundstedt, A, Yazici, Z, Minaee, S, Woolf, R, Nicolson, K, et al. IL-2 Overcomes the Unresponsiveness But Fails to Reverse the Regulatory Function of Antigen-Induced T Regulatory Cell. J Immunol (2005) 174:310–9. doi: 10.4049/jimmunol.174.1.310

154. Tsuji-Takayama, K, Suzuki, M, Yamamoto, M, Harashima, A, Okochi, A, Otani, T, et al. The Production of IL-10 by Human Regulatory T Cells Is Enhanced by IL-2 Through a STAT5-Responsive Intronic Enhancer in the IL-10 Locu. J Immunol (2008) 181:3897–905. doi: 10.4049/jimmunol.181.6.3897

155. Kasprzycka, M, Zhang, Q, Witkiewicz, A, Marzec, M, Potoczek, M, Liu, X, et al. γc-Signaling Cytokines Induce a Regulatory T Cell Phenotype in Malignant CD4 + T Lymphocyte. J Immunol (2008) 181:2506–12. doi: 10.4049/jimmunol.181.4.2506

156. Andreotti, AH, Schwartzberg, PL, Joseph, RE, and Berg, LJ. T-Cell Signaling Regulated by the Tec Family Kinase, It. Cold Spring Harb Perspect Biol (2010) 2:1–22. doi: 10.1101/cshperspect.a002287

157. Ahyi, A-NN, Chang, H-C, Dent, AL, Nutt, SL, and Kaplan, MH. IFN Regulatory Factor 4 Regulates the Expression of a Subset of Th2 Cytokine. J Immunol (2009) 183:1598–606. doi: 10.4049/jimmunol.0803302

158. Kwon, H, Thierry-Mieg, D, Thierry-Mieg, J, Kim, HP, Oh, J, Tunyaplin, C, et al. Analysis of Interleukin-21-Induced Prdm1 Gene Regulation Reveals Functional Cooperation of STAT3 and IRF4 Transcription Factor. Immunity (2009) 31:941–52. doi: 10.1016/j.immuni.2009.10.008

159. Cretney, E, Xin, A, Shi, W, Minnich, M, Masson, F, Miasari, M, et al. The Transcription Factors Blimp-1 and IRF4 Jointly Control the Differentiation and Function of Effector Regulatory T Cells. Nat Immunol (2011) 12:304–12. doi: 10.1038/ni.2006

160. Kim, JI, Ho, IC, Grusby, MJ, and Glimcher, LH. The Transcription Factor C-Maf Controls the Production of Interleukin-4 But Not Other Th2 Cytokines. Immunity (1999) 10:745–51. doi: 10.1016/S1074-7613(00)80073-4

161. Zhu, J, Yamane, H, and Paul, WE. Differentiation of Effector CD4 T Cell Population. Annu Rev Immunol (2010) 28:445–89. doi: 10.1146/annurev-immunol-030409-101212

162. Kroenke, MA, Eto, D, Locci, M, Cho, M, Davidson, T, Haddad, EK, et al. Bcl6 and Maf Cooperate To Instruct Human Follicular Helper CD4 T Cell Differentiatio. J Immunol (2012) 188:3734–44. doi: 10.4049/jimmunol.1103246

163. Harris, JE, Bishop, KD, Phillips, NE, Mordes, JP, Greiner, DL, Rossini, AA, et al. Early Growth Response Gene-2, a Zinc-Finger Transcription Factor, Is Required for Full Induction of Clonal Anergy in CD4 + T Cell. J Immunol (2004) 173:7331–8. doi: 10.4049/jimmunol.173.12.7331

164. Crotty, S, Johnston, RJ, and Schoenberger, SP. Effectors and Memories: Bcl-6 and Blimp-1 in T and B Lymphocyte Differentiation. Nat Immunol (2010) 11:114–20. doi: 10.1038/ni.1837

165. Martins, G, and Calame, K. Regulation and Functions of Blimp-1 in T and B Lymphocyte. Annu Rev Immunol (2008) 26:133–69. doi: 10.1146/annurev.immunol.26.021607.090241

166. Neumann, C, Heinrich, F, Neumann, K, Junghans, V, Mashreghi, MF, Ahlers, J, et al. Role of Blimp-1 in Programing Th Effector Cells Into IL-10 Producers. J Exp Med (2014) 211:1807–19. doi: 10.1084/jem.20131548

167. Karwacz, K, Miraldi, ER, Pokrovskii, M, Madi, A, Yosef, N, Wortman, I, et al. Critical Role of IRF1 and BATF in Forming Chromatin Landscape During Type 1 Regulatory Cell Differentiation. Nat Immunol (2017) 18:412–21. doi: 10.1038/ni.3683

168. Schraml, BU, Hildner, K, Ise, W, Lee, WL, Smith, WAE, Solomon, B, et al. The AP-1 Transcription Factor Batf Controls T H 17 Differentiation. Nature (2009) 460:405–9. doi: 10.1038/nature08114

169. Ellyard, JI, and Vinuesa, CG. A BATF-Ling Connection Between B Cells and Follicular Helper T Cells. Nat Immunol (2011) 12:519–20. doi: 10.1038/ni.2042

170. Betz, BC, Jordan-Williams, KL, Wang, C, Kang, SG, Liao, J, Logan, MR, et al. Batf Coordinates Multiple Aspects of B and T Cell Function Required for Normal Antibody Responses. J Exp Med (2010) 207:933–42. doi: 10.1084/jem.20091548

171. Ciofani, M, Madar, A, Galan, C, Sellars, M, Mace, K, Pauli, F, et al. A Validated Regulatory Network for Th17 Cell Specification. Cell (2012) 151:289–303. doi: 10.1016/j.cell.2012.09.016

172. Kurachi, M, Barnitz, RA, Yosef, N, Odorizzi, PM, Diiorio, MA, Lemieux, ME, et al. The Transcription Factor BATF Operates as an Essential Differentiation Checkpoint in Early Effector CD8 + T Cells. Nat Immunol (2014) 15:373–83. doi: 10.1038/ni.2834

173. Ise, W, Kohyama, M, Schraml, BU, Zhang, T, Schwer, B, Basu, U, et al. The Transcription Factor BATF Controls the Global Regulators of Class-Switch Recombination in Both B Cells and T Cells. Nat Immunol (2011) 12:536–43. doi: 10.1038/ni.2037

174. Zhang, P, Lee, JS, Gartlan, KH, Schuster, IS, Comerford, I, Varelias, A, et al. Eomesodermin Promotes the Development of Type 1 Regulatory T (TR1) Cells. Sci Immunol (2017) 2. doi: 10.1126/sciimmunol.aah7152

175. Dejean, AS, Joulia, E, and Walzer, T. The Role of Eomes in Human CD4 T Cell Differentiation: A Question of Context. Eur J Immunol (2019) 49:38–41. doi: 10.1002/eji.201848000

176. Farez, MFF, Mascanfroni, IDD, Méndez-Huergo, SPP, Yeste, A, Murugaiyan, G, Garo, LPP, et al. Melatonin Contributes to the Seasonality of Multiple Sclerosis Relapse. Cell (2015) 162:1338–52. doi: 10.1016/j.cell.2015.08.025

177. Im, SH, Hueber, A, Monticelli, S, Kang, KH, and Rao, A. Chromatin-Level Regulation of the IL10 Gene in T Cells. J Biol Chem (2004) 279:46818–25. doi: 10.1074/jbc.M401722200

178. Miraldi, ER, Pokrovskii, M, Watters, A, Castro, DM, De Veaux, N, Hall, JA, et al. Leveraging Chromatin Accessibility for Transcriptional Regulatory Network Inference in T Helper 17 Cell. Genome Res (2019) 29:449–63. doi: 10.1101/gr.238253.118

179. Wei, L, Vahedi, G, Sun, HW, Watford, WT, Takatori, H, Ramos, HL, et al. Discrete Roles of STAT4 and STAT6 Transcription Factors in Tuning Epigenetic Modifications and Transcription During T Helper Cell Differentiation. Immunity (2010) 32:840–51. doi: 10.1016/j.immuni.2010.06.003

180. Li, P, Spolski, R, Liao, W, Wang, L, Murphy, TL, Murphy, KM, et al. BATF-JUN Is Critical for IRF4-Mediated Transcription in T Cells. Nature (2012) 490:543–6. doi: 10.1038/nature11530

181. Lee, CG, Hwang, W, Maeng, KE, Kwon, HK, So, JS, Sahoo, A, et al. IRF4 Regulates IL-10 Gene Expression in CD4+ T Cells Through Differential Nuclear Translocation. Cell Immunol (2011) 268:97–104. doi: 10.1016/j.cellimm.2011.02.008

182. Vahedi, G, Takahashi, H, Nakayamada, S, Sun, HW, Sartorelli, V, Kanno, Y, et al. STATs Shape the Active Enhancer Landscape of T Cell Populations. Cell (2012) 151:981–93. doi: 10.1016/j.cell.2012.09.044

183. Shoemaker, J, Saraiva, M, and O’Garra, A. GATA-3 Directly Remodels the IL-10 Locus Independently of IL-4 in CD4 + T Cell. J Immunol (2006) 176:3470–9. doi: 10.4049/jimmunol.176.6.3470

184. Samstein, RM, Arvey, A, Josefowicz, SZ, Peng, X, Reynolds, A, Sandstrom, R, et al. Foxp3 Exploits a Pre-Existent Enhancer Landscape for Regulatory T Cell Lineage Specification. Cell (2012) 151:153–66. doi: 10.1016/j.cell.2012.06.053

185. Hossain, DMS, Panda, AK, Manna, A, Mohanty, S, Bhattacharjee, P, Bhattacharyya, S, et al. FoxP3 Acts as a Cotranscription Factor With STAT3 in Tumor-Induced Regulatory T Cell. Immunity (2013) 39:1057–69. doi: 10.1016/j.immuni.2013.11.005

186. Lee, C-G, Kwon, H-K, Sahoo, A, Hwang, W, So, J-S, Hwang, J-S, et al. Interaction of Ets-1 With HDAC1 Represses IL-10 Expression in Th1 Cell. J Immunol (2012) 188:2244–53. doi: 10.4049/jimmunol.1101614

187. Grenningloh, R, Bok, YK, and Ho, IC. Ets-1, A Functional Cofactor of T-Bet, is Essential for Th1 Inflammatory Responses. J Exp Med (2005) 201:615–26. doi: 10.1084/jem.20041330

188. Lee, MT, Bonneau, AR, and Giraldez, AJ. Zygotic Genome Activation During the Maternal-To-Zygotic Transitio. Annu Rev Cell Dev Biol (2014) 30:581–613. doi: 10.1146/annurev-cellbio-100913-013027

189. Tang, WWC, Kobayashi, T, Irie, N, Dietmann, S, and Surani, MA. Specification and Epigenetic Programming of the Human Germ Line. Nat Rev Genet (2016) 17:585–600. doi: 10.1038/nrg.2016.88

190. Weinberger, L, Ayyash, M, Novershtern, N, and Hanna, JH. Dynamic Stem Cell States: Naive to Primed Pluripotency in Rodents and Humans. Nat Rev Mol Cell Biol (2016) 17:155–69. doi: 10.1038/nrm.2015.28

191. Hackett, JA, and Azim Surani, M. Regulatory Principles of Pluripotency: From the Ground State Up. Cell Stem Cell (2014) 15:416–30. doi: 10.1016/j.stem.2014.09.015

192. Smith, ZD, and Meissner, A. DNA Methylation: Roles in Mammalian Development. Nat Rev Genet (2013) 14:204–20. doi: 10.1038/nrg3354

193. Stergachis, AB, Neph, S, Reynolds, A, Humbert, R, Miller, B, Paige, SL, et al. Developmental Fate and Cellular Maturity Encoded in Human Regulatory DNA Landscapes. Cell (2013) 154:888–903. doi: 10.1016/j.cell.2013.07.020

194. Ostuni, R, Piccolo, V, Barozzi, I, Polletti, S, Termanini, A, Bonifacio, S, et al. Latent Enhancers Activated by Stimulation in Differentiated Cells. Cell (2013) 152:157–71. doi: 10.1016/j.cell.2012.12.018

195. Ramos-Rodríguez, M, Raurell-Vila, H, Colli, ML, Alvelos, MI, Subirana-Granés, M, Juan-Mateu, J, et al. The Impact of Proinflammatory Cytokines on the β-Cell Regulatory Landscape Provides Insights Into the Genetics of Type 1 Diabetes. Nat Genet (2019) 51:1588–95. doi: 10.1038/s41588-019-0524-6

196. Onengut-Gumuscu, S, Chen, WM, Burren, O, Cooper, NJ, Quinlan, AR, Mychaleckyj, JC, et al. Fine Mapping of Type 1 Diabetes Susceptibility Loci and Evidence for Colocalization of Causal Variants With Lymphoid Gene Enhancers. Nat Genet (2015) 47:381–6. doi: 10.1038/ng.3245

197. Farh, KKH, Marson, A, Zhu, J, Kleinewietfeld, M, Housley, WJ, Beik, S, et al. Genetic and Epigenetic Fine Mapping of Causal Autoimmune Disease Variants. Nature (2015) 518:337–43. doi: 10.1038/nature13835

198. Fasolino, M, Goldman, N, Wang, W, Cattau, B, Zhou, Y, Petrovic, J, et al. Genetic Variation in Type 1 Diabetes Reconfigures the 3D Chromatin Organization of T Cells and Alters Gene Expressio. Immunity (2020) 52:257–74.e11. doi: 10.1016/j.immuni.2020.01.003

199. Flannick, J, and Florez, JC. Type 2 Diabetes: Genetic Data Sharing to Advance Complex Disease Research. Nat Rev Genet (2016) 17:535–49. doi: 10.1038/nrg.2016.56

200. Fuchsberger, C, Flannick, J, Teslovich, TM, Mahajan, A, Agarwala, V, Gaulton, KJ, et al. The Genetic Architecture of Type 2 Diabetes. Nature (2016) 536:41–7. doi: 10.1038/nature18642

201. Whyte, WA, Orlando, DA, Hnisz, D, Abraham, BJ, Lin, CY, Kagey, MH, et al. Master Transcription Factors and Mediator Establish Super-Enhancers at Key Cell Identity Genes. Cell (2013) 153:307–19. doi: 10.1016/j.cell.2013.03.035

202. Gaulton, KJ, Nammo, T, Pasquali, L, Simon, JM, Giresi, PG, Fogarty, MP, et al. A Map of Open Chromatin in Human Pancreatic Islets. Nat Genet (2010) 42:255–9. doi: 10.1038/ng.530

203. Pasquali, L, Gaulton, KJ, Rodríguez-Seguí, SA, Mularoni, L, Miguel-Escalada, I, Akerman, I, et al. Pancreatic Islet Enhancer Clusters Enriched in Type 2 Diabetes Risk-Associated Variants. Nat Genet (2014) 46:136–43. doi: 10.1038/ng.2870

204. Miguel-Escalada, I, Bonàs-Guarch, S, Cebola, I, Ponsa-Cobas, J, Mendieta-Esteban, J, Atla, G, et al. Human Pancreatic Islet Three-Dimensional Chromatin Architecture Provides Insights Into the Genetics of Type 2 Diabetes. Nat Genet (2019) 51:1137–48. doi: 10.1038/s41588-019-0457-0

205. Sellars, M, Huh, JR, Day, K, Issuree, PD, Galan, C, Gobeil, S, et al. Regulation of DNA Methylation Dictates Cd4 Expression During the Development of Helper and Cytotoxic T Cell Lineages. Nat Immunol (2015) 16:746–54. doi: 10.1038/ni.3198

206. Bevington, SL, Cauchy, P, Piper, J, Bertrand, E, Lalli, N, Jarvis, RC, et al. Inducible Chromatin Priming Is Associated With the Establishment of Immunological Memory in T Cells. EMBO J (2016) 35:515–35. doi: 10.15252/embj.201592534

207. Djuretic, IM, Levanon, D, Negreanu, V, Groner, Y, Rao, A, and Ansel, KM. Transcription Factors T-Bet and Runx3 Cooperate to Activate Ifng and Silence Il4 in T Helper Type 1 Cells. Nat Immunol (2007) 8:145–53. doi: 10.1038/ni1424

208. Mullen, AC, Hutchins, AS, High, FA, Lee, HW, Sykes, KJ, Chodosh, LA, et al. Hlx Is Induced by and Genetically Interacts With T-Bet to Promote Heritable THI Gene Induction. Nat Immunol (2002) 3:652–8. doi: 10.1038/ni807

209. Usui, T, Preiss, JC, Kanno, Y, Zheng, JY, Bream, JH, O’Shea, JJ, et al. T-Bet Regulates Th1 Responses Through Essential Effects on GATA-3 Function Rather Than on IFNG Gene Acetylation and Transcription. J Exp Med (2006) 203:755–66. doi: 10.1084/jem.20052165

210. Schoenborn, JR, Dorschner, MO, Sekimata, M, Santer, DM, Shnyreva, M, Fitzpatrick, DR, et al. Comprehensive Epigenetic Profiling Identifies Multiple Distal Regulatory Elements Directing Transcription of the Gene Encoding Interferon-γ. Nat Immunol (2007) 8:732–42. doi: 10.1038/ni1474

211. Hatton, RD, Harrington, LE, Luther, RJ, Wakefield, T, Janowski, KM, Oliver, JR, et al. A Distal Conserved Sequence Element Controls Ifng Gene Expression by T Cells and NK Cell. Immunity (2006) 25:717–29. doi: 10.1016/j.immuni.2006.09.007

212. Lee, DU, Avni, O, Chen, L, and Rao, A. A Distal Enhancer in the Interferon-γ (IFN-γ) Locus Revealed by Genome Sequence Comparison. J Biol Chem (2004) 279:4802–10. doi: 10.1074/jbc.M307904200

213. Shnyreva, M, Weaver, WM, Blanchette, M, Taylor, SL, Tompa, M, Fitzpatrick, DR, et al. Evolutionarily Conserved Sequence Elements That Positively Regulate IFN-γ Expression in T Cells. Proc Natl Acad Sci USA (2004) 101:12622–7. doi: 10.1073/pnas.0400849101

214. Chen, GY, Osada, H, Santamaria-Babi, LF, and Kannagi, R. Interaction of GATA-3/T-Bet Transcription Factors Regulates Expression of Sialil Lewis X Homing Receptors on Th1/Th2 Lymphocytes. Proc Natl Acad Sci USA (2006) 103:16894–9. doi: 10.1073/pnas.0607926103

215. Miller, SA, Huang, AC, Miazgowicz, MM, Brassil, MM, and Weinmann, AS. Coordinated But Physically Separable Interaction With H3K27-Demethylase and H3K4-Methyltransferase Activities Are Required for T-Box Protein-Mediated Activation of Developmental Gene Expression. Genes Dev (2008) 22:2980–93. doi: 10.1101/gad.1689708

216. Jones, B, and Chen, J. Inhibition of IFN-γ Transcription by Site-Specific Methylation During T Helper Cell Development. EMBO J (2006) 25:2443–52. doi: 10.1038/sj.emboj.7601148

217. Chang, S, and Aune, TM. Dynamic Changes in Histone-Methylation “Marks” Across the Locus Encoding Interferon-γ During the Differentiation of T Helper Type 2 Cells. Nat Immunol (2007) 8:723–31. doi: 10.1038/ni1473

218. Ansel, KM, Djuretic, I, Tanasa, B, and Rao, A. Regulation of Th2 Differentiation and Il4 Locus Accessibility. Annu Rev Immunol (2006) 24:607–56. doi: 10.1146/annurev.immunol.23.021704.115821

219. Tykocinski, LO, Hajkova, P, Chang, HD, Stamm, T, Sözeri, O, Löhning, M, et al. A Critical Control Element for Interleukin-4 Memory Expression in T Helper Lymphocytes. J Biol Chem (2005) 280:28177–85. doi: 10.1074/jbc.M502038200

220. Avni, O, Lee, D, Macian, F, Szabo, SJ, Glimcher, LH, and Rao, A. Th Cell Differentiation is Accompanied by Dynamic Changes in Histone Acetylation of Cytokine Genes. Nat Immunol (2002) 3:643–51. doi: 10.1038/ni808

221. Fields, PE, Kim, ST, and Flavell, RA. Cutting Edge: Changes in Histone Acetylation at the IL-4 and IFN-γ Loci Accompany Th1/Th2 Differentiation. J Immunol (2002) 169:647–50. doi: 10.4049/jimmunol.169.2.647

222. Koyanagi, M, Baguet, A, Martens, J, Margueron, R, Jenuwein, T, and Bix, M. EZH2 and Histone 3 Trimethyl Lysine 27 Associated With Il4 and Il13 Gene Silencing in TH1 Cells. J Biol Chem (2005) 280:31470–7. doi: 10.1074/jbc.M504766200

223. Yamashita, M, Hirahara, K, Shinnakasu, R, Hosokawa, H, Norikane, S, Kimura, MY, et al. Crucial Role of MLL for the Maintenance of Memory T Helper Type 2 Cell Response. Immunity (2006) 24:611–22. doi: 10.1016/j.immuni.2006.03.017

224. Hutchins, AS, Mullen, AC, Lee, HW, Sykes, KJ, High, FA, Hendrich, BD, et al. Gene Silencing Quantitatively Controls the Function of a Developmental Trans-Activator. Mol Cell (2002) 10:81–91. doi: 10.1016/S1097-2765(02)00564-6

225. Makar, KW, Pérez-Melgosa, M, Shnyreva, M, Weaver, WM, Fitzpatrick, DR, and Wilson, CB. Active Recruitment of DNA Methyltransferases Regulates Interleukin 4 in Thymocytes and T Cells. Nat Immunol (2003) 4:1183–90. doi: 10.1038/ni1004

226. Wurster, AL, and Pazin, MJ. BRG1-Mediated Chromatin Remodeling Regulates Differentiation and Gene Expression of T Helper Cell. Mol Cell Biol (2008) 28:7274–85. doi: 10.1128/mcb.00835-08

227. Ivanov, II, Zhou, L, and Littman, DR. Transcriptional Regulation of Th17 Cell Differentiation. Semin Immunol (2007) 19:409–17. doi: 10.1016/j.smim.2007.10.011

228. McGeachy, MJ, and Cua, DJ. Th17 Cell Differentiation: The Long and Winding Roa. Immunity (2008) 28:445–53. doi: 10.1016/j.immuni.2008.03.001

229. Zhou, L, Lopes, JE, Chong, MMW, Ivanov, II, Min, R, Victora, GD, et al. TGF-β-Induced Foxp3 Inhibits TH17 Cell Differentiation by Antagonizing Rorγt Function. Nature (2008) 453:236–40. doi: 10.1038/nature06878

230. Dong, C. TH17 Cells in Development: An Updated View of Their Molecular Identity and Genetic Programming. Nat Rev Immunol (2008) 8:337–48. doi: 10.1038/nri2295

231. Akimzhanov, AM, Yang, XO, and Dong, C. Chromatin Remodeling of Interleukin-17 (IL-17)-IL-17F Cytokine Gene Locus During Inflammatory Helper T Cell Differentiation. J Biol Chem (2007) 282:5969–72. doi: 10.1074/jbc.C600322200

232. Yang, XO, Pappu, BP, Nurieva, R, Akimzhanov, A, Kang, HS, Chung, Y, et al. T Helper 17 Lineage Differentiation Is Programmed by Orphan Nuclear Receptors Rorα and Rorγ. Immunity (2008) 28:29–39. doi: 10.1016/j.immuni.2007.11.016

233. Johnston, RJ, Poholek, AC, DiToro, D, Yusuf, I, Eto, D, Barnett, B, et al. Bcl6 and Blimp-1 Are Reciprocal and Antagonistic Regulators of T Follicular Helper Cell Differentiation. Science (2009) 325:1006–10. doi: 10.1126/science.1175870

234. Poholek, AC, Hansen, K, Hernandez, SG, Eto, D, Chandele, A, Weinstein, JS, et al. In Vivo Regulation of Bcl6 and T Follicular Helper Cell Development. J Immunol (2010) 185:313–26. doi: 10.4049/jimmunol.0904023

235. Lu, KT, Kanno, Y, Cannons, JL, Handon, R, Bible, P, Elkahloun, AG, et al. Functional and Epigenetic Studies Reveal Multistep Differentiation and Plasticity of In Vitro-Generated and In Vivo-Derived Follicular T Helper Cell. Immunity (2011) 35:622–32. doi: 10.1016/j.immuni.2011.07.015

236. Cannons, JL, Lu, KT, and Schwartzberg, PL. T Follicular Helper Cell Diversity and Plasticity. Trends Immunol (2013) 34:200–7. doi: 10.1016/j.it.2013.01.001

237. Kitagawa, Y, Ohkura, N, Kidani, Y, Vandenbon, A, Hirota, K, Kawakami, R, et al. Guidance of Regulatory T Cell Development by Satb1-Dependent Super-Enhancer Establishment. Nat Immunol (2017) 18:173–83. doi: 10.1038/ni.3646

238. Toker, A, Engelbert, D, Garg, G, Polansky, JK, Floess, S, Miyao, T, et al. Active Demethylation of the Foxp3 Locus Leads to the Generation of Stable Regulatory T Cells Within the Thymus. J Immunol (2013) 190:3180–8. doi: 10.4049/jimmunol.1203473

239. Ohkura, N, Hamaguchi, M, Morikawa, H, Sugimura, K, Tanaka, A, Ito, Y, et al. T Cell Receptor Stimulation-Induced Epigenetic Changes and Foxp3 Expression Are Independent and Complementary Events Required for Treg Cell Development. Immunity (2012) 37:785–99. doi: 10.1016/j.immuni.2012.09.010

240. Delacher, M, Imbusch, CD, Weichenhan, D, Breiling, A, Hotz-Wagenblatt, A, Träger, U, et al. Genome-Wide DNA-Methylation Landscape Defines Specialization of Regulatory T Cells in Tissues. Nat Immunol (2017) 18:1160–72. doi: 10.1038/ni.3799

241. Liu, B, Tahk, S, Yee, KM, Fan, G, and Shuai, K. The Ligase PIAS1 Restricts Natural Regulatory T Cell Differentiation by Epigenetic Repression. Science (2010) 330:521–5. doi: 10.1126/science.1108297

242. Hegazy, AN, Peine, M, Helmstetter, C, Panse, I, Fröhlich, A, Bergthaler, A, et al. Interferons Direct Th2 Cell Reprogramming to Generate a Stable GATA-3+T-Bet+ Cell Subset With Combined Th2 and Th1 Cell Function. Immunity (2010) 32:116–28. doi: 10.1016/j.immuni.2009.12.004

243. Hirota, K, Duarte, JH, Veldhoen, M, Hornsby, E, Li, Y, Cua, DJ, et al. Fate Mapping of IL-17-Producing T Cells in Inflammatory Responses. Nat Immunol (2011) 12:255–63. doi: 10.1038/ni.1993

244. Dominguez-Villar, M, Baecher-Allan, CM, and Hafler, DA. Identification of T Helper Type 1-Like, Foxp3+ Regulatory T Cells in Human Autoimmune Disease. Nat Med (2011) 17:673–5. doi: 10.1038/nm.2389

245. Panzer, M, Sitte, S, Wirth, S, Drexler, I, Sparwasser, T, and Voehringer, D. Rapid In Vivo Conversion of Effector T Cells Into Th2 Cells During Helminth Infectio. J Immunol (2012) 188:615–23. doi: 10.4049/jimmunol.1101164

246. Schmidl, C, Hansmann, L, Andreesen, R, Edinger, M, Hoffmann, P, and Rehli, M. Epigenetic Reprogramming of the RORC Locus During In Vitro Expansion Is a Distinctive Feature of Human Memory But Not Naïve Tre. Eur J Immunol (2011) 41:1491–8. doi: 10.1002/eji.201041067

247. Wei, G, Wei, L, Zhu, J, Zang, C, Hu-Li, J, Yao, Z, et al. Global Mapping of H3K4me3 and H3K27me3 Reveals Specificity and Plasticity in Lineage Fate Determination of Differentiating CD4+ T Cell. Immunity (2009) 30:155–67. doi: 10.1016/j.immuni.2008.12.009

248. Barnett, KR, Decato, BE, Scott, TJ, Hansen, TJ, Chen, B, Attalla, J, et al. ATAC-Me Captures Prolonged DNA Methylation of Dynamic Chromatin Accessibility Loci During Cell Fate Transition. Mol Cell (2020) 77:1–15. doi: 10.1016/j.molcel.2020.01.004

249. Kornberg, RD, and Lorch, Y. Chromatin Structure and Transcription. Annu Rev Cell Biol (1992) 8:563–87. doi: 10.1146/annurev.cb.08.110192.003023

250. Mellor, J. The Dynamics of Chromatin Remodeling at Promoters. Mol Cell (2005) 19:147–57. doi: 10.1016/j.molcel.2005.06.023



Conflict of Interest: PSa is scientific founder of Parvus Therapeutics Inc. and has a financial interest in the company.

The remaining author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Solé and Santamaria. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 23 August 2021

doi: 10.3389/fimmu.2021.722411

[image: image2]


Tuning the Immunostimulation Properties of Cationic Lipid Nanocarriers for Nucleic Acid Delivery


Arindam K. Dey 1,2, Adrien Nougarède 1,3, Flora Clément 1,2,4, Carole Fournier 1,2, Evelyne Jouvin-Marche 1,2, Marie Escudé 1,3, Dorothée Jary 1,3, Fabrice P. Navarro 1,3 and Patrice N. Marche 1,2*


1 Univ. Grenoble Alpes, St Martin d’Hères, France, 2 Institute for Advanced Biosciences, Research Center INSERM U1209, CNRS UMR5309, La Tronche, France, 3 CEA, LETI, Division for Biology and Healthcare Technologies, Microfluidic Systems and Bioengineering Lab, Grenoble, France, 4 Univ. Grenoble Alpes, CEA, INSERM, IRIG, Biomics, Grenoble, France




Edited by: 

David Pozo, University of Seville, Spain

Reviewed by: 

Girdhari Lal, National Centre for Cell Science, India

Vladimir Mulens-Arias, Pompeu Fabra University, Spain

*Correspondence: 

Patrice N. Marche
 patrice.marche@inserm.fr

Specialty section: 
 This article was submitted to Molecular Innate Immunity, a section of the journal Frontiers in Immunology


Received: 08 June 2021

Accepted: 04 August 2021

Published: 23 August 2021

Citation:
Dey AK, Nougarède A, Clément F, Fournier C, Jouvin-Marche E, Escudé M, Jary D, Navarro FP and Marche PN (2021) Tuning the Immunostimulation Properties of Cationic Lipid Nanocarriers for Nucleic Acid Delivery. Front. Immunol. 12:722411. doi: 10.3389/fimmu.2021.722411



Nonviral systems, such as lipid nanoparticles, have emerged as reliable methods to enable nucleic acid intracellular delivery. The use of cationic lipids in various formulations of lipid nanoparticles enables the formation of complexes with nucleic acid cargo and facilitates their uptake by target cells. However, due to their small size and highly charged nature, these nanocarrier systems can interact in vivo with antigen-presenting cells (APCs), such as dendritic cells (DCs) and macrophages. As this might prove to be a safety concern for developing therapies based on lipid nanocarriers, we sought to understand how they could affect the physiology of APCs. In the present study, we investigate the cellular and metabolic response of primary macrophages or DCs exposed to the neutral or cationic variant of the same lipid nanoparticle formulation. We demonstrate that macrophages are the cells affected most significantly and that the cationic nanocarrier has a substantial impact on their physiology, depending on the positive surface charge. Our study provides a first model explaining the impact of charged lipid materials on immune cells and demonstrates that the primary adverse effects observed can be prevented by fine-tuning the load of nucleic acid cargo. Finally, we bring rationale to calibrate the nucleic acid load of cationic lipid nanocarriers depending on whether immunostimulation is desirable with the intended therapeutic application, for instance, gene delivery or messenger RNA vaccines.




Keywords: nanostructured lipid carrier, antigen presenting cells, nucleic acid delivery, immunotoxicity assessment, surface charge (zeta potential)



Introduction

In recent years, advances in field of nanotechnology have demonstrated potential for precision medicine. For instance, lipid nanoparticles (LNPs) can be used for the targeted delivery of therapeutic molecules, increasing their bioavailability and pharmacokinetic properties beyond the Lipinski rules (1). Indeed, the development of nucleic acid therapeutics has long been hampered by the inherent hydrophilic nature, large size, and poor membrane permeability of nucleic acids (2). LNPs can be a potent alternative to viral-mediated nucleic acid delivery, with an extensive range of applications such as RNA interference (RNAi) therapy or RNA-based vaccines through intracellular delivery, respectively, of short interfering RNA (siRNA) or messenger RNA (mRNA) (3).

One of the primary advantages associated with LNPs is their biocompatibility that enables their use in vivo for human therapy (4, 5). LNPs are made of two major components: a lipid phase and a water phase containing surfactants. LNPs are generally divided into liposomes with an aqueous core or other LNPs; the latter could be solid lipid nanoparticles (SLNs) with a solid core and nanostructured lipid carriers (NLCs) featuring a core that is a mixture of solid and molten lipids (6). This subclass of LNPs was initially designed to improve the colloidal stability of lipid carriers and increase the drug payload into the core by controlling the release profile (7). Moreover, they are considered advantageous because their manufacturing processes can be easily scaled up for large production (8).

Due to the nature of their lipid core, these particles are not well adapted for nucleic acid encapsulation. The loading of biomacromolecules such as siRNA or mRNA, therefore, occurs through the association with their shell either by chemical modifications of Polyethylene glycol (PEG) residues (9) or by incorporation of cationic lipids at the level of phospholipid monolayer, thus allowing electrostatic interactions with negatively charged nucleic acids (9–12). The most chosen cationic lipids are quaternised cationic lipids, such as Dioleoyl-3-trimethylammonium propane (DOTAP), which are added to the formulation at the appropriate ratio (13). The NLCs with DOTAP present thereby a globally positive charge; thus, their toxicity and their impact on the immune systems need to be assessed. A previous study has reported that positively charged nanocarriers induce some systemic toxicity and pro-inflammatory effects (14). The microenvironment is known to drive distinct antigen-presenting cell (APC) fates by affecting functions of macrophages and dendritic cells (DCs) by activating different metabolic pathways. For example, while lipopolysaccharides (LPS) classically activated macrophages (M1), displaying pro-inflammatory activity, rely on glycolysis, Interleukin 4 (IL-4) alternatively activated macrophages (M2), displaying anti-inflammatory activity, primarily utilise fatty acid oxidation (FAO) and oxidative phosphorylation (OXPHOS) (15). DCs, like macrophages, respond differently in the presence of LPS and IL4 (16).

The exposition to cationic lipid carriers (cNLCs) has been shown to affect the functions of APCs. For instance, cNLCs were shown to activate bone-marrow-derived dendritic cells (BMDCs) partially by inducing the expression of two costimulatory molecules, CD80 and CD86, but without inducing the secretion of pro-inflammatory cytokines (17).

DOTAP itself could interact directly with ligands on the surface of the immune system (18). In the cationic NLCs formulation, we describe here that the phospholipid layer incorporating cationic lipids is covered by a dense PEGylated coating that contributes to the stability and also is known to reduce the interaction with proteins and other biological entities (14, 19, 20).

Moreover, how the positive charge of lipid particles modulates the metabolic fitness of APCs and how this is related to the cellular function have not yet been elucidated. Therefore, understanding the impact of positively charged particles on immune responses and particularly on APCs metabolism, fate and cytokine secretion is crucial to control the use of nanocarriers fully.

In the present study, we analysed the effect of NLCs surface charge on primary APCs using BMDCs and bone-marrow-derived macrophages (BMDMs), as cellular models. We evaluated the impact of neutral lipid carriers (nNLCs) and cNLCs on the secretion of different signalling factors and mitochondrial metabolism and glycolysis. Furthermore, we used negatively charged siRNA to reverse the net charge on cNLCs and evaluate the effect of different surface charges on cell function.



Materials and Methods


Cell Culture

The murine macrophage cell line (J774.1A) was purchased from ATCC; the cells were cultured in Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% fetal bovine serum and 1% penicillin-streptomycin.

As previously described (21), BMDCs were generated from the bone marrow extracted from C57BL/6 mice (Charles River, l’Arbresle, France). Bone marrow cells were isolated by flushing from the tibia and femur. Erythrocytes and GR1 positives cells were removed by incubating with Ly-6G/Ly-6C (BD Pharmingen, #553125) and TER-119 (BD Pharmingen, #553672) antibodies, and the remaining negatively sorted cells were isolated using Dynabeads isolation kit (ThermoFisher, #11047) by magnetic cell sorting; then the remaining negatively sorted cells were resuspended at 5×105 cells/ml in complete Iscove’s modified Dulbecco’s medium supplemented with Granulocyte-macrophage colony-stimulating factor (GM-CSF) (PeproTech, #315-03), FLT-3L (PeproTech, #250-31L) and Interleukin 6 (IL-6) (Peprotech, #216-16) according to Table 1. The transformation of the progenitors into fully active DCs was performed over a 10-day time frame.


Table 1 | Concentration of GM-CSF, FLT-3L and IL-6 for BMDCs culture.



BMDMs were also generated from bone marrow extracted from C57BL/6 mice as previously described (22). Briefly, the erythrocytes were removed by the RBC lysis buffer, and the remaining cells were cultured in a complete DMEM with 20% L929 (Sigma, #85011425) in conditioned medium (source of macrophage colony-stimulating factor) for 7 days.



Cationic and Neutral Lipid Nanocarriers

nNLCs and cNLCs were prepared as described in the previous study (23). Briefly, for nNLCs, a lipid phase was prepared containing triglycerides (Suppocire NB, Gattefossé and super-refined soybean oil, Croda Uniqema) and phospholipids (Lipoid SPC3, Lipoid). For cNLCs, the same lipid phase supplemented with the cationic lipid DOTAP (1,2-dioleoyl-3-trimethylammonium-propane chloride, Avanti Polar Lipids) and fusogenic lipid DOPE (1,2-dioleoyl-sn-glycero-3-phosphoethanolamine, Avanti Polar Lipids) were used. When indicated, Dil lipophilic dye (D282, ThermoFisher) was added to the lipid phase to enable fluorescence detection of nNLCs. A second aqueous phase containing the PEGylated surfactant PEG-40 Stearate (Myrj S40, Croda Uniqema) was prepared in Phosphate-buffered saline (PBS) (#806552, Sigma). Both lipid and aqueous phases were mixed together through high-frequency sonication. Lipid nanoparticles are purified by dialysing in 100 volumes of LNP buffer: 154 mM NaCl, 10 mM HEPES, and pH 7.4 using endotoxin-free ultra-pure water (TMS-011-A, Sigma) and 12–14 kDa MW cut-off membranes (ZelluTrans/Roth T3). Finally, the LNP solution was sterilised by filtrating through a 0.22-µm millipore membrane. A putative structure depicting each component of cNLCs and nNLCs is presented in Supplementary Figure 1.



Nanoparticle Uptake Assay

For nanoparticle uptake assays, 0.5 x 105 cells/mL of BMDCs and BMDMs were seeded into a 4-well Lab-Tek chambered coverslip. After 24 h of growth, the cells were incubated with both Dil-labelled nanocarriers, cNLCs and nNLCs, for 24 h at 37°C with 5% CO2. Nanocarrier accumulation inside cells was monitored by time-lapse microscopy using a spinning disk confocal microscope (Andromeda, TILL-FEI). The Dil-labelled nanocarriers were visualised using the lipophilic dye excitation wavelength of 514 nm while plasma membranes were labelled with FITC-conjugated cholera toxin (Sigma, C1655) and visualised at the excitation wavelength of 488 nm. After acquisition, the images were processed in Icy 2.0.3.0 software, and spectral deconvolution was performed using NIS 5.20.01 software.



Physical Characterisation of NLCs

The hydrodynamic diameter and polydispersity index (PDI) of the NLCs were determined by dynamic light scattering (DLS), and the zeta potential was determined by electrophoretic light scattering (ELS) using a Zetasizer Nano ZS instrument (Malvern). The hydrodynamic diameter and PDI were measured with a dispersion of 1 mg/mL NLCs in PBS while the zeta potential was measured with a dispersion of 1 mg/mL NLCs in 1 mM NaCl. Each assay was performed in three replications at 25°C. A table showing the size, PDI and zeta potential of both NLCs is documented in Supplementary Figure 1.



Complexation of cNLCs With Nucleic Acid

In the complexation of cNLCs with model nucleic acid, all-star negative control siRNA (siMock) was carried out in PBS. The required volume for siMock was calculated according to the desired N/P ratios (ratio of positively-chargeable polymer amine (N = nitrogen) groups to negatively-charged nucleic acid phosphate (P) groups) at a constant concentration of the cNLCs nanocarrier (100 µg/mL). The cNLCs carrier and diluted siMock were gently homogenised by pipetting and kept for 10 min at room temperature before immediate use for downstream experiments.



Incubation With Nanoparticles

For cell culture, 12, 24 and 96 cell culture microplates manufactured by Falcon® or seahorse XFe96 were used. Cells were seeded at a concentration of 106 cells/mL and cultured for 24 h. They were incubated for 24 h with nNLCs or cNLCs at a concentration ranging from 20 to 100 µg/mL. Cells were subsequently washed and stimulated with LPS (2 µg/mL) or IL-4 (20 ng/mL) for another 24 h. Finally, the impact of the two nanocarriers on BMDMs and BMDCs was assayed using various parameters, such as viability, phagocytosis, activation, cytokine secretion, nitric oxide (NO) production, reactive oxygen species (ROS) production and glycolysis or mitochondrial metabolism.



Toxicity Assessment

Toxicity was measured by quantifying the cell viability using the CytoTox-ONE™ Homogeneous Membrane Integrity Assay kit (Promega, G7891) according to the manufacturer’s protocol. Briefly, the lysis solution (2 μl of lysis solution per 100 μl original volume) was used as a positive control for lactate dehydrogenase (LDH) release. A volume of 100 µL of CytoTox-ONE™ reagent was added to each well, before homogenisation on a shaker for 30 seconds and followed by incubation for another 10 min in the dark. After that, stop solution (50 µL) was added to each well, and the plate was placed on the shaker for another 10 seconds. Finally, their fluorescence was recorded at an excitation wavelength of 560 nm and an emission wavelength of 590 nm using a CLARIOstar® microplate reader (BMG LABTECH).



Phagocytosis Assay

Nanocarrier-exposed macrophages (BMDMs and J774.1A cells) and BMDCs were incubated at a ratio of 10 microspheres per cell for 6 h with 1.0-µm FluoSpheres® carboxylate-modified microspheres (ThermoFisher, F8851) labelled with a red fluorescent dye (580 nm excitation and 605 nm emission). Cells were analysed by flow cytometry with an Accuri C6 instrument (Becton-Dickinson), and the analysis was performed by the FCS Express V5 software (De Novo Software).



Cell Activation

Nanocarrier-exposed BMDCs and BMDMs were stimulated for 24 h using 2µg/mL LPS from Escherichia coli. Supernatants were collected for downstream cytokine immunoassay. After blocking the Fc receptor (BD Pharmingen, 553142) to reduce nonspecific binding, BMDCs and BMDMs were stained for APC/Cy7 conjugated CD11b (Ozyme, BLE101226) and PE/Cy7 conjugated CD11c (Ozyme, BLE117318) or PE/Cy7 conjugated CD11b (Ozyme, BLE101216) and APC/Fire™ 750 conjugated F4/80 (Ozyme, BLE123152), respectively. To evaluate the cell activation, BMDCs and BMDMs were stained with Alexa Fluor® 488 conjugated anti-IAb (Ozyme, BLE116410) and PE conjugated CD86 (Ozyme, BLE105008) antibodies. In both cases, live cells were selected by negative 7-aminoactinomycin D (7AAD; BD Pharmingen, 559925) staining and analysed by flow cytometry using an LSR II instrument (Becton-Dickinson). The proportion of activated cells was quantified using FCS Express V5 software.



Cytokine Immunoassays

Cytokine production was measured from cell culture supernatants with cytometric bead array (CBA; BD Pharmingen, 552364) using a mouse inflammation kit against IL-6, IL-12p70, MCP-1, TNFα, IL-10 and IFNγ. Results were acquired by flow cytometry using a BD LSR II instrument and analysed with FCAP Array Software v3.0 (BD Pharmingen, 652099).



NO and ROS Production

NO produced by BMDMs and BMDCs was determined by measuring nitrite concentration in cell culture media by Griess assay. Briefly, 50 µL of cell supernatant was transferred to a 96-well plate and incubated with an equal volume of sulphanilamide (Sigma, S9251) and N-alpha-naphthyl-ethylenediamine (Sigma, 222488) solutions, respectively, for 10 min each, protected from light. Optical density was measured at 540 nm using a CLARIOstar® microplate reader, and sample nitrite concentration was determined using a standard curve. ROS production by BMDMs and BMDCs was determined by ROS-Glo™ H2O2 assay kit (Promega, G8821). The cells were cultured at 5 x 104 cell/mL concentration in a 96-well plate, exposed to nanocarriers for 24 h and stimulated with 2 µg/mL of LPS. A volume of 20 µL of H2O2 substrate solution was added to each well before 6 h of ROS production measurement. ROS production measurement was performed by adding 100 µL of ROS-Glo™ detection solution per well, before 20 min of incubation at 22°C followed by luminescence using a CLARIOstar® microplate reader.



Metabolic Flux Analysis

For mature BMDCs (on day 10), 1.5 x 105 cells per well were seeded into seahorse culture plate (Agilent, 102416-100) precoated with Cell-Tak (Corning, 354240) to enable BMDCs adherence, in complete culture media supplemented with GM-CSF (5 ng/mL) and FLT-3L (25 ng/mL). For mature BMDMs (on day 7), 0.8 x 105 cells per well were seeded into seahorse culture plate as described in the previous study (24). A graphical representation of the experiment design is presented in Supplementary Figure 2.



Statistical Analysis

Results are expressed as mean values ± standard deviation (SD). Statistical analysis was performed using GraphPad Prism version 8.4.2. Data were analysed by one-way ANOVA and Tukey’s multiple comparison test to analyse the difference between different groups. P-values below 0.05 were considered as significant and indicated as follows: *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, and ****P ≤ 0. 0001 as compared with untreated cells (not exposed to NLCs).




Results


nNLCs and cNLCs Do Not Induce Cell Toxicity and Are Efficiently Internalised by APCs

We first investigated whether the exposure of nNLCs and cNLCs is toxic for APCs in vitro, using a macrophage cell line (J774.1A) or primary untransformed cells extracted from bone marrow: macrophages (BMDMs) and DCs (BMDCs). Cells were exposed to nNLCs or cNLCs with concentrations ranging from 0 to 250 µg/mL and measured toxicity (Figure 1A). Among all the tested cells, BMDCs were most susceptible to both nNLCs and cNLCs exposure, and all the tested conditions exhibited more than 80% of cell viability. Therefore, for subsequent experiments, we chose 20 and 100 µg/mL as low and high standard doses, respectively, without adverse effects, that is, higher than 80% of cell viability after 24 h of incubation.




Figure 1 | nNLCs and cNLCs do not induce cell toxicity and are efficiently internalised by APCs (A) Cell viability (LDH release assay) of BMDCs, BMDMs and J774.1A cells was analysed after exposure to different concentrations of nNLCs and cNLCs nanocarriers for 24 h. Data are displayed as mean ± SD and normalised to the untreated cells (N = 3 independent experiments). Time-dependent engulfment of both cNLCs and nNLC in BMDCs (B) and BMDMs (C). After APCs exposure to 20 and 100 µg/ml of Dil labeled nNLCs or Dil labeled cNLCs nanocarriers for 1, 3, 6, 18 h cells were analysed by flow cytometry. Data are displayed as mean ± SD and presented as % of max MFI (at 18h) (N = 3 independent experiments). Confocal microscopy analysis of nNLCs and cNLCs uptake in (D) BMDCs and (E) BMDMs. After APCs exposure to 100 µg/ml of nNLCs or cNLCs nanocarriers for 24 h, cell membranes were labelled with FITC-conjugated cholera toxin (green), and nNLCs and cNLCs are observed by excitation of Dil fluorescent dye (red). Images were acquired using a confocal spinning-disk microscope. The images displayed were representative of the majority of cells observed.



Next, we assayed the internalisation of both nNLCs and cNLCs by two primary cell types: BMDCs and BMDMs that are more physiologically relevant than any immune cell lines. The analysis of the time dependent engulfment of both NLCs showed that the maximum of uptake was reached after 1h for both BMDCs (Figure 1B) and BMDMs (Figure 1C). Staining the cell membrane of APCs with FITC conjugated cholera toxin showed both the nanocarriers were internalised into BMDCs (Figure 1D) and BMDMs (Figure 1E) within a 24-h time frame. Therefore, from these first experiments, we can conclude that these two nanocarriers were not toxic up to a 250-µg/mL concentration, while they were both efficiently internalised by APCs.



nNLCs and cNLCs Are Internalised by APCs Without Affecting Their Phagocytic Capacity

Accumulation of nanocarriers into phagocytic APCs opens the question of whether their functions could be altered, such as phagocytosis, which is one of the primary features of APCs. The phagocytic capacity of BMDCs or BMDMs was assessed by counting the number of engulfed microspheres per cell by flow cytometry. This parameter was not altered by either the neutral or the cationic nanocarrier supporting that the phagocytic capacity of both APCs was not modified by any type of nanocarrier (Figures 2A–D). Moreover, we noticed that the phagocytic capacity of BMDMs was 20% higher than that of BMDCs (Figures 2B, D).




Figure 2 | Phagocytic capacity of APCs exposed to nNLCs or cNLCs. BMDCs and BMDMs were exposed to nNLCs and cNLCs nanocarriers at 20 and 100 µg/mL for 24 h, then incubated with fluorescent microspheres for 6 h and subsequently analysed by flow cytometry. The repartition of the cells in the 1st, 2nd, 3rd and 4th peak corresponds to 0, 1, 2 and 3 or more beads internalisation, respectively. Overlaid histograms are shown in (A) for BMDCs and (C) for BMDMs. The proportion of cells in each peak was analysed for (B) BMDCs and (D) BMDMs. Data are displayed as mean ± SD (N = 3 independent experiments).



We also verified the impact of the nanocarriers on the phagocytic capacity of J774.1A cells, a well-characterised macrophage cell line for phagocytosis analysis (25). Similarly, we did not observe a significant change in phagocytic capacity between the nanocarrier treated cells or control cells. These results obtained with the J774.1A cell line were consistent with what we observed in the primary cells (Supplementary Figures 3A, B).



cNLCs but Not nNLCs Can Increase LPS Activation of BMDMs

BMDCs were identified by CD11b and CD11c expressions (26) whereas BMDMs were marked by CD11b and F4/80 expressions (27) (see the gating strategy in Supplementary Figure 4). Activation of BMDCs and BMDMs was evaluated by the frequency of CD86 and MHC-II double-positive cells. After LPS stimulation, the frequency of CD86+ and MHC-II+ in BMDCs increased from 27.83% to 75.9% (Figure 3A and Table 2) while no significative changes were observed in BMDMs (Figure 3B).




Figure 3 | Expression of activation surface marker in APCs following exposure to nNLCs or cNLCs. BMDCs (A) and BMDMs (B) were exposed to nNLCs or cNLCs for 24 h, followed by LPS stimulation for an additional 24 h. Percentage of double-positive (CD86 and MHC-II) BMDCs and CD86 positive BMDMs were determined, with gating on CD11b and Cd11c positive cells for BMDCs and CD11b and F4/80 positive cells for BMDMs. Data are displayed as mean ± SD (N = 3 independent experiments), and the statistical significance between nanocarrier treated or untreated groups was performed by one-way ANOVA test using Tukey’s multiple comparisons test. *P ≤ 0.05; ***P ≤ 0.001; and ****P ≤ 0.0001.




Table 2 | Percentage of activated APCs with or without NLCs treatment.



Exposure to increasing concentrations of nNLCs or cNLCs did not significantly alter LPS-induced double expression of CD86 and MHC-II in BMDCs. In the case of unstimulated BMDMs activation, CD86 and MHC-II double-positive cell percentage was not altered when exposed to nNLCs but decreased significantly when exposed to cNLCs at the highest dose from 19.6% to 9.79%. In the case of unactivated BMDMs, the percentage of CD86 positive cells remained unaltered when exposed to nNLCs (Table 2). Altogether, our data highlight that both nanocarriers do not activate BMDCs, but cNLCs slightly alter the activation of BMDMs. BMDCs, on exposure to both nanocarriers, maintained their capacity to respond to LPS activation. However, in the case of LPS-stimulated BMDMs, exposure to cNLCs significantly increased the percentage of activated BMDMs from 14.69% to 29.76%, while it remained the same with the nNLCs (Figure 3B and Table 2). This suggests that exposure to nanocarriers alone is not sufficient to activate both BMDCs and BMDMs. However, in LPS-stimulated BMDMs, exposure to cNLCs increased the frequency of CD86+ and MHC-II+ activated cells. Internalisation of both lipid nanocarriers, neutral and cationic ones, is not sufficient to activate both BMDCs and BMDMs, although exposure to cNLCs enhanced the ability of BMDMs to respond to LPS stimulation.



cNLCs and nNLCs Can Alter the Production of Signalling Molecules by APCs

The capacity to produce different soluble factors, including signalling proteins such as cytokines or chemokines and other small molecular mediators such as NO and ROS, is a hallmark of APCs activation.

Having demonstrated that exposure to cNLCs could alter the activation of BMDMs in response to LPS, we wondered what would be the impact of both nanocarriers on cytokine secretion. We observed that both nanocarriers did not induce cytokine secretion in unstimulated BMDCs and BMDMs (Figures 4A–D, left panel), except the highest dose of cNLCs but not nNLCs, which significantly increased the production of the MCP-1 chemokine in unstimulated BMDCs and to a lesser extend in unstimulated BMDMs (Figures 4E, F, left panel).




Figure 4 | Secretions of signalling factors by APCs in response to nNLCs or cNLCs. Relative cytokine and chemokine concentration in the supernatant of BMDCs and BMDMs exposed to nNLCs or cNLCs and activated or not by LPS was determined by immunoassay. Secretion of the IL-6 cytokine in (A) BMDCs and (B) BMDMs; the TNFα cytokine in (C) BMDCs and (D) BMDMs and the chemokine MCP-1 in (E) BMDCs and (F) BMDMs. Relative NO concentration in the supernatant of BMDCs (G) and BMDMs (H) cells exposed to nNLCs or cNLCs and activated or not by LPS was determined by Griess assay. ROS production by BMDCs (I) and BMDMs (J) cells exposed to nNLCs or cNLCs and activated or not by LPS was determined by ROS-Glo™ H2O2 assay. Data are displayed as mean ± SD (N = 4 independent experiments), and the statistical significance between nanocarrier treated or untreated groups was performed by one-way ANOVA test using Tukey’s multiple comparisons test. *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; and ****P ≤ 0.0001.



Upon LPS stimulation of APCs, nNLCs exposure did not alter IL-6 production by both BMDCs and BMDMs. However, exposure to cNLCs significantly increased IL-6 production by BMDMs (Figure 4B, right panel) but not by BMDCs (Figure 4A, right panel). In the case of BMDCs, both nNLCs and cNLCs decreased TNF-α production at 100 µg/mL (Figure 4C, right panel). For BMDMs, TNF-α production was only increased at 100 µg/mL of cNLCs but not for BMDCs (Figure 4D, right panel). We also observed that treatment with cNLCs but not nNLCs significantly increased MCP-1 production in both LPS-stimulated BMDCs and BMDMs (Figures 4E, F, right panel).

Two other important secretory molecules, NO and ROS productions were evaluated in the culture supernatant of APCs by Griess assay and H2O2 quantification, respectively. In absence of LPS stimulation, we did not observe a production of NO by BMDCs and BMDMs in response to both nanocarriers (Figures 4G, H, left panel) although ROS production was detected by BMDCs treated with 100 µg/mL of either nNLCs or cNLCs but not in BMDMs (Figures 4I, J, left panel). In LPS-stimulated conditions, both nNLCs and cNLCs at highest dose decreased NO production by BMDCs (Figure 4G, right panel), while the only cNLCs were responsible for increasing NO production in BMDMs (Figure 4H, right panel). After stimulation by LPS, both APCs produced increased quantities of ROS, but its production was not significantly altered by exposure to both nanocarriers (Figures 4I, J, right panel). These results indicate that BMDCs and BMDMs are differently affected by neutral or cationic nanocarriers regarding their capacity to produce NO and ROS and depending on activation stimuli.

Overall, nNLCs have only limited influence on the productions of signalling molecules, whereas cNLCs display significant effects, especially for inflammatory signals. The influence of cNLCs is clearly demonstrated in activated BMDMs by the increases of IL-6, TNF-α, MCP-1 secretions and NO production. Both nNLCs and cNLCs share most of their features such as their same size and composition; therefore, their major difference resides in their surface charge. This led us to hypothesise that this difference in the surface charge may be responsible for different effects driven by these two nanoparticles on APCs.



nNLCs and cNLCs Have a Significant Impact on the Mitochondrial Metabolism of BMDMs but Not on That of BMDCs

As cellular metabolism plays a key role in different functions of APCs, we sought to determine the effect of differentially charged LNCs on mitochondrial metabolism. For instance, pro-inflammatory stimuli by LPS are known to trigger a metabolic switch that would enhance glycolysis, whereas enhanced FAO and mitochondrial OXPHOS are hallmarks of IL-4-induced anti-inflammatory activity in immune cells.

Upon exposition to both nanocarriers, no alteration in the basal respiration, maximal respiration capacity, spare respiratory capacity, nonmitochondrial oxygen consumption and coupling efficiency (Supplementary Figures 5A, C, E and Figures 6A, C), proton leak or ATP production (Figures 5A, C) were found in unstimulated or stimulated BMDCs.




Figure 5 | Mitochondrial metabolism in naïve, classically activated or alternatively activated APCs in response to nNLCs or cNLCs. (A, B) Proton leak, (C, D) ATP production and (E, F) glycolysis in BMDCs and BMDMs, respectively, were measured after exposure to cNLCs or nNLCs for 24 h and activated by LPS or IL-4 for another 24 h. Oxygen consumption rate (OCR) and ECAR were quantified using a seahorse XF analyser. Data were normalised by cell number based on cell count (Hoechst 33342 staining) and are displayed as mean ± SD (N = 4 independent experiments). The statistical significance between nanocarrier treated or untreated groups was performed by one-way ANOVA test using Tukey’s multiple comparisons test. *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; and ****P ≤ 0.0001.



In BMDMs, exposure to both nanocarriers increased basal respiration and nonmitochondrial oxygen consumption of unstimulated cells at 100 µg/mL, as well as the nonmitochondrial oxygen consumption of LPS-stimulated cells treated with the nNLCs (Supplementary Figures 5B and 6B). Treatment with 100 µg/mL of cNLCs significantly increased the proton leak, Adenosine triphosphate (ATP) production, basal respiration, maximal respiration capacity, spare respiratory capacity and nonmitochondrial oxygen consumption (Figures 5B, D and Supplementary Figures 4B, D, F, and 5B) in unstimulated or IL-4-stimulated BMDMs whereas the nNLCs did only slightly increase basal respiration and nonmitochondrial oxygen consumption (Supplementary Figures 5A and 6A).

It is to be noted that both nanocarriers did not impair the coupling efficiency of unstimulated or stimulated BMDMs (Supplementary Figure 6B).

As a whole, our results demonstrate that the cNLCs have a more important effect on BMDMs’ metabolism compared with the nNLCs, while both nanocarriers have little effect on the metabolism of BMDCs.



nNLCs and cNLCs Alter the Glycolysis of BMDMs and Not of BMDCs

Considering the alterations of the mitochondrial metabolism induced by the cNLCs and to a lesser extent the nNLCs, we sought to investigate their effects on the glycolytic profile of APCs as LPS-stimulated cells are mostly dependent on glycolysis. To evaluate the different glycolytic parameters of BMDCs and BMDMs, cells were first pretreated with different concentrations of both nanocarriers and then stimulated with LPS or IL-4 for 24 h. After stimulation, the extracellular acidification rate (ECAR) was measured using the glyco stress assay.

Unlike for BMDCs that did not show any alteration in glycolysis (Figure 5E) or glycolytic capacity (Supplementary Figure 7A), BMDMs’ glycolysis (Figure 5F) and glycolytic capacities (Supplementary Figure 7B) were increased in both unstimulated and stimulated conditions when exposed to 100 µg/mL of cNLCs. However, exposure to nNLCs did not induce any alteration in glycolysis or glycolytic capacity in BMDMs regardless of stimulating conditions (Figure 5F and Supplementary Figure 7B).

The combination of these results reveals that the cationic but not the nNLCs at the highest concentration alter the glycolytic profile in BMDMs. Conversely, both nanocarriers have no effect on glycolysis in BMDCs.



Reversing the Surface Charge With a Nucleic Acid Cargo Prevents Adverse Effects of cNLCs on APCs

As previous experiments have pointed out, at 100 µg/mL, cNLCs had a more dramatic effect on BMDMs’ physiology than nNLCs; we wondered whether the surface charge could explain the differences observed.

This led us to investigate whether we could reverse the phenotype observed on APCs by reversing the surface charge of the cNLCs with a nucleic acid cargo, here a negative control siRNA (siMock). We used different surface charges by fine-tuning the ratio of the positively charged amine groups of cNLCs nanocarriers (N = NH3+ group) relative to the negatively charged phosphate groups (P) from each phosphodiester bonds within the nucleic acid sequence, hence called N/P ratio. After complexation between siRNA and cNLCs nanocarriers, the zeta potential and hydrodynamic diameter of these nanocomplexes were measured. Naked cNLCs showed a zeta potential of 45.80 ± 3.8 mV in 1 mM NaCl while increasing amounts of the nucleic acid cargo and thus decreasing the N/P ratio lead to lower the zeta potential values down to –9.97 ± 0.94 mV, while naked nNLCs was measured at –16.50 ± 0.53 mV (Figure 6A). It is to be noted that the complexation of cNLCs with different quantities of siRNA did not significantly alter the size of the nanocomplexes (Figure 6B).




Figure 6 | Reversing the surface charge with a nucleic acid cargo prevent adverse effects of cNLCs on APCs. (A) The zeta potential measurement of cNLCs complexes with siRNA at different N/P ratios was performed on a zetasizer instrument by ELS in 1 mM NaCl. (B) The hydrodynamic diameter of cNLCs complexes with siRNA at different N/P ratios was measured on a zetasizer instrument by DLS in PBS buffer. (C) IL-6 and (D) TNFα secretion was quantified from the supernatant of BMDMs exposed to 100 µg/mL of cNLCs complexes with siRNA at different N/P ratios and activated or not by LPS. (E) NO concentration in the supernatant of BMDMs exposed to 100 µg/mL of cNLCs complexes with siRNA at different N/P ratios and activated or not by LPS was determined by Griess assay. (F) Glycolysis in BMDMs exposed to 100 µg/mL of cNLCs complexes with siRNA at different N/P ratios and activated or not by LPS was determined by ECAR. (G) Basal respiration, (H) ATP production, (I) maximal respiration capacity and (J) spare respiratory capacity in BMDMs exposed to 100 µg/mL of cNLCs alone or complexes with siRNA at different N/P ratios and activated or not by IL-4 was determined by OCR. OCR and ECAR were quantified using a seahorse XF analyser. Data were normalised by cell number based on cell count (Hoechst 33342 staining) and are displayed as mean ± SD (N = 4 or 6 independent experiments). The statistical significance between nanocarrier treated or untreated groups was performed by one-way ANOVA test using Tukey’s multiple comparisons test. *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; and ****P ≤ 0.0001.



Using different N/P ratios, we generated nanocarriers with different zeta potentials that we subsequently used to investigate their effects on BMDMs functions. An experimental design of metabolic flux analysis for reversal of nanocarrier surface charge is depicted in Supplementary Figure 8. BMDMs were exposed to 100 µg/mL of cNLCs nanocarrier, cNLCs-siRNA nanocomplexes at N/P 8 to N/P 1 or nNLCs nanocarrier. The culture supernatants were collected, and the secretion of pro-inflammatory cytokines (IL-6, TNFα) or chemokine (MCP-1) was quantified by immunoassay. IL-6 and TNFα productions by LPS-stimulated BMDMs were correlated to the zeta potential of the nanocarriers (Figures 6C, D), that is, the productions were maximum with cNLCs and decreased when cNLCs are complexed to siRNA reaching at N/P ratio 1 a similar level than the one obtained with nNLCs. The production of NO and MCP-1 by LPS-activated BMDMs also decreased with lower N/P ratios but to a lesser extent than for IL-6 and TNFα (Figure 6E and Supplementary Figure 9A).

To analyse the effect of the surface charge on glycolysis, we measured ECAR in BMDMs exposed to nanocomplexes at different N/P ratios and then stimulated or not with LPS. Both unstimulated and LPS-stimulated BMDMs showed a decrease in both glycolysis and glycolytic capacities with decreasing zeta potential and almost down to the same values as that of the nNLCs for the unstimulated cells (Figure 6F and Supplementary Figure 9C).

Next, we analysed the effect of the surface charge on the mitochondrial metabolism of BMDMs, by measuring the OCR in BMDMs exposed to nanocomplexes at different N/P ratios and then stimulated or not with IL-4. The exposure to differently charged nanocarriers showed a decrease in basal respiration, maximal respiration capacity, ATP production, spare respiratory capacity and proton leak correlated with a decrease in zeta potential in both unstimulated and IL-4-stimulated BMDMs (Figures 6G–J and Supplementary Figure 8B). However, the effect of differently charged nanocarriers on both unstimulated and IL-4-stimulated BMDMs was not statistically significant for nonmitochondrial oxygen consumption and percentage of coupling efficiency (Supplementary Figures 9D, E).

Altogether, these results revealed that decreasing zeta potential, hence the surface charge of the cNLCs, was able to reverse their effect on the different cellular functions of primary BMDMs upon both pro- and anti-inflammatory stimulations. Moreover, using a range of N/P ratios representing the surface charge of the nanocarriers, we demonstrated that the alteration of the BMDMs physiology was proportional to the overall net surface charge of nucleic acid-loaded LNPs.




Discussion

Lipid-based nanocarriers are promising delivery systems for imaging (28), gene therapy including nucleic acids delivery (29) such as siRNA transfection (13, 30) or mRNA vaccine delivery (31), drug delivery (32), adjuvant delivery system (33) and other biomedical applications.

Nanoparticles composed of cationic lipids have a strong capacity for binding and condensing nucleic acid by electrostatic interactions at the level of the phospholipid layer and deliver the payload across cellular membranes within the target cell cytoplasm (34). However, when designing a lipid-based nanocarrier, the composition of the lipids defines the protein corona around the nanocarrier that is closely linked with the activation of the immune system leading to undesired side effects and biodistribution (35, 36). It is well known that different components of lipid-based carriers such as DOPE and DOTAP facilitate the formation of protein corona eventually causing undesired side effects (37). One of the most efficient ways to reduce the nanocarrier-protein interaction and formation of protein corona is wrapping the nanocarrier with linear chains of PEG (38). PEGylation acts not only as an anti-opsonisation strategy but also as a thermodynamic shield that reduces nonspecific protein adsorption (39, 40). As our cNLCs contain DOPE and DOTAP, they were covered with 2 kDa PEG chains to limit the adsorption of proteins and direct interaction with plasma membrane as shown in a previous study (41), although preserving their capacity of the complexation with nucleic acids. However, it remains to assess the effects of cNLCs on different immune cells to precisely manage their future uses.

To understand the effect of differently charged NLCs, we opted for ex vivo experiments as an alternative to in vivo experiments, allowing for more regulated manipulation of cell functions and processes. Although cell lines have played a crucial role in scientific progress for decades, researchers are now increasingly skeptical when interpreting data generated from cell lines only. Factors such as misrepresented and contaminated cell lines have triggered a strong interest in primary cells (42, 43). In our study, to be closer to the physiological conditions, we conducted our experiments on BMDMs and BMDCs. Based on the results presented here, in unstimulated BMDCs and BMDMs, NLCs had very few effects on the cellular production of soluble factors. Interestingly, after LPS stimulation, macrophages and DCs responded differently when treated with cNLCs and nNLCs. In the case of BMDMs, after LPS stimulation, cNLCs at high concentration provoked an enhanced immune response by increasing the production of different secretory pro-inflammatory molecules including IL-6, TNF-α, and MCP-1, while nNLCs did not. However, in the case of BMDCs, we observe a reduction in TNF-α secretion by nNLCs and cNLCs exposed LPS-stimulated. Under LPS stimulation, cNLC-exposed BMDCs and BMDMs increase their production of MCP-1. MCP-1 is one of the essential chemokines that governs the migration and infiltration of monocyte and macrophage (44). Elevations of MCP-1 production have been reported after the exposure of several nanomaterials such as gold NPs on BMDMs and BMDCs (24) or nickel NPs on mesothelial cells (45). Hence, MCP-1 may be considered as a sensitive indicator of NPs exposure. MCP-1 is known to be associated with some inflammatory chronic diseases such as rheumatoid arthritis (46) or allergic asthma development (47). Therefore, it is important to consider the MCP-1 level when using cNLCs in vivo administration that might facilitate the emigration of immature myeloid cells at the site of exposure and promote inflammation.

To assess the influence of NLCs on the metabolism of BMDMs and BMDCs, we polarised these cells with either LPS or IL-4. While LPS-activated pro-inflammatory cells undergo a metabolic switch to enhanced glycolysis (48, 49), IL-4 induces alternatively activated cells towards an anti-inflammatory response, which would then rely mostly on FAO and mitochondrial OXPHOS (50). As a result, altered metabolism is not only a characteristic of macrophage cell functions but also a prerequisite for a proper response to an immune stimulus. We demonstrated that both NLCs did not alter the basal mitochondrial respiration of BMDCs. However, in the case of BMDMs, basal respiration increased when exposed to the highest concentration used with both NLCs, indicating that the concentration of either neutral or cationic cargo must be finely determined. While no metabolic change was observed in BMDCs, they showed an increase of glycolysis and mitochondrial respiration specific of positive cNLCs. A previous study has shown a positive association between the glycolytic and the secretory activities in macrophages; however, the same was evaluated under LPS stimulation (49). In unstimulated conditions with cNLCs exposure, we did not observe this coupling, probably because the cNLCs-induced increase of glycolysis is not high enough to drive secretory adaptations as observed in cNLCs-treated BMDMs under LPS stimulation. It is noteworthy that LPS-activated BMDMs rely on mitochondrial respiration. Based on these results obtained in vitro, we can assume that positive charge of cNLCs in vivo would not significantly affect the basal level of unstimulated DCs or macrophages secretory activity, hence preventing unintended immune responses (suppression or activation) and subsequent harmful outcomes (cancer or autoimmunity).

For our investigations, we used two NLCs with similar composition and size but solely differing by their zeta potentials. Therefore, the effects on the cellular functions of APCs observed only with cNLCs may be linked to their respective charge. This could be explained by three hypotheses: 1) the lipid composition of the NLCs (35), 2) the net surface charge of NLCs (51) and 3) the protein corona around NLCs (37, 52). Previous studies showed that solid lipid NLCs were efficiently phagocytosed by macrophages but cationic NLCs led to increased cytotoxic effects than neutral equivalents supporting the influence of the charge on APC fate (53). An example of the effect of the charge on the activation of DCs was provided in the study of cationic hydrogel rod-shaped NLCs, which were more efficient than anionic equivalent NLCs in inducing specific immune responses (54). However, influence of cationic charge of NLCs on DC activation is not universal; for instance, both some cationic PLGA-based NLCs did not provoke significant activation of BMDCs from mice (55). Other parameters like the nature of the components of the NLCs must be considered such as DOTAP which induces pro-inflammatory effect (56) and used in lipid NLCs as adjuvant for vaccine purpose (57). Altogether, these studies highlight the difficulty in defining general rules in the reactivity of APCs after exposure to NLCs that results from the huge variety of NLCs, the diversity of APCs and the great sensitivity of APCs to their environment.

Here, we demonstrate that reversing the net charge of positively charged lipid NLCs by complexing with negatively charged RNA, can reverse the effect of charged carriers on different cellular functions. For this, we studied the effect of the charge of the nanocarrier using BMDMs as a cellular model since they appeared to be the most affected cells by the exposure to cNLCs. By modifying the net surface charge of the cNLCs using siRNA at different N/P ratios, we observed that the increase of the production of pro-inflammatory secretory molecules (IL-6, TNF-α, MCP-1 and NO) was proportional to the net surface charge of the lipid nanocarriers. In parallel, metabolic parameters, including basal respiration, maximal respiration capacity, ATP production, spare respiratory capacity and proton leak, were also modulated accordingly to the charge of the lipid nanocarriers. These results show that the effects of positively charged nanocarriers, such as cNLCs, can be reversed by the complexation of negatively charged ligands, such as RNA, proportionally to the net charge of the resulting nanocarrier. Different applications could then be developed with cNLCs associated with RNA, including RNAi therapeutics as well as mRNA delivery for vaccinal purposes, even in the context of immune disorders.

Several studies reported some effects of the charge of nanoparticles on cell behaviour. For instance, N-Arginine-N-octyl chitosan is used to synthesise pH-sensitive charge-reversal lysosomolytic nanocarriers, which could reduce the potential toxicity of the nanocarrier as well as increase the drug delivery efficiency (58). Moreover, it has been shown that that charge-reversal nanocarriers enhanced gene delivery to the tumor site (59). Furthermore, researchers demonstrated that the use of chitosan and the pH-responsive charge-reversible polymer enhanced the siRNA delivery (60). Here, our results highlight that fine-tuning of the surface charge of cationic NLCs with an oppositely charged biomaterial, for instance, nucleic acid, could prevent immunostimulation properties of the cationic carrier and has to be kept in mind for the future use of such carriers for therapeutic applications. Overall, using the same cationic lipid nanocarrier with tunable surface charge, we propose that positive charge is one of the major factors responsible for the alteration of the immune response.



Conclusion

In conclusion, both BMDCs and BMDMs responded differently when exposed to the cationic or neutral variation of the same lipid nanocarriers. Therefore, it is highly relevant to include both cell types in the case of immunotoxicity analysis. We demonstrated that both nanocarriers, at low concentration, did not significantly alter several functions of both APCs. However, the cationic nanocarrier, at the highest concentration, induced alterations of some functions of APCs. We demonstrated that this effect on APCs was dependent on the net positive charge surface charge of the lipid carrier that could be offset by loading nucleic acid cargo that mediated reversal of the charge. Finally, we propose that tuning the nucleic acid load, hence, the surface charge of NLCs is critical to their use for therapy and prevent the alteration of immune cell response to stimuli.
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Macrophages play an important role in the initiation, progression and resolution of inflammation in many human diseases. Effective regulation of their activation and immune responses could be a promising therapeutic strategy to manage various inflammatory conditions. Nanodevices that naturally target macrophages are ideal agents to regulate immune responses of macrophages. Here we described a special tryptophan (Trp)-containing hexapeptide-coated gold nanoparticle hybrid, PW, which had unique immunomodulatory activities on macrophages. The Trp residues enabled PW higher affinity to cell membranes, and contributed to inducing mild pro-inflammatory responses of NF-κB/AP-1 activation. However, in the presence of TLR stimuli, PW exhibited potent anti-inflammatory activities through inhibiting multiple TLR signaling pathways. Mechanistically, PW was internalized primarily through micropinocytosis pathway into macrophages and attenuated the endosomal acidification process, and hence preferentially affected the endosomal TLR signaling. Interestingly, PW could induce the expression of the TLR negative regulator IRAK-M, which may also contribute to the observed TLR inhibitory activities. In two acute lung injury (ALI) mouse models, PW could effectively ameliorate lung inflammation and protect lung from injuries. This work demonstrated that nanodevices with thoughtful design could serve as novel immunomodulatory agents to manage the dysregulated inflammatory responses for treating many chronic and acute inflammatory conditions, such as ALI.
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Introduction

Understanding the interactions between nanodevices and the immune system is pivotal to guide nanomaterial design for better biomedical application outcome. When the nanodevices are introduced into the body, they will inevitably encounter the immune system, and may trigger the innate and adaptive immune responses for good or bad. In the field of nanomedicine, majority of the efforts have been focusing on designing “inert” or “invisible” nanodevices to escape elimination by the immune system to achieve prolonged circulation and less immunogenicity. For example, polyethylene glycol (PEG) has been widely used to modify the nanodrug carriers to avoid serum protein adsorption and reduce phagocytosis by immune cells (1–3); CD47 protein is introduced on the surface of the nanodevices to serve as the “don’t eat me” signal (4, 5). However, with increasing understanding of the roles of specific immune cells in the pathophysiological process of human diseases, the phagocytotic properties of innate immune cells to grasp nanodevices could be conversely advantageous for modulation of immune reactions, opening new avenues to treat inflammatory disorders that currently lack of an effective cure.

In contrast to the “immune inert” purpose, the use of nanodevices to modulate innate and adaptive immune responses has sparked significant interests in recent years. For instance, studies have shown that the internalization of the Syk inhibitor (piceatannol)-loaded albumin nanoparticles into neutrophils can block the pro-inflammatory responses of activated neutrophils, serving as a new treatment for diseases associated with exaggerated neutrophil activation (6). A PEGylated polyphenol-based antioxidant, rosmarinic acid (RA), was designed to form nanoparticles (RANPs) to preferentially target the inflamed colon in colitis mice, and significantly reduce colon inflammation by scavenging the reactive oxygen species (ROS) (7). On the other hand, nucleic acid-based Toll-like receptor (TLR) ligands were encapsulated into liposomes to serve as potent adjuvants to boost anti-tumor immune responses (8). Interestingly, “drug-free” nanoparticles (i.e., do not carry any therapeutic agent) have been newly discovered with potent immune modulatory activities. A luminol-conjugated β-cyclodextrin based nanoparticle (LCD NP) was synthesized to effectively inhibit the inflammatory responses, oxidative stress and migration of neutrophils and macrophages to treat acute and chronic inflammatory disorders (9). These findings are encouraging that with proper design, nanoparticles could regulate immune responses, aiding to new immunotherapies to treat various diseases.

Previously, we discovered a “drug-free” peptide-gold nanoparticle (GNP) hybrid, P12, with novel anti-inflammatory activities (10–12). P12 was made of hexapeptides (CLPFFD) wrapping around the surface of a 13-nm GNP. It effectively inhibited multiple TLR signaling pathways in THP-1-derived macrophages and human peripheral blood mononuclear cells (PBMC), and exhibited potent anti-inflammatory activity in a lipopolysaccharide (LPS)-induced acute lung injury (ALI) mouse model (13). This unique bioactivity of P12 was attributed to its surface property associated with the amino acid characteristics in the modifying peptides (10).

Among the 20 natural amino acids, tryptophan (Trp, W) is one of the abundant amino acid residues in the membrane proteins, preferentially in the transmembrane region, suggesting its membrane anchoring property (14). Such a membrane anchoring process involves different interactions between the Trp residues and the lipid bilayer of the membrane. These interactions include the H-bonding, cation-π interaction, and hydrophobic interaction between Trp and the lipid phosphatidylcholine (PC). Thus, the use of Trp-containing peptides modifying the GNP surface may provide attractive properties aiding to the regulation of TLR signaling in vitro and in vivo.

In this study, we formulated the Trp-containing peptide (CLPWWD) coated GNP hybrid (designated as PW) and investigated its anti-inflammatory activity as well as the possible mechanism(s) of actions in vitro and in vivo. First, the inhibitory effects of PW on various TLR signaling pathways were confirmed. The global transcriptomic analysis was then applied to obtain the profile of gene expression altered by PW on the regulation of inflammatory responses with/without LPS stimulation. Mechanistically, the inhibitory activity of PW was associated with its endosomal pH modulatory activity. In addition, the up-regulated inhibitory signaling of IRAK-M by PW treatment may also contribute to its novel anti-inflammatory activities. Lastly, the in vivo therapeutic efficacy of PW was assessed using two ALI mouse models. This research provides knowledge of understanding the interactions between bioactive nanoparticles with the innate immune system in vitro and in vivo. It also helps develop immune modulatory nanodevices as a new generation of anti-inflammatory nanomedicine for human inflammatory diseases.



Materials and Methods


Materials

Gold(III) chloride trihydrate (99.9%), phorbol myristate acetate (PMA), LPS (E-coli O111:B4, for mice), chloroquine (CHQ), wortmannin, fucoidan, mannan, genistein, methyl-β-cyclodextrin (MβCD), chlorpromazine (CPZ) and SP600125 were purchased from Sigma (Sant-Louis, MO, USA). Cytochalasin D (CytoD) and filipin III (filipin) were purchased from Cayman (Ann Arbor, MI, USA), while Nystatin was from MCE (Monmouth, NJ, USA). Peptides were synthesized from Nanjing Jietai Biological Company (Nanjing, China). The human monocytic THP-1 cell line was obtained from ATCC (Rockefeller, MD, USA). THP-1 reporter cell lines (XB and ISG), LPS-EK (LPS from E. coli K12, for cells), Poly I/C (high molecular weight, HMW), resiquimod (R848), Pam3CSK4, Zeocin and QUANTI-Blue™ solution were purchased from InvivoGen (San Diego, CA, USA). RPMI 1640 medium, phosphate buffered saline (PBS) and fetal bovine serum (FBS) were purchased from Biological Industries (Kibbutz Beit Haemek, Israel). L-glutamine and sodium pyruvate were from Gibco (Grand Island, NY, USA). MTS assay was purchased from Promega (Madison, WI, USA). Human ELISA kits (MCP-1, TNF-α and IL-6) and mouse IL-10 ELISA kits were purchased from Invitrogen (Grand Island, NY, USA). Human ELISA kit IL-12/IL-23 p40 was purchased from R&D Systems (Minneapolis, MN, USA). Tris buffered saline (TBS), Liu stain and red blood cell (RBC) lysis buffer were purchased from Solarbio (Beijing, China). The primary antibodies against phosphorylated p65 (#3033S), IRF3 (#4947S) and STAT1 (#9167S), IκBα (#9242S), β-actin (#8457S), IRF7 (#13014S) and IRAK-M (#4369S) as well as the HRP conjugated anti-rabbit (#7074S) antibodies were purchased from Cell Signaling Technology (Boston, MA, USA). The RIPA lysis buffer, Halt protease and phosphatase inhibitor cocktail, the Coomassie Plus (Pierce) of Bradford assay and pHrodo red-labeled 10,000 MW dextran were from Thermo Fisher Scientific (Waltham, MA, USA). Bovine serum albumin (BSA) was purchased from Genview (Houston, TX, USA). Tween 20, sodium citrate tribasic dihydrate and cholesterol were purchased from Sangon Biotech (Shanghai, China). Soy Lecithin was obtained from Tywei (Shanghai, China). RNeasy Plus Mini kit for total RNA extraction was obtained from Qiagen (Hilden, Germany). Cy5-PEG5000-SH was obtained from Ponsurebio (Shanghai, China). 3,3′-dioctadecyloxacarbocyanine perchlorate (DiO) and 2-(4-Amidinophenyl)-6-indolecarbamidine dihydrochloride (DAPI) were purchased from Beyotime (Shanghai, China).



Methods


Fabrication of Peptide-GNP Hybrids

Bare gold nanoparticles (GNPs) were synthesized based on the literature and our previous work (10, 15). The pepide-GNP hybrids were prepared by mixing 1 volume of different peptide solutions (CLPWWD, CLPFFD, CLPLLD, CLPIID, CLPAAD, CLPSSD and CLPTTD at a concentration of 1 mM) with 10 volumes of bare GNPs and kept in dark for at least 24 h. For fluorescent nanoparticles (PW-Cy5), one volume of peptide stock solution (1 mM) containing 1% Cy5-PEG5000-SH (molar ratio) was mixed with ten volumes of synthesized GNP solution. The peptide-GNP solution was filtered through a syringe filter (0.22 µm, Millipore, Billerica, MA, USA) and washed three times with sterile PBS to remove unbound peptide ligands by centrifugation (14,000 rpm for 30 minutes at 4°C). The peptide GNPs were resuspended in PBS or cell culture medium at the desired concentrations prior to the cell culture experiments or animal studies.



Liposome Fabrication

Liposomes were prepared by the method of thin film hydration and then purified by centrifugation (14000 rpm, 1 h, 4°C). Briefly, the soy lecithin (180 mg) and cholesterol (60 mg) were dissolved in 20 mL of the chloroform-methanol mixture (3:1, v/v). The thin lipid film was formed by rotary evaporation at 37°C. The lipids were re-hydrated in PBS (15 mL), and the suspension was dispersed by ultrasound, followed by filtering through a 0.22 µm microporous membrane (Millipore, Billerica, MA, USA). The liposomes were stored at 4°C prior to use.



Characterization of Peptide-GNP Hybrids and Their Interaction With Liposomes

The morphology of the hybrid PW and the mixtures of liposomes with PW or PT were imaged on a transmission electron microscope (TEM) (HT7700, Hitachi, Tokyo, Japan) with an accelerating voltage of 80 kV. The hydrodynamic diameter and Zeta potential of the bare GNPs and PW were determined by using the Zetasizer instrument (Nano-ZS, Malvern, Worcestershire, UK).



Cell Culture and Treatments

The THP-1 cells were cultured in the complete RPMI 1640 medium containing 10% FBS, 2 mM L-glutamine and 1 mM sodium pyruvate with 5% CO2 at 37°C. The complete culture medium was supplemented with Zeocin (200 or 100 μg/mL) as the selection medium for THP-1-XBlue cells or THP-1-ISG cells, respectively. These cells were seeded into culture plates with the addition of PMA (50 ng/mL) for 24 h to differentiate into macrophages; they were then washed twice with PBS and rested for 48 h prior to further experiments.

The seeded macrophages were treated with the hybrids, different TLR ligands (LPS, Pam3CSK4 and poly I/C) or both the hybrid and TLR stimulus for various time periods; the culture medium and the cells lysates were collected for further analysis. For R848 stimulation, THP-1 monocytes were seeded in a cell culture plate overnight and then treated with PW and R848 (10 μg/mL) for 24 h before further analysis.



Cell Viability Test

The derived macrophages (1×105 cells/well) were seeded into a 96-well plate and treated with PW for 24 h. MTS reagent (20 µL/well) was directly added to each well and incubated for 1-2 h. The absorbance at 490 nm was recorded on a microplate reader (TECAN, Mannedorf, Zurich, Switzerland). The percentage of viable cells was estimated in comparison to the untreated group as 100%.



Reporter Cell Assay by QUANTI-Blue

The derived macrophages or THP-1 monocytes (1×105 cells/well) were seeded in a 96-well flat- or U-bottom plate, respectively. After treatments, the culture media were collected and centrifuged to remove the hybrids. The supernatants (20 µL) were transferred into a new 96-well plate and mixed with the QUANTI-Blue solution (180 µL) and incubated at 37°C for 1-2 h for the color development. The color change was quantified by measuring the absorbance at 655 nm on a microplate reader (TECAN, Mannedorf, Zurich, Switzerland) to examine NF-κB/AP-1 or IRF activation.



Immunoblotting Analysis

THP-1 monocytes (1×106 cells/well) were seeded into a 12-well plate and differentiated into macrophages. After various treatments, cells were lysed in ice-cold RIPA lysis buffer. The total protein concentration of the lysates was quantified and adjusted prior to the protein separation by 10% SDS-PAGE. The separated proteins were transferred to PVDF membranes (Immobilon-P, Millipore, Billerica, MA, USA). The membranes were blocked and blotted with primary antibodies against β-actin, IκBα, p-p65, p-IRF3, p-STAT1, IRF7 and IRAK-M at 4°C overnight. They were then blotted with HRP labelled secondary antibody for 1 h at room temperature, and imaged by the chemiluminescence method (ECL, Millipore, Billerica, MA, USA) on a ChemiDoc MP imaging system (Bio-Rad, Hercules, CA, USA). The protein band densitometry was analyzed using ImageJ software (NIH, Bethesda, MD, USA).



Cytokine Analysis

THP-1 monocytes (5×105 cells/well) were seeded into a 24-well plate and differentiated into macrophages. After various treatments for 24 h, the culture medium was centrifuged (14000 rpm, 4°C, 30 min), and the supernatant was collected for the analysis of different cytokines by ELISA following the manufacturer’s instructions.



Confocal Fluorescence Imaging

THP-1 cells (2.4×105 cells/well) were seeded in a 20 mm glass bottom dish (NEST, Wuxi, China) and differentiated into macrophages. To assess the endosomal acidification, cells were incubated with pHrodo red-labeled dextran (10,000 MW, 10 µg/mL) and PW (200, 100 and 50 nM) or chloroquine (30 µM) for 5 h and processed for confocal imaging. To examine the uptake of PW in macrophages, cells were incubated with Cy5-labelled PW (PW-Cy5, 10 nM) for 5 h, and the cell membrane and nucleus were then stained with DiO and DAPI, respectively. Cells were washed with PBS and imaged on a confocal microscope (LSM900, Leica Microsystems Inc., Wetzlar, Hessen, Germany). The fluorescence of pHrodo red (ex: 565 nm; em: 585 nm) and Cy5 (ex: 640 nm; em: 670 nm) in the cells was quantified by the ImageJ software. For each condition, at least 30 cells were quantified with three independent repeats.



Cellular Uptake Analysis

To analyze the endocytotic pathways of entry of PW, THP-1-derived macrophages were pre-treated with various endocytotic inhibitors 30 min prior to the addition of the PW-Cy5 (10 nM) for 5 h. These inhibitors included CytoD (3 μM) and wortmannin (10 μM) for macropinocytosis, fucoidan (25 μg/mL) for scavenger receptor-mediated endocytosis, mannan (500 μg/mL) for mannose receptor-mediated endocytosis, genistein (200 μM), nystatin (10 μM), MβCD (5 mM) and filipin (10 μM) for caveolae/lipid raft-mediated endocytosis, and CPZ (10 μM) for clathrin-mediated endocytosis. After treatments, cells were collected, washed and fixed by 4% paraformaldehyde for 15 min. They were washed and resuspended in 0.9% NaCl solution containing 0.1 M NaOH (to remove PW-Cy5 adsorbed on the membrane surface). After final wash step, cells were resuspended in PBS for flow cytometric analysis.



RNA-Seq Analysis

THP-1 monocytes (2×106 cells/well) were seeded into a 12-well plate and differentiated into macrophages. After various treatments (Unstim, PW, LPS and LPS-PW) for 4 h, the total RNA was extracted using RNeasy mini kit and assessed by a Nanodrop Lite Spectrophotometer (Thermo Scientific™, Waltham, MA, USA) for the purity. The RNA-Seq was done using Illumina Novaseq 6000 platform by Novogene Co., LTD (Beijing, China).

Differential expression analysis was performed using the DESeq2 R package (1.26.0). Genes with the criteria of an adjusted p-value < 0.05, |log2 (fold change)| > 0.5 or 2 were assigned as differentially expressed. The pheatmap R package (1.0.12) was used to produce heatmaps of differentially expressed genes (DEGs) between groups: PW vs. Unstim and LPS-PW vs. LPS. The ggplot2 R package  (3.3.5) was used to generate volcano plots of DEGs.

ClusterProfiler R package (3.14.3) was used to perform the KEGG pathway enrichment analysis. KEGG pathways with adjusted p-values < 0.05 were considered statistical significance in the enrichment analysis. The most enriched 20 KEGG pathways were shown in the bar graph. ClueGO (2.5.8), a plug-in of Cytoscape, was used to show the enriched DEGs in the most significant KEGG pathways with a p value < 0.05 as the cut-off criterion.



Acute Lung Injury Murine Model

C57BL/6 wild-type male mice (6-8 weeks from SPF Biotechnology Co., Ltd, Beijing, China) were used to replicate the ALI mouse model by intratracheal LPS administration. All the surgical procedure was done under the 1% sodium pentobarbital anesthesia (45 mg/kg) through intraperitoneal injection. PW (1.25 nmol/kg) was given through intratracheal injection 2 h before LPS (10 mg/kg) challenge. Mice were sacrificed 24 h after LPS challenge for the analyses of lung inflammation and injury. All mouse studies were performed according to the guidelines of the Institutional Animal Care and Use Committee of Tianjin Medical University.



BALF Collection and Differential Cell Counting

At the end of the ALI model, mice were under tracheotomy, and ice-cold sterile PBS (0.8 mL) was injected through the trachea to the lung twice. The bronchoalveolar lavage fluid (BALF) was collected 30 s after injection, and centrifuged at 1000 rpm for 10 min at 4°C. The supernatants were stored at −80°C for cytokine analysis. The cell pellets were processed with 4% RBC lysis buffer and resuspended in PBS for total cell counting on a hemocytometer. Aliquots of the cell suspensions were cytospined onto a glass slide, stained with Liu stain, and imaged on an up-right microscope (ECLIPSE Ni-U, Nikon, Tokyo, Japan) for differential cell counting. A total of at least 300 cells were counted for each sample.



Lung Injury Score and W/D Ratio

In a different set of experiment, the left lung was collected, fixed in 4% paraformaldehyde, dehydrated and embedded in paraffin for histopathological sectioning. The tissue sections were stained with hematoxylin and eosin (H&E) and imaged on an up-right microscope (ECLIPSE Ni-U, Nikon, Tokyo, Japan). For each sample, at least 20 images at 400x amplification were blindly scored by three independent researchers on the five histopathological features: alveolar neutrophils, interstitial neutrophils, hyaline membranes, proteinaceous debris, and alveolar septal thickening (16). The remaining lungs were processed for the analysis of W/D ratio as follows. The fresh lung tissues were first weighed, and wrapped in aluminum foil for drying in an oven at 60°C for 48 h. They were weighed again, and the weight ratio was calculated to obtain the W/D ratio.



Statistical Analysis

All statistical analysis was carried out using GraphPad Prism 7.0. All data are expressed as means ± SEM, and a p-value of < 0.05 was considered statistically significant. For comparison between two groups, the student t-test was used, whereas one way ANOVA with Bonferroni correction was performed for multiple comparison among groups.





Results


Synthesis and Characterization of the Peptide-GNP Hybrid PW

We previously developed a novel anti-inflammatory peptide-GNP hybrid (P12) that can inhibit multiple TLR signaling pathways without carrying any drug compound (10). P12 was made of a hexapeptide (CLPFFD) shell and a 13-nm GNP core. We demonstrated that the FF region in the peptide sequence plays an important role for TLR inhibition, and the hydrophobicity of this region contributes to the potency of such inhibitory activity (11). Among 20 natural amino acids, tryptophan (W) has a hydrophobic side chain and preferentially interacts with cell membrane; hence, it would be very interesting to know whether the replacement of FF with WW could render different immunomodulatory activities of P12. Accordingly, the CLPWWD hexapeptide was used to coat the GNP to obtain a new hybrid designated as PW (Figure 1A). The size and morphology of the PW were characterized by transmission electron microscopy (TEM). As shown in Figure 1B, the PW was monodispersed with a uniform spherical structure; its hydrodynamic diameter was analyzed to range from 11.2 ± 0.5 to 68.6± 5.0 with the peak size of 26.0 nm (PDI: 0.13 ± 0.01) by dynamic light scattering (DLS) (Figure 1C), which was 9.4 nm larger than the bare GNP (the peak size of 16.6 nm, range from 7.9 ± 0.3 to 34.4 ± 1.5; PDI: 0.04 ± 0.01), suggesting that the formation of the peptide coating on the GNP surface. The PW had a zeta-potential of −30.6 ± 2.1 mV, slightly less negative than the bare GNP (−36.0 ± 2.4 mV) (Figure 1D). However, this quite negative zeta-potential value was essential for the stability of PW in aqueous solution. In fact, PW was stable even in PBS solution while the bare GNP formed aggregates indicated by the solution color as well as the optical absorption at 519 nm (Figure 1E). These results suggested that peptide coating on the GNP surface significantly improved the stability of GNPs at the physiological condition.




Figure 1 | Preparation of the peptide-GNP hybrid PW and its physicochemical characterization. (A) A schematic diagram of the synthesis of the peptide-GNP hybrid PW. (B) The TEM image of PW; scale bar = 20 nm. (C) The size distribution of the bare GNP and PW. (D) The zeta-potential of the bare GNP and PW. (E) The photograph (top) and UV-Vis spectra (bottom) showing the stability of bare GNP and PW in water and PBS. (F) The TEM images of the nano-hybrids PW (left) and PT (right, coated with the peptide CLPTTD) with liposomes showing that PW tends to interact with liposomes, but the control nano-hybrid PT does not; scale bar = 50 nm, PW, PT = 5 nM, phospholipid = 1.67 mg/mL. (G) The percentage of liposomes interacting with the nanohybrids; over 200 liposomal vesicles were counted. N ≥ 3, *p < 0.05.



Based on the optical characteristics of Trp that has a strong absorbance at 280 nm wavelength, we were able to estimate the number of Trp-containing peptide molecules conjugated on the GNP surface. It was found that each PW had approximately 1483 ± 344 peptides coating on the GNP surface.

To examine whether PW preferentially interacts with the cell membrane, we used liposomes as the artificial cell membrane and observed their interactions by TEM. A control hybrid PT, which W was replaced with the non-membrane anchoring amino acid threonine (T), was employed for comparison. As shown in Figure 1F, there were more nanoparticles (PW) observed on the liposome membranes (indicated by the red arrows), but none of PT were seen (right panel). These images were further quantified to show that more than 43% of liposomes had PW on the membranes, significantly higher than that (< 4%) for PT (Figure 1G). These observations suggested that PW had a stronger membrane affinity due to the membrane anchoring property of the Trp residues.



The Immunomodulatory Activity of PW to Macrophages

Macrophages are important phagocytic immune cells in initiating pro-inflammatory responses for the host defense against pathogens and participating in the pathogenesis of many diseases. To study how PW influences the immune responses of macrophages, we employed the human monocytic THP-1-derived macrophages with/without the reporter system of the transcription factors NF-κB/AP-1 (THP-1 XBlue cells) and IRF (THP-1 Blue ISG cells). First, we confirmed that PW had no effect on the viability of macrophages up to 200 nM (Figure 2A). Using the two reporter cells, we found that PW itself could mildly activate NF-κB/AP-1, but much less than the strong TLR4 agonist LPS (10 ng/mL) (Figure 2B); such an effect was not observed on the activation of IRF (Figure 2C). These observations were further confirmed at the protein level, where NF-κB was activated by PW as indicated by the increase in the phosphorylation of the NF-κB subunit p65 (p-p65) and the degradation of the NF-κB inhibitor unit IκBα, while PW had no effects on the phosphorylation of IRF3 (p-IRF3) for IRF3 activation (Figures 2D, E). Furthermore, PW at a higher concentration of 200 nM was able to induce the production of the pro-inflammatory cytokine TNF-α (Figure 2F). Together, these results suggested that PW alone could trigger the pro-inflammatory responses of macrophages.




Figure 2 | The immunomodulatory activity of PW on TLR4 signaling in THP-1-derived macrophages. (A) The effect of the PW treatment on the cell viability measured by the MTS assay; PW concentrations: 200, 100, 50 and 25 nM. (B, C) The effect of PW treatment alone on the activation of NF-κB/AP-1 (B) and IRF (C) in the THP-1 reporter cell-derived macrophages. (D, E) Immunoblotting validating the effect of PW (200 nM) on the phosphorylation of p65 (p-p65) and degradation of IκBα at 1 h for NF-κB activation (D) and the phosphorylation of IRF3 (p-IRF3) at 1 h for IRF activation (E) in THP-1-derived macrophages; β-actin as the internal control. (F) TNF-α production induced by PW at 100 and 200 nM. (G, H) The inhibition of LPS-induced activation of NF-κB/AP-1 (G) and IRF (H) by PW with various concentrations (200, 100, 50 and 25 nM) in the THP-1 reporter cell-derived macrophages. (I, J) Immunoblotting confirming the inhibitory effect of PW (200 nM) on the LPS-induced phosphorylation of p65 (p-p65) and degradation of IκBα for NF-κB activation (I) and the phosphorylation of IRF3 (p-IRF3) at 1 h for IRF activation (J); β-actin as the internal control; the time course of p65 phosphorylation (K) and the IRF3 phosphorylation (L) were quantified from (I) and (J), respectively. (M) Inhibition of IL-6, IL-12/IL-23p40, TNF-α and MCP-1 production upon 24 h LPS stimulation by PW (200 and 100 nM) in THP-1-derived macrophages. N ≥ 3, LPS = 10 ng/mL, ns, not significant, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001 vs. LPS.



Interestingly, when macrophages were activated by LPS, PW treatment on the contrary inhibited the activation of both NF-κB/AP-1 and IRF in a concentration dependent manner (Figures 2G, H). Such inhibition was also verified by immunoblotting (Figures 2I–L), where the LPS-induced phosphorylation of p65 and IRF3 as well as the degradation of IκBα were decreased by PW (indicated by red arrows). Moreover, PW was able to reduce the production of many pro-inflammatory cytokines, including IL-6, IL-12/IL-23p40, TNF-α and MCP-1, triggered by LPS stimulation (Figure 2M). Surprisingly, neither the peptide nor the GNPs alone could activate NF-κB/AP-1 of resting macrophages or reduce the activation of NF-κB/AP-1 of LPS stimulated macrophages (Supplementary Figure S1). Only when the peptide and GNP formed nano-hybrids did they exhibit immunomodulatory activities. These results demonstrated that PW itself seemed to activate macrophages and induce mild pro-inflammatory responses, but under strong inflammatory stimulation by LPS, PW instead exhibited potent anti-inflammatory activity. Such an opposite effect of PW makes it an interesting and unique class of immunomodulatory nanoparticles.



Preferential Inhibition of Endosomal TLR Signaling Pathways by PW

Next, we would like to address whether the inhibitory activity of PW was specific to TLR4. Among all known TLRs, we investigated the effects of PW on the cell surface TLR2 and the endosomal TLRs 3 and 7/8 (Figure 3A). We found that PW had no effects on the activation of NF-κB/AP-1 stimulated by the TLR1/2 ligand Pam3CSK4 (Figure 3B). However, PW treatment significantly reduced the activation of NF-κB/AP-1 and IRF triggered by the TLR3 ligand Poly I/C as well as the TLR7/8 ligand R848 in a concentration-dependent fashion (Figures 3C–F). In addition, PW was able to inhibit the secretion of IL-6, TNF-α and MCP-1 upon R848 stimulation (Supplementary Figure S2). These results indicated that PW had a relatively broad inhibitory activity preferentially on the endosomal TLR pathways.




Figure 3 | Preferential inhibition of endosomal TLR signaling by PW in THP-1 reporter cells and their derived macrophages. (A) Illustration of the effects of PW on the cell surface TLR2 and the endosomal TLRs 3 and 7/8 signaling. (B) PW could not inhibit NF-κB/AP-1 activation induced by the TLR2 ligand Pam3CSK4 (10 ng/mL) in THP-1 reporter cell-derived macrophages. The inhibition of NF-κB/AP-1 (C) and IRF (D) by PW in TLR3 signaling stimulated by the Poly I/C (50 μg/mL) in THP-1 reporter cell-derived macrophages. The inhibitory effect of PW on the activation of NF-κB/AP-1 (E) and IRF (F) induced by the TLR7/8 ligand R848 (10 µg/mL) in THP-1 reporter cells. The concentrations of PW used: 200, 100, 50 and 25 nM; N ≥ 3, ns, not significant, **p < 0.01, ***p < 0.001, ****p < 0.0001.





Transcriptomic Analysis by RNA-Seq to Define the Immunomodulatory Activities of PW on Macrophages

To better define the pro-inflammatory and anti-inflammatory activity of PW, the high-throughput RNA-Seq analysis was conducted to obtain the transcriptomic profiles of PW treatment on the macrophages in the absence and presence of the LPS stimulation. The differential gene expression profiles of PW were visualized on the heat map (Figure 4A), where top 79 differentially expressed genes (DEGs) were displayed. PW induced 57 genes with > 2 folds of expression changes in comparison with the unstimulated control group. Interestingly, under LPS stimulation, PW was able to decrease 19 LPS up-regulated genes to the level similar to the unstimulated control group. The volcano plots showed all the gene expression pattern and highlighted the top 10 up- or down-regulated DEGs (Figures 4B, C). Collectively, the transcriptome analysis showed that the PW alone had mild pro-inflammatory effects, but exhibited significant anti-inflammatory activity in the presence of LPS stimulation.




Figure 4 | Transcriptome analysis by RNA-Seq defining the immunomodulatory activities of PW in THP-1-derived macrophages. (A) The heatmap of the top 79 differentially expressed genes (DEGs) among the four experimental groups: LPS stimulation (LPS), LPS with PW treatment (LPS-PW), PW treatment only (PW) and unstimulated control (Unstim); each with three biological replicates; top 57 DEGs of adjusted p-value < 0.05 and |log2 (fold change)| > 2 were identified for PW vs. Unstim group, and 22 DEGs with adjusted p-value < 0.05 and |log2 (fold change)| > 0.5 were shown for LPS-PW vs. LPS group. (B, C) Volcano plots showing all the gene expression pattern and highlighting the top 10 up- or down-regulated DEGs in PW vs. Unstim group (B) and LPS-PW vs. LPS group (C); the red, blue and gray color represents up-regulated, down-regulated and non-significant genes, respectively; the threshold line setting for adjusted p-value = 0.05 and |log2 (fold change)| = 1. (D, E) KEGG pathway enrichment analysis for PW vs. Unstim (D) and LPS-PW vs. LPS (E); all the pathways were significantly enriched with an adjusted p-value < 0.05; the red and blue color represents up-regulated and down-regulated pathways, respectively. (F G) Interaction analysis of pathways and related genes by ClueGO for PW vs. Unstim group (F) and LPS-PW vs. LPS group (G); the red and blue color represents up-regulated and down-regulated pathways and genes, respectively; the cut-off p-value = 0.05. (H, I) Immunoblotting confirming the inhibition of STAT1 activation (phosphorylation of STAT1, p-STAT1) at 2h (H) and IRF7 expression at 24 h (I) by PW under LPS stimulation; β-actin as the internal control. PW = 100 nM, LPS = 10 ng/mL, N ≥ 3.



The KEGG pathway enrichment analysis identified 20 and 17 significantly enriched pathways in the PW vs. Unstim group and the LPS-PW vs. LPS group, respectively (Figures 4D, E). PW treatment alone up-regulated the immune-related signaling pathways, such as Toll-like receptor signaling pathways, NF-κB signaling pathways, and viral infection-related signaling pathways (Figure 4D). However, with the LPS stimulation, PW in contrast down-regulated those immune-related signaling pathways including Toll-like receptor signaling pathways and NF-κB signaling pathways (Figure 4E). These up- and down-regulated pathways and essential genes were plotted into the pathway networks as shown in Figures 4F, G. In the networks, many cytokine genes were found to be elevated in PW vs. Unstim group, while the STAT1 and IRF7 transcription factors as well as the primary adaptor protein in TLR pathway MyD88 were down regulated in the LPS-PW vs. LPS group. The changes in the phosphorylation of STAT1 and IRF7 expression were confirmed by immunoblotting (Figures 4H, I). The reporter assay, cytokine measurements and the transcriptomic profiles coherently revealed that PW had opposite immunomodulatory effects depending on the presence of the TLR stimuli.



The Mechanism(s) of Actions of the Novel Immunomodulatory Activities of PW

We previously found that the inhibitory activity of the peptide-GNP hybrid P12 on TLR signaling was through the modulation of the endosomal pH (11). We expected that PW may have a similar mechanism as well. The uptake experiment by the confocal microscopy indeed showed that PW was internalized by macrophages (Figure 5A). To elucidate which internalization pathways were involved in the PW uptake, different chemical inhibitors were used to specifically inhibit the uptake pathway. It was found that the micropinocytosis inhibitors wortmannin and CytoD could significantly reduce the uptake of PW (Figure 5B), suggesting that PW was internalized through the micropinocytosis. As expected, the internalized PW at higher concentrations (100 and 200 nM) could block the endosomal acidification probed by the endosomal pH indicator (pHrodo red), where the dimmer fluorescence signals indicated a higher endosomal pH; the same phenomenon was seen with the well-known pH modulator chloroquine (CHQ) serving as a positive control (Figures 5C, D). These results suggested that the endosomal pH modulation contributed to the observed concentration dependent inhibition of TLR signaling by PW.




Figure 5 | The uptake of PW in THP-1-derived macrophages and the modulation of the endosomal pH. (A) Confocal images of macrophages treated with Cy5 labeled PW (PW-Cy5, red) for 5 h with the cell membrane stained with DiO (green) and the nucleus stained with DAPI (blue). (B) The quantitative analysis of PW-Cy5 in the macrophages with the pre-treatment of various endocytic pathway inhibitors for 5 h in comparison with the no inhibitor control by flow cytometry; N ≥ 3. (C) Confocal images of macrophages treated with PW (200, 100 and 50 nM) and the well-known pH modulator chloroquine (CHQ, 30 μM); cells were simultaneously treated with the endosomal pH indicator pHrodo red dextran (10 μg/mL, red); scale bar = 5 μm. (D) Quantitative analysis of the pHrodo red fluorescence signals as an indicator of endosomal pH; over 30 cells were quantified from three independent experiments; the fluorescence intensity is reversely proportional to the pH. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001; ns, not significant.



In addition to endosomal pH modulation, there may be other mechanisms of action of PW due to its unique opposite immunomodulatory activity. Based on the above discovery (Figures 2, 4), we hypothesized that the inhibitory effects of PW on the TLR signaling may be primed by the PW treatment, in analogy to the LPS tolerance effects (17). To test this hypothesis, we pre-treated the reporter cell-derived macrophages with PW (100 nM) for different time periods (6, 12, 24 and 48 h), followed by the removal of PW and stimulation with LPS for 24 h to assess the activation of NF-κB/AP-1 and IRF (Figure 6A). Interestingly, we found that the PW pre-treatment (for up to 24 h) could inhibit the LPS-induced NF-κB/AP-1 activation; the inhibitory effects diminished and disappeared with longer pre-treatment (48 h) (Figure 6B). However, PW pre-treatment appeared to have shorter (6 h) and less priming effects on inhibition of the LPS-induced IRF activation (Figure 6C). These results revealed that although PW alone could trigger some inflammatory responses in the macrophages, such reaction may also activate certain regulatory signaling that could last for up to 48 h of priming for the second strike of strong inflammatory signals.




Figure 6 | The priming effects of PW on the TLR4 inhibition in relationship with the tryptophan dependent expression of IRAK-M in THP-1-derived macrophages. (A) The scheme of PW priming (100 nM) for different time periods (6, 12, 24 and 48 h) followed by LPS stimulation (10 ng/mL) for 24 h. (B, C) The time effect of PW pre-treatment on its inhibitory capacity on the activation of NF-κB/AP-1 (B) and IRF (C) upon LPS stimulation. (D) Immunoblotting showing the IRAK-M expression at 24 h induced by PW (100 nM) in the absence and presence of LPS (10 ng/mL) stimulation; β-actin as the internal control. (E) A scheme showing the mutation of two adjacent tryptophan residues (WW) in the peptide coating of PW to other two hydrophobic amino acids: phenylalanine (FF), leucine (LL), isoleucine (II) and alanine (AA) or hydrophilic amino acids: serine (SS) and threonine (TT). (F) The effect of the mutated hybrids (100 nM) displaying different amino acid residues on the IRAK-M expression at 24 h by immunoblotting; β-actin as the internal control. (G) Quantification of the IRAK-M expression in (F). (H) The effect of the mutated hybrids (100 nM) on the NF-κB/AP-1 activation in the THP-1 reporter cell-derived macrophages. (I) The time course of IRAK-M expression induced by PW (100 nM); β-actin as the internal control. (J) Immunoblotting showing the IRAK-M expression at 24 h induced by PW (100 nM) in the absence and presence of SP600125 (10 µM); β-actin as the internal control. (K) Immunoblotting showing the IRAK-M expression at 24 h induced by PW (100 nM) with/without the pretreatment of mannan (5 µg/mL) for 0.5 h; β-actin as the internal control. (L) Quantification of the IRAK-M expression in (K). N ≥ 3, *p < 0.05, **p < 0.01, ****p < 0.0001.



There are many negative regulators reported in controlling the TLR signaling cascades driving NF-κB activation, including SOCS1/3, A20, CYLD and SHP1 (18, 19). Among them, interleukin-1 receptor-associated kinase 3 (IRAK3 or IRAK-M) is a well-known one inhibiting TLR signaling, especially present in the monocytes and macrophages (20). It has been reported to participate in the signaling establishing LPS tolerance of macrophages (21). Thus, we speculated that IRAK-M may be involved in the inhibitory mechanisms of PW on TLR signaling. Interestingly, we found that PW could significantly elevate the expression of IRAK-M in the absence or presence of LPS stimulation (Figure 6D). The up-regulation of IRAK-M by PW was specific to the presence of WW region in the peptide sequence, as replacing WW with FF, LL, II, AA, SS, or TT (Figure 6E) could not induce the expression of IRAK-M (Figures 6F, G). This WW specific induction of IRAK-M expression was correlated well with the NF-κB activation by PW (Figure 6H). We also examined the time course of IRAK-M expression upon PW treatment and found that the IRAK-M expression increased with time and reached the maximum expression at 48 h, but significantly deceased at 72 h (Figure 6I). This time course of IRAK-M expression, to our surprise, had nice correlation with the observed priming effects of PW on inhibiting LPS-induced NF-κB activation (Figure 6B), where no inhibitory effect was seen at the condition of 48 h pre-treatment of PW with 24 h stimulation of LPS, at which the IRAK-M expression significantly dropped 72 h after PW treatment. These observations indicated that the inhibition of NF-κB by PW treatment might be also associated with the up-regulation of IRAK-M, while the inhibition of IRF by PW was primarily governed by the endosomal pH modulation.

Next, we aimed to address how PW induced IRAK-M expression. It was found that IRAK-M expression is regulated by JNK activation (22). When the macrophages were treated with the JNK inhibitor (SP600125), the IRAK-M expression induced by PW was down-regulated (Figure 6J and Supplementary Figure S3), confirming that JNK activation participated in the IRAK-M expression. To further explore how the PW-induced IRAK-M expression was triggered at the cell surface, we examined the mannose receptor as it has been reported to be utilized by a Trp containing protein to induce IRAK-M expression in macrophages (23, 24). We pretreated the THP-1-derived macrophages with an optimized concentration of the mannose receptor ligand mannan (Supplementary Figure S4) to block the interaction of PW with the receptor without activating it. Interestingly, the up-regulation of IRAK-M by PW was significantly reduced (Figures 6K, L) with the pretreatment of mannan at a low concentration (5 µg/mL), suggesting that the mannose receptor was involved in the PW-induced IRAK-M expression. These results provide better understanding of the Trp displaying nanodevices-induced IRAK-M expression and the subsequent effects on the TLR inhibition.



The Therapeutic Efficacy of PW in LPS-Induced ALI Mouse Model

We have demonstrated that PW was able to inhibit TLR signaling pathways and exhibit anti-inflammatory activity in vitro. Next, we employed a mouse model of LPS-induced ALI to examine the therapeutic activities of PW in vivo. PW (1.25 nmol/kg) was administered by intratracheal injection 2 h before the LPS (10 mg/kg) challenge through the same route, and the bronchoalveolar lavage fluid (BALF) and lung tissues were collected for the analysis of lung inflammation and injury 24 h after LPS challenge (Figure 7A). We found that the PW treatment was able to reduce the LPS-induced lung inflammation by decreasing the total cell and neutrophil counts in the BALF (Figures 7B, C) and increasing the anti-inflammatory cytokine IL-10 in the BALF (Figure 7D), and reducing the ratio of wet-to-dry lung (W/D ratio) indicating the severity of pulmonary edema (Figure 7E). It is worth noting that PW treatment itself did not induce severe inflammatory responses in vivo. The cytospin images of the BALF cells revealed that PW was preferentially accumulated in the alveolar macrophages, indicating its targeting ability to macrophages (Supplementary Figure S5).




Figure 7 | The inhibitory effect of PW on the lung inflammation in LPS-induced ALI mice. (A) The scheme of the LPS-induced ALI mouse model; PW (1.25 nmol/kg) was intratracheally administered 2 h before the LPS (10 mg/kg) challenge through the same route for 24 h; the BALF was collected for the analysis of the total number of cells (B) and the neutrophils (C) infiltrated in the lung. (D) The level of the anti-inflammatory cytokine IL-10 in the BALF. (E) The pulmonary edema assessed by the lung W/D ratio. N ≥ 9 per group; ns, not significant, *p < 0.05, ****p < 0.0001.



The lung injury and inflammation were also evaluated by histopathological analyses of both peribronchiolar and perivascular inflammatory infiltration on H&E stained lung tissue sections (Figure 8A). PW treatment attenuated LPS-induced ALI as quantified by the injury scores of the 5 histological features (Figure 8B): the alveolar neutrophils (Figure 8C), interstitial neutrophils (Figure 8D), hyaline membranes (Figure 8E), proteinaceous debris (Figure 8F) and alveolar septal thickening (Figure 8G). Note that the PW treatment alone could slightly increase the injury score, especially the alveolar and interstitial neutrophils as well as the proteinaceous debris scores, but much less than the LPS group. Overall, PW was able to alleviate LPS-induced ALI in mice although the hybrid alone may prime some mild inflammatory responses in the lung.




Figure 8 | The protective effect of PW on the histopathological damages of the lung in LPS-induced ALI mice. (A) The images of lung sections stained with H&E; the scale bar = 100 µm. (B) The lung injury score based on the 5 pathophysiological characteristics: the alveolar neutrophils (C), interstitial neutrophils (D), hyaline membranes (E), proteinaceous debris (F) and alveolar septal thickening (G). N ≥ 9 per group; ns, not significant, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.



In addition to LPS-induced ALI, we also established a mouse model of Poly I/C-induced acute lung inflammation to investigate the therapeutic effect of PW on excessive TLR3 activation. PW (1.25 nmol/kg) was given intratracheally 2 h before Poly I/C (2.5 mg/kg) challenge twice at 0 and 24 h through the same route; the BALF or lung tissue was collected 24 h after the second Poly I/C challenge (Supplementary Figure S6A). We found that the Poly I/C challenge caused moderate inflammatory infiltration (compared with the LPS challenge) to the lung, and the PW treatment was able to decrease the number of total cells and neutrophils in the BALF (Supplementary Figures S6B, C). Similarly, PW treatment could also reduce the lung injury score from the histopathological analyses (Supplementary Figures S6D, E). Specifically, the PW treatment reduced the number of alveolar and interstitial neutrophils, hyaline membrane, protein fragments and alveolar septum thickening (Supplementary Figures S6F–J). These results suggested that PW could alleviate TLR3 activation-mediated lung inflammation in mice, making PW a potent anti-inflammatory agent targeting multiple TLR signaling pathways for treating ALI.




Discussion

Multiple lines of evidences have demonstrated that macrophages play a central role in the initiation, progression and resolution of inflammation in various disease conditions. Regulation of macrophage activation and its inflammatory responses would provide a promising therapeutic strategy to intervene such detrimental conditions. Nanodevices can naturally target macrophages through endocytosis and phagocytosis owing to their nanoscale property, making them a new class of versatile and effective agents to modulate the biological function of macrophages. In this study, we showed that a special class of Trp-containing hexapeptide-coated GNPs, PW, could trigger minute pro-inflammatory responses of macrophages; however, these nano-hybrids inhibited multiple TLR signaling pathways and exhibited potent anti-inflammatory activities in vitro and in vivo under the strike of strong inflammatory stimuli. This unique activity of PW could be attributed to the two arms of mechanistic actions: the blocking of endosomal acidification to inhibit TLR signaling, and the up-regulation of IRAK-M expression to dampen NF-κB activation in macrophages. The latter might contribute to the observed priming effect of PW for protection of macrophages from a subsequent insult by TLR stimulation in analogy to the known endotoxin tolerance effect. The Trp-containing peptide-GNP hybrids by design represented a novel immunomodulatory nanodevice that could be applied to manage the dysregulated innate immune responses for treating inflammatory conditions as in ALI and its severe form of acute respiratory distress syndrome (ARDS).


Nanodevice-Based Immune Modulation of Macrophages

TLRs are one major class of pathogen recognition receptors (PRRs) responsible for mounting innate immune responses in the host defense against infections or non-infectious insults (25). Excessive activation of TLR is associated with many inflammatory disorders, and hence regulating TLR signaling has become an attractive intervention strategy. Herein, we discovered that a peptide-decorated nanodevice (PW) that displays tryptophan residues on the surface could inhibit multiple TLR pathways including TLR4, TLR3 and TLR7/8 (Figures 2 and 3), and the production of pro-inflammatory cytokines (IL-6, IL-12/IL-23p40, TNF-α and MCP-1). Interestingly, PW did not affect TLR2 signaling, suggesting that PW preferentially acted on endosomal-related TLR signaling. The ability of inhibiting multiple TLR pathways makes PW a potent nano-inhibitor to regulate multifactorial, overwhelming inflammatory reactions in complex diseases like ALI/ARDS.

It was surprising to us that PW alone had mild pro-inflammatory activity on NF-κB activation (Figures 2, 4). This unique property of PW appeared to rely on the tryptophan residues displaying on the nanodevice. When replacing WW residues in the peptide coating on PW to either other hydrophobic amino acids (FF, LL, II, AA) or hydrophilic ones (SS, TT), these nano-hybrids did not activate NF-κB (Figure 6H). Moreover, neither the peptides alone nor the bare GNPs induced the activation of NF-κB (Supplementary Figure S1). Thus, the specific presence of the membrane anchoring amino acid tryptophan on the GNP surface imparts the nano-hybrid novel activity to mildly activate macrophages. Such an action on the contrary primed macrophages to lower the response for the subsequent inflammatory stimulation (see below IRAK-M).

On the other hand, the uptake of PW in macrophages could significantly modulate the endosomal pH, which in turn inhibited the TLR signaling (Figure 5). It has been found that the acidification process of endosomes/lysosomes can regulate many signaling events (26). For TLR4 signaling, the TRIF-dependent signal transduction requires the trafficking of TLR4 from the cell surface to the endosomes/lysosomes (27). During the trafficking process from early endosomes to late endosomes or lysosomes, the microenvironment changes accordingly including acidification in order to convey the signals to trigger corresponding cellular responses. Blockade of the endosomal/lysosomal acidification process is thus expected to affect the endosomal TLR signaling. PW would presumably behave like our previously developed anti-inflammatory nanoparticle P12, which can act like a proton sponge to sequester protons due to the negative charge of the aspartate (with side chain pKa of ~3.9) on the nanoparticles, consequently blocking the normal acidification process in the endosomes/lysosomes and inhibiting the endosomal TLR signaling.

Different from small molecule inhibitors, PW-based nanodevices have many advantages on TLR signaling modulation for basic and translation research. First, these nanodevices have targeting capability to phagocytic immune cells. Second, they can be easily traced based on the characteristics of the GNPs. Third, they can have preferred biodistribution and pharmacokinetic profiles by design. More importantly, the priming effect of PW and its TLR inhibitory activity resemble many phenomena reported in trained immunity, where exogenous or endogenous stimuli can prime the immune system to lunch a proper response (stronger or weaker) to the second attack (28). Therefore, these nanodevice-based TLR modulators could provide novel ideas to train our immune system to manage the detrimental inflammatory responses in many diseases.



The Negative Regulator IRAK-M in TLR Signaling and the Potential Mechanism(s) of PW-Mediated Priming Effects on TLR Inhibition

IRAK-M, a member of the IRAK family lacking kinase activity, is one of the important negative regulators of TLR signaling (20). It is mainly expressed in myeloid cells and regulates the immune homeostasis and tolerance (29, 30). IRAK-M negatively regulates NF-κB activation by competitively binding to IRAK1/4 to block the kinase activity, and hence consequently inhibits the down-stream signaling cascades (31). Therefore, the induction of IRAK-M expression could limit the pathological damages caused by overactivation of the inflammatory signaling. In our studies, we found that PW could particularly elevate IRAK-M expression in macrophages (Figure 6), which was governed by the tryptophan (W) residues on the nanodevices as replacing the two tryptophan (WW) residues in PW with other amino acids (FF, LL, II, AA, SS and TT) abolished such an effect (Figures 6E–G). The up-regulation of IRAK-M by PW may explain the observed priming effect of PW on the TLR inhibition. In fact, mice with IRAK-M deficiency exhibited enhanced inflammatory responses to infection (32). Furthermore, compared with wild-type mice, the IRAK-M knockout mice had more inflammatory cell infiltration and higher pro-inflammatory cytokine production in the lung in response to OVA challenge (33). These evidences suggest that IRAK-M is essential in maintaining the immune homeostasis during inflammatory responses.

The expression of IRAK-M in macrophages can be induced by various endogenous and exogenous soluble factors, as well as inter- or intracellular signaling molecules. These molecules include molecular patterns of pathogen products such as LPS, flagellin, peptidoglycan (PGN) and CpG (34). Actually, IRAK-M induction is a very common phenomenon in endotoxin tolerance, a protective mechanism in which cells or organisms enter into a transient unresponsive state upon exposure to low dose of endotoxin, so they are unable to respond to a second challenge of endotoxin (17). Although many other factors, such as prostaglandin E2 (PGE2), GM-CSF, IL-13, pulmonary surfactant protein A and surfactant lipids as well as glucocorticoids, can up-regulate the expression of IRAK-M in macrophages (35, 36), currently to our knowledge there is no report on nanoparticle-induced IRAK-M expression except PW in our study (Figure 6).

Although the entry of PW into macrophages was primarily through micropinocytosis (Figure 5B), we found that the mannose receptor (MR) was involved in PW-induced IRAK-M expression. It has been found that a protein toxin released from the gram-positive bacteria of Streptococcus pneumoniae, pneumolysin (PLY), interacts with the mannose receptor depending on its tryptophan motif (23, 24). Binding of PLY to the mannose receptor C type 1 (MRC-1/CD206) on the mouse alveolar macrophages can reduce TLR signaling and pro-inflammatory cytokine production as well as infiltration of neutrophiles to the lung (24). Other studies also reported that the MR agonists, mannose-capped lipoarabinomannans (Man-LAMs), could inhibit LPS-induced IL-12 production through IRAK-M induction in mouse macrophages (37, 38). Herein, we showed that PW-mediated IRAK-M expression in macrophages was dependent on the tryptophan residues, and the MR was involved in the phenomenon (Figures 6E–L). More experiments with genetic tools are required in the future to confirm the specific role of IRAK-M induction in the observed TLR inhibition and anti-inflammatory activities of PW.



Trp-Displaying Nanodevices as a New Type of Immunomodulatory Nanotherapeutics for Treating ALI/ARDS

ALI/ARDS is a life-threatening condition with respiratory failure characterized by uncontrolled, rapid, widespread inflammation in the lungs (39). There are currently no effective pharmacological treatments for ALI/ARDS. Studies have shown that in the early stage of ALI/ARDS, alveolar macrophages (AM) and pattern recognition receptors (PRRs) on the AM surface, especially TLRs, contribute to the initiation of inflammatory responses (40, 41). Therefore, effective regulation of TLR signaling of lung macrophages may provide a promising strategy to treat ALI/ARDS. In this study, the developed PW could specifically target lung macrophages to attenuate TLR signaling and decrease pro-inflammatory cytokine production in two ALI mouse models (LPS and Poly I/C challenge) (Figures 7, 8, and Figure S6). The potent inhibitory activity of PW on multiple TLR pathways, together with its macrophage targeting ability and tryptophan-specific regulatory function makes PW a promising therapeutic agent to treat ALI/ARDS. Nevertheless, PW is not biodegradable, and the development of new forms of PW is required for future clinical translation.




Conclusions

In conclusion, we developed a Trp-displaying nanodevice, PW, with unique immunomodulatory activities. PW was made by modifying GNPs with a peptide containing two Trp residues in the sequence. PW itself induced mild pro-inflammatory responses but exhibited potent anti-inflammatory activities with the presence of inflammatory stimuli through inhibiting multiple TLR (3, 4 and 7/8) signaling cascades in macrophages. This inhibitory activity was primarily attributed to the modulation of the endosomal pH and hence preferentially affecting the endosomal TLR signaling. Very interestingly, the PW alone could induce the expression of the negative regulator IRAK-M in the TLR signaling, which depended on the presence of Trp residues. The up-regulation of IRAK-M may contribute to the priming effect of PW on the inhibition of subsequent stimulation by LPS. The therapeutic effects of PW were assessed on two mouse models of LPS- and Poly I/C-induced ALI. It was found that PW pre-treatment was able to reduce the inflammatory cells infiltration, particularly neutrophils, and increase the anti-inflammatory cytokine IL-10 level in the BALF as well as decrease the lung injury and edema. This study defined a new design principle of using the membrane anchoring amino acid Trp to enable nanodevice-based TLR inhibitors with novel immunomodulatory capability, which served as a new class of anti-inflammatory therapeutics for treating inflammatory diseases such as ALI/ARDS.



Data Availability Statement

The original contributions presented in the study are publicly available. This data can be found here: https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE181851.



Ethics Statement

The animal study was reviewed and approved by The Animal Care and Use Committee at Tianjin Medical University.



Author Contributions

HY and SYF conceived the study and designed the research. HY, SYF, and LS wrote the manuscript. LS synthesized and purified the nanoparticles, and assessed their anti-inflammatory effects in vitro and in vivo. RW performed RNA-seq experiment and analysis. CW assisted cell culture and the animal experiments. JG conducted confocal microscopy experiments. HM performed TEM imaging. LS, RW, and JG analyzed the results and generated the figures. All authors contributed to the article and approved the submitted version.



Funding

This work was supported by the National Natural Science Foundation of China (No. 81770070 for HY and No. 81971549 for SYF), the Natural Science Foundation of Tianjin Municipal Science and Technology Commission (20JCYBJC00040 for HY) and the starting fund from Tianjin Medical University.



Acknowledgments

We acknowledged Yuan Liu for providing liposomes and assistance with TEM imaging.



Supplementary Material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fimmu.2021.750128/full#supplementary-material



References

1. Fam, SY, Chee, CF, Yong, CY, Ho, KL, Mariatulqabtiah, AR, and Tan, WS. Stealth Coating of Nanoparticles in Drug-Delivery Systems. Nanomater (Basel) (2020) 10(4):787. doi: 10.3390/nano10040787

2. Pelaz, B, del Pino, P, Maffre, P, Hartmann, R, Gallego, M, Rivera-Fernandez, S, et al. Surface Functionalization of Nanoparticles With Polyethylene Glycol: Effects on Protein Adsorption and Cellular Uptake. ACS Nano (2015) 9(7):6996–7008. doi: 10.1021/acsnano.5b01326

3. Larson, TA, Joshi, PP, and Sokolov, K. Preventing Protein Adsorption and Macrophage Uptake of Gold Nanoparticles via a Hydrophobic Shield. ACS Nano (2012) 6(10):9182–90. doi: 10.1021/nn3035155

4. Belhadj, Z, He, B, Deng, H, Song, S, Zhang, H, Wang, X, et al. A Combined “Eat Me/Don’t Eat Me” Strategy Based on Extracellular Vesicles for Anticancer Nanomedicine. J Extracell Vesicles (2020) 9(1):1806444. doi: 10.1080/20013078.2020.1806444

5. Rodriguez, PL, Harada, T, Christian, DA, Pantano, DA, Tsai, RK, and Discher, DE. Minimal “Self” Peptides That Inhibit Phagocytic Clearance and Enhance Delivery of Nanoparticles. Science (2013) 339(6122):971–5. doi: 10.1126/science.1229568

6. Wang, Z, Li, J, Cho, J, and Malik, AB. Prevention of Vascular Inflammation by Nanoparticle Targeting of Adherent Neutrophils. Nat Nanotechnol (2014) 9(3):204–10. doi: 10.1038/nnano.2014.17

7. Chung, CH, Jung, W, Keum, H, Kim, TW, and Jon, S. Nanoparticles Derived From the Natural Antioxidant Rosmarinic Acid Ameliorate Acute Inflammatory Bowel Disease. ACS Nano (2020) 14(6):6887–96. doi: 10.1021/acsnano.0c01018

8. Bayyurt, B, Tincer, G, Almacioglu, K, Alpdundar, E, Gursel, M, and Gursel, I. Encapsulation of Two Different TLR Ligands Into Liposomes Confer Protective Immunity and Prevent Tumor Development. J Control Release (2017) 247:134–44. doi: 10.1016/j.jconrel.2017.01.004

9. Guo, J, Li, D, Tao, H, Li, G, Liu, R, Dou, Y, et al. Cyclodextrin-Derived Intrinsically Bioactive Nanoparticles for Treatment of Acute and Chronic Inflammatory Diseases. Adv Mater (2019) 31(46):e1904607. doi: 10.1002/adma.201904607

10. Yang, H, Fung, SY, Xu, S, Sutherland, DP, Kollmann, TR, Liu, M, et al. Amino Acid-Dependent Attenuation of Toll-Like Receptor Signaling by Peptide-Gold Nanoparticle Hybrids. ACS Nano (2015) 9(7):6774–84. doi: 10.1021/nn505634h

11. Yang, H, Kozicky, L, Saferali, A, Fung, SY, Afacan, N, Cai, B, et al. Endosomal pH Modulation by Peptide-Gold Nanoparticle Hybrids Enables Potent Anti-Inflammatory Activity in Phagocytic Immune Cells. Biomaterials (2016) 111:90–102. doi: 10.1016/j.biomaterials.2016.09.032

12. Wang, L, Zhang, H, Sun, L, Gao, W, Xiong, Y, Ma, A, et al. Manipulation of Macrophage Polarization by Peptide-Coated Gold Nanoparticles and its Protective Effects on Acute Lung Injury. J Nanobiotechnol (2020) 18(1):38. doi: 10.1186/s12951-020-00593-7

13. Xiong, Y, Gao, W, Xia, F, Sun, Y, Sun, L, Wang, L, et al. Peptide-Gold Nanoparticle Hybrids as Promising Anti-Inflammatory Nanotherapeutics for Acute Lung Injury: In Vivo Efficacy, Biodistribution, and Clearance. Adv Healthc Mater (2018) 7(19):e1800510. doi: 10.1002/adhm.201800510

14. de Jesus, AJ, and Allen, TW. The Role of Tryptophan Side Chains in Membrane Protein Anchoring and Hydrophobic Mismatch. Biochim Biophys Acta (2013) 1828(2):864–76. doi: 10.1016/j.bbamem.2012.09.009

15. Fu, Z, Zhou, X, and Xing, D. Sensitive Colorimetric Detection of Listeria Monocytogenes Based on Isothermal Gene Amplification and Unmodified Gold Nanoparticles. Methods (2013) 64(3):260–6. doi: 10.1016/j.ymeth.2013.08.003

16. Matute-Bello, G, Downey, G, Moore, BB, Groshong, SD, Matthay, MA, Slutsky, AS, et al. An Official American Thoracic Society Workshop Report: Features and Measurements of Experimental Acute Lung Injury in Animals. Am J Respir Cell Mol Biol (2011) 44(5):725–38. doi: 10.1165/rcmb.2009-0210ST

17. Biswas, SK, and Lopez-Collazo, E. Endotoxin Tolerance: New Mechanisms, Molecules and Clinical Significance. Trends Immunol (2009) 30(10):475–87. doi: 10.1016/j.it.2009.07.009

18. Yang, L, and Seki, E. Toll-Like Receptors in Liver Fibrosis: Cellular Crosstalk and Mechanisms. Front Physiol (2012) 3:138. doi: 10.3389/fphys.2012.00138

19. Rothschild, DE, McDaniel, DK, Ringel-Scaia, VM, and Allen, IC. Modulating Inflammation Through the Negative Regulation of NF-kappaB Signaling. J Leukoc Biol (2018) 103:(6). doi: 10.1002/JLB.3MIR0817-346RRR

20. Kobayashi, K, Hernandez, LD, Galan, JE, Janeway, CA Jr, and Medzhitov, R. IRAK-M Is a Negative Regulator of Toll-Like Receptor Signaling. Cell (2002) 110(2):191–202. doi: 10.1016/S0092-8674(02)00827-9

21. Xiong, Y, and Medvedev, AE. Induction of Endotoxin Tolerance In Vivo Inhibits Activation of IRAK4 and Increases Negative Regulators IRAK-M, SHIP-1, and A20. J Leukoc Biol (2011) 90(6):1141–8. doi: 10.1189/jlb.0611273

22. Jin, P, Bo, L, Liu, Y, Lu, W, Lin, S, Bian, J, et al. Activator Protein 1 Promotes the Transcriptional Activation of IRAK-M. BioMed Pharmacother (2016) 83:1212–9. doi: 10.1016/j.biopha.2016.08.024

23. Subramanian, K, Iovino, F, Tsikourkitoudi, V, Merkl, P, Ahmed, S, Berry, SB, et al. Mannose Receptor-Derived Peptides Neutralize Pore-Forming Toxins and Reduce Inflammation and Development of Pneumococcal Disease. EMBO Mol Med (2020) 12(11):e12695. doi: 10.15252/emmm.202012695

24. Subramanian, K, Neill, DR, Malak, HA, Spelmink, L, Khandaker, S, Dalla Libera Marchiori, G, et al. Pneumolysin Binds to the Mannose Receptor C Type 1 (MRC-1) Leading to Anti-Inflammatory Responses and Enhanced Pneumococcal Survival. Nat Microbiol (2019) 4(1):62–70. doi: 10.1038/s41564-018-0280-x

25. Gao, W, Xiong, Y, Li, Q, and Yang, H. Inhibition of Toll-Like Receptor Signaling as a Promising Therapy for Inflammatory Diseases: A Journey From Molecular to Nano Therapeutics. Front Physiol (2017) 8:508. doi: 10.3389/fphys.2017.00508

26. Bonam, SR, Wang, F, and Muller, S. Lysosomes as a Therapeutic Target. Nat Rev Drug Discov (2019) 18(12):923–48. doi: 10.1038/s41573-019-0036-1

27. Ciesielska, A, Matyjek, M, and Kwiatkowska, K. TLR4 and CD14 Trafficking and its Influence on LPS-Induced Pro-Inflammatory Signaling. Cell Mol Life Sci (2021) 78(4):1233–61. doi: 10.1007/s00018-020-03656-y

28. Netea, MG, Dominguez-Andres, J, Barreiro, LB, Chavakis, T, Divangahi, M, Fuchs, E, et al. Defining Trained Immunity and its Role in Health and Disease. Nat Rev Immunol (2020) 20(6):375–88. doi: 10.1038/s41577-020-0285-6

29. van 't Veer, C, van den Pangaart, PS, van Zoelen, MA, de Kruif, M, Birjmohun, RS, Stroes, ES, et al. Induction of IRAK-M Is Associated With Lipopolysaccharide Tolerance in a Human Endotoxemia Model. J Immunol (2007) 179(10):7110–20. doi: 10.4049/jimmunol.179.10.7110

30. Flannery, S, and Bowie, AG. The Interleukin-1 Receptor-Associated Kinases: Critical Regulators of Innate Immune Signalling. Biochem Pharmacol (2010) 80(12):1981–91. doi: 10.1016/j.bcp.2010.06.020

31. Zhou, H, Yu, M, Fukuda, K, Im, J, Yao, P, Cui, W, et al. IRAK-M Mediates Toll-Like Receptor/IL-1r-Induced NFkappaB Activation and Cytokine Production. EMBO J (2013) 32(4):583–96. doi: 10.1038/emboj.2013.2

32. Seki, M, Kohno, S, Newstead, MW, Zeng, X, Bhan, U, Lukacs, NW, et al. Critical Role of IL-1 Receptor-Associated Kinase-M in Regulating Chemokine-Dependent Deleterious Inflammation in Murine Influenza Pneumonia. J Immunol (2010) 184(3):1410–8. doi: 10.4049/jimmunol.0901709

33. Zhang, M, Chen, W, Zhou, W, Bai, Y, and Gao, J. Critical Role of IRAK-M in Regulating Antigen-Induced Airway Inflammation. Am J Respir Cell Mol Biol (2017) 57(5):547–59. doi: 10.1165/rcmb.2016-0370OC

34. Hubbard, LL, and Moore, BB. IRAK-M Regulation and Function in Host Defense and Immune Homeostasis. Infect Dis Rep (2010) 2(1):e9. doi: 10.4081/idr.2010.e9

35. Miyata, M, Lee, JY, Susuki-Miyata, S, Wang, WY, Xu, H, Kai, H, et al. Glucocorticoids Suppress Inflammation via the Upregulation of Negative Regulator IRAK-M. Nat Commun (2015) 6:6062. doi: 10.1038/ncomms7062

36. Nguyen, HA, Rajaram, MV, Meyer, DA, and Schlesinger, LS. Pulmonary Surfactant Protein A and Surfactant Lipids Upregulate IRAK-M, a Negative Regulator of TLR-Mediated Inflammation in Human Macrophages. Am J Physiol Lung Cell Mol Physiol (2012) 303(7):L608–616. doi: 10.1152/ajplung.00067.2012

37. Pathak, SK, Basu, S, Bhattacharyya, A, Pathak, S, Kundu, M, and Basu, J. Mycobacterium Tuberculosis Lipoarabinomannan-Mediated IRAK-M Induction Negatively Regulates Toll-Like Receptor-Dependent Interleukin-12 P40 Production in Macrophages. J Biol Chem (2005) 280(52):42794–800. doi: 10.1074/jbc.M506471200

38. Nigou, J, Zelle-Rieser, C, Gilleron, M, Thurnher, M, and Puzo, G. Mannosylated Lipoarabinomannans Inhibit IL-12 Production by Human Dendritic Cells: Evidence for a Negative Signal Delivered Through the Mannose Receptor. J Immunol (2001) 166(12):7477–85. doi: 10.4049/jimmunol.166.12.7477

39. Matthay, MA, Zemans, RL, Zimmerman, GA, Arabi, YM, Beitler, JR, Mercat, A, et al. Acute Respiratory Distress Syndrome. Nat Rev Dis Primers (2019) 5(1):18. doi: 10.1038/s41572-019-0069-0

40. Aggarwal, NR, King, LS, and D'Alessio, FR. Diverse Macrophage Populations Mediate Acute Lung Inflammation and Resolution. Am J Physiol Lung Cell Mol Physiol (2014) 306(8):L709–725. doi: 10.1152/ajplung.00341.2013

41. Takeuchi, O, and Akira, S. Pattern Recognition Receptors and Inflammation. Cell (2010) 140(6):805–20. doi: 10.1016/j.cell.2010.01.022




Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.


Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Sun, Wang, Wu, Gong, Ma, Fung and Yang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 04 November 2021

doi: 10.3389/fimmu.2021.751683

[image: image2]


Innate Memory Reprogramming by Gold Nanoparticles Depends on the Microbial Agents That Induce Memory


Benjamin J. Swartzwelter 1,2†, Sara Michelini 2, Tobias Frauenlob 2, Francesco Barbero 3, Alessandro Verde 1†, Anna Chiara De Luca 1†, Victor Puntes 3,4,5, Albert Duschl 2, Jutta Horejs-Hoeck 2, Paola Italiani 1* and Diana Boraschi 1,6,7*


1 Institute of Biochemistry and Cell Biology (IBBC), National Research Council (CNR), Napoli, Italy, 2 Department Biosciences, Paris Lodron University of Salzburg (PLUS), Salzburg, Austria, 3 Institut Català de Nanociència i Nanotecnologia (ICN2), Consejo Superior de Investigaciones Científicas (CSIC) and The Barcelona Institute of Science and Technology (BIST), Barcelona, Spain, 4 Vall d’Hebron Research Institute (VHIR), Barcelona, Spain, 5 Institució Catalana de Recerca I Estudis Avançats (ICREA), Barcelona, Spain, 6 Stazione Zoologica Anton Dohrn, Napoli, Italy, 7 Shenzhen Institute of Advanced Technology (SIAT), Chinese Academy of Sciences (CAS), Shenzhen, China




Edited by: 

David Pozo, University of Seville, Spain

Reviewed by: 

Umut Can Kucuksezer, Istanbul University, Turkey

Mario M. D’Elios, University of Florence, Italy

*Correspondence: 

Diana Boraschi
 diana.boraschi@ibbc.cnr.it

Paola Italiani
 paola.italiani@ibbc.cnr.it

†Present address: 

Benjamin J. Swartzwelter, Department of Microbiology, Immunology & Pathology, Colorado State University, Fort Collins, CO, United States

Alessandro Verde, Institute for Experimental Endocrinology and Oncology, “G. Salvatore” (IEOS), Second Unit, Consiglio Nazionale Delle Ricerche (CNR), Napoli, Italy 

Anna Chiara De Luca, Institute for Experimental Endocrinology and Oncology, “G. Salvatore” (IEOS), Second Unit, Consiglio Nazionale Delle Ricerche (CNR), Napoli, Italy

Specialty section: 
 This article was submitted to Molecular Innate Immunity, a section of the journal Frontiers in Immunology


Received: 01 August 2021

Accepted: 14 October 2021

Published: 04 November 2021

Citation:
Swartzwelter BJ, Michelini S, Frauenlob T, Barbero F, Verde A, De Luca AC, Puntes V, Duschl A, Horejs-Hoeck J, Italiani P and Boraschi D (2021) Innate Memory Reprogramming by Gold Nanoparticles Depends on the Microbial Agents That Induce Memory. Front. Immunol. 12:751683. doi: 10.3389/fimmu.2021.751683



Innate immune memory, the ability of innate cells to react in a more protective way to secondary challenges, is induced by exposure to infectious and other exogeous and endogenous agents. Engineered nanoparticles are particulate exogenous agents that, as such, could trigger an inflammatory reaction in monocytes and macrophages and could therefore be also able to induce innate memory. Here, we have evaluated the capacity of engineered gold nanoparticles (AuNPs) to induce a memory response or to modulate the memory responses induced by microbial agents. Microbial agents used were in soluble vs. particulate form (MDP and the gram-positive bacteria Staphylococcus aureus; β-glucan and the β-glucan-producing fungi C. albicans), and as whole microrganisms that were either killed (S. aureus, C. albicans) or viable (the gram-negative bacteria Helicobacter pylori). The memory response was assessed in vitro, by exposing human primary monocytes from 2-7 individual donors to microbial agents with or without AuNPs (primary response), then resting them for 6 days to allow return to baseline, and eventually challenging them with LPS (secondary memory response). Primary and memory responses were tested as production of the innate/inflammatory cytokine TNFα and other inflammatory and anti-inflammatory factors. While inactive on the response induced by soluble microbial stimuli (muramyl dipeptide -MDP-, β-glucan), AuNPs partially reduced the primary response induced by whole microorganisms. AuNPs were also unable to directly induce a memory response but could modulate stimulus-induced memory in a circumscribed fashion, limited to some agents and some cytokines. Thus, the MDP-induced tolerance in terms of TNFα production was further exacerbated by co-priming with AuNPs, resulting in a less inflammatory memory response. Conversely, the H. pylori-induced tolerance was downregulated by AuNPs only relative to the anti-inflammatory cytokine IL-10, which would lead to an overall more inflammatory memory response. These effects of AuNPs may depend on a differential interaction/association between the reactive particle surfaces and the microbial components and agents, which may lead to a change in the exposure profiles. As a general observation, however, the donor-to-donor variability in memory response profiles and reactivity to AuNPs was substantial, suggesting that innate memory depends on the individual history of exposures.




Keywords: innate immunity, innate memory, nanoparticles, microbial agents, monocytes 



Introduction

Immunological memory was long considered a distinctive trait of adaptive immunity, resulting in the capacity to mount a more rapid and more effective specific immune response to infectious challenges (1). It is however evident that organisms that only display innate immunity, the most ancient non-specific defensive system, can develop an immunological memory that allows them to resist better to various environmental pathogens and stressful events (e.g., heat, wounds) (2–4). Higher vertebrates maintain an efficient innate immunity, in parallel to adaptive responses, and it is now evident that priming/exposure to microbial/stressful agents generates “innate memory” in innate immune cells, such as monocytes and macrophages. The innate memory is at least partially non-specific and allows for a more protective reaction to subsequent challenges (2, 3, 5–7).

The first type of innate memory described in mammals is known as “endotoxin tolerance” and results in a less potent secondary response to gram-negative endotoxin or other bacterial challenges, aiming at attaining sufficient protection while avoiding the substantial damage to the host tissues and organs that can be caused by a full innate/inflammatory response, which includes the deadly endotoxin shock (8–11). In other cases, e.g., in the case of exposure to the tuberculosis vaccine BCG or to the fungal β-glucan, the memory response results in a potentiated reaction (“trained immunity”) (6, 12). The innate memory responses, both tolerance and potentiation, are based on epigenetic and metabolic modifications, rather than in a general shift in gene transcription, and they should be understood as a medium-term functional reprogramming aimed at enhanced host defense (lasting several months to years in mammals) (6, 13–16). However, anomalous innate memory has been proposed to contribute to the development of immune/inflammatory diseases, such as autoimmune syndromes and chronic inflammatory diseases (6, 17). Which substances activate innate immune memory, in which direction (protective vs. detrimental, tolerance vs. potentiation) and how different agents might differentially modulate innate memory is still largely unexplored. Innate memory-inducing substances should be considered both from a safety perspective, in which excessive inflammation or immune suppression can be detrimental, but also for their therapeutic potential, to down-regulate or up-regulate excessive or insufficient innate immunity in different disease conditions.

Several microbial stimuli have been described for their memory inducing capacity. In addition to the aforementioned BCG, endotoxin (lipopolysaccharide -LPS-) and β-glucan, agents such as muramyl dipeptide (MDP) and Candida albicans have each demonstrated the capacity to alter the secondary reactivity of monocytes or macrophages (18–20). Recently, several studies have examined whether engineered nanoparticles are also capable of inducing or modulating innate immune memory. While pristine graphene could induce a potentiated status in murine macrophages (21), gold nanoparticles (AuNPs) failed to independently induce a memory response in human monocytes, although they seem able to modulate in different directions the innate memory induced by microbial agents (22–26).

In this context, here we have evaluated the capacity of AuNPs to modulate the innate memory response of human primary monocytes primed with different microbial agents in soluble vs. particulate forms (MDP and the gram-positive bacteria Staphylococcus aureus; β-glucan and the β-glucan-producing fungi C. albicans) and with a live microbial agent (the gram-negative bacterium Helicobacter pylori), using a realistic in vitro model based on human primary monocytes. The results show that AuNPs are unable per se to induce an inflammatory reaction or to induce innate memory in monocytes, but can partially affect the stimulus-induced cell activation.



Materials and Methods


AuNP Synthesis and Characterization


AuNP Synthesis

AuNPs were synthesized as previously described by Bastús et al. (27). Briefly, 150 mL of sodium citrate 2.2 mM was brought to a boil under reflux, followed by rapid addition of 1 mL of HAuCl4 25 mM. AuNP “seeds” were formed in this manner, and sequential addition of HAuCl4 achieved the desired particle size. All reagents were obtained from Sigma-Aldrich® (Merck KGaA, St. Louis, MO, USA).



AuNP Characterization


Transmission Electron Microscopy and Scanning Electron Microscopy

NP characterization images were obtained by STEM (scanning transmission electron microscopy) using a FEI Magellan XHR microscope (FEI, Hillsboro, OR, USA) in transmission mode with an acceleration of 20 kV, as previously described (22). AuNP samples were stabilized with polyvinylpyrrolidone (55 kDa) (28) and drop cast onto a carbon-coated TEM grid. After drying, samples were imaged and particle size was assessed using an ImageJ macro. Scanning Electron Microscopy (SEM) was conducted on a JEOL 6700F scanning electron microscope (JEOL, Peabody, MA, USA) as described previously (29).



UV-vis Spectroscopy

To assess particle stability and uniformity of size, UV-vis spectra of the AuNP suspensions were obtained using a Shimadzu UV-2400 spectrophotometer (SSI, Kyoto, Japan) with a range of 300-700 nm. Samples were measured at room temperature, and milliQ water was used as a reference.



Dynamic Light Scattering

Particle ζ-potential and hydrodynamic diameter were determined by laser doppler velocimetry and dynamic light scattering (DLS), respectively, using a Malvern Zetasizer Nano ZS instrument (Malvern Panalytical Ltd., Malvern, UK) with a light source wavelength of 632.8 nm and a fixed scattering angle of 173° (at 25°C).



Atomic Force Microscopy

AFM measurements were performed with XE-70 microscope (Park Systems, Suwon, South Korea). The instrument is equipped with two flexure scanners (XY plane and Z) both for probe tips and samples. Scans were performed on an area up to 15x15 µm2 with a topographic resolution below 1 nm (30). AFM images were acquired after deposition of AuNPs (10 µL at 1022 µg/mL) on a quartz slide by drop-casting.



Evaluation of Endotoxin Contamination

The presence of endotoxin contamination in NP samples was assessed with the Limulus Amoebocyte Lysate assay (LAL). The chromogenic Pyrochrome LAL assay (Associates of Cape Cod, Inc.; East Falmouth, MA, USA) was conducted at NP concentrations determined be to below the threshold for optical interference, following a protocol optimized for NPs (31), and sample absorbance was assessed using a Cytation 3 imaging reader (BioTek, Winooski, VT, USA). Endotoxin levels were expressed as endotoxin units per milligram of AuNPs (EU/mg).





Human Monocyte Isolation

Primary human monocytes were isolated from buffy coats of 20 healthy anonymous donors (provided by the blood bank of Salzburg, Austria, following overnight refrigeration), with cells from 4-8 buffy coats used for each primary stimulus. The study was conducted in accordance with the Declaration of Helsinki, and under Austrian national guidelines. According to Austrian regulations, no informed consent is required if blood cells derived from anonymous healthy donors, discarded after plasmapheresis (buffy coats) are used, therefore no additional approval by the national ethics committee was necessary. Peripheral blood mononuclear cells were obtained by Ficoll-Paque gradient density separation (GE Healthcare, Bio-Sciences AB, Uppsala, Sweden). Monocytes were further isolated by CD14+ magnetic microbead separation (Miltenyi Biotec, Bergisch Gladbach, Germany) following the manufacturer’s instructions. The resulting cell suspension was monitored for purity by differential counting on Wright-Giemsa-stained cytosmears (Diff-Quik; Medion Diagnostics, Düdingen, Switzerland) examined by optical microscopy. Cell viability was assessed by trypan blue dye exclusion. Only cell isolations with at least 95% purity and 95% viability were used.



Human Monocyte Primary Stimulation and Innate Memory Response


AuNP Biocorona Formation

Before addition into cell culture, AuNPs were pre-incubated in 50% inactivated human AB serum (Sigma-Aldrich) at 37°C for 1 h, in order to obtain the formation of a bio-corona of serum proteins and other components on the particle surface thereby ensuring particle stability in culture. However, being this a soft corona, it still allowed for interaction of the reactive particle surface with microbial agents and cells in culture (32, 33). The serum-AuNP mixture was added directly to culture wells (34), adjusting particle and serum concentration to the desired values.



Monocyte Primary Innate Response

Freshly isolated monocytes were suspended in culture medium (RPMI-1640 + Glutamax-I; GIBCO by Life Technologies, Paisley, UK) supplemented with 100 U/mL penicillin/streptomycin (Sigma-Aldrich). Cells (1x105/well) were added to 96 well flat bottom plates (Corning® Costar®; Corning Inc. Life Sciences, Oneonta, NY, USA). Cells were exposed to β-glucan (extracted from C. albicans; 2 µg/mL; a generous gift from Charles Dinarello, University of Colorado, Denver CO, USA), MDP (10 µg/mL; InvivoGen, San Diego, CA, USA), heat-killed S. aureus (ratio with monocytes 1:1; strain ATCC 6538, InvivoGen), heat-killed Candida albicans (ratio 0.1:1; strain ATCC 10231, InvivoGen), or live H. pylori (at MOI 0.2, 1, 5; WT strain p12, cultured in-house as described previously) (35). H. pylori CFUs were determined by spectrophotometric measurement of bacterial culture turbidity (OD600; BioPhotometer plus, Eppendorf, Hamburg, Germany), following an in-house CFU calibration curve.

Cell stimulation was performed in the presence or absence of 20 µg/mL AuNPs. The final serum concentration of each well was adjusted to 5%. The primary monocyte response to stimuli was assessed as cytokine analysis in the 24 h supernatants. For stimulation with H. pylori, antibiotics were absent during the primary stimulation to ensure bacterial integrity during the primary activation/memory induction phase. Antibiotics were added into the culture medium for both the resting and challenge phases, to avoid unwanted activation by residual bacteria and to maintain the same culture conditions as for other stimuli.



Monocyte Memory Innate Response

After the primary response and supernatant collection, cells were rested in fresh culture medium for 6 days, with medium changes on days 4 and 6. A resting period of 6 days was sufficient for the complete extinction of monocyte activation induced by the different stimuli, based on the production of inflammation-related factors. That monocytes were no longer activated was assessed by measuring cytokine production in the 6-day supernatant (representing the cytokine production from day 4 to 6; data not shown) and by challenging the primed cells with culture medium alone (see first column on the left “challenged by medium” in all the figures reporting innate memory results). At day 7, cells were exposed to fresh culture medium alone of containing 5 ng/mL of LPS (from Escherichia coli O55:B5; Sigma-Aldrich). Supernatants were collected after 24 h for cytokine analysis.




Cytokine Analysis

Production of TNFα and IL-1Ra was measured in the culture supernatants by ELISA (R&D Systems, Inc., Minneapolis, MN, USA). All other cytokines and chemokines were measured using a ProcartaPlex multiplex assay (Thermo Fisher Scientific, Waltham, MA, USA). The lower detection limits for the assays used was: TNFα, 15.6 pg/mL; IL-6, 9.4 pg/mL; IL-1Ra, 93.8 pg/mL; IL-10, 7.1 pg/mL; MCP-1, 15.0 pg/mL; IL-1α, 9.5 pg/mL; MIP-1α, 8.9 pg/mL; MIP-1β, 110.1 pg/mL; GROα, 3.0 pg/mL; IP-10, 23.4 pg/mL; IL-8, 31.2 pg/mL. Two ELISA replicates were run for each sample, and each experimental condition was tested with duplicate samples.



Statistical Analysis

Cytokine levels are reported as ng/106 plated monocytes. Graphical presentations and statistical analysis were obtained using Graphpad Prism 9 (GraphPad Inc., La Jolla, CA, USA). Data are shown as averages of biological triplicates or as averages of technical replicates of biological duplicates. Statistical analysis was conducted using one-way ANOVA with the Fisher’s LSD post hoc test for multiple comparisons. The Shapiro-Wilk normality test was conducted on each data set prior to ANOVA, to ensure normal distributions.




Results and Discussion


AuNP Characterization

In this study, we used gold nanoparticles (AuNPs in 2.2 mM sodium citrate) of an average diameter of 51 ± 4 nm (Figures 1A–E). Particle size and uniformity was confirmed by UV-vis (a single peak found at 531 nm), while DLS revealed a hydrodynamic size of 59 ± 16 nm, and a ζ-potential of about -39 ± 3 mV. The stock concentration following synthesis was 278 µg/mL (corresponding to a particle concentration of 2x1011 NPs/mL, to 1.4 mM Au, and to a surface area of 1.7x103 mm2/mL), with an endotoxin contamination (determined by LAL assay) of 3.97 EU/mg (Figure 1A). Endotoxin may activate monocytes at concentrations above 0.1 EU/mL; our preparation thus allowed for a NP working concentration in culture of 20 µg AuNPs/mL, containing 0.079 EU/mL of endotoxin, which is below the endotoxin activation threshold (36, 37). Prior to addition into culture, AuNP were incubated in 50% AB serum, to better mimic the physiological conditions of NP interaction with human immune cells (38). Formation of a serum-dependent biocorona on the NP surface avoided particle aggregation in culture medium (32, 39). The presence of AuNPs within cells was assessed by TEM 6 days after monocyte exposure to NPs for 24 h (Figure 1E). Particles could be observed within endosomes, but not free in the cytosol or within nuclei. This is in agreement with the notion that particles are endocytosed and kept within vesicles for eventual degradation, implying a mechanism of silent, non-inflammatory elimination of foreign/anomalous materials. The absence of AuNPs in the cytoplasm suggests that the particles are unable to destabilize the vesicle membrane and, consequently, to induce the activation of cytoplasmic inflammasomes by released lysosomal enzymes and mitochondrial ROS. Importantly, despite the lack of inflammatory activation, the mechanism of silent elimination was reported as able to “prime” macrophages and induce a protective innate memory vs. subsequent challenges (40). At this timepoint, no appreciable differences were noted in intracellular NP number, size and distribution across all experimental conditions (not shown), and no morphological alterations in monocytes were observed (Figure 1F).




Figure 1 | Gold nanoparticle characterization. (A) Summary of characteristics of the AuNP batch used in this study; (B) TEM image and size distribution (calculated via ImageJ); (C) Atomic Force Microscopy image; (D) UV-vis spectrum, hydrodynamic size distribution calculated by DLS, and ζ-potential; (E) TEM and (F) SEM images of human primary monocytes, pre-exposed to AuNP for 24 h and then cultured for 6 additional days.





Effect of AuNPs on the Primary Innate Response Induced by Soluble vs. Particulate Microbial Stimuli

We aimed to determine whether the presence of AuNPs might interfere with the induction of innate immune memory by microbial stimuli. In particular, we wanted to examine possible differential effects on innate memory induced by particulate stimuli (whole microorganisms) or by microbial molecules. Freshly isolated human blood monocytes were exposed for 24 h in vitro to culture medium alone or containing one of four microbial agents: the bacterial surface molecule muramyl dipeptide (MDP, 10 µg/mL); heat-killed gram-positive Staphylococcus aureus (S. aureus, ratio 1:1 with monocyte); the fungal polysaccharide β-glucan (2 µg/mL) and heat-killed Candida albicans (C. albicans, at a ratio 0.1:1 with monocytes). Concentrations were selected based on preliminary experiments and literature data as able to induce a significant but suboptimal innate immune activation (19, 41, 42; data not shown).

The direct, primary response of monocytes to microbial stimuli was evaluated in the absence or in the presence of AuNPs (20 µg/mL), and assessed in the 24-h supernatant as production of innate/inflammatory cytokines and chemokines. The size of AuNPs was chosen based upon preliminary data using AuNPs of different sizes, which suggested that 50 nm AuNPs were the best for observing effects on innate memory (23). The concentration was selected as the highest non-toxic and endotoxin-free concentration (data not shown).

Figure 2 shows the primary response of monocytes in terms of production of the inflammatory cytokine TNFα, measured in monocytes from 2-4 individual donors. As expected, cells exposed to culture medium alone or containing the endotoxin-free AuNPs did not produce appreciable levels of TNFα (<0.3 ng/106 monocytes). Stimulation of monocytes for 24 h with bacterial MDP or killed gram-positive S. aureus resulted in a substantial production of TNFα, which was not overall significantly impacted by the presence of AuNPs, although a decrease in the response to S. aureus was evident for cells of 3 out of 4 donors (Figures 2A, B). Cells were also stimulated with C. albicans-derived β-glucan and with the whole killed C. albicans organisms. Both fungal agents also induced TNFα production, although this increase did not attain statistical significance for β-glucan (only two subjects could be tested; Figure 2C). Co-exposure of monocytes to C. albicans and AuNPs caused a significant suppression of TNFα production in cells from all donors (Figure 2D). To investigate whether the AuNP effect observed for C. albicans-stimulated TNFα production was common to other C. albicans-induced factors, we examined the production of the inflammatory cytokine IL-6, the anti-inflammatory factor IL-1Ra and the chemokine MCP-1/CCL2, and found that AuNPs did not affect the stimulus-induced production of any of them (Supplementary Figure 1).




Figure 2 | Effect of AuNPs on the primary response of monocytes exposed to soluble or particulate microbial stimuli. CD14+ monocytes were exposed to MDP (10 µg/mL) (A), S. aureus (ratio 1:1; S.a.) (B), β-glucan (2 µg/mL; β-g) (C) or (C) albicans (ratio 0.1:1; C.a.) (D) for 24 h in the presence or absence of AuNPs (20 µg/mL, indicated by blue bars). The inflammatory response is reported in terms of production of TNFα (ng/106 monocytes). Values from individual donors are depicted concurrent with mean cytokine production. Relevant p values are indicated when < 0.05. n = 4 (A, B, D), n = 2 (C).



These results confirm previous observations that AuNPs do not have a substantial impact on the innate/inflammatory response of human monocytes to microbial stimuli, but that a partial reduction of the response to whole microorganisms can be observed in the majority of donors. Notably, individual effects can be observed on cells from many donors, these effects being variable (increase or decrease of the response) depending on the donor and irrespective of the inflammatory agent. Only in the case of C. albicans was a similar decrease observed in all donors, thus reaching statistical significance (Figure 2D).



Effect of AuNPs on the Memory Innate Response Induced by Soluble vs. Particulate Microbial Stimuli

Following primary activation, cells were rested for 6 days. This allows monocytes sufficient time to return to quiescence, prior to restimulation. Cell number and morphology following resting appeared consistent (by visual inspection) across wells from different primary conditions. After resting, cells were challenged with either medium alone or 5 ng/mL of LPS, in order to observe whether the previous exposure to inflammatory agents resulted in development of an innate immune memory (an increased or decreased response compared to control unprimed cells). The in vitro model adopted for assessing memory induction is depicted in Figure 3. Challenge with medium alone resulted in TNFα levels below the detection limit of the assay for all primed cells, indicating that cells had returned to baseline TNFα production (Figure 4; medium-challenged cells are grouped into one bar that includes every priming condition tested). Restimulation with LPS induced significant production of TNFα, which was comparable between medium- and AuNP-primed cells, suggesting that pre-exposure to AuNPs was unable to induce a consistent memory response. It should be however noted that, while the average production is not statistically different between control and AuNP-primed monocytes, at the individual level there are cases in which AuNP-primed cells respond to challenge with an increased TNFα production, others in which there is a decrease, and others in which there is no change (see for instance the four donors in Figure 4C). This again underlines the need for an individual profiling of innate and memory responses, in order to predict reactivity to future challenges. Such profiling should include the production of a number of inflammatory and anti-inflammatory factors in response to different microbial challenges, in order to assess the overall balance between inflammation and anti-inflammation (26). The memory response of MDP-primed cells was of tolerance type, relative to TNFα production, with a decreased production of the inflammatory cytokine compared to medium-primed cells. Also in this case, the global difference was not statistically significant (p=0.0956), due to the interindividual variability (with monocytes from 1 out of 4 donors showing no change). Cells primed with MDP + AuNPs showed a significant tolerance at restimulation, compared to cells primed with either stimulus alone, confirming the tendency to tolerance observed with single priming agents (Figure 4A). Restimulation of cells primed with S. aureus (which contains MDP as part of its surface structure) demonstrated that, similar to MDP, S. aureus is a potent inducer of innate memory in the direction of tolerance (Figure 4B). Unlike the memory effect upon MDP priming, AuNPs had no effect on S. aureus-driven tolerance. The difference in the effect of AuNPs on memory induced by MDP vs. the entire S. aureus bacteria might be ascribed to the different mechanisms of primary cell activation (which then initiate the epigenetic and metabolic reprogramming responsible for the establishment of memory), MDP mainly acting through NOD2 in the cytoplasm after receptor-independent endocytosis/transport through membrane channels (43, 44), while the whole bacteria principally interact with the plasma membrane through lipoteichoic acid activation of TLR2, thereby initiating an MyD88-dependent signaling pathway (45, 46). The metabolic cost and pathway involvement of bacterial phagocytosis compared to uptake of soluble factors most likely also contribute to the different memory profiles generated by S. aureus and MDP, although this remains unstudied to date (47). Thus, the presence of AuNPs, which are endocytosed, may have interfered with the MDP-dependent mechanism of memory generation, while unable to affect the memory mechanisms initiated extracellularly by S. aureus.




Figure 3 | The time course of an in vitro model of innate immune memory. Fresh naïve monocytes are activated by exposure in culture to different stimuli for 24 h (primary response). After elimination of stimuli, cell activation subsides with time (in our in vitro model 6 days are sufficient), during which period cells return to a resting status. Upon restimulation, cells that were not previously exposed to activating agents (unprimed) develop a secondary response of a given intensity. Conversely, cells that were previously primed and activated can react to restimulation with a secondary “memory” response, either more powerful (training/potentiation) or reduced (tolerance), compared to unprimed cells.






Figure 4 | Effect of AuNPs on the memory response of monocytes primed by soluble or particulate microbial stimuli. CD14+ monocytes were primed with MDP (A), S. aureus (B), β-glucan (C) or C. albicans (D) for 24 h in the presence or absence of AuNPs (20 µg/mL, indicated by blue bars), then washed and rested for 6 days. Cells were then challenged with LPS (5 ng/mL) for 24 h, and supernatants collected for cytokine measurement. The inflammatory response is reported in terms of production of TNFα (ng/106 monocytes), and individual donor values are depicted concurrent with mean cytokine production. p values are indicated when < 0.05 for the comparisons between unprimed and primed groups and priming with and without NPs, n = 4 (A, C, D), n = 8 (B).



Upon challenge, cells primed with the fungal agents β-glucan and C. albicans did not demonstrate an innate memory response, as their TNFα production did not differ from that medium-primed (Figures 4C, D). In both cases, the presence of AuNPs at priming did not have any effect on the secondary response at challenge. To make sure that the lack of memory induction was not restricted to the production of a single inflammatory factor, in the case of C. albicans priming we also assessed the production of another inflammatory cytokine (IL-6), two anti-inflammatory factors (IL-10 and IL-1Ra) and six chemokines (three CC chemokines: MCP-1/CCL2, MIP-1α/CCL3 and MIP-1β/CCL4; and three CXC chemokines: GROα/CXCL1, IP-10/CXCL10 and IL-8/CXCL8) (Supplementary Figure 2). Two of these factors (IL-1Ra and CCL2/MCP-1) were spontaneously produced at high levels, and their levels were not increased in response to the LPS challenge. Similar to TNFα, priming with C. albicans did not induce memory (either potentiation or decrease of the secondary response) in terms of production of any of these factors. Likewise, the presence of AuNPs at priming did not have any significant effect (Supplementary Figure 2).

In all cases, again it should be noted that the interindividual variability is high and that, while the average values are not statistically different, the individual effects can be substantial both as decrease and increase of the memory response in the presence of AuNPs.



Effect of AuNPs on Primary and Memory Innate Responses Induced by Live Bacteria

Previous data suggest that the impact of AuNPs on innate memory induced by bacteria may vary depending on whether bacteria (BCG in this specific case) are viable or not (23). We have therefore also tested the effect of AuNPs on responses induced by a live microorganism, the gram-negative H. pylori, so as to compare such effect with those induced by killed microorganisms (S. aureus and C. albicans). Monocytes were primed in vitro for 24 h by live H. pylori at three concentrations (at MOI 0.2, 1 and 5) in the absence or presence of AuNPs. Primary stimulation with H. pylori revealed a potent dose-dependent induction of TNFα production (Figure 5), which was significantly suppressed by the presence of AuNPs, with the most robust suppression present at the lowest H. pylori dose (MOI 0.2). Thus, similar to what was observed with live BCG (23) and, to a lower extent, with killed whole bacteria (Figures 2B, D), AuNPs are capable of interfering with the primary innate response induced by live H. pylori.




Figure 5 | Effect of AuNPs on the primary response of monocytes to live H. pylori. CD14+ monocytes were stimulated with medium alone or containing live H. pylori (MOI: 0.2, 1, 5) for 24 h in the presence or absence of AuNPs (20 µg/mL, indicated by blue bars). The inflammatory response is reported in terms of production of TNFα (ng/106 monocytes). Values from individual donors are depicted concurrent with mean cytokine production. p values are indicated when < 0.05 for the comparison between stimulation with or without NPs, n = 4.



Induction of innate immune memory by H. pylori was assessed using the same in vitro model described previously for soluble and particulate microbial stimuli. Following 6 days of resting, control and primed cells were challenged with 5 ng/ml of LPS for 24 h. To better assess the memory induction by H. pylori and the AuNP impact, in addition to TNFα we have examined several other important inflammation-related cytokines and chemokines. Results in Figure 6 show the memory response of H. pylori-primed cells in terms of production of two key inflammatory factors, TNFα and IL-6, and of two anti-inflammatory cytokines, IL-1Ra and IL-10. Additional factors are reported in Supplementary Figure 2. Only the results at H. pylori MOI 0.2 are shown, since no substantial differences were observed at higher concentrations. Upon challenge with LPS, cells primed with medium exhibited elevated production of all cytokines and chemokines measured, except IL-1Ra and MCP-1, whose baseline levels were already high (Figure 6 and Supplementary Figure 3). Overall, the secondary response of cells primed with AuNPs was not significantly different from that of medium-primed cells, although again different behaviors were evident between donors. The memory response of H. pylori-primed cells revealed a potent induction of an innate immune tolerance in terms of TNFα, IL-6, IL-10 and the CXC chemokine IP-10, though not for IL-1α, IL-1Ra and in all the other chemokines tested (Figure 6 and Supplementary Figure 3). The presence of AuNPs during priming with H. pylori did not alter the H. pylori-induced memory effect on any of the cytokines and chemokines tested, with the exception of the anti-inflammatory cytokine IL 10. In this case, the H. pylori-induced tolerance was significantly enhanced by AuNPs (Figure 6D), an effect evident at all H. pylori priming concentrations (data not shown).




Figure 6 | Effect of AuNPs on the memory response of monocytes primed by live (H) pylori. CD14+ monocytes were exposed to medium or H. pylori (at MOI 0.2) for 24 h in the presence or absence of AuNPs (20 µg/mL, indicated by blue bars), then washed and rested for 6 days. After resting, cells were challenged with LPS (5 ng/mL) for 24 h, supernatants were collected and examined for the production of TNFα (A), IL-6 (B), IL-1Ra (C) and IL-10 (D). Values from individual donors are depicted concurrent with mean cytokine production. p values are indicated when < 0.05 for the comparisons between unprimed and primed groups and priming with and without NPs, n = 4. .



Thus, monocytes exposed to live H. pylori can mount a potent inflammatory response that primes cells towards a generally less potent secondary memory response, in terms of production of two inflammatory factors (TNFα and IL-6), an anti-inflammatory cytokine (IL-10) and the chemokine IP-10. That H. pylori priming may affect the production of four different cytokines suggests different levels of epigenetic/metabolic reprogramming, likely dependent on the multiplicity of its cell activation modes. In fact, H. pylori can interact with TLR2 on the cell membrane, possibly through Hsp60 (48–50), while its LPS has very limited inflammatory activity and does not trigger a significant TLR4-mediated inflammation (51–53). Of note, the cag pathogenicity island (cagPAI), which mediates H. pylori pathogenesis in gastric epithelial cells, is less important in macrophages and dendritic cells (50, 54). H. pylori can induce inflammatory activation of innate cells (53, 55–57), possibly through the non-enzymatic interaction of secreted urease with receptors/acceptors on the cell membrane (55, 56), promote the macrophage M1 inflammatory phenotype through NOD1 (58), and survive for at least 24 hours within phagolysosomes after ingestion thereby inducing potent ROS production (59–61). By inducing phosphorylation of the NFκB p65 subunit at Ser-537, also the integrin-like kinase (ILK) promotes H. plyori-induced TNFα production (62). All these mechanisms of inflammatory activation will likely induce a multitude of different metabolic and epigenetic changes resulting in a complex innate memory profile. The tolerance memory response observed for TNFα and IL-6, two cytokines mainly dependent on the activation of the NFκB pathway, suggests that the TLR2-dependent priming may be principally involved. Conversely, the effects on IL-10 and IP-10, two factors that largely depend on interferon activation, are more likely mediated by other mechanisms, including the NOD1 pathway through the TRAF3-dependent induction of IRF3 and 7 and the production of type I IFN (63–70), which in turn activates the JAK/STAT signaling pathway (71). In this perspective, the capacity of AuNPs to interfere with H. pylori-induced memory, which is evident only in the case of IL-10, suggests that AuNPs may increase the H. pylori effect through production of type I IFN.




Conclusions

The aim of this study was to assess whether engineered AuNPs, a nanomaterial with wide applications in many fields including medicine and generally considered safe, are able to modulate the innate immune/inflammatory responses of human subjects. This would contribute on one side to the implementation of a more thorough safety evaluation of AuNPs and, on the other hand, it could open the way to a targeted use of this nanomaterial for the therapeutic modulation of innate immunity/inflammation in several immune-related and inflammatory diseases. In particular, this study has addressed innate memory, i.e., the ability of monocytes/macrophages to activate a more protective reaction to a challenge when previously exposed to the same or a different infectious agent (6, 7, 9–17). Following previous studies showing that endotoxin-free Au and other NPs are essentially unable to induce innate/inflammatory responses and innate memory per se, but could at least in part modulate the memory induced by microbial agents (21–26, 72), here we have examined if the nature of the memory-inducing microbial agents could determine the capacity of AuNPs to interfere with the development of innate memory. To study innate memory, we have taken advantage of a realistic in vitro model, based on human primary monocytes exposed to microbial agents and to AuNPs coated with human serum. Based on our preliminary findings, we can draw the following conclusions and formulate the following hypotheses:

	AuNPs generally decrease the inflammatory activation of monocytes induced by whole microorganisms, both killed (C. albicans, S. aureus) and viable (H. pylori in this study, BCG in ref. 23). Conversely, monocyte activation induced by microbial molecules (β-glucan and MDP in this study, LPS in refs. 22, 23, 25, 26) is not consistently affected by co-exposure to AuNPs. This may be ascribed to a possible interference of AuNPs (which are readily and abundantly taken up by monocytes and stored in endosomal vesicles) with the intracellular trafficking of phagocytosed microorganisms and the phagocytosis-dependent signaling pathways (47).

	The capacity of AuNPs to modulate innate memory induced by microbial agents seems to be specifically restricted to some agents and to some of the memory response parameters (production levels of different cytokines), and appears to be independent of the effect on the primary response. In fact, AuNPs increase the tolerance memory effect induced by MDP on the inflammatory cytokine TNFα, whereas no effect of the primary response to MDP could be observed. In the case of H. pylori, while AuNPs could significantly decrease the TNFα primary response, no effect on the tolerance memory response was evident for the same cytokine, while a significant decrease of the IL-10 memory response was observed. Since IL-10 is an anti-inflammatory factor, its decrease would result in an overall increase of inflammation. The circumscribed effects of AuNPs on the memory production of some cytokines in response to some microbial agents could be explained as interference with distinct mechanisms of cell activation and reprogramming, although experimental evidence is currently missing. The physical interaction between AuNPs and microbial agents at priming may lead to a different recognition/activation profile and trigger distinct epigenetic or metabolic pathways responsible of memory establishment.

	The most striking observation made in this study, which confirms previous reports, is that opposite innate memory responses can be induced by the same agents and in the same conditions in monocytes from different subjects. Thus, the same microbial agent, alone or in combination with AuNPs, can cause potentiation, tolerance or no effect on cells from different donors. This suggests two considerations: first, it is not possible to classify the effects of NPs on innate memory in general terms; second, in order to know whether some NPs (to be used in medical applications) may have a detrimental effect on a patient, it is necessary to obtain a personalized innate memory profile.
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Supplementary Figure 1 | Effect of AuNPs on the primary response of monocytes to killed C. albicans. CD14+ monocytes were stimulated with medium or C. albicans (ratio 0.1:1) for 24 h in the presence or absence of AuNPs (20 µg/mL, indicated by blue bars). The inflammatory response is reported in terms of production of IL-6 (A), IL-1Ra (B) and MCP-1/CCL2 (C) and expressed as ng/106 monocyte. Values from individual donors are depicted concurrent with mean cytokine production. Relevant p values are indicated when < 0.05. n = 4.


Supplementary Figure 2 | Effect of AuNPs on the memory response of monocytes primed by C. albicans. CD14+ monocytes were exposed to medium or C. albicans (ratio 0.1:1) for 24 h in the presence or absence of AuNPs (20 µg/mL, indicated by blue bars), then washed and rested for 6 days. After resting, cells were challenged with LPS (5 ng/mL) for 24 h. Supernatants were collected and cytokine production measured: IL-6 (A), IL-10 (B), IL-1Ra (C) MCP-1/CCL2 (D), MIP-1/CCL3 (E), MIP-1b/CCL4 (F), GROa/CXCL1 (G), IP-10/CXCL10 (H), IL-8/CXCL8 (I). Individual donor values are depicted concurrent with mean cytokine production (ng/106 monocytes). n = 4. 


Supplementary Figure 3 | Effect of AuNPs on the memory response of monocytes primed by H. pylori. CD14+ monocytes were exposed to medium or H. pylori (at MOI 0.2) for 24 h in the presence or absence of AuNPs (20 µg/mL, indicated by blue bars), then washed and rested for 6 days. After resting, cells were challenged with LPS challenge (5 ng/mL) for 24 h, and supernatant were collected for evaluation of cytokines and chemokines: IL-1a (A), IL-8/CXCL8 (B), MCP-1/CCL2 (C), MIP-1a/CCL3 (D), MIP-1b//CCL4 (E), IP-10/CXCL10 (F). Individual donor values are depicted concurrent with mean cytokine production (ng/106 monocytes). Relevant p values are indicated when < 0.05. n = 4.
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When compartmentally mislocalized within cells, nucleic acids can be exceptionally immunostimulatory and can even trigger the immune-mediated elimination of cancer. Specifically, the accumulation of double-stranded DNA in the cytosol can efficiently promote antitumor immunity by activating the cGAMP synthase (cGAS) / stimulator of interferon genes (STING) cellular signaling pathway. Targeting this cytosolic DNA sensing pathway with interferon stimulatory DNA (ISD) is therefore an attractive immunotherapeutic strategy for the treatment of cancer. However, the therapeutic activity of ISD is limited by several drug delivery barriers, including susceptibility to deoxyribonuclease degradation, poor cellular uptake, and inefficient cytosolic delivery. Here, we describe the development of a nucleic acid immunotherapeutic, NanoISD, which overcomes critical delivery barriers that limit the activity of ISD and thereby promotes antitumor immunity through the pharmacological activation of cGAS at the forefront of the STING pathway. NanoISD is a nanoparticle formulation that has been engineered to confer deoxyribonuclease resistance, enhance cellular uptake, and promote endosomal escape of ISD into the cytosol, resulting in potent activation of the STING pathway via cGAS. NanoISD mediates the local production of proinflammatory cytokines via STING signaling. Accordingly, the intratumoral administration of NanoISD induces the infiltration of natural killer cells and T lymphocytes into murine tumors. The therapeutic efficacy of NanoISD is demonstrated in preclinical tumor models by attenuated tumor growth, prolonged survival, and an improved response to immune checkpoint blockade therapy.
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Introduction

Nucleic acid sensing is a fundamental part of the innate immune system that can galvanize immune responses against pathogens and diseased cells (1). During cellular homeostasis, DNA is largely sequestered from the cytosol inside the nucleus and mitochondria (2). Accordingly, the abnormal accumulation of DNA inside the cytosol is indicative of cellular distress. The aberrant presence of such “danger signals” within the cytosol can trigger various pattern recognition receptors (PRRs) and lead to a myriad of immunological responses (3). Moreover, the physiochemical properties of cytosolic DNA (e.g. nucleotide sequence, base pair (BP) length, etc.) can drastically influence the nature of the resultant immune response by modulating PRR activation (4).

The stimulator of interferon genes (STING) cellular signaling pathway is a major DNA sensing pathway that bridges the gap between innate and adaptive immunity. The STING protein is located on the endoplasmic reticulum (5) and is directly activated by cyclic dinucleotides (CDNs) (6), such as the endogenous second messenger, 2′3′-cyclic guanosine monophosphate–adenosine monophosphate (cGAMP) (7). Molecules of cGAMP are produced intracellularly by cGAMP synthase (cGAS) when the enzyme detects double-stranded DNA (dsDNA) in the cytosol (7–10). Notably, the recognition of cytosolic dsDNA by cGAS is independent of nucleotide sequence (11), and therefore this DNA sensing pathway is broadly applicable to a vast number of microbial infections as well as the detection of self dsDNA leakage resulting from cellular malfunction, a common feature of many precancerous cells.

STING activation results in the local production of type-I interferons (IFN-I) and various other proinflammatory cytokines, the specific profile of which depends on cellular context as well as the type, intensity, and duration of the stimulant (12). This dynamic cytokine response generally creates an inflammatory microenvironment, which in certain settings, can promote robust cellular immune responses towards pathogens and diseases (13). Notably, localized STING signaling has been identified as critical for the spontaneous induction of antitumor immunity (14). Indeed, STING knockout (KO) mice (i.e. Tmem173–/–) exhibit defective tumor control in some murine tumor models and demonstrate a significantly reduced therapeutic response to immune checkpoint blockade (ICB) therapy relative to wildtype mice (14). Moreover, these preclinical findings have corresponded with clinical data from human cancer patients that has positively correlated cGAS/STING activation with the presence of tumor infiltrating T lymphocytes (i.e. T cells) (15) as well as T cell–inflamed tumors with increased overall survival (16) and responsiveness to ICB therapy (17, 18).

Under the proper conditions, STING signaling can mediate cancer cell death either directly (19, 20) or indirectly by supporting cytotoxic T lymphocyte (CTL) (21) and natural killer (NK) cell (22, 23) responses. Additionally, the STING pathway is iatrogenically activated by many of the classical cancer therapies (e.g. radiation, certain chemotherapies, etc.) and may contribute to enhanced therapeutic responses in such cases (24, 25). Indeed, in murine tumor models, antitumor immune responses generated by STING signaling are essential to achieving maximum therapeutic efficacy in response to radiotherapy (26). These discoveries have collectively motivated the development of synthetic STING pathway agonists for applications in cancer immunotherapy.

Numerous preclinical studies using synthetic STING agonists have now shown that targeted activation of the STING pathway within established murine tumors can shift the immune profile of an immunosuppressive tumor microenvironment (TME) toward an immunogenic state that is conducive to productive antitumor immunity and to enhancing the therapeutic efficacy of multiple immunotherapeutic modalities (21, 27, 28). Accordingly, many synthetic STING agonists are currently being explored as cancer therapeutics in human clinical trials (29, 30). However, it is worth noting that all of the STING pathway agonists currently in clinical development are direct activators of the STING protein or inhibit antagonists of the pathway (28). Compared to the STING protein, cGAS has been relatively underappreciated as a druggable target for cancer immunotherapy (31), despite the potential of a cGAS-targeting therapeutic to more closely mimic endogenous STING signaling by simulating natural, endogenous DNA sensing.

There are many drug delivery challenges that must be overcome to activate cGAS with interferon stimulatory DNA (ISD), which may explain why the development of cGAS agonists has been remarkably limited thus far. Efficient cytosolic delivery of ISD is critical to the pharmacological activation of cGAS, yet freely administered ISD experiences negligible cellular uptake and is quickly cleared and degraded (32). Furthermore, cGAS possesses several DNA-length dependencies that affect both the activation of the pathway (33) and the strength of STING signaling (i.e. the amount of STING-driven gene expression) (34). Here, we have engineered a nucleic acid immunotherapeutic, NanoISD, which can target cGAS and exploit the DNA sensing pathway in the context of local cancer immunotherapy via the cytosolic delivery of noncoding, immunostimulatory dsDNA.

The well-established, endosomolytic polymer, poly[(DMAEMA)-block-(PAA-co-DMAEMA-co-BMA)] (D-PDB) (35–51) was used to electrostatically complex dsDNA into environmentally responsive nanoparticles capable of achieving cytosolic delivery. The DNA/polymer complexes were characterized using a library of synthetic ISD to study the effects of both N/P charge ratio (i.e. molar amount of protonated amines on the polymer corona / molar amount of phosphates on the nucleic acid backbone) and dsDNA composition on nanoparticle stability, transfection efficiency, cGAS activation, and antitumor immunity. In vitro screening of various DNA/nanoparticle complexes resulted in the identification of an optimized cGAS adjuvant, a phosphorothioate-capped 95-BP dsDNA/D-PDB complex, termed NanoISD. NanoISD is a nanoparticle formulation that confers deoxyribonuclease resistance, cellular uptake, endosomal escape, and potent activation of the STING pathway via cGAS (Figure 1). Notably, the direct injection of NanoISD into murine tumors triggers the production of proinflammatory cytokines, which leads to the tumor infiltration of both NK cells and T lymphocytes. Finally, the therapeutic efficacy of NanoISD is demonstrated in preclinical tumor models by attenuated tumor growth, increased survival, and an improved therapeutic response to ICB therapy.




Figure 1 | NanoISD – A nanoscale activator of the cGAS/STING pathway. NanoISD is fabricated via the self-assembly of an optimized interferon stimulatory DNA (ISD) sequence in complex with endosome-destabilizing polymer nanoparticles. (A) Chemical composition of poly[(DMAEMA)-block-(PAA-co-DMAEMA-co-BMA)] (D-PDB). (B) Schematic representation of NanoISD activating cytosolic cGAS by evading major deoxyribonuclease and mediating cellular uptake and endosomal escape. (C) Design variables explored for DNA/polymer complexes include N/P charge ratio, dsDNA length, and degree and location of phosphorothioate backbone modifications.





Results and Discussion


Engineering DNA/Polymer Nanoparticles for Intracellular Activation of cGAS

A library of synthetic ISD was created with a distinct set of design principles intended to yield structurally optimized cGAS ligands (Supplementary Figure 1). The library contains 4 dsDNA sequences of different lengths (i.e. 20-BP, 45-BP, 70-BP, and 95-BP dsDNA). To the extent possible, based on the designated dsDNA length, the individual ISD strands comprise poly(AC) and poly(AAC) repeats, which are each 20 nucleotides in length and are interspersed with random sequence spacers that are each 5 nucleotides in length. This unique composition of the ISD sequences should provide enough footing to minimize strand slippage. Additionally, the individual ISD strands exhibit positive free energies for secondary structure formation and are therefore not disposed to hairpins and self-dimerization. Moreover, the ISD has melting temperatures that are sufficiently high to maintain double-stranded morphologies at biologically relevant temperatures (i.e. 37°C). Lastly, the synthetic ISD sequence contains three terminal phosphorothioate bonds (i.e. “caps”) on both ends of each complementary DNA strand to inhibit exonuclease degradation, a known feature of such modifications (52).

To overcome the delivery barriers that limit the activity of ISD, we employed a diblock copolymer, D-PDB, which has previously been used primarily for the cytosolic delivery of small-interfering RNA (siRNA) (35–51). Under a physiological pH of ~ 7.4, D-PDB self-assembles into colloidally stable, nanoparticle micelles with a cationic corona that can electrostatically load nucleic acids. In response to the decrease in endosomal pH that follows cellular uptake, these nanoparticles disassemble. The hydrophobic moieties of the polymer become accessible and then disrupt the endosomal membrane, whereupon the exogenous nucleic acid cargo escapes from the endosome into the cytosol of the cell. While nuclear localization is required for most applications of intracellular DNA delivery (e.g. gene therapy), DNA delivery to the cytosol is adequate and perhaps better for pharmacologically targeting cGAS, since the PRR is primarily activated by DNA within the cytosol (8). Thus, in terms of maximizing cGAS activation, D-PDB has potential to be advantageous relative to nanocarriers that are designed to deliver their nucleic acid cargo to the nucleus of cells.

To determine an ideal N/P charge ratio (i.e. molar amount of protonated amines on the polymer corona / molar amount of phosphates on the nucleic acid backbone) for the ISD and polymer, polymeric micelles of D-PDB were complexed with varying concentrations of phosphorothioate-capped 95-BP dsDNA, one of the ISD molecules from the starting library. The resultant complexes were then analyzed in vitro via agarose gel electrophoresis, dynamic light scattering (DLS), and reporter cell assays for IFN-I production (Figure 2).




Figure 2 | Engineering DNA/Polymer Nanoparticles for Intracellular Activation of cGAS. (A) Agarose gel image. DNA Ladder refers to the TrackIt™ 1 Kb Plus DNA Ladder, and Free DNA refers to uncomplexed phosphorothioate-capped 95-BP dsDNA. Lanes comprise 1 µg DNA mixed with the indicated amount of D-PDB. (B) DLS analysis of phosphorothioate-capped 95-BP dsDNA/D-PDB complexes at varying N/P charge ratios. Frequency indicates the number-based particle size distribution. Hydrodynamic size indicates the particle diameter in nm. (C) RAW-Dual reporter cell assay of phosphorothioate-capped 95-BP dsDNA/D-PDB complexes at varying N/P charge ratios. (D) RAW-Dual reporter cell assay of synthetic, variable-length ISD library complexed to D-PDB at an N/P charge ratio of 4, and indicated experimental controls were used. (E) THP1-Dual reporter cell assay of synthetic, variable-length ISD library complexed to D-PDB at an N/P charge ratio of 4, and indicated experimental controls were used. (F) A549-Dual reporter cell assay of synthetic, variable-length ISD library complexed to D-PDB at an N/P charge ratio of 4, and indicated experimental controls were used. (G) Dose response of the cGAS inhibitor, RU.521 in RAW-Dual reporter cells. After a 4 hour incubation with RU.521, cells were treated with 25 nM phosphorothioate-capped 95-BP dsDNA complexed to D-PDB at an N/P charge ratio of 4. (H) RAW-Lucia ISG-KO-cGAS reporter cell assay of synthetic, variable-length ISD library complexed to D-PDB at an N/P charge ratio of 4, and indicated experimental controls were used. The dose response curves for free D-PDB are positioned along the x-axis in terms of the molar amount of polymer chains rather than molar amount of loaded dsDNA, and each dose response that utilized the polymer was administered using equivalent D-PDB concentrations.



Agarose gel electrophoresis was run to determine the N/P charge ratio at which complete complexation is achieved (Figure 2A). Consistent with previous findings for D-PBD with shorter double-stranded RNA molecules (35, 50), it was determined that N/P charge ratios of 1 and greater enabled complete loading of the phosphorothioate-capped 95-BP dsDNA. Conversely, an N/P charge ratio of 0.5 exhibited incomplete complexation, as demonstrated by the migration of unbound DNA, which formed a band corresponding to that of the free DNA.

DLS was subsequently performed to characterize the size and polydispersity of the complexes (Figure 2B). DLS analysis demonstrated that uncomplexed D-PDB micelles are ~ 45-60 nm in diameter and that loading phosphorothioate-capped 95-BP dsDNA at an N/P charge ratio of 4 results in slightly larger nanoparticles that are ~ 60-90 nm in diameter. As the N/P charge ratio was lowered, the measured hydrodynamic size significantly increased to micrometer diameters that are indicative of particle aggregation. Notably, larger particles (i.e. greater than 100 nm) are not ideal for in vivo cancer applications, since particle permeability and distribution within tumors are known to decrease with increasing particle size (53).

To determine the in vitro activity of the complexes, a reporter cell assay for cellular IFN-I production was utilized (Figure 2C). The reporter cells stably express a secreted luciferase downstream of interferon-stimulated response elements, and therefore luminescence can be used to track relative IFN-I production. RAW-Dual murine macrophages were treated with phosphorothioate-capped 95-BP dsDNA/D-PDB complexes that were formulated at different N/P charge ratios. Supernatants were collected 24 hours after the cells were treated, and the relative IFN-I production was quantified via luminescence. Notably, immunostimulatory activity was detected from all of the complexes. A maximum efficacy of ~ 275,000 Relative Light Units (RLU) was consistent for N/P charge ratios of 4, 2, and 1. Alternatively, the maximum efficacy for the N/P charge ratio of 0.5 over the same concentration range was substantially lower at ~ 170,000 RLU, which is likely due to the incomplete loading of the DNA that was observed in the agarose gel assay. Additionally, half-maximal effective concentration (EC50) values were determined for each dose response curve to allow for the comparison of in vitro potency. The calculated EC50 values for the N/P charge ratios of 4, 2, 1, and 0.5 were 22 nM, 22 nM, 15 nM, and 3 nM, respectively. Since in vitro potency is inversely related to EC50 values, the potency is greater for the N/P charge ratios of 1 and 0.5, both of which also exhibit larger sizes as determined by DLS. The apparent increase in potency accompanied by an increase in particle size is consistent with a recent report that larger, micrometer-sized polyplexes enhance in vitro transfection efficiency relative to compositionally-equivalent nanometer-sized polyplexes due to increased gravitational sedimentation (54). Interestingly, we characterized a second ISD library of relatively larger PCR-amplified dsDNA (Supplementary Figure 2) with D-PDB and found that the effects of N/P charge ratio on particle complexation, size, and activity were well conserved with dsDNA up to at least 5000-BP in length (Supplementary Figure 3). Based on these initial in vitro characterizations of the complexes, an N/P charge ratio of 4 was selected for all complexes used in the subsequent studies.

The degree of cGAS activation is directly proportional to the length of dsDNA recognized by cGAS (34, 55), yet larger molecular weight dsDNA can also compromise the colloidal stability of non-viral vectors (56) and thereby limit transfection efficiency. Moreover, there exist DNA-length thresholds for cGAS activation that are species-specific due to some small variations in the amino acid composition of the protein (33). For in vitro cell-based assays, a minimum dsDNA length of ~ 45-BP is required to activate human cGAS (hcGAS) (33), whereas dsDNA as low as ~ 20-BP in length can activate murine cGAS (mcGAS) (57, 58). Thus, the entire library of variable-length, synthetic ISD was evaluated, so that the molecular weight (i.e. BP length) of the ISD in complex with D-PDB micelles could be optimized.

DLS analysis of D-PDB and the synthetic ISD library revealed that while keeping the N/P charge ratio consistent at 4, particle size slightly increased as the BP length of the DNA increased (Supplementary Figure 4). This relationship was also observed for D-PDB complexed to the second ISD library of larger PCR-amplified dsDNA, though size appeared to plateau at ~ 140 nm in diameter once a dsDNA length of 1250-BP was reached (Supplementary Figure 5). For the N/P charge ratio of 4, colloidal stability of the complexes was lost when dsDNA length reached 10,000-BP, as evident from the complex’s nonuniform and highly polydisperse size range.

Reporter cell assays for IFN-I production were again utilized to evaluate in vitro activity of the complexes. RAW-Dual murine macrophages (Figure 2D), THP1-Dual human monocytes (Figure 2E), and A549-Dual adenocarcinomic human alveolar basal epithelial cells (Figure 2F) were all treated with each of the varied-length, synthetic ISD complexed to D-PDB over a range of ISD concentrations to generate dose response curves. The endogenous STING ligand, 2′3′-cGAMP was used as a positive control for IFN-I induction, and free D-PDB (i.e. not loaded with dsDNA) was used as a vehicle control. Additionally, free phosphorothioate-capped 95-BP dsDNA was used as a negative control to demonstrate the importance of the polymeric drug delivery vehicle. Maximum efficacy and EC50 values for each of the treatments can be found in the supplementary information (Supplementary Figure 6). Consistent with previous observations that cGAS is activated in a dsDNA length dependent manner (34), both the potency and efficacy of the complexes generally increased with increasing BP length of the dsDNA cargo in all three reporter cell lines. Interestingly, free D-PDB demonstrated a small but significant dose response, suggesting that the polymer has an intrinsic capacity for stimulating some degree of IFN-I production.

In accordance with the established dsDNA length thresholds for species-specific cGAS activation, the phosphorothioate-capped 20-BP dsDNA complexed to D-PDB (i.e. 20-BP/D-PDB) enhanced maximum efficacy relative to that of free D-PDB in the murine RAW-Dual reporter cells (i.e. ~ 85,000 vs. ~ 20,000 RLU, respectively) and did not affect baseline efficacy in the human A549-Dual reporter cells (i.e. both treatments ~ 70,000 RLU). However, in the human THP1-Dual reporter cells, the 20-BP/D-PDB treatment did slightly outperform free D-PDB in terms of maximum efficacy (i.e. ~ 50,000 RLU vs. ~ 20,000 RLU, respectively), despite the 20-BP dsDNA being shorter than the empirically established threshold for human cGAS activation (i.e. ~ 45-BP) (33). This subtle discrepancy may be due to cell line–specific phenomenon coupled with the phosphorothioate modifications of the ISD, as the threshold established in previous reports was determined using unmodified dsDNA (59, 60).

The role of cGAS in the immunostimulatory activity of the compounds was investigated in the RAW-Dual reporter cells by pretreating the cells with a dose response of the established small molecule inhibitor of cGAS, RU.521 (33, 61, 62) (Figure 2G). Four hours after incubation with RU.521, the cells were treated with the EC75 concentration of 95-BP/D-PDB (i.e. 25 nM), a treatment known to be consistently active. Analysis of the supernatant 24 hours after treatment revealed that the cGAS-specific inhibitor was able to significantly diminish the IFN-I signal at the higher concentrations, suggesting that the observed activity of the DNA/polymer complexes is indeed cGAS-dependent. Notably, RU.521 exhibited a half-maximal inhibitory concentration (IC50) value of ~ 5 µM.

To further explore the dependence of cGAS on the activity of the treatments, RAW-Lucia ISG-KO-cGAS reporter cells, which do not express cGAS, were treated with each of the varied-length, synthetic ISD complexed to D-PDB (Figure 2H). Free D-PDB and cGAMP were again used as controls for the experiment. While cGAMP, which activates STING downstream of cGAS, retained its IFN-I activity, no activity was detected from DNA/polymer complexes, suggesting that the activity from those treatments observed in the wildtype reporter cells were largely, if not entirely, cGAS-dependent. These findings also suggest that if alternative IFN-inducing DNA sensors, such as IFI204 (e.g. the murine ortholog of IFI16), are involved in the response to the DNA/polymer complexes, they must operate as dependent cofactors of cGAS. Interestingly, the activity of free D-PDB was also completely abolished in the RAW-Lucia ISG-KO-cGAS reporter cells. While D-PDB is unlikely to be a direct cGAS ligand, D-PDB may indirectly activate cGAS in the wildtype reporter cells by inducing the cytosolic accumulation of mitochondrial DNA. Indeed, cationic nanocarriers have been linked to toll-like receptor 9 (TLR9) (i.e. a PRR for unmethylated DNA rich in CpG motifs) and STING activation via their intrinsic capacity for mitochondrial damage and the subsequent release of mitochondrial DNA (63, 64).

Similar cGAS-dependent activity in the RAW-Dual reporter cells was also demonstrated for the larger PCR-amplified dsDNA library complexed to D-PDB (Supplementary Figure 7). The DNA length–dependent trends were conserved for the larger PCR-amplified dsDNA library in the wildtype reporter cells, though the maximum efficacy of the DNA/polymer complexes did saturate at ~ 615,000 RLU when a dsDNA length of 625-BP was reached. Additionally, the colloidally unstable 10,000-BP/D-PDB complexes exhibited a reduced maximum efficacy of ~ 470,000 RLU over the same concentration range, which could be attributed to its extensive polydispersity of size. Furthermore, the synthetic phosphorothioate-capped 95-BP dsDNA complexed to D-PDB, which had a maximum efficacy of ~ 1,000,000 RLU, drastically outperformed all of the PCR-amplified dsDNA complexed to D-PDB in terms of maximum efficacy, which is likely a consequence of its exonuclease resistance and highlights the importance of such modifications for enhancing cGAS activation.

The starting ISD library used for the experiments in Figure 2 comprised synthetic dsDNA molecules that were produced via solid-phase phosphoramidite-based synthesis, which can accommodate routine, scalable production of dsDNA up to ~ 95-BP in length as well as the molecular modification of dsDNA (65, 66). Conversely, PCR-mediated amplification of dsDNA utilizes polymerase-based synthesis that does not allow for site-specific DNA modification outside of the primer sequence, and therefore PCR-mediated amplification of dsDNA is not readily amenable to phosphorothioate-capping. Accordingly, the synthetic, phosphorothioate-capped 95-BP dsDNA became the lead cGAS ligand. Thus, the nanoparticle complex of D-PDB and the phosphorothioate-capped 95-BP dsDNA at an N/P charge ratio of 4, herein referred to as NanoISD, was employed as a potent cGAS adjuvant for the subsequent studies investigating its utility in cancer immunotherapy.



NanoISD Exhibits Deoxyribonuclease Resistance

Mammalian cells constitutively express many deoxyribonucleases (DNases) to prevent the potentially inflammatory accumulation of DNA outside of protective organelles. Notably, DNA present in systemic circulation, lysosomes, and cytosols is degraded by DNase I, DNase II (i.e. Acid DNase), and DNase III (i.e. TREX1), respectively (67–70). The inhibition of such nucleases can allow immunostimulatory dsDNA to remain intact for an extended period of time during delivery, which can lead to improved functionality. Notably, the length of cytosolic dsDNA directly influences the rate and extent of cGAS activation and thereby the amount of cGAMP produced (34). Thus, when dsDNA strands are not rapidly broken down into smaller fragments, they can exploit the length-dependence of the protein to promote maximal STING signaling. As the stability of DNA is essential for cGAS activation, the deoxyribonuclease resistance of NanoISD was evaluated (Figure 3).




Figure 3 | NanoISD Exhibits Deoxyribonuclease Resistance. (A) Agarose gel image. Lanes are as indicated. The TrackIt™ 100 bp DNA Ladder was used for reference. The DNA used in these studies was the phosphorothioate-capped 95-BP dsDNA at a concentration of 1 µg DNA/lane, and the polymer used was D-PDB at an N/P charge ratio of 4. (B) THP1-Dual reporter cell assay of 95-BP dsDNA with and without phosphorothioate caps complexed to D-PDB at an N/P charge ratio of 4. (C) THP1-Dual KO-TREX1 reporter cell assay of 95-BP dsDNA with and without phosphorothioate caps complexed to D-PDB at an N/P charge ratio of 4. (D) THP1-Dual reporter cell assay of synthetic 45-BP dsDNA complexed to D-PDB at an N/P charge ratio of 4, and D-PDB was used as an experimental control. Each 45-BP/D-PDB treatment comprised DNA with varying levels of phosphorothioate incorporation as indicated. (E) RAW-Dual reporter cell assay of synthetic 45-BP dsDNA complexed to D-PDB at an N/P charge ratio of 4, and D-PDB was used as an experimental control. Each 45-BP/D-PDB treatment comprised DNA with varying levels of phosphorothioate incorporation as indicated. The dose response curves for free D-PDB are positioned along the x-axis corresponding to their equivalent dsDNA-loaded treatments, as each dose response that utilized the polymer was administered using equivalent D-PDB concentrations.



Both free phosphorothioate-capped 95-BP dsDNA and NanoISD were incubated with three different concentrations of the endonuclease, DNase I (Figure 3A). 15 ng/mL was selected as it is the physiological level of DNase I in human serum (71), 100 ng/mL was selected as it is the concentration of recombinant human DNase I that can mediate the effective removal of DNA from blood circulation (72), and 2500 ng/mL was selected as an extreme high-dose control. Following incubation with DNase I, samples were heat-inactivated, and SDS was added to break apart the complexes. The samples were then run on a gel along with free phosphorothioate-capped 95-BP dsDNA and NanoISD that were not exposed to DNase I. While free phosphorothioate-capped 95-BP dsDNA was susceptible to degradation by the higher concentrations of DNase I, NanoISD exhibited marked protection of its DNA cargo from deoxyribonuclease degradation, which is likely due to polymer-mediated steric hindrance of the nuclease (i.e. nanoparticle packaging).

Since cGAS activation is greatly dependent on the length, concentration, and persistence of dsDNA in the cytosol, a particularly important negative regulator of the STING pathway is the exonuclease, TREX1 (i.e. DNase III). Indeed, it was recently discovered that DNA oxidized by reactive oxygen species (ROS) can significantly impede the exonuclease activity of TREX1, and such TREX1 inhibition was found to significantly potentiate STING signaling (73). Accordingly, the inhibition of TREX1 has recently been proposed as an immunotherapeutic strategy for the treatment of cancer (74).

The phosphorothioate caps of the synthetic ISD were implemented to boost immunostimulatory activity by obstructing the TREX1-mediated degradation of dsDNA that limits STING pathway activation. To further test the deoxyribonuclease resistance of the chemically modified ISD, reporter cell assays for IFN-I production were once again utilized. Phosphorothioate-capped 95-BP dsDNA and 95-BP dsDNA without caps were complexed with D-PDB micelles and incubated with THP1-Dual cells (Figure 3B) and THP1-Dual KO-TREX1 cells (Figure 3C).

In the wildtype reporter cells, the efficacy and potency of NanoISD were both significantly increased relative to D-PDB loaded with 95-BP dsDNA without phosphorothioate caps. As the caps inhibit TREX1 activity, it is likely that they enable a prolonged presence of the dsDNA in the cytosol and thereby enhance cGAS activation. This theory is supported by the finding that phosphorothioate caps on a 45-BP dsDNA also enhanced activity relative to 45-BP dsDNA without caps when delivered with D-PDB micelles to wildtype reporter cells (Figures 3D, E). Notably, it was also demonstrated that complete phosphorothioate modification of the dsDNA backbone rendered 45-BP dsDNA inactive, which is consistent with previous observations that phosphodiester bonds on dsDNA are required for cGAS activation (59, 75). One possible future opportunity for further enhancing the efficacy and potency of the ISD might involve incorporating intermittent phosphorothioate modifications along the DNA strands, which could potentially improve the deoxyribonuclease resistance and stability of the DNA while also maintaining a capacity for cGAS oligomerization/activation. The distance between each modification would likely need to be optimized to avoid deleterious effects on cGAS activation.

Moreover, in the TREX1 (i.e. DNase III) KO reporter cells, the efficacy and potency of the nanoparticles loaded with dsDNA lacking phosphorothioate caps were insignificantly different from that of NanoISD (Figure 3C), suggesting that in the wildtype reporter cells, TREX1 is mainly responsible for the reduced in vitro activity of the nanoparticles carrying unprotected dsDNA. Thus, in addition to the deoxyribonuclease resistance afforded by nanoparticle packaging, deoxyribonuclease activity was found to be further inhibited through the chemical modification of the synthetic dsDNA.

Notably, the IFN-I activity of the synthetic ISD library in the THP1-Dual reporter cells is entirely lost when delivered with the non-endosomolytic polymer, poly[(DMAEMA)-block-(BMA)] (D-B) at a consistent DNA concentration and N/P charge ratio (Supplementary Figure 8). D-B forms micelles that do not disassemble at low pH, and accordingly the polymer does not facilitate the cytosolic delivery of nucleic acid (50), which is necessary for cGAS activation. Conversely, D-PDB mediates endosomal escape at the onset of endosomal acidification due to the composition of the polymer (35) and the resultant loss of particle morphology under minimally acidic conditions (e.g. pH ~ 6.5), which leads to endosomal membrane disruption (50). Therefore, the dsDNA cargo loaded on D-PDB is likely released into the cytosol before endosomes can fully acidify. Since DNase II is mostly active under highly acidic conditions (e.g. pH ~ 5.5) (76), it is probable that the enzyme has a reduced opportunity to degrade the ISD when delivered with D-PDB. Indeed, the observed cGAS activation from NanoISD treatment is evidence that the dsDNA ligands are not appreciably degraded by DNase II in lysosomes. Thus, the chemical and physical composition of NanoISD as well as its intrinsic delivery route protect its cGAS ligand from three major deoxyribonucleases and thereby constitute NanoISD as an exceptionally potent cGAS adjuvant.



NanoISD Enhances Cellular Uptake and Immunostimulatory Activity of ISD In Vitro

DNA by itself does not readily pass through the negatively-charged plasma membrane of cells due to the relatively large, negatively-charged, and hydrophilic nature of DNA (77). However, when ISD is complexed at an N/P charge ratio of 4 with D-PDB micelles that exhibit a positive surface charge of +16.27 mV, the resultant DNA-loaded nanoparticles also exhibit a positive surface charge (Supplementary Figure 9) and can be efficiently endocytosed by DC2.4 dendritic cells in vitro as determined by flow cytometry analysis of fluorescently-labeled phosphorothioate-capped 95-BP dsDNA (i.e. Cy5-DNA) (Figure 4A). It is likely that the overall positive surface charge of NanoISD (i.e. +14.87 mV) afforded by D-PDB drives the cellular uptake of the nanoparticles, especially since free fluorescently-labeled D-PDB (i.e. NIR-D-PDB) is also efficiently endocytosed (Figure 4B). The positive charge of NanoISD does however dictate that the therapeutic be administered locally, as positively charged nanoparticles are typically poorly tolerated when administered systemically (78). There are many advantages to using local administration, especially for the delivery of a cancer immunotherapeutic (79). Indeed, while the direct injection of many classical cancer therapeutics (e.g. various chemotherapies) into solid tumors often results in therapeutic responses that are limited to the treated tumors, the local administration of a cancer immunotherapeutic can generate a systemic immune response with potential to clear untreated metastatic tumors (i.e. abscopal effect). Additionally, D-PDB treatment also confers a minor but significant degree of toxicity relative to cells treated with phosphate buffered saline (PBS) (Figure 4C). Notably, some toxicity may actually be beneficial in the context of killing cancer cells following local administration (80) and releasing tumor antigens, which can then be processed by APCs to promote the cancer immunity cycle (81).




Figure 4 | NanoISD Enhances Cellular Uptake and Immunostimulatory Activity of ISD In Vitro. (A) Flow cytometry analysis on the cellular uptake of 45 nM DNA (i.e. Cy5-labeled phosphorothioate-capped 95-BP dsDNA). Flow cytometry was conducted 4 hours after indicated treatment. The median fluorescence intensity (MFI) of Cy5-labeled DNA was quantified. (B) Flow cytometry analysis on the cellular uptake of 1.1 µM D-PDB (i.e. NIR-D-PDB), which corresponds to 45 nM DNA for a N/P charge ratio of 4. Flow cytometry was conducted 4 hours after indicated treatment. The MFI of NIR-664-labeled D-PDB was quantified. (C) Cellular viability determined 4 hours after indicated treatment as assessed by DAPI staining. Percent viable is relative to cells treated with PBS. (D) Flow cytometry analysis of the BMDC maturation marker, MHC-II conducted 24 hours after treatment of either PBS, 45 nM DNA (i.e. phosphorothioate-capped 95-BP dsDNA), or NanoISD at a dose corresponding to 45 nM. The MFI of anti-MHC-II-APC-Cy7 was quantified. (E) Flow cytometry analysis of the BMDC maturation marker, CD86 conducted 24 hours after treatment of either PBS, 45 nM DNA (i.e. phosphorothioate-capped 95-BP dsDNA), or NanoISD at a dose corresponding to 45 nM. The MFI of anti-CD86-PE-Cy7 was quantified. (F) Cellular viability determined 24 hours after indicated treatment as assessed by DAPI staining. Percent viable is relative to cells treated with PBS. A one-way ANOVA with Tukey test was used for statistical analysis. ****p < 0.0001, ***p < 0.005, **p < 0.01. ns, not significant.



The activation of APCs is a key feature of many innate immune agonists and is essential for cancer immunotherapies that are aimed at promoting antitumor T cells (82). Since STING pathway activation has been linked to APC maturation and T cell activation (83, 84), NanoISD was evaluated for its ability to promote APC maturation. Murine bone marrow-derived dendritic cells (BMDCs) were treated with either PBS, DNA (i.e. phosphorothioate-capped 95-BP dsDNA), or NanoISD. Markers of BMDC maturation (i.e. cell surface expression of CD86 and MHC-II) were quantified via flow cytometry 24 hours post treatment. It was determined that NanoISD evokes significantly enhanced maturation in vitro as compared to PBS-treated BMDCs and DNA-treated BMDCs (Figures 4D, E). Additionally, viability of the BMDCs after NanoISD treatment was comparable to that of the DC2.4 cells treated with the same concentration of NanoISD (Figure 4F).



NanoISD Enhances Delivery and Immunostimulatory Activity of ISD In Vivo

By packaging dsDNA into cationic nanoparticles, it was hypothesized that NanoISD would address the rapid clearance of dsDNA by promoting local cellular uptake at the site of injection. To evaluate this, NanoISD and free ISD were injected subcutaneously into mice and the in vivo retention was evaluated via IVIS imaging using both fluorescently-labeled phosphorothioate-capped 95-BP dsDNA (i.e. Cy5-DNA) and fluorescently-labeled D-PDB (i.e. NIR-D-PDB) (Figures 5A, B). As anticipated, the free ISD was rapidly cleared from the injection site (i.e. half-life < 6 hours). Interestingly, D-PDB was retained at the injection site for an extended timeframe (i.e. half-life ~ 50 days) and also dramatically enhanced the retention of the dsDNA (i.e. half-life ~ 50 days).




Figure 5 | NanoISD Enhances Delivery and Immunostimulatory Activity of ISD In Vivo. (A) Representative fluorescence IVIS images evaluating the subcutaneous retention of NanoISD in CD-1 mice. D-PDB labeled with NIR-664-iodoacetamide (i.e. NIR-D-PDB) was used to track the polymer, and phosphorothioate-capped 95-BP dsDNA labeled with Cy5 (i.e. Cy5-DNA) was used to track the DNA. On the left flank of each mouse, individual uncomplexed agents were administered, and on the right flank of each mouse, complexes at an N/P charge ratio of 4 with the indicated fluorescent agent were administered. A subcutaneous injection was given as a single 100 µL dose of 2 µg DNA and/or 36 µg of polymer. (B) Retention profiles of NIR-D-PDB and Cy5-DNA either uncomplexed or complexed with unlabeled counterparts following subcutaneous administration in CD-1 mice. (C) Representative fluorescence IVIS images evaluating the tumor retention of NanoISD in BALB/cJ mice bearing orthotopic 4T1 tumors. Phosphorothioate-capped 95-BP dsDNA labeled with Cy5 (i.e. Cy5-DNA) was used to track the DNA. Cy5-DNA was administered by itself or in complex with D-PDB at an N/P charge ratio of 4. An intratumoral injection was given as a single 100 µL dose of 2 µg DNA. (D) Retention profiles of Cy5-DNA complexed to D-PDB and free Cy5-labeled DNA following intratumoral administration into orthotopic 4T1 breast tumors growing in BALB/c mice. (E) Representative luminescence IVIS images evaluating tumor IFN activity in C57BL/6J mice bearing B16.F10 IFN-LUC tumors. An intratumoral injection was given as a single 100 µL dose of either PBS or NanoISD at a dose corresponding to 2 µg DNA. (F) Longitudinal analysis of IFN activity following treatment. A two-way ANOVA with Sidak test was used for statistical analysis. ****p < 0.0001, *p < 0.05. ns, not significant.



The intratumoral retention of the fluorescently-labeled phosphorothioate-capped 95-BP dsDNA (i.e. Cy5-DNA) with and without the polymeric carrier (i.e. D-PDB) was then investigated using a murine orthotopic tumor model of 4T1 breast cancer (Figures 5C, D). Consistent with the subcutaneous retention data, the free ISD dispersed quickly (i.e. half-life ~ 12 hours), and the ISD complexed to the polymer (i.e. NanoISD) exhibited sustained retention (i.e. half-life > 5 days). The matching pharmacokinetic clearance profiles of free D-PDB and the ISD complexed to D-PDB is consistent with prolonged in vivo association of the two species. Additionally, this finding is disparate with previous data that has consistently reported a short retention profile (e.g. half-life < 1 day) for siRNA complexed to the same polymer (42, 47, 48, 51). This discrepancy is likely attributable to the higher valency of the polymer interaction with the significantly larger dsDNA cargo and/or the extra deoxyribonuclease resistance afforded by the phosphorothioate caps of the dsDNA. Notably, the local delivery of many innate immune agonists (e.g. CpG DNA, CDN STING agonists, etc.) results in widespread dissemination that can cause systemic inflammation and contribute to relatively low dose-limiting toxicities (85–87), while the enhanced local retention of NanoISD inherently limits the escape of nanoparticles into systemic circulation and therefore reduces the potential for systemic toxicity.

B16.F10 murine melanoma cells, which had been previously engineered to express luciferase upon IFN induction (i.e. B16.F10 IFN-LUC cells) (88), were next employed to assess whether the immunostimulatory activity of NanoISD was conserved in the non-immune, cancer cells and if so, to identify the in vivo kinetics of signaling. By quantifying luminescence via IVIS imaging following exposure to the substrate, D-luciferin, it was established that an in vitro treatment of NanoISD could activate luciferase production (i.e. IFN production) in the melanoma reporter cells, suggesting that the immunostimulatory capacity of the dsDNA was indeed conserved in the B16.F10 cell line (Supplementary Figure 10).

An intravital kinetics study of IFN production was subsequently performed to study the pharmacodynamics of NanoISD (Figures 5E, F). Mice were subcutaneously inoculated with the B16.F10 IFN-LUC cells, and when the tumors were ~ 50 mm3, mice were given a single intratumoral injection of either PBS or NanoISD. At preselected timepoints, mice were administered D-luciferin, and luminescence was measured 15 minutes thereafter. The longitudinal IVIS imaging confirmed in vivo IFN production with peak protein production occurring 12 hours post treatment. The level of in vivo IFN signaling returned to baseline at 24 hours post treatment despite the extended local retention profile of NanoISD. Therefore, though NanoISD is likely still present and intact within the tumor, we suspect that over time other factors, such as inhibitory pathways within cells or extracellular exclusion (e.g. fibrotic entrapment), might inactivate the nanoparticle complex and/or locally down regulate IFN signaling. Moreover, cancer cell stress or death induced by the treatment may also contribute to the decreased IFN signal over time, especially since the cancer cells are serving as the IFN reporter. Regardless, the acute IFN activity of NanoISD in vivo motivates the use of a therapeutic dosing regimen involving multiple injections spaced days apart [e.g. every three days (q3d)].



NanoISD Reprograms the Immune Profile of the Tumor Microenvironment

The immunological effects of intratumorally administered NanoISD were initially quantified by measuring changes in the gene expression of certain signature cytokines for STING pathway activation. B16.F10 tumors were harvested 6 hours after a single intratumoral treatment of either PBS, D-PDB, or NanoISD, and the relative mRNA levels of Ifnb1, Cxcl10, Tnf, and Il6 in the tumor were determined via quantitative polymerase chain reaction (qPCR) (Figure 6A). The relative gene expression of these proinflammatory molecules was significantly elevated as compared to that of tumors treated with either PBS or free D-PDB, which is in accordance with STING pathway activation in the TME (89). Free D-PDB also exhibited increased Ifnb1 expression, though not to the extent of NanoISD treatment, which is consistent with the in vitro activity assays that indicated that the D-PDB polymer acts as a weak cGAS adjuvant.




Figure 6 | NanoISD Reprograms the Immune Profile of the Tumor Microenvironment. (A) Quantitative polymerase chain reaction (qPCR) analysis of B16.F10 tumors 6 hours following a single 100µL intratumoral treatment of either PBS, D-PDB, or NanoISD at a dose corresponding to 2 µg DNA. A one-way ANOVA with Tukey test was used for statistical analysis. (B) NanoString analysis of B16.F10 tumors 6 hours following a single 100µL intratumoral treatment of either PBS, D-PDB, or NanoISD at a dose corresponding to 2 µg DNA. Data is presented as log2 fold change relative to PBS treatment. (C) Flow cytometry analysis of the cellular composition of B16.F10 tumors treated intratumorally with 100 µL of either PBS or NanoISD at a dose corresponding to 2 µg DNA. Tumors were harvested 48 hours after the third intratumoral injection of a q3d dosing regimen. Data is presented as percent of CD45+ live cells. A two-way ANOVA with Sidak test was used for statistical analysis. ***p < 0.005, **p < 0.01, *p < 0.05. ns, not significant.



NanoString gene expression analysis was subsequently performed to provide a more robust transcriptomic analysis of the immune response in the treated tumors (Figure 6B). Using a slight variation of a gene expression panel that had been previously developed for myeloid cell characterization (90), exact mRNA levels were quantified for 43 different immunomodulatory cytokines. As determined by one-way ANOVA main effect, a single intratumoral NanoISD treatment upregulated the myeloid activation markers of the panel relative to PBS treatment (i.e. p = 0.0376) and D-PDB treatment (i.e. p = 0.0596). Notably, cytokines involved in myeloid recruitment (i.e. Cxcl1, Cxcl2, Cxcl3), myeloid differentiation (i.e. Csf1, Csf2, Csf3), and T cell recruitment (i.e. Cxcl9, Cxcl10, Cxcl11, Cxcl12) were markedly upregulated in the TME after NanoISD treatment. Additionally, D-PDB treatment was insignificantly different from PBS treatment (i.e. p = 0.9809) with regard to the myeloid activation markers of the panel. These results from the NanoString study further support the qPCR findings and provide additional insight into the immune profile of the treated tumors, demonstrating that a proinflammatory phenotype is indeed induced by intratumorally administered NanoISD.

To characterize the immunocellular changes within the TME that were likely to follow the local cytokine response, flow cytometry was conducted on B16.F10 tumors 48 hours after the final injection of a three treatment q3d dosing regimen (Figure 6C). Cell populations of interest were quantified using a myeloid cell panel (Supplementary Figure 11) and a T cell panel (Supplementary Figure 12). No marked changes occurred for the tumor populations of macrophages (i.e. CD45+ CD11b+ F4/80+), dendritic cells (i.e. CD45+ CD11c+ MHC-II+), monocytic myeloid-derived suppressor cells (m-MDSCs) (i.e. CD45+ CD11b+ Ly6C+), granulocytic MDSCs (g-MDSCs) (i.e. CD45+ CD11b+ Ly6G+ SSC hi), and neutrophils (i.e. CD45+ CD11b+ Ly6G+, SSC lo). However, the relative concentrations of NK cells (i.e. CD45+ NK1.1+), total T cells (i.e. CD45+ CD3+), and CD8+ T cells (i.e. CD45+ CD3+ CD8+) within the tumor were significantly elevated following NanoISD treatment, consistent with the established effects of STING pathway activation in tumors (14, 22, 23, 26). Thus, NanoISD can also propagate the adaptive arm of the cancer immunity cycle via the initial activation of innate immunity.

In addition to altering the migration and proliferation of lymphoid-derived immune cells, STING activation can also lead to improved cytotoxic immune responses by repolarizing immunosuppressive M2-like macrophages to M1-like macrophages that can promote antitumor immunity (91, 92). Thus, while not assessed in this work, it is possible that NanoISD also induces the M1-like phenotype in tumor macrophages, thereby further enhancing the antitumor immunity that is stimulated by NanoISD. Future work could study exactly how NanoISD affects macrophage polarization and the importance of such effects.



NanoISD Exerts Antitumor Effects

Cancer therapy studies were conducted in murine tumor models to establish the therapeutic effect of NanoISD. Initially, the antitumor effects of NanoISD and free D-PDB were investigated in a poorly immunogenic B16 model of melanoma that has been engineered to express the foreign antigen, OVA (i.e. B16-OVA) in order to increase its antigenicity and therefore potential to respond to cancer immunotherapies. Mice bearing B16-OVA murine melanoma tumors were intratumorally treated with either PBS, D-PDB, or NanoISD for a total of three injections administered q3d (Supplementary Figure 13). Notably, NanoISD significantly restricted tumor growth and prolonged survival relative to both free D-PDB and PBS, which is consistent with a previous finding that phosphorothioate-capped dsDNA delivered intratumorally with a cationic transfection agent can mediate antitumor immune effects in the B16-OVA tumor model (93). Additionally, while D-PDB acts as a weak cGAS adjuvant, the free polymer did not demonstrate therapeutic efficacy in vivo, suggesting that the intrinsic effects of the D-PDB are insufficient to initiate STING-driven antitumor immune programs in the TME.

NanoISD was subsequently explored as a therapeutic treatment for the less immunogenic tumor models, B16.F10 murine melanoma and MC38 murine colon cancer, both of which lack the expression of a foreign antigen (Figure 7). Treatments were again intratumorally administered q3d for a total of four injections. Relative to PBS-treated controls, the NanoISD treatment attenuated tumor growth (Figures 7A, C), prolonged murine survival (Figures 7B, D), and was well-tolerated by mice as demonstrated by insignificant differences in total mouse weight over time (Supplementary Figure 14). Furthermore, in the B16.F10 model, NanoISD treatment performed comparably to the well-established innate immune activator, CpG DNA when administered at the same dose (i.e. 2 µg DNA) (Figures 7C, D).




Figure 7 | NanoISD Exerts Antitumor Effects. (A) Tumor growth plot for MC38 tumors intratumorally treated with 100 µL of either PBS or NanoISD at a dose corresponding to 2 µg DNA (n = 5 per treatment group). Treatments were administered four times q3d as indicated by the dotted lines. Tumor growth curves were truncated to the first day that a mouse in any treatment group reached the study endpoint. A two-way ANOVA with Sidak test was used for statistical analysis. The statistical analysis presented is for the final day shown (i.e. day 12). (B) Kaplan-Meier survival curve for MC38 tumors intratumorally treated with 100 µL of either PBS or NanoISD. Log rank (Mantel-Cox) test was used for statistical analysis. (C) Tumor growth plot for B16.F10 tumors intratumorally treated with 100 µL of either PBS, CpG DNA (i.e. ODN 1826), or NanoISD (n = 5 or greater per treatment group). Both the CpG DNA and NanoISD doses corresponded to 2 µg DNA. Treatments were administered four times q3d as indicated by the dotted lines. Tumor growth curves were truncated to the first day that a mouse in any treatment group reached the study endpoint. A two-way ANOVA with Tukey test was used for statistical analysis. The statistical analysis presented is for the final day shown (i.e. day 8). (D) Kaplan-Meier survival curve for B16.F10 tumors intratumorally treated with 100 µL of either PBS, CpG DNA (i.e. ODN 1826), or NanoISD. Log rank (Mantel-Cox) test was used for statistical analysis. (E) Tumor growth plot for B16.F10 tumors treated with 100 µL of either PBS, ICB (i.e. anti-PD-1 + anti-CTLA-4 monoclonal antibody therapy), NanoISD, or NanoISD + ICB (n = 8 per treatment group). NanoISD and PBS were administered intratumorally, while ICB was administered intraperitoneally. The NanoISD dose corresponded to 2 µg DNA. The ICB treatment corresponded to 100 µg of both anti-PD-1 and anti-CTLA-4 monoclonal antibodies. Treatments were administered four times q3d as indicated by the dotted lines. Tumor growth curves were truncated to the first day that a mouse in any treatment group reached the study endpoint. A two-way ANOVA with Tukey test was used for statistical analysis. The statistical analysis presented is for the final day shown (i.e. day 10). (F) Kaplan-Meier survival curve for B16.F10 tumors treated with 100 µL of either PBS, ICB (i.e. anti-PD-1 + anti-CTLA-4 monoclonal antibody therapy), NanoISD, or NanoISD + ICB (i.e. anti-PD-1 + anti-CTLA-4 monoclonal antibody therapy). Log rank (Mantel-Cox) test was used for statistical analysis. ****p < 0.0001, ***p < 0.005, **p < 0.01, *p < 0.05. ns, not significant.



TLR9 agonists can function in a similar manner to that of cGAS/STING pathway agonists by promoting the cancer immunity cycle. Indeed, CpG DNA can induce B16 tumor regression in mice via NK cell-dependent, tumor antigen-specific T cell cross-priming (94). Accordingly, CpG DNA is also currently being investigated in human clinical trials for the treatment of cancer and they have recently demonstrated great potential for overcoming PD-1 blockade resistance in humans with advanced melanoma (95). However, CpG DNA relies on the cellular expression of TLR9, which is mostly restricted to plasmacytoid dendritic cells and B cells in humans (96). Alternatively, both the cGAS and STING proteins are rather ubiquitously expressed in mammalian cells (97–99). Moreover, TLR9 signaling can only occur in cells that are directly exposed to CpG DNA, while STING signaling can locally propagate from cell-to-cell via endogenous cGAMP transfer following DNA-induced cGAS activation (100–102). Thus, the cGAS/STING pathway might represent a more accessible pathway for promoting antitumor immunity via cytosolic DNA sensing. Regardless, cGAS/STING pathway agonists increase the arsenal of potential immunotherapeutic treatments, which can dramatically enhance overall patient outcomes by providing more opportunities for application-specific treatments. For example, CpG-based immunotherapy can impair the antitumor activity of BRAF inhibitors in a B cell–dependent manner when used in combination to treat cancer (103), whereas STING agonists can actually sensitize melanoma cells to BRAF inhibitors (104) and might thereby improve therapeutic efficacy in such a scenario.

To determine the impact of NanoISD treatment on the therapeutic response to ICB treatment (i.e. combined anti-PD-1 and anti-CTLA-4 monoclonal antibody therapy), B16.F10-bearing mice were treated with either PBS, NanoISD, ICB, or a combination of NanoISD and ICB for a total of four injections administered q3d (Figures 7E, F). Notably, the NanoISD treatment outperformed the ICB treatment, and the combination treatment of NanoISD and ICB was most effective at inhibiting the growth of treated tumors, indicating that NanoISD treatment can indeed improve therapeutic responses to murine ICB therapy. We note that there is still much room for improvement regarding the therapeutic efficacy of NanoISD, as the treatment in combination with ICB resulted in only one complete response (i.e. complete tumor elimination), matching that of ICB alone.

Since NanoISD consists of a self-assembling multi-phasic structure and is highly amenable to the integration of reactive handles (105), it should support various chemical and biomolecular engineering strategies to co-deliver multiple therapeutic agents (e.g. potentiators of the cGAS/STING pathway). One potential strategy for increasing the efficacy of NanoISD could include coupling NanoISD treatment with MEK inhibition or CXCR2 inhibition in order to block the expression and/or function of potentially undesirable cytokines (e.g. CXCL1 and CXCL2) that can enhance MDSC activity (90) and thereby reduce immune-mediated tumor clearance. Indeed, such a strategy has been previously employed to alleviate certain immunosuppressive effects of STING signaling that can accompany STING agonists and radiotherapy (106).

Other future considerations for NanoISD might involve further improving upon the design of the cGAS ligand and/or the cytosolic delivery agent as well as exploring strategies that could enable intravenous administration and/or tumor targeting of the cGAS agonist.

One variable not examined in this work is whether NanoISD activates other intracellular DNA sensors, such as AIM2, which can limit the magnitude of STING signaling upon in vitro stimulation (107). Future studies could investigate whether AIM2 is involved in the response to NanoISD. We note that it is unlikely that AIM2 plays a large role in the response to NanoISD, since the BP length threshold for robust AIM2 activation in vitro (i.e. ~ 150-BP) is greater than that of the optimized cGAS ligand (i.e. 95-BP) (4). However, if AIM2 is involved in the response to NanoISD, strategies could be employed to reduce AIM2 activation with the goal of enhancing STING signaling.

In this work, D-PDB was employed because of its previous success as a vehicle for the cytosolic delivery of immunostimulatory nucleic acids. Indeed, in multiple murine tumor models, an intratumoral treatment regimen of D-PDB loaded with immunostimulatory 5′ triphosphate RNA demonstrated significant therapeutic efficacy by promoting the activation of RIG-I (i.e. another cytosolic PRR that can drive antitumor immunity) (49, 50). While the work in this paper demonstrates that D-PDB can also be used to induce a therapeutic response via the cytosolic delivery of ISD and the pharmacological activation of cGAS, it is possible that other nanocarriers may elicit enhanced ISD delivery and improved therapeutic responses. Thus, future work aimed at improving therapeutic efficacy could explore the comparison of other nanocarriers for the cytosolic delivery of the optimized ISD (i.e. phosphorothioate-capped 95-BP dsDNA).

Lastly, we note that NanoISD may also have utility in other therapeutic areas (e.g. vaccinations for infectious diseases), as the DNA/polymer complex is a versatile adjuvant that can indiscriminately generate a local proinflammatory response, which can be advantageous for treating various diseases.




Conclusion

Through an iterative experimental screen, the nucleic acid immunotherapeutic, NanoISD was engineered to trigger local cGAS/STING signaling via DNA-induced activation of the cGAS enzyme within the cytosol. The effects of formulation conditions (i.e. N/P charge ratio), DNA molecular weight (i.e. BP length), and DNA composition (i.e. phosphorothioate modifications) were investigated using a rationally designed synthetic ISD library in combination with a pH-responsive, endosome-destabilizing polymeric delivery vehicle. This yielded a potent nanoparticulate cGAS adjuvant that can evade major deoxyribonucleases, enhance cellular uptake, promote cytosolic delivery via endosomal escape, and trigger the cGAS/STING pathway in a cGAS-directed manner. Furthermore, NanoISD induces proinflammatory cytokine production, prompts the maturation of antigen presenting cells, promotes the tumor infiltration of NK cells and CD8+ T cells, reduces tumor burden, and enhances responses to ICB therapy. Thus, NanoISD represents a novel immunostimulant with clear indications for the treatment of immunologically cold cancers.



Materials and Methods


Polymer Synthesis and Characterization

Reversible addition-fragmentation chain transfer (RAFT) polymerization was employed to synthesize the amphiphilic diblock copolymer, poly[dimethylaminoethyl methacrylate]10kDa-block-[(propylacrylic acid)0.3-co-(dimethylaminoethyl methacrylate)0.3-co-(butyl methacrylate)0.4]35kDa [p(DMAEMA)10kDa-bl-(PAA0.3-co-DMAEMA0.3-co-BMA0.4)35kDa; D-PDB] as previously described (36). Briefly, the chain transfer agent (CTA) and mass initiator for the RAFT polymerizations were 4-cyano-4-(ethylsulfanylthiocarbonyl)sulfanylpentanoic acid (ECT; Boron Molecular) and 2,2’-azobis(4-methoxy-2,4-dimethyl valeronitrile) (V-70; Wako Chemicals), respectively. An analytical mass balance (XSE205DU DualRange; Mettler Toledo) was used for all mass measurements. Inhibitors were removed from monomer stocks by gravity filtration in columns that were packed with aluminum oxide.

For the first block of the polymer, filtered dimethylaminoethyl methacrylate (DMAEMA) was added to measured CTA in a glass vial with a target degree of polymerization of 100. A mass initiator stock was prepared by dissolving the initiator in the reaction solvent, dioxane. An appropriate amount of the mass initiator stock was added to the solution of CTA and DMAEMA at a molar ratio of 100:1:0.05 representing total monomer, CTA, and initiator, respectively. Additional dioxane was then added to the reaction vessel to attain a 40 wt% monomer solution. The solution was sealed and purged with nitrogen gas for 30 minutes on ice and then allowed to react at 40°C in an oil bath.

The reaction was stopped after 22 hours by opening the reaction vessel and exposing the mixture to air. The resultant polymer was then purified by precipitation into cold pentane and subsequent dialysis. The crude product was precipitated six times by transferring the polymer solution into cold pentane. Centrifugation (5000 rpm, 5 min, 4°C) was used to pellet the polymer mixture, and the supernatant was then discarded. Small volumes of acetone were added to dissolve the pelleted polymer, thereby enabling the polymer to be transferred to new precipitation tubes. The polymer mixture was then collected in a 3.5 MWCO SnakeSkin™ dialysis membrane (Cat. No. 68035; Thermo Fisher Scientific) and further purified via membrane dialysis against pure acetone (3x), half-acetone and half deionized water (2x), and then pure deionized water (2x) for 4 hour intervals each. Following dialysis, poly(DMAEMA) was frozen at -80°C for 5 hours and then lyophilized for 3 days.

For the second block of the polymer, poly(DMAEMA) was used as a macroCTA (mCTA). Filtered DMAEMA, PAA, and BMA (at a molar ratio of 30:30:40) were added to measured mCTA in a glass vial with a target degree of polymerization of 450. PAA was synthesized using diethyl propylmalonate as the precursor as previously described (108). A mass initiator stock was prepared by dissolving the initiator in the reaction solvent, N,N-dimethylacetamide (DMAC). An amount of the mass initiator stock was added to the solution of mCTA and monomers at a molar ratio of 450:1:0.4 representing total monomer, mCTA, and initiator, respectively. Note that a greater Initiator/CTA ratio is required to get PAA to incorporate into the polymer chains. Additional DMAC was then added to the reaction vessel to attain a 40 wt% mCTA and monomer solution. The solution was sealed and purged with nitrogen gas for 30 minutes on ice and then allowed to react at 40°C in an oil bath.

The reaction was stopped after 24 hours by opening the reaction vessel and exposing the mixture to air. The resultant polymer was then purified by precipitation into cold pentane:ether (80:20) and subsequent dialysis. The crude product was precipitated six times by transferring the polymer solution into cold pentane:ether (80:20). Centrifugation (5000 rpm, 5 min, 4°C) was used to pellet the polymer mixture and remove the supernatant. Again, small volumes of acetone were added to dissolve the pelleted polymer, thereby enabling the polymer to be transferred to new precipitation tubes. The polymer mixture was then collected in a 10 MWCO SnakeSkin™ dialysis membrane (Cat. No. 68100; Thermo Fisher Scientific) and further purified via membrane dialysis against pure acetone (3x), half-acetone and half deionized water (2x), and then pure deionized water (2x) for 4 hour intervals each. Following dialysis, poly(DMAEMA) was frozen at -80°C for 5 hours and then lyophilized for 3 days. All lyophilized polymer was stored at -20°C prior to use.

1H NMR Spectroscopy (CDCl3 with TMS, 400 MHz) was used to calculate the experimental degree of polymerization, polymer composition, and theoretical molecular weight of the polymers (Supplementary Figure 15). Subsequently, the experimental molecular weight and a polydispersity index were measured by gel permeation chromatography (GPC) (mobile phase HPLC-grade dimethylformamide (DMF) containing 0.1% LiBr) with inline light scattering (Wyatt Technology) and refractive index (Agilent) detectors (Supplementary Figure 16). The ASTRA V Software (Wyatt Technology) was used for all GPC-related calculations. Additionally, The poly(dimethylaminoethyl methacrylate)10kDa-block-(butyl methacrylate)34kDa (pDMAEMA10kDa-bl- BMA34kDa; D-B) polymer was previously prepared (50).

Near-infrared D-PDB (NIR-D-PDB) was created by labeling D-PDB with NIR-664-iodoacetamide (CAS 149021-66-9; Santa Cruz) at a molar ratio of 1:1. Briefly, 72 µL of a 12.5 mg/mL stock of NIR-664-iodoacetamide dissolved in methanol was added to 50 mg of D-PDB dissolved in 1 mL methanol. The mixture was vortexed, and the reaction was allowed to proceed at room temperature overnight while continuously stirring and protected from light. The mixture was then transferred to a 3.5 MWCO SnakeSkin™ dialysis membrane (Cat. No. 68035; Thermo Fisher Scientific) and purified via membrane dialysis against pure methanol (3x), half-methanol and half deionized water (2x), and then pure deionized water (2x) for 4 hour intervals each, all the while kept at 4°C and protected from light. Following dialysis, the sample was run through a PD-10 desalting column (17085101; Cytiva) into H2O. The fully purified sample was frozen at -80°C for 5 hours and then lyophilized for 2 days. NIR-D-PDB was stored at -20°C prior to use.



Preparation of ISD Libraries

The synthetic library of phosphorothioate-capped dsDNA (Supplementary Figure 1) and other associated DNA sequences were purchased as a duplex from Integrated DNA Technologies (IDT) unless otherwise specified. The second ISD library of PCR-amplified dsDNA (Supplementary Figure 2) was prepared as follows. The 10,183-BP lentiGuide-Puro plasmid (Plasmid #52963; Addgene) was used to generate custom BP length dsDNA PCR products. In brief, the lentiGuide-Puro agar stab was spread over standard 0.5 mg/mL puromycin agar plates and placed in a 37°C bacteria incubator overnight. The following day, individual bacteria colonies were isolated and placed in liquid LB broth with 0.5 mg/mL puromycin, swirled, loosely covered with sterile cap, and left to incubate at 37°C for 12 hours. Bacteria growths were purified with the QIAprep Miniprep kit (Cat. No. 27104; Qiagen), resuspended in sterile H2O, and DNA concentration was quantified by ultraviolet–visible (UV-Vis) spectroscopy (Nanodrop 2000 Spectrophotometer; Thermo Fisher Scientific).

Forward and reverse primers were designed using the NCBI Primer Blast tool for dsDNA sequences of variable BP length (i.e. 95, 156, 313, 625, 1250, 2500, 5000, and 10000 BP). For the PCR-amplification of each length of dsDNA, individual reactions were set up with 4 µL of 5x Phusion GC Buffer, 0.4 µL of 10 mM dNTPs (D7295; MilliporeSigma), 1 µL of 10 µM forward primer, 1 µL of 10 µM reverse primer, 0.6 µL of DMSO, 0.2 µL of Phusion® High-Fidelity DNA Polymerase (M0530; New England Biolabs), 4 µL of 1 ng/µL (4 ng) of lentiGuide-Puro plasmid template DNA (Plasmid #52963; Addgene), and 8.8 µL of H2O, per 20 µL reaction. Thermocycling conditions were 98°C for 30 seconds, followed by 35 cycles of 98°C for 10 seconds, 54°C for 30 seconds, 72°C for 30 seconds per kb of PCR length, followed by 72°C for 10 minutes. PCR products were concentrated using standard ethanol precipitation and clear bands were observed on a 2% agarose gel for each PCR length. Each PCR-amplified product was stored at -20°C prior to use.



Nanoparticle Formulation

Lyophilized D-PDB was dissolved in ethanol to 50 mg/mL. Aliquots of this polymer stock were then diluted in phosphate buffer (pH 7.0, 100 mM) to a concentration of 10 mg/mL, allowing the polymer chains to self-assemble into micelles. The 10 mg/mL polymer solution was then concentrated into PBS (pH 7.4; Gibco) through 4 cycles of centrifugal filtration with Amicon® Ultra 0.5 mL Centrifugal Filter Units (Ultracel® - 3K, Regenerated Cellulose 3,000 NMWL; MilliporeSigma) following manufacturer’s instructions. The final concentrated polymer solution was collected, and an aliquot was taken to determine the polymer concentration relative to a standard curve. Using a 96-well plate (REF 655180; Greiner Bio-One), the polymer concentration was calculated from UV-vis spectroscopy (Synergy H1 Multi-Mode Microplate Reader; Biotek) based on absorbance at 310 nm. The micelle solution was diluted to 1 mg/mL with PBS and passed through a 0.2 µm Whatman® Puradisc polyethersulfone sterile filter (WHA67801302; MilliporeSigma). A fixed amount of the sterile-filtered polymer stock was then added to an aqueous solution containing a set amount of nucleic acid, which corresponded to the desired N/P charge ratio. Again, note that the first block of the diblock copolymer composed of poly(DMAEMA) is estimated to exhibit 50% protonation at pH 7.4 for the purposes of determining N/P ratios. Upon the addition of the polymer micelles to the nucleic acid, the solution was rapidly mixed by pipetting and then incubated at room temperature for 20 minutes to allow for complete electrostatic complexation.



Nanoparticle Physical Characterization

Hydrodynamic size of the polymeric micelles and DNA/polymer complexes was measured via digital light scattering (DLS) using either the Zetasizer Nano ZS instrument (Malvern Panalytical) or the Litesizer 500 instrument (Anton Paar) as indicated in figure captions. Additionally, the zeta potential of the polymeric micelles and DNA/polymer complexes was determined using the Zetasizer Nano ZS instrument (Malvern Panalytical). Polymer concentrations were normalized to 1 mg/mL and samples were run at physiological pH 7.4. DNA concentrations correspond to the N/P charge ratios, which were set to 4 unless otherwise indicated.

2% agarose gels were prepared by dissolving 3 grams of UltraPure™ Agarose powder (16500100; Thermo Fisher Scientific) in 150 mL of 1x TAE buffer that had been diluted with deionized H2O from a 10x TAE buffer stock (REF 46010CM; Corning). The mixture was microwaved in 30 second intervals until the agarose was fully dissolved. The solution was then cast into a gel. DNA and DNA/polymer complexes were then prepared. For the DNase I activity experiment, the indicated concentrations of DNase I (M0303; New England Biolabs) were incubated with the indicated samples for 15 minutes at 37°C. The resultant mixtures and controls were then incubated at 75°C for 15 minutes to heat-inactivate the DNase I, and a volume of 10% sodium dodecyl sulfate (SDS) (RGE3230; K-D Medical) was subsequently added to the mixtures and controls such that a final concentration of 1% SDS was achieved, which allowed for decomplexation of the DNA from the polymer. All of the samples were mixed with a volume of glycerol such that a final concentration of 5% glycerol was achieved prior to gel loading. Samples were loaded into wells of the agarose gel at a concentration of 1 µg DNA/lane. Polymer concentrations correspond to the indicated N/P charge ratio. The TrackIt™ 100 bp DNA Ladder (Cat. No. 10488058; Thermo Fisher Scientific), the TrackIt™ 1 Kb Plus DNA Ladder (Cat. No. 10488085; Thermo Fisher Scientific), or the NEB 1 kb DNA Ladder (N3232; New England Biolabs) were used for references as indicated in figure captions. Gel electrophoresis was then performed at 120 V for 45 minutes. Gels were subsequently stained with SYBR Safe dye (S33102; Thermo Fisher Scientific) for 30 minutes while protected from light and then imaged with a Digital ChemiDoc MP system (Bio-Rad).



Cell Lines

All cell lines were maintained according to supplier specifications and/or technical data sheets. RAW-Dual cells (InvivoGen) and RAW-Lucia ISG-KO-cGAS cells (InvivoGen) were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco) supplemented with 2 mM L-glutamine, 4.5 g/L glucose, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco), and 100 µg/mL Normocin. For the continual selection of these cell lines, Zeocin was added on every other cell passage at a concentration of 200 µg/mL. THP1-Dual cells (InvivoGen) and THP1-Dual KO-TREX1 cells (InvivoGen) were cultured in Roswell Park Memorial Institute (RPMI) 1640 Medium (Gibco) supplemented with 2 mM L-glutamine, 25 mM HEPES, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco), and 100 µg/mL Normocin. For the continual selection of these cell lines, Blasticidin and Zeocin were added after every cell passage at concentrations of 10 µg/mL and 100 µg/mL, respectively. A549-Dual cells (InvivoGen) were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco) supplemented with 2 mM L-glutamine, 4.5 g/L glucose, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco), and 100 µg/mL Normocin. For the continual selection of this cell line, Blasticidin and Zeocin were added after every cell passage at concentrations of 10 µg/mL and 100 µg/mL, respectively. DC2.4 cells were cultured in Roswell Park Memorial Institute (RPMI) 1640 Medium (Gibco) supplemented with 2 mM L-glutamine, 1× non-essential amino acids (Cellgro), 10 mM HEPES (Invitrogen), 50 μM 2-mercaptoethanol (Gibco), 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), and 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco). 4T1 cells (ATCC) were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco) supplemented with 2 mM L-glutamine, 4.5 g/L glucose, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), and 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco). B16.F10 cells (ATCC) were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco) supplemented with 2 mM L-glutamine, 4.5 g/L glucose, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), and 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco). B16.F10 IFN-LUC cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco) supplemented with 2 mM L-glutamine, 4.5 g/L glucose, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), and 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco). Puromycin was added after every cell passage at a concentration of 10 µg/mL. B16-OVA cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco) supplemented with 2 mM L-glutamine, 4.5 g/L glucose, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), and 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco). For the continual selection of this cell line, Geneticin (G418; Gibco) was added after every cell passage at a concentration of 500 µg/mL. MC38 cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM; Gibco) supplemented with 2 mM L-glutamine, 0.1 mM non-essential amino acids (Cellgro), 10 mM HEPES (Invitrogen), 1 mM sodium pyruvate, 10% heat-inactivated fetal bovine serum (HI-FBS; Gibco), 100 U ml−1 penicillin/100 μg ml−1 streptomycin (Gibco), and 50 µg/mL gentamicin sulfate (Gibco). All cells lines were tested for Mycoplasma contamination and kept in a humidified environment with 5% CO at 37°C.



In Vitro Reporter Cell Assays

96-well plates (REF 655180; Greiner Bio-One) were used for screening the DNA/polymer complexes. Reporter cells were seeded at 50,000 cells/well in 100 µL media. When cells became ~ 80% confluent, treatments were administered in 100 µL PBS. Results were collected 24 hours after treatment. Quanti-Luc™ and Quanti-Blue™ (InvivoGen) assays were performed on cell supernatants following manufacturer’s instructions. Luminescence and absorbance were quantified via plate reader (Synergy H1 Multi-Mode Microplate Reader; Biotek). Luminescence measurements were performed using white, opaque-bottom 96-well plates (REF 655073; Greiner Bio-One), and absorbance measurements were performed using standard, clear 96-well plates (REF 655180; Greiner Bio-One). The signal for each sample concentration was determined using 3 biological replicates, each with 3 technical replicates. For the in vitro IVIS assay with the B16.F10 IFN-LUC cells, black 96-well plates (REF 655096; Greiner Bio-One) were used, and luminescence measurements were performed on an IVIS Lumina III (PerkinElmer) 5 minutes after the addition of Pierce™ D-Luciferin, Monopotassium Salt (88293; Thermo Fisher Scientific) reconstituted in PBS, such that the final concentration of D-luciferin was 150 µg/mL. The in vitro IVIS experiment included 3 biological replicates without technical replicates. All reporter cell measurements were normalized by subtracting the average value of a PBS-treated negative control group. All bell-shaped dose response curves were truncated at their plateau. The EC50 and IC50 values were calculated for each of the dose responses using curve fitting analysis in the GraphPad Prism software.



In Vitro Cellular Uptake Study

DC2.4 cells were seeded in 12-well plates (REF 665180; Greiner Bio-One) at 4 x 105 cells/well and allowed to adhere overnight. Treatments of either PBS, DNA/D-PDB, Cy5-DNA, Cy5-DNA/D-PDB, NIR-D-PDB, or DNA/NIR-D-PDB were administered to the cells for 4 hours at 37°C with 5% CO2. Doses were set at 45 nM DNA (i.e. theoretical EC50 value for NanoISD in RAW-Dual cells normalized to surface area of the tissue culture area on the 12-well plate) and/or the corresponding concentration of polymer for an N/P charge ratio of 4. Following incubation, cells were trypsinized, washed, and resuspended with flow cytometry staining buffer (FACS buffer) (i.e. PBS + 2% FBS) supplemented with 1 µg/mL DAPI. Cells were then analyzed using an Amnis CellStream Luminex flow cytometer. Each treatment was performed with 4 technical replicates. Cellular uptake was also analyzed at 24 hours post treatment, and similar results were observed (data not shown).



In Vitro BMDC Maturation Study

Bone marrow cells were harvested from femurs and tibias of 6-8 week-old female C57BL/6J mice by flushing them with cold PBS. Cells were centrifuged for 5 minutes at 450 x g and resuspended in complete BMDC culture media (i.e. RPMI 1640 medium supplemented with 10% HI FBS, 1% Pen-Strep (i.e. 100 U/mL penicillin and 100 µg/mL streptomycin), 2 mM L-glutamine, 10 mM HEPES, 1 mM sodium pyruvate, 1x non-essential amino acids, 50 μM β-mercaptoethanol, and 20 ng/mL GM-CSF). The cell suspension was passed through a 70 μM sterile cell strainer (22363548; Fisherbrand™; Thermo Fisher Scientific), and the cells were then seeded in 100x15 mm non-tissue-culture-treated petri dishes (REF 351029; Corning) and incubated at 37°C with 5% CO2. Fresh complete BMDC culture media was added on days 3, 5, and 7. On day 8, the percentage of CD11c+ cells (i.e. BMDCs) was confirmed to be greater than 80% as measured with by flow cytometry using anti-CD11c-FITC (Clone N418; BioLegend), and the BMDCs were then seeded in 12-well plates (REF 665180; Greiner Bio-One) at 6 x 105 cells/well. Treatments of PBS, 45 nM phosphorothioate-capped 95-BP dsDNA (i.e. DNA), 2 µM MPLA, and 45 nM NanoISD (i.e. theoretical EC50 value for NanoISD in RAW-Dual cells normalized to surface area of the tissue culture area on the 12-well plate) were administered to the BMDCs for 24 hours at 37°C with 5% CO2. Following incubation, cells were scrapped, washed with FACs buffer, incubated with Fc-block (anti-CD16/CD32, Clone 2.4G2; Tonbo) for 15 minutes at 4°C, and then stained with antibodies against the markers of DC activation, anti-CD86-PE/Cy7 (Clone GL-1; BioLegend) and anti-MHC-II-APC/Cy7 (Clone M5.114.15.2; BioLegend) for 1 hour at 4°C. Cells were then washed 2x in FACS buffer, resuspended using FACS buffer supplemented with 1 µg/mL DAPI, and analyzed using an Amnis CellStream Luminex flow cytometer. Each treatment was performed with 4 technical replicates, and the experiment was conducted 3 times with similar results.



In Vivo Imaging Experiments

All in vivo imaging was performed on the IVIS Lumina III (PerkinElmer). Mice were anesthetized with isoflurane gas and shaved around the injection site as necessary. For all in vivo retention experiments, fluorescence was recorded longitudinally as indicated, and corresponding fluorophore-specific filter pairs were used. For the subcutaneous retention study, 6-8 week-old CD-1 mice (Charles River Laboratories) were administered a single 100 µL subcutaneous injection of either PBS, Cy5-DNA, Cy5-DNA/D-PDB, NIR-D-PDB, or DNA/NIR-D-PDB on each rear flank. Individual uncomplexed fluorescent agents were administered on the left flank of the mice, and the complexes at an N/P charge ratio of 4 with the indicated fluorescent agent were administered on the right flank of the mice. Each treatment contained 2 µg DNA and/or the corresponding amount of polymer for an N/P charge ratio of 4. For the intratumoral retention study, 6-8 week-old BALB/c mice (The Jackson Laboratory) were orthotopically inoculated with 4T1 tumors by injecting 1 x 106 cells suspended in 100 µL of a 1:1 mixture of PBS and Type 2 Cultrex Basement Membrane Extract (3532-005-02; R&D Systems) into the left inguinal mammary fat pad. When tumors were ~ 100 mm3, the mice were administered a single 100 µL intratumoral injection of either PBS, Cy5-labeled phosphorothioate-capped 95-BP dsDNA (i.e. Cy5-DNA), or Cy5-DNA/D-PDB. Each treatment contained 2 µg DNA and/or the corresponding amount of polymer for an N/P charge ratio of 4.

For the in vivo IFN activity experiment, 6-8 week-old C57BL/6 mice (The Jackson Laboratory) were inoculated with B16.F10 IFN-LUC tumors by subcutaneously injecting 1 x 106 cells suspended in 100 µL of PBS into the rear right flank. When tumors were ~ 100 mm3, the mice were administered a single 100 µL intratumoral injection of either PBS or NanoISD at a 2 µg DNA dose. Luminescence was recorded at set time points (i.e. 0, 4, 8, 12, and 24 hours). For each timepoint, the mice were administered a dorsal subcutaneous 150 µL injection of 30 mg/mL Pierce™ D-Luciferin, Monopotassium Salt (88293; Thermo Fisher Scientific) reconstituted in PBS, and a luminescence image was captured 15 minutes thereafter.



Quantitative RT-PCR and NanoString Analysis

6-8 week-old C57BL/6 mice (The Jackson Laboratory) were inoculated with B16.F10 tumors by subcutaneously injecting 1 x 106 cells suspended in 100 µL of PBS into the rear right flank. When tumors were ~ 200 mm3, the mice were administered a single 100 µL intratumoral injection of either PBS, D-PDB, or NanoISD at a 2 µg DNA dose. 6 hours after the intratumoral injection, mice were euthanized and tumors were harvested. Tumors were then homogenized using TissueLyser II (Qiagen), and tumor RNA was isolated using the RNeasy® Plus Mini Kit (Qiagen).

For the qPCR analysis of gene expression, 1 μg of the tumor RNA was reverse transcribed by an iScript cDNA synthesis kit (Bio-Rad) following the manufacturer’s instructions. The qPCR was conducted on the generated cDNA using a Bio-Rad CFX Connect Real-time System, with the threshold cycle number determined by Bio-Rad CFX manager software V.3.0. The following TaqMan gene expression kits (Thermo Fisher Scientific) were used following the manufacturer’s instructions: mouse Ifnb1 (Mm00439552_s1); mouse Cxcl10 (Mm00445235_ m1); mouse Tnf (Mm00443258_m1); mouse Il6 (Mm00446190_m1); mouse Ppib (Mm00478295_m1). Reactions for each gene were performed in technical duplicate for ten biological samples per treatment group, and the threshold cycle numbers were averaged. Gene expression was normalized to the house-keeping gene, Ppib and then normalized to the PBS treatment values using the 2-ddCt method of analysis.

For the NanoString analysis of gene expression, 100 ng of mRNA isolated from tumor tissue was hybridized to a myeloid panel of target-specific fluorescent barcodes. The hybridized samples were analyzed on the NanoString nCounter MAX Analysis system. Subsequent data processing was performed using the NanoString nSolver data analysis software.



In Vivo Tumor Therapy Experiments

6-8 week-old C57BL/6 mice (The Jackson Laboratory) were inoculated with B16-OVA, B16.F10, or MC38 tumors by subcutaneously injecting 1 x 106 cells suspended in 100 µL of PBS into the rear right flank. When tumors were ~ 50 mm3, the mice were given four 100 µL intratumoral injections administered q3d with treatments of either PBS, D-PDB, CpG DNA (i.e. ODN 1826), or NanoISD at a 2 µg DNA dose. For the therapy study with ICB, certain mice were also given four 100 µL intraperitoneal injections on the same days as the intratumoral treatments (i.e. administered q3d) with a treatment of the monoclonal antibodies, anti-PD-1 (RMP1-14, BE0146; Bio X Cell) and anti-CTLA-4 (9d9, BE0164; Bio X Cell). Tumor volume, total murine mass, and murine well-being were recorded qod for the duration of the study. The study endpoint for maximum tumor volume (i.e. survival) was 1500 mm3.



Flow Cytometry

6-8 week-old C57BL/6 mice (The Jackson Laboratory) were inoculated with B16.F10 tumors by subcutaneously injecting 1 x 106 cells suspended in 100 µL of PBS into the rear right flank. When tumors were ~ 50 mm3, the mice were given three 100 µL intratumoral injections administered q3d with treatments of either PBS or NanoISD at a 2 µg DNA dose. 48 hours after the final intratumoral injection, mice were euthanized and tumors were harvested. The tumors were then mechanically dissociated with an OctoMACS separator, and digested in a solution of 125 μg ml−1 Deoxyribonuclease I (Worthington) and 500 μg ml−1 Collagenase III (Worthington) in RPMI 1640 media for 30 minutes at 37°C. The digested tumors were strained through a 70 μM sterile cell strainer (22363548; Fisherbrand™; Thermo Fisher Scientific) and treated with ACK Lysing Buffer (Gibco).

The remaining tumor cells were washed and diluted to a concentration of 1 × 107 cells/mL in FACS buffer supplemented with 50 nM dasatinib, and the cell suspension was aliquoted into a 96-well plate (REF 655180; Greiner Bio-One). 100 µl was add to each well with the number of wells filled corresponding to the number of flow cytometry tests to be performed. After another wash with FACS buffer supplemented with 50 nM dasatinib, the plated cells were incubated with Fc-block (anti-CD16/CD32, Clone 2.4G2; Tonbo) for 15 minutes at 4°C. The relevant fluorescent antibodies were then added for each flow cytometry test, and the cells were incubated for 45 minutes at 4°C while protected from light. Cells were washed twice, suspended in FACS buffer supplemented with 1 µg/mL DAPI, and then analyzed using a 5-laser LSRII flow cytometer (BD).

The samples were stained with the fluorescent antibodies of either a myeloid panel or T cell panel. The following antibodies were used for the myeloid panel: anti-CD45.2-APC (20-0454-U025; Tonbo), anti-CD11b-PerCp-Cy5.5 (550993; BD BioSciences), anti-NK-1.1-PE (108707; BioLegend), anti-F4/80-PE/Cy7 (123113; BioLegend), anti-MHC-II-APC/Cy7 (107628; BioLegend), anti-CD11c-PE/Cy5 (117316; BioLegend), anti-Ly-6G-A488 (127625; BioLegend), and anti-Ly-6C-BV605 (128035; BioLegend). The following antibodies were used for the T cell panel: anti-CD45.2-APC (20-0454-U025; Tonbo), anti-CD3e-PE/Cy7 (552774; BD BioSciences), and anti-CD8a-PE/Cy5 (100710; BioLegend). DAPI was used to discriminate live versus dead cells. Representative gating for each panel can be found in the Supplementary Information (Supplementary Figures 11, 12).



Statistical Analysis

The significance for each experiment was determined as indicated in the corresponding figure caption. Statistical analyses were performed using GraphPad Prism software, version 7.0c. The plotted values represent the experimental means, and the error bars represent one standard deviation (SD), except for those in the tumor growth plots, which represent one standard error of the mean (SEM). ****p < 0.0001, ***p < 0.005, **p < 0.01, *p < 0.05.
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Extracellular vesicles are mediators of cell-cell communication playing a key role in both steady-state and disease conditions. Extracellular vesicles carry diverse donor-derived cargos, including DNA, RNA, proteins, and lipids that induce a complex network of signals in recipient cells. Due to their ability to capture particulate matter and/or capacity to polarize and orchestrate tissue responses, myeloid immune cells (e.g., dendritic cells, macrophages, etc.) rapidly respond to extracellular vesicles, driving local and systemic effects. In cancer, myeloid-extracellular vesicle communication contributes to chronic inflammation, self-tolerance, and therapeutic resistance while in autoimmune disease, extracellular vesicles support inflammation and tissue destruction. Here, we review cellular mechanisms by which extracellular vesicles modulate myeloid immunity in cancer and autoimmune disease, highlighting some contradictory results and outstanding questions. We will also summarize how understanding of extracellular vesicle biology is being utilized for novel therapeutic and diagnostic applications.
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1 Introduction

Extracellular vesicles (EVs) are phospholipid bilayer-bound particles shown to be produced by all tested cell types. These cell-derived vesicles are released into the extracellular space accumulating in tissue, circulation and other fluids (1). Studies on EV cargo, subtype heterogeneity, and cell responses have shown they play diverse roles in health and disease. EV cargos include protein, DNA, mRNA, non-coding RNA and lipids from the donor cell, with specific cargo enrichment depending on cell status and EV subtype (2). The three most examined subtypes of EVs are apoptotic bodies (ABs), ectosomes and exosomes, though novel EV subtypes are still being identified. EVs can elicit potent autocrine, paracrine, and systemic responses in many cell types including in macrophages, endothelial cell, and lymphocytes (3). EV responses have been shown to regulate physiological processes including inflammation and tissue regeneration (3). Therefore, EVs are increasingly recognized as key mediators of intra- and inter-cellular communication, akin to cytokine signals. However, unlike most cytokines, EVs are highly stable and carry diverse cargo allowing EVs to drive complex responses both locally and at distant sites. Responses to EVs are dictated by many factors including capture mechanisms and physiological context. EVs are internalized via multiple mechanisms including receptor-mediated and lipid-raft mediated endocytosis, phagocytosis, and pinocytosis (3). Depending on route of internalization, EV cargo is delivered to different cellular compartments driving rapid recycling, interaction with endosomal receptors, and/or antigen presentation leading to different responses (4). EV responses via cell surface receptor interactions have also been reported, especially in cells that are poor at EV capture. For example, exosomal PD-L1 binds to PD-1 on the surface of T cells and TIM-4 has been shown to interact with phosphatidylserine on ABs, both driving immune suppression (5, 6).

In this review, we focus on EV responses in myeloid cells. Myeloid cells (e.g., macrophages, neutrophils, dendritic cells) are a key component of innate and adaptive immunity outnumbering other immune cells in most tissues. Importantly, myeloid cells can readily capture particulate materials and are key drivers and modulators of inflammation and tissue repair. Therefore, myeloid cells are likely highly responsive to EVs, driven by their receptor expression and/or capacity for phagocytosis and pinocytosis. Physiological context has become an important consideration in understanding EV responses, dictating which cargos are loaded into EVs as well as how recipient cells respond, including their capacity for uptake and stress or activation status (7). As such, EVs can serve opposing roles in autoimmunity and cancer depending on the inflammatory context. At steady-state innate cells capture EVs maintaining homeostasis and self-tolerance. In cancer, these mechanisms may function to dampen immune surveillance and promote chronic inflammation (8). EVs also play a progressive role as their systemic accumulation increases as we will later see in the example of metastasis. In autoimmunity, we see that the same EV cargo can promote the breakdown of immune tolerance driven by the inflammatory milieu.

Understanding how EVs drive physiological processes and identifying representative EV cargo signatures in pathological states is being utilized for therapeutic targeting and disease diagnosis. However, the role of EVs is only partially understood as the field of EV research is currently still in its infancy, and requires refinement in limitations of detection and isolation (1) as well as resolving contradictory results. The excitement around uncovering new biological mechanisms driven by these small particles, however, is generating rapid progress in the field. Here, we will examine what is known regarding mechanistic interactions between EV cargo and myeloid cells—defining a paradigm for understanding the mixed responses to EV cargo. We will also comment on the viability of therapeutic opportunities EVs generate, including inhibitory targeting of biogenesis and transfusion of EVs with an artificial therapeutic load and as vaccines.



2 EV Heterogeneity

There are currently three well described subtypes of EVs, differentiated by size and the cell processes responsible for their production. Apoptotic bodies are the largest and most studied class of EVs produced as a result of programmed cell death (2). Ectosomes and exosomes are smaller on average, jointly called small EVs (sEVs), and are produced by living cells. Differentiating the two sEVs, ectosomes are shed directly from the cell surface while exosomes (the smaller of the two sEV categories) originate from the cellular lumen bearing protein markers of their endocytic origin (9). The first EVs to be reported were ABs (50nm-5μm), as apoptosis was being closely studied in the 1960s (10). Microparticles (MPs, 50nm-1μm), also referred to as ectosomes, were first described in 1967 in the context of platelets and blood coagulation (11). The smallest EVs, exosomes (30-150nm) were first identified in the early 1980s (12, 13) in the study of transferrin receptor loss during reticulocyte maturation. These two sEV subtypes collectively were shown to be produced by healthy living cells of nearly all types—with EV dysfunction observed under cellular stress (14). The details of EV biogenesis have been recently reviewed elsewhere (3) and will not be covered here. Although the intracellular origin of the each EV subtype can be tracked, attempts to describe EV biogenesis and heterogeneity is confounded by overlapping size and biomarker criteria (2). Moreover, new classes of EVs are continually being identified including exophers (15), cytokine vesicles (16) and midbody remnants (17). The lack of consistent nomenclature in the field and biomarker oversimplification has driven pragmatic researchers to choose simpler terms like small and large EV to broadly understand biological functions.


2.1 Classical and Non-Classical EV Subtypes

Correctly characterizing and naming EVs is necessary for understanding each EV’s distinct physiological role. In a recent review, Kalluri and LeBleu streamline EVs into two categories, EVs shed from the plasma membrane of the cell as ectosomes, and EVs originating from intracellular compartments as exosomes (9). While this system works for such classical EVs, other particles must be included as non-classical subtypes (Figure 1). Specifically, this taxonomic classification of EVs does not fully capture EV heterogeneity, especially pertaining to large EVs. While some large EVs like oncosomes (<10μm), shed from the membrane of amoeboid tumor cells, fit into their system as ectosomes, ABs and exophers do not (18). ABs can neither be characterized as large or small EVs because of their wide size range nor as ectosomes or exosomes produced by live cells because they are formed out of complete cell components from dying cells. Also, the 4 μm exophers described recently in cardiomyocytes (15) and neurons (19), though containing intracellular mitochondrial components are too large to meet the exosome biogenesis criteria. Since exosome production involves formation of intraluminal vesicles (ILVs), exosomes are limited to ILV size between 30nm and 150nm (2). Further, Nicolás-Ávila et al. predict that production of exophers is related to autophagy dependant waste removal of abnormal mitochondria and protein, while exosomes are considered active agents of cell communication—although this has proven difficult to confirm. The authors also highlight that exophers are unrelated to ABs since apoptosis is not expected in quiescent cardiomyocytes or neurons. To enable accurate classification of such particles and to attribute responses correctly, we must include both exophers and ABs into the taxonomy of EVs. Inclusive criteria allow better resolution between particles, prevent misclassification, and can improve our understanding of complex EV responses.




Figure 1 | Taxonomic tree depicting EV heterogeneity. Diversity in EV populations can be grouped into classical and non-classical subtypes. Classical EVs are produced by health living cells; either shed from the cell surface as ectosomes, also called microparticles, or derived from inside the cell as exosomes. Although exosomes and ectosomes carry similar cargos including proteins, lipids, and nucleic acids, species of endocytic origin (e.g., HSPs, mtDNA) are only expected in exosomes. Non-classical EVs tend to be larger and correspond to a wide array of cell processes and include species like apoptotic bodies from dying cells, exophers released from neurons and cardiomyocytes as metabolic waste, and oncosomes derived from certain tumor cells. Non-classical subtyping allows for a better understanding of novel EVs that do not fit classical criteria preventing their misclassification. Cargos in each non-classical EV subtype are distinct but not fully understood. EV, Extracellular vesicle; HSP, Heat shock protein; mtDNA, Mitochondrial DNA.



To create consistency across different EV subtypes, the minimal information for studies of extracellular vesicles (MISEV) 2018 statement recommended the use thorough biomarker characterization of EVs (20). However, authors also acknowledge that defining EVs by biomarkers that reflect their biogenesis also leads to significant overlap between EV subtypes. Importantly, this limits tracking of EVs in vivo resulting in a lack of knowledge on rates of production and physiologically relevant EV concentrations. Consequently, most studies rely on in vitro derived EVs from a single cell or body fluid source used for treatment in vitro or for in vivo transfer. EV isolation methods rely on size- and density-based ultracentrifugation, size-exclusion columns, polyethylene glycol precipitation or microfluids-based immunoprecipitation, with each method yielding a partially pure EV population (1). Although small (s)EVs and be easily separated from large (l)EVs using these isolation methods, sEV isolation results in co-precipitation of other species in biofluid or media (16, 21). Heterogenous EV preparations confound our understanding of EV cargo signatures as well as cellular responses to EV treatment. More sophisticated isolation procedures, definitive biomarkers, basic biogenesis research, and nanoscale experimentation will be required for progress in this field. In the meantime, these limitations must be considered while studying the role EVs play in physiological processes.




3 Tumor EVs and Myeloid-Driven Inflammation

The heterogeneous cell populations in solid tumors and hematological malignancies produce a diversity of EV populations, changing by disease stage and therapeutic intervention. Understanding the diversity of EV populations within the tumor microenvironment (TME) as well as their nuanced effects on tumor pathology has been confounded by isolation and biomarker limitations. However, extensive characterization of immune responses to EVs in multiple cancer models have revealed the key role EVs play in chronic inflammation and immune tolerance. Innate immune cells are often abundant in the TME and express a wide array of receptors that capture or interact with EV particles suggesting that EVs regulate immunity by impacting innate immune function in the local tumor milieu. Supporting this prediction, studies have shown blocking EV production by tumor cells correlates with decreased overall immune responses in the TME (5) and increased myeloid cell infiltration, suppressive polarization, and differentiation (22–24) In this section, we will describe known molecular mechanisms of tumor EVs driven dysfunction in myeloid immune cells promoting chronic inflammation and immune tolerance in the tumor.


3.1 EV Dysfunction in the Tumor Microenvironment

Addressing the role EVs play in tumor pathophysiology begins with understanding the nature of EV production in the TME. While increased plasma EV concentration in cancer patients compared to healthy donors has been reported for many tumor types (25), production of EVs by the tumor and tumor-associated cells cannot be directly confirmed with current methodology. However, several studies suggest that tumor-associated cells produce higher levels of EVs with unique molecular signatures. EV biogenesis genes like Rab27 are upregulated in tumors and associated with poor prognosis (26). Further, hypoxia (27–30) and the cytokine milieu (e.g. IFNγ, TGFβ) in the TME modulate EV biogenesis and cargo loading (31). Basal levels of stress (7, 14) and therapeutic interventions like radiation (32) can also alter EV levels and composition. The normal response to stress via the tumor suppressor p53 was shown to drive exosome biogenesis via the TSAP6 protein, suggesting abnormal exosome production by p53 mutated tumor cells (33). Activating KRAS mutations, found in many different tumor types, have been shown to control miRNA loading into exosomes. McKenzie et al. found lower levels of let-7a miRNA packaged into exosomes when Ago2 is phosphorylated by the activated KRAS (34). Let-7a miRNA has been show to target KRAS with decreased levels been reported in KRAS and BRAF tumors (35). Furthermore, high levels of let-7a were shown to promote anti-tumor microglia activation (36), suggesting a role for exosomes on innate myeloid cell responses. Together, tumor mutations and TME stimuli may drive a unique EV signature impacting systemic and local tumor immune responses.



3.2 EVs and the Tumor Wound Hypothesis

Tumor promoting inflammation and immune suppression in the TME has been understood by drawing parallels between the tumor and a healing wound (37). In the “tumor wound” concept, the TME hijacks wound healing mechanisms driving immunosuppressive and reparative stages of inflammation without resolution stage, resulting in a chronic wound-like state. In injured tissue damaged cells release a wide range of damage-associate molecular patterns (DAMPs) including heat shock proteins (HSPs), Glypicans, HMGB1, mitochondrial DNA (mtDNA) driving the production of alarmins (IL-1, IL-33) and other effectors that recruit and activate immune effectors via pattern-recognition receptors (PRRs) (38). In the TME, tumor-derived DAMPs can include mitochondrial components released due to the Warburg effect, miRNA and HSPs released due to genetic mutations and other factors like hypoxia. These DAMPs have been widely reported in tumor EVs across many tumor models (Table 1) and can drive inflammation in the tumor. In the healing wound, other signals from the unvascularized repairing tissue, hypoxia for example, drive a switch from acute inflammation to tolerance, where alternatively activated myeloid cells promote the immunosuppressive, pro-angiogenic and fibrotic stages of wound healing. A growing tumor is similarly supported by the suppression of anti-tumor immunity, angiogenesis and fibrosis. The mechanisms that sustain tumor growth in an unresolving state are not fully understood. However, the continuous exposure to EV-DAMPs to myeloid cells poised for particle capture, may contribute to tumor promoting inflammation. The signalling pathways stimulated upon EV exposure point to a key role of EV-mediated induction of tumor promoting inflammation.


Table 1 | Examples of EV cargo effects on signalling in myeloid cells.




3.2.1 Vesicular TLR-Ligand Driven Inflammation

Myeloid cells express a battery of pattern-recognition receptors including Toll-like receptors (TLR), retinoic-acid inducible gene (RIG-I), and stimulator of interferon genes (STING) that are highly responsive to DAMPs allowing rapid immune reactivity to tissue injury (50). In the tumor, EV-DAMPs have been shown to engage both plasma membrane-localized TLRs (e.g., TLR2 and TLR4) and endosomal TLRs (e.g. TLR3, 7, and 9) driving potent responses via the transcription factor, NFκB (51). In breast cancer, palmitoylated proteins in tumor EVs can act as TLR2 ligands leading to upregulation of proinflammatory cytokines and chemokines including CCL2, IL-6 and GCSF in macrophages (52). TLR2 ligand, HMGB-1 was also found in lung cancer and shown to drive NF-κB-dependent metabolic reprogramming of macrophages at metastatic sites (53). Also using a lung cancer model, Fabbri et al. demonstrated that exosomal miRNAs (i.e. miR-21 and miR-29a) induce IL-6 and TNFα in macrophages via a TLR7-NFκB dependent mechanism promoting inflammation and metastasis (54). Similarly, exosomal RNA can activate TLR3 promoting neutrophil recruitment at metastatic sites via induced expression of CXCL chemokines (43). To offer further insight into which RNA species are EV associated, an atlas of vesicular and non-vesicular RNA from healthy biofluids was recently published (55). In pancreatic cancer, sEVs from were shown to carry genomic dsDNA (56) that act as a TLR-9 ligand activating myeloid cells (57). However, Jeppesen et al. showed that genomic dsDNA-TLR9 ligands are secreted from tumor cells independent of exosomes, while HSP-TLR2 and RNA-TLR7 ligands are enriched in sEVs (21). Jeppesen et al. argue that genomic DNA (gDNA) does not exist in the same subcellular location for endosomal loading required for exosome biogenesis. However, gDNA may become exosome associated, adhering to positively charged EVs prior to capture by donor cells. The presence of double stranded mitochondrial DNA (mtDNA) is less controversial due to subcellular location. MtDNA has been observed in breast and prostate cancer EVs at higher concentrations that noncancer epithelia (58). Although transfer of mt-DNA between cell types is likely EV-mediated, most researchers have studied the role of mt-DNA alone. Mt-DNA has been shown to induce TLR9-mediated NF-κB activation driving regulatory polarization in macrophages in liver cancer (59) as well as activation of neutrophils in various forms of injury (60). Further, non-immune cancer-associated fibroblasts were also shown respond to mt-DNA via TLR-9 contributing to therapeutic resistance to taxanes (40). In addition to inflammatory modulation, mutations in tumor mt-DNA can also regulate mitochondrial metabolism in recipient cells (61) but have not been well-studied in the context of myeloid immunity. Size-based EV isolation procedures leading to the co-precipitation of non-vesicular nucleic acids and other molecules will confound data on EV-mediated gene induction until more specific isolation methods are found.

DAMP-TLR activation in myeloid cells can drive both pro-inflammatory and regulatory responses via mechanisms that are not fully understood. One hypothesis is that pro-inflammatory effectors are expected to drive pleiotropic effects on immune cells and other cells of the body, supporting both inflammatory and suppressive responses in a context dependent manner. In the context of macrophages in chronic conditions, experts have encouraged a spectrum polarization model over the dichotomous M1-M2 model, which better describes acute conditions. This integrative spectrum model also allows for a better understanding of chronic inflammation driven by tumor EVs. Interestingly, EV studies described here show upregulation of both pro- and anti-inflammatory cytokines and effectors in myeloid cells pointing to concomitant responses to mixed EV cargo. Secondly, chronic exposure to TLR ligands drives negative feedback mechanisms that lead to reduced inflammatory cytokine and increased regulatory cytokine production. Repeat treatments with DNA drive tolerance in macrophages via TLR-9 as seen by reduced TNFα production (62), mimicking the chronic nature of EV responses. This chronic exposure to TLR ligands is also expected to dictate hematopoietic outcomes starting in the bone marrow, driving a myeloid differentiation bias leading to reduced lymphoid to myeloid ratios in blood (63), with trained immunity being a common feature of aging and cancer pathophysiology (64).



3.2.2 STAT3 Driven Inflammation

Upon TLR activation of NFκB transcriptional program a further activation of STAT3 is driven by autocrine IL-6 stimulation, in turn amplifying the overall inflammatory response (65). Chalmin et al. demonstrated the TLR2 ligand Hsp70, found on the exosome surface, activates STAT3 in MDSCs via autocrine action of IL-6 (66). These activated MDSCs produce IL-10 and upregulate arginase 1 activity inhibiting T cell proliferation. The EV-driven IL-6-STAT3 axis was also shown to keep bone marrow precursors in an immature state inhibiting the differentiation to mature DCs capable of anti-tumor responses (24). A STAT3 regulatory signature was also observed in monocytes treated with glioblastoma exosomes correlating with increased interferon-ɣ production (67). A similar TLR2/4-STAT3 response driven by HSPs was seen in bone marrow-derived dendritic cells (BMDCs) promoting a pro-tumor IL-6, PGE-2, IL-1, and TNF response after exosome treatment (68).

EVs have also been shown to control the NFκB-STAT3 axis via the action of specific miRNA cargo. Both NFκB-driven and exosomal miR-21a was shown to silence PDCD4, a tumor suppressor and IL-6 inhibitor, promoting the expansion of MDSCs in a IL-6/STAT3 dependant manner in lung cancer (69). Exosomal miR-106b found in colorectal cancer also suppresses PDCD4 driving both IL-6/STAT3 and mTOR signalling to promoting regulatory polarization in tumor macrophages (70). The exosomal miR-222-3p in ovarian cancer, has been shown to silence SOCS3 in monocytes promoting a STAT3-mediated regulatory signature in macrophages including Arg1 and CD206 expression (71). It is not clear whether the concentration of miRNA in sEVs can reach a local concentration capable of eliciting an immune response (72) or whether tumor derived sEVs may be continuously produced eliciting a cumulative response over time.




3.3 EVs and Pre-Metastatic Niche Formation

EV-macrophage interactions have been implicated in the priming of the metastatic niche in several studies. In Hoshino et al., exosomes from tumor cell lines with a liver metastatic ability were compared to non-metastatic lines and were shown to carry integrin αvβ5. This allowed preferential binding to liver-specific cells including CD169+ Kupffer macrophages, driving an inflammatory phenotype via integrin-mediated Src phosphorylation and upregulation of s100 and fibronectin genes (48). Similarly, in Costa-Silva et al., migration inhibitory factor (MIF) found in pancreatic cancer exosomes was taken up by Kupffer macrophages driving TGFβ and fibronectin production priming the liver for metastasis (73). In Peinado et al., the receptor tyrosine kinase MET found in melanoma exosomes was captured by bone marrow progenitors driving vasculogenesis and promoting metastasis in a systemic fashion (74). Another group studying brain metastasis, showed that miR-19a carried from astrocyte exosomes to tumor cells led to reduction of PTEN and increased CCL2 via NFκB in tumor cells driving suppressive myeloid infiltration (75). Interestingly, injection of melanoma EVs drove downregulation of IFNAR1 in monocytes at distant sites driving lung metastasis via fibronectin deposition (76). This downregulation of IFNAR was thought to dependent on p38 expression driven by exosomal mRNA mediated TLR3-NFκB activation (43, 76). Albeit via differing mechanisms, these studies all support the pathogenic role of distant EV-mediated cell-cell communication in tumor metastasis.



3.4 Modulating the Interferon Response

Activation of TLRs in myeloid cells via DAMPs drives both NFκB and interferon regulatory factor (IRF) signalling. However, several studies suggest tumor EVs may inhibit interferon (IFN) expression and IFN responses. In an elegant approach, Gao et al. injected tumor derived exosomes into mice infected with both DNA and RNA viruses to examine EV-driven immune suppression. The data showed that exosome-delivered epidermal growth factor receptor (EGFR) reduced INFβ expression in macrophages after viral infection (77). Mechanistically, this was the result of tumor EV-EGFR driven Mitogen-Activated Protein Kinase Kinase Kinase 2 (MEKK2) phosphorylation, inhibiting IRF3 dimerization and IFN production. Similarly, hepatocarcinoma EVs containing interferon induced transmembrane Protein 2 (IFITM2) reduced IFNα production by HBV infected dendritic cells (78) while exosome delivered IRF2 (IRF2 is a repressor of Type I IFN signaling) limited IFNα/β production in macrophages. EVs can also directly reduce cellular responsiveness to IFN stimulation. For example, melanoma EVs can directly down-regulate interferon alpha and beta receptor 1 (IFNAR1) in myeloid cells via p38 activation dampening responsiveness to IFN stimulation (76). IFNAR downregulation was also required for maintaining suppressive activation in MDSCs (79). Thus, cumulatively the data suggests EV exposure can have wide ranging impact on IFN response influencing initial stimulation and downstream IFN-induced transcriptional programs.

EVs produced by tumors also contain self-associated molecular patterns (SAMPs) that potentially modulate tumor inflammation by molecular pathways that are distinct from those described above (80). The siglec-family self-pattern recognition receptors (SPRRs) bind to self-sialic acid residues abundant on EVs (81). Hypersialyation has been reported in both solid tumors and hematological malignancies (82) with sialic acid enrichment on tumor EVs (83). These surface glycans are required for EV internalization by many cell types (83). For example, CD169 (also known as Siglec-1 or sialoadhesin) is an exosome endocytic receptor for macrophages by binding α2,3-linked sialic acids (84). CD169 is expressed on sentinel macrophages at key interfaces in the body (blood-spleen, fetal-maternal, lung-air, etc). In peripheral lymphoid organs, CD169+ macrophages play a key role in orchestrating the response to particulate antigens including ABs and virus particles (85–87). Infection with vesicular stomatitis virus (VSV) induced CD169 upregulation and recruitment of a DAP12/SHP2/TRIM27 complex (88). This inhibitory complex ubiquitinated and degraded TBK1, inhibiting IRF3 phosphorylation and downregulating the type I IFN response (88). Because CD169 is an IFN stimulated gene (ISG) this mechanism may be a negative feedback loop, promoting tolerance to self-sialic acids. Supporting this concept, in a mouse model of HIV, CD169 deletion lead to better control of viral load with increased IFN-I production (86). Other siglec family receptors (e.g. Siglec-H, Siglec-G and Siglec-10) also contain immunoreceptor tyrosine-based inhibitory motifs (ITIMs) or recruit adaptor proteins with ubiquitinase activity, with the exception of CD33 and Siglec-H which have activating function (82). Binding of EV sialic acids to siglecs may similarly attenuate IFN responses, modifying the overall effect of EV-DAMP signalling via TLR (89, 90). Specifically, myeloid siglec-7 and siglec-9 have been shown to reduce HLA-DR and CD86 expression upon engagement with tumor-derived sialic acids promoting T cell suppression in the pancreatic TME (91). Siglec+ macrophages were also found in the bone marrow, controlling HSC (92) and erythrocyte egress (93).

These studies collectively show that EVs package both DAMPs and other endogenous immunity-inducing structures driving diverse responses in myeloid immune cells (Figure 2). While one signal from DAMPs provides activation of TLR-STAT-NFκB pathways resulting in inflammatory cytokine production, a second signal from self-patterns and other cargo inhibits the IFN-I response attenuating inflammation and self-antigen presentation. This results in a unique EV response that promotes the breakdown of immune surveillance in cancer and prevents autoimmunity under homeostatic conditions.




Figure 2 | Theoretical framework for tumor EV driven myeloid responses. (A) EV capture mechanisms include binding directly to cell surface receptors, direct fusion, and internalization by pinocytosis, receptor-mediated endocytosis, and phagocytosis. Distinct capture mechanisms deliver EV cargo to compartment-specific receptors driving diverse EV responses in recipient myeloid cells. (B) A range of tumor EV cargos act together to drive tumor promoting inflammation. Chronic interaction with EV-DAMPs and other effectors activate NF-κB and STAT3 signalling resulting in accumulation of late-stage cytokines. Also, self-molecular patterns and other effectors found in EVs attenuate type I IFN production and/or response. These signals can modulate acute inflammation and presentation of tumor antigens. EV, Extracellular vesicle; DAMPs, Danger-associated molecular patterns; NF-κB, Nuclear factor Kappa B; STAT, Signal transducer and activator of transcription; IFN, Interferon.






4 Autoimmune EVs Promote Inflammation and Tissue Destruction

In cancer studies the popularity of the term “exosome” has resulted in its use as a generic descriptor of EVs despite its specific endocytic definition that precludes other EVs (94). In the field of autoimmunity, outside of apoptotic bodies that have been widely studied, the term microparticle (MP) is more prevalent in the study of sEVs. Because in vitro derived MPs mainly use lower centrifugation speeds, these studies capture larger vesicles, enriching the ectosomal or cell shedding EV phenotype. MPs also lack endocytic markers like chaperone HSPs and are enriched in phosphatidylserine (95). Exosomes, have also been studied in autoimmunity, however, the role they play distinct from other sEV subtypes is not clear.

Many of the same EV cargo components have been found in cancer and autoimmunity. Similar to observations in cancer EVs, higher levels of EVs have been reported in Sjögren’s syndrome, systemic lupus erythematosus (SLE) and rheumatoid arthritis (RA) compared to healthy individuals (96, 97). Here too, the presence of DAMPs in EVs drives inflammation in a TLR-dependent manner. The focus in autoimmune disease has been on the TLR7 and TLR9 ligands DNA and RNA which are abundant in sEVs and apoptotic bodies found at high concentrations in circulation (98). We have previously reviewed the systemic effects of ABs in SLE (99), and will focus on the role of sEVs in this review. Exosomal miR-let-7b found in RA synovial fluid, promoted TLR7 activity in myeloid cells of inflamed joints, stimulating production of IL-1β and IL-6 (100). Further, removal of DNA from EVs by circulating DNASE1L3 prevents autoimmunity in healthy mice, while in lupus, DNASE1L3 null mutations and the presence of anti-DNA autoantibodies protects against DNA degradation promoting inflammation in a TLR-MyD88-dependent, STING-independent mechanism (101). HMGB1 has also been found in autoimmune EVs and functions to promote inflammation via TLR4 in myeloid cells (102). In these studies, sources of EVs were varied, arising from platelets, endothelial cells, fibroblasts, and dying lymphocytes. A similar mechanism was also observed in scleroderma (103). EVs were also found as immune-complexes (ICs) with the anti-DNA/RNA autoantibodies characteristic of RA and SLE, promoting complement-driven, TLR-mediated DC inflammatory activation (104). EVs were also shown to contain citrullinated self-proteins contributing to the formation of inflammatory immune complexes in SLE and RA, driving monocyte and macrophage activation (105, 106). In lupus, ICs were required for a metabolic switch to glycolysis in macrophages leading to production of IL1 and ROS (107), further exasperating autoimmunity.

In type 1 diabetes (T1D) pancreatic β-cell specific destruction is triggered, rather than the systemic tissue destruction seen in SLE. Because EV release occurs prior to immune β-cell destruction, EVs may play a role in disease initiation. Using in vitro derived EVs from MSC-like cells from the NOD pancreas, Rahman et al. show that the intrinsic endoplasmic reticulum stress in cells of the pre-diabetic pancreas controls EV cargo driving DC-mediated priming of autoreactive T and B cells via IFNγ upon EV treatment (108). Moreover, the T1D autoantigens glutamic acid decarboxylase 65 (GAD65), zinc transporter 8 (ZnT8), and β-cell resident glucose transporter 2 (Glut2) were found within T1D islet EVs (109), supporting both the EV delivery of self-antigen as well as auto-antibody-EV immune complex driven myeloid cell activation via Fc receptors. Micro RNA species have also shown to play a key role in T1D pathogenesis. In addition to targeting many metabolic genes, the exosomal miR-29 derived from β-cells, also found in tumor exosomes, also induces TLR7-MyD88 dependent inflammatory cytokine production, including IFN-I responses (110). Exosomal miR-29 has also been found at higher levels in type 2 diabetes, driving metabolic reprogramming of macrophages via TRAF3 promoting systemic insulin resistance (111). Like observations in cancer and systemic autoimmune diseases, EVs appear to largely promote inflammation in T1D. However, EV-driven protection from autoimmunity has also been reported. AhR ligands found in EVs and other endogenous sources, attenuate autoimmunity in cases of EAE and lupus (98, 112).

The inflammatory context in autoimmunity and cancer lead to myeloid responses to the same EV cargo to both break tolerance and suppress immune responses via mechanisms that remain elusive. Studies on differences in EV concentration and IFN induction by autoimmune EVs versus tumor EVs may offer insights into how this is achieved.



5 EVs and Therapeutic Opportunities

The most readily apparent application for EVs is their potential as diagnostic tools. Since they contain biomarkers of cell status, EVs from blood, ascites, and urine can potentially be utilized to serve as a liquid biopsy diagnostic differentiating healthy from diseased states. Targets including metabolic peptides, nucleotide species including circulating tumor (ct)DNA, autoantibody immune complexes and microbiome-derived EV cargo are being actively explored for diagnostic purposes (25, 113). Though finding EV biomarkers that differentiate related disease states have proven difficult, this line of investigation may be useful for both cancer and systemic autoimmune conditions (114, 115). A thorough review of EV cargo biomarkers being investigated for diagnostic application can be found elsewhere (116).

As detailed in this review, EVs promote inflammation and disease pathophysiology by variety of different mechanisms. Therefore, the inhibition of EV biogenesis using small molecules agents is being explored as a therapeutic opportunity in both cancer and autoimmunity. Small molecules including GW4869 and dimethyl amerlioride, as well as siRNA against proteins in EV biogenesis pathways, have been used extensively for research and hold promise in targeting pro-tumor inflammation driven by EV-DAMPs. However, each of these molecules have exhibited off-target effects on cellular physiology; for example, GW4869 which targets neutral sphingomyelinase (N-SMase) can also have effects on autophagy (117). Datta et al. have validated novel exosome inhibitors using prostate cancer cells, identifying natural small molecules like Forskolin and antibiotics like Manumycin A as blockers of exosome biogenesis (118). Rab-GTPase inhibitors, along with other anti-tumor functions on tumor growth and cytokine secretion, can also antagonize EV biogenesis and can be used therapeutically (119). The design and delivery of siRNA against proteins involved in biogenesis like Rab27a/b in the case of exosomes may allow for more specific targeting than small molecule inhibitors (120). However, to identify the best therapeutic target with the fewest off-target effects, a more comprehensive understanding of both EV responses and biogenesis pathways is required.

The targeting of EV capture and response by myeloid immune cells is another strategy to attenuate chronic inflammation in both cancer and autoimmunity. As described earlier, the siglec-sialic acid axis may antagonize IFN-mediated tumor destruction. Several anti-siglec antibodies are being investigated including anti-siglec-7 and anti-siglec-33 which target NK cells and immature myeloid cells respectively attenuating their regulatory function (121). Targeting other siglecs and scavenger receptors may lead to the abrogation of EV capture or facilitate delivery of therapeutical active EV cargo. EV-CD169 interactions in macrophages also drive antigen presentation in the context of infection and chemotherapy (86, 87). Capitalizing on this observation, Edgar et al. show that liposomes containing antigens targeted to CD169 via decoration with sialic acid residues induces CD4 T cell responses, but requires liposome loading with high-doses of TLR7-IFN promoting adjuvant for cytolytic CD8 T cell responses (122). The myeloid responses to EV-DAMPs can be inhibited via the targeting of the TLR-NFκB pathways. Though this is promising in autoimmunity, in cancer TLR agonism is being investigated in the clinic due to its ability to promote tolerance to the tumor (123). However, TLR4 driven myeloid tolerance has also been blamed for paclitaxel resistance which acts as a TLR4 agonist (124). Inhibiting this pathway in cancer may involve timing where, as a neoadjuvant strategy, EV-DAMP driven NFκB activation can be inhibited temporarily prior to T cell activation or chemotherapy. Lastly, to promote MHC loading of tumor neoantigen in APCs after EV capture, an interesting recycling regulator Rab17 (shown to prevent presentation of AB derived self-antigens) could be targeted to promote tumor-specific immune destruction (125). Because EV-myeloid cell interactions are also part of homeostatic processes, targeting EV biogenesis, capture and responses to EVs may drive off-target effects that remain to be fully understood in in vivo disease contexts.

Furthermore, the administration of bioactive EVs is being investigated in various therapeutic strategies. The use of EVs for delivery is advantageous over liposomes with the ability to easily disguise as self in the body. Moreover, EVs decorated with integrins can target specific tissue sites allowing for specific delivery of therapeutic cargo (48). In mice, exosomes loaded with IL-12 (exoIL2) were shown to promote an antitumor T cell response, superior to the recombinant cytokine alone due to the improved pharmacokinetics (126). Because IFN signalling in APCs drives antigen presentation and cross presentation to both CD8+ and CD4+ T cells (127), therapeutic administration of large doses of EVs loaded with STING agonist dinucleotides (exoSTING) is being explored to promote adaptive anti-tumor immune responses. Jang et al. showed that exoSTING exerts tumor control by targeting APCs preferentially which induces antitumor T cell responses with long-term memory T cell induction (128). Although STING and RIG-I activation has been reported in dendritic cells, and other cells stimulated by EVs (129, 130), it may be attenuated downstream by Siglec-TBK1-dependant mechanisms in vivo. Limiting IFN-driven antigen presentation in response to DAMP-containing EVs may be an evolutionary mechanism to limit excessive self-peptide presentation and autoimmunity, also serving to limit tumor neoantigen presentation. Modulating the dose of EVs and additional modifications to such therapeutically administered EVs, like sialidase treatment might circumvent regulatory immune responses. In autoimmunity, these administered EVs can functions as decoys to autoantibodies. Casella et al. showed that EVs from oligodendrocytes contain myelin and related antigens and can be used to subvert myelin destruction in a model of multiple sclerosis (131). The applications for decorating or loading EVs with many different cell-targeting or immunomodulatory agents suggest EVs could be utilized as versatile payload delivery agents.

EVs have also been explored as cell-free anti-tumor vaccines. Specifically, vaccination with exosomes derived from tumor antigen loaded DCs reduced tumor burden by induction of anti-tumor T cell responses (132). DC-derived sEVs can carry whole tumor associated antigens (TAAs), TAA peptide-loaded MHC/HLA, and co-stimulatory signals significantly improving vaccination efficacy compared to whole tumor lysate vaccination (133). However, the requirement of MHC molecules for functionality/immune responses to DC-derived EVs (DEX) is not clear. For example, Hiltbrunner et al. reported that whole antigen in the absence of MHCI and II is sufficient to induce a DEX-mediated T cell response suggesting internalization and antigen processing are the key relevant components for EV-driven immune responses (134). Supporting this prediction, DEX loaded with antigen can drive stronger in vivo T cell responses than DC-EVs from an ectosomal origin, suggesting an involvement of the endocytic compartment in the efficacy of DEX (135). The clinical success of DEX as vaccines will likely require large, non-physiological doses of EV particles which necessitated the large-scale culture of donor-matched DCs potentially limiting this approach. In contrast to DEX, the application of the more readily available tumor EVs is currently limited to DC vaccines primed with tumor EVs. Andre et al. show that exosomes isolated from melanoma ascites contain TAAs like MART1 and gp100, and when used to stimulate donor-matched dendritic cells promote antigen-specific T cell activation and cytolytic function in vitro (47). Further. the in vivo injection of DCs treated with in vitro tumor cell-derived EVs into tumor-bearing mice was reported to drive tumor rejection in a T cell-dependent manner (136). These DC vaccine strategies are similarly challenged with the culture and dosing of DCs at therapeutic concentration as well as HLA-matching of both EVs and DCs required to induce the desired anti-tumor response. The pre-dominantly immunosuppressive role for tumor EVs is supported by a large body of literature and suggests the direct use of tumor-derived exosomes as TAA containing vaccines may not be a readily applicable approach given our current level of understanding.



6 Conclusion

Extracellular vesicles take on a wide heterogeneity of subtypes and relay a specific molecular signature from their cell of origin. The effects of a diverse EV cargo on myeloid immune cells are revealing their role in inflammation and diseases of immune dysregulation including cancer and autoimmunity. In the tumor, context dependant mechanisms drive a pro-tumor inflammation both locally and at metastatic sites promoting a breakdown of immune surveillance, whereas in autoimmunity, mechanistically similar EV signals promote a breakdown of tolerance and autoimmune pathology. Importantly, EVs are potent modulators of the IFN response which may provide protective function preventing autoimmunity, but also provide a significant barrier to anti-cancer immunity. EVs are more biologically complex compared to other cell-cell communication systems (e.g., cytokines) and this complexity has provided a barrier to our understanding, but also opportunities to harness EV biology for therapy. In this vein, the clinical application of EVs is numerous including disease diagnosis/prognosis, engineered delivery of therapeutic cargo, and administration of anti-tumor vaccines. Ultimately, these therapeutic strategies hold great promise but require much more research for safe and effective execution. In the final analysis, although great strides towards the understanding of EVs have been made, this burgeoning field promises to reveal novel cellular mechanisms involved in health and disease.
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Dysregulation of the immune system is associated with an overproduction of metabolic reactive oxygen species (ROS) and consequent oxidative stress. By buffering excess ROS, cerium oxide (CeO2) nanoparticles (NPs) (nanoceria) not only protect from oxidative stress consequence of inflammation but also modulate the immune response towards inflammation resolution. Immunomodulation is the modulation (regulatory adjustment) of the immune system. It has natural and human-induced forms, and it is part of immunotherapy, in which immune responses are induced, amplified, attenuated, or prevented according to therapeutic goals. For decades, it has been observed that immune cells transform from relative metabolic quiescence to a highly active metabolic state during activation(1). These changes in metabolism affect fate and function over a broad range of timescales and cell types, always correlated to metabolic changes closely associated with mitochondria number and morphology. The question is how to control the immunochemical potential, thereby regulating the immune response, by administering cellular power supply. In this regard, immune cells show different general catabolic modes relative to their activation status, linked to their specific functions (maintenance, scavenging, defense, resolution, and repair) that can be correlated to different ROS requirements and production. Properly formulated, nanoceria is highly soluble, safe, and potentially biodegradable, and it may overcome current antioxidant substances limitations and thus open a new era for human health management.
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Introduction

Inflammation and oxidative stress (OS), mediated by reactive oxidant species (ROS) overproduction, are strictly interconnected (1). ROS refers to various biogenic free radical molecules resulting from natural metabolism characterized by being highly oxidant. These free radicals are involved in different critical physiological processes, such as gene expression, signal transduction, growth regulation, and, significantly, inflammation, where high ROS concentrations are not only needed for the activation of inflammatory pathways but also to sustain the energetic demands of an inflammatory response (2). Therefore, from a theoretical point of view, antioxidant substances can both protect from oxidative stress (OS) and facilitate the resolution of pathogenic inflammation by inhibiting ROS-dependent inflammatory reactions and returning to homeostatic balance (3, 4).

The role of antioxidant substances became popular in the second half of the 20th century when Linus Pauling (1954 and 1962 Nobel laureate) developed the so-called orthomolecular medicine based on nutritional supplementation and high doses of ascorbic acid (5, 6). It resurfaced again in the 90s due to a large human study suggesting that vitamin E supplements could be associated with a reduced risk of heart diseases (7). During this period, other pre-clinical and epidemiological works also reported beneficial effects of antioxidant substances against chronic inflammation, neurodegeneration, and cancer (8). Subsequently, antioxidant therapies were evaluated in placebo-controlled trials involving tens of thousands of patients. Despite the pathophysiologic, epidemiologic, and mechanistic compelling evidence, these clinical trials have been, to date, mostly negative. This has been attributed to the non-drug-likeness of available antioxidant substances (9). These substances have high unspecific uncontrolled reactivity, poor solubility, and hence limited absorption profiles, low bioavailability, and low concentrations at the target site (10, 11). This has given rise to a pessimistic view of antioxidant therapies. Today, only a few antioxidant substances have reached clinical use. These include N-acetylcysteine for acetaminophen overdose, Edaravone for ischemic stroke, alpha-lipoic acid for diabetic neuropathy, some flavonoids (polyphenolic compounds present in dietary plants) for chronic venous insufficiency, as well as baicalein and catechins for osteoarthritis. Unfortunately, these treatments have not been fully satisfactory, and as a result, new approaches are being explored.

In these circumstances, new antioxidant mineral substances like nanoceria, displaying minimal toxicity to normal tissues while providing cellular protection from ROS-dependent oxidative damage, have attracted considerable attention as a potential therapeutic tool in preventing and treating oxidative stress-related diseases. With its mild but permanent ROS scavenging capacities and good pharmacology, nanoceria may overcome previous limitations and finally enable full antioxidant therapies in human health. Nanoceria has already demonstrated its ability to restrict inflammation in a large number of pathologies, based on their ability to reduce ROS levels and, consequently, most inflammatory mediators (12). Over the last decade, the beneficial effects of nanoceria treatment have been reported in various pre-clinical models, including cardiac diseases, diabetes, retinal diseases, gastrointestinal inflammation, liver inflammation, and cancer. In neurology, beneficial effects have been reported in pre-clinical models of Alzheimer’s disease, Parkinson’s disease, multiple sclerosis, traumatic brain injury, and brain ischemia, all conditions associated with high ROS production and neuroinflammation, reviewed in (13).

The underlying hypothesis is that by scavenging excess ROS, tissue is protected, metabolism is controlled, immune activation suffocated, and resolution of inflammation allowed. Thus, to understand how nanoceria works inside a biological system as an anti-inflammatory and immunomodulatory substance, it is essential to know how immune cells employ different metabolic pathways to sustain their energetic needs. For that, we focus on ROS production as a cause and consequence of inflammation and nanoceria ROS scavenging capacities. To propose a mechanism of action that results in effective and beneficial ROS scavenging and buffering, we need first to review the basics of metabolism and ROS production and immunometabolism, from a chemist’s point of view. Then we describe the nanoceria ROS reactivity towards unpaired electrons and free radicals. Finally, we consider pharmacological and production aspects for the proper development of medical formulations based on nanoceria.



A Brief Overview on Metabolism, Mitochondria, and ROS

In our body, nutrients and oxygen are transformed into energy, water, carbon dioxide, and other by-products as ROS. The amounts of O2 consumed, and CO2 produced reflect the body’s metabolism and metabolized nutrients (14). In biological systems, energy is mainly provided by the controlled oxidation of carbohydrates and fatty acids, where the oxidizer is the limiting reagent. From a chemical point of view, oxidation of nutrients corresponds to the irreversible exothermic reaction of materials called fuels, consisting mainly of carbon and hydrogen, with an oxydizer. These oxidation reactions are more complex than they may seem. Initially, carbohydrates and fatty acids decompose to react with oxygen, forming unstable highly oxidant compounds called free radicals (ROS in our case). Then, these free radicals take C and H electrons, and most of the heat is released. Oxidation is completed when stable products are formed. It is interesting to note that incomplete oxidation leads to the release of highly reactive intermediates in the form of free radicals.

These nutrient oxidation chemical reactions are a fundamental part of metabolism. Metabolism can be divided into catabolism, the energy sourcing, extracting it from chemical bonds, breaking large molecules into smaller ones, and anabolism, the synthesis of complex molecules from simpler ones, using part of the produced energy. Regarding catabolism, three different basic catabolic pathways exist depending on the employed fuel (glucose or fatty acids derived from carbohydrates and lipids); oxidizer (O2/ROS), and combustion mode (aerobic or anaerobic). The produced energy is stored in the form of ATP (indeed, in the form of ATP/ADP gradients (15)) and heat. These pathways can be referred to as aerobic glycolysis, anaerobic glycolysis, and fatty acid oxidation.

Glycolysis is relatively efficient in aerobic conditions (high ATP production and low ROS production) and very inefficient in anaerobic conditions, where a lot of glucose is consumed, and a lot of ROS produced. In fatty acid oxidation (FAO), processing one palmitic molecule efficiently produces 129 ATP molecules, compared with 2 ATP molecules produced per molecule of glucose during anaerobic glycolysis, or 36 ATP molecules per molecule of glucose during aerobic glycolysis. FAO is accompanied by a slight non-pathological ROS overproduction when compared to aerobic glycolysis. Regarding power (energy per unit time), anaerobic glycolysis can produce ATP 100 times faster (16) than aerobic, thus providing the highest power to cells. FAO delivers energy at intermediate rates. These different catabolic pathways allow adjustments for the different cellular energetic requirements and needs, and as a consequence, biological responses can be controlled by targeting the energy supply. The following is important for our hypothesis: biological oxidation rate is adjusted by ROS concentration rather than oxygen concentration, which is more stable (constant) inside the body than ROS, and therefore the relevance of antioxidant substances.

These different cellular metabolic pathways can be observed by the lactate production, the expression of glucose transporters at the cell membrane, or mitochondria number and morphology (See Figure 1 and Table 1). Mitochondria have been described as cell power-houses, converting nutrients in the form of glucose or fatty acids into energy in the form of ATP, and ROS. Mitochondria can rapidly adjust to the cell metabolic needs, and play a central role in bioenergetic and biosynthetic pathways. Increased energy demand is met by mitochondrial reproduction and fusion. In contrast, a decrease in energy demand results in the removal of superfluous mitochondria through fission and mitophagy.




Figure 1 | Metabolic pathways and biocombustion modes inside the cell.




Table 1 | The three different mitochondria operating modes.



It has been described that ROS generate from the leakage of electrons in the mitochondria transport chain. Under normal conditions, the potentially harmful effects of ROS are successfully restrained by protective and reparative mechanisms. Natural antioxidant defenses may remove ROS either in a highly specific manner, e.g., by catalase, SOD, or glutathione peroxidases, or in a less specific way, with small molecules such as ascorbate, glutathione, alkaloids, or carotenoids (1).

From a chemical engineering perspective, mitochondria could be described as an internal combustion engine (17), transforming oxygen and organic fuels into energy and oxidized products such as CO2, H2O, and H2O2 (ROS). H2O2 exists in equilibrium with hydroxyl species (a model ROS), and it is a common source of free radicals. Therefore, for intervening in the operating mode of an internal combustion engine, one can either address the fuel supply (e.g., ketogenic diets are known to both be anti-inflammatory and to restrict anaerobic glycolysis (18)), or the excess oxidizer (mainly ROS), i.e., the target of antioxidant substances.

Changes in mitochondria membrane potential parallel mitochondrial morphology (oval, spherical, or elongated/branched), which determines oxygen supply rate and, consequently, activity (19). A high mitochondria surface-to-volume ratio (elongated/branched) allows the oxidation of high dense fuels as FA. A low surface-to-volume ratio (spherical) will result in the lack of oxygen and the production of highly reactive oxidation intermediates. Consequently, considering the mitochondria as an internal combustion engine where the oxygen is supplied through the membrane to the fuel inside it, the surface-to-volume ratio is directly proportional to the oxygen provision rate. Thus, higher mitochondrial membrane polarization implies a higher surface-to-volume ratio and higher oxygen provision to the fuel for oxidation. Mitochondria display an oval shape most of the time, providing a sufficient O2 supply for pyruvate oxidation in the TCA cycle and OXPHOS. In contrast, reduced O2 supply in spherical mitochondria, when the surface-to-volume ratio is minimal, induces incomplete oxidation (anaerobic glycolysis) and excessive ROS production, decreasing the cell redox potential and igniting the pyruvate in the cytoplasm. Later, mitochondria can fuse and expand their surface, increasing polarization and creating elongated and branched structures with a higher surface-to-volume ratio, allowing for FA consumption.

Accordingly, mitochondria reduce their number and surface area (depolarize) when the cell power requirement is high. In this case, glucose is fully oxidized and directly in the cytoplasm at high rates. This can be clearly observed in the connection between glucose transport and mitochondrial mode of work in conditions of OS (1), where stimulation of cellular glucose uptake is frequently concomitant to inflammation. Therefore, during anaerobic glycolysis, a high glycolytic flux and impaired oxidative phosphorylation are associated with increased ROS levels (20, 21). Interestingly, glucose uptake has also been described as an anti-ROS mechanism since excess mitochondrial ROS is consumed, burning the extra uptake of glucose (22). This is consistent with the fact that the oxidizer is the limiting reagent, and then the oxidizer concentration can be decreased by increasing the fuel supply. When ROS levels are too high and/or remain increased during a prolonged time, a vicious circle of ROS-stimulated glucose uptake and glucose-stimulated ROS production can be triggered. This pathological cycle can be broken by restoring mitochondrial ROS production to normal levels, a phenomenon that has stimulated interest in antioxidant therapies.

Antioxidant therapies should not eliminate all ROS. Under normal conditions, the potentially harmful effects of ROS are successfully restrained by protective and reparative mechanisms. Compartmented controlled ROS levels act as signaling molecules to mediate localized events via the oxidative modification of redox-sensitive mediators, which are needed at low doses for many normal biological functions, such as DNA replication and repair. However, they become toxic at high concentrations when the antioxidant cell defenses are overwhelmed. High ROS concentration induces OS, damaging phospholipids and DNA, inducing cell alterations, provoking mutations, and cell death. Consistently, abnormal ROS overproduction has been involved, directly or indirectly, in the pathogenesis and progression of many diseases, to the point that it is fair to ask if there is any disease without associated abnormal ROS production. And the answer seems to be no (23, 24).

ROS are highly reactive free radicals and, therefore, short-lived molecules, and can therefore be used by the cell to produce rapid and local responses. They are also challenging to target since they are highly mutable and quickly transform into different free radicals. Free radicals propagate in chain reactions. Thus, once a reactive free radical is generated, it can react with stable molecules forming new free radicals. For example, the unpaired electron transfer from O to N and S molecules produces reactive nitrogen species and reactive sulfur species, all highly oxidant. Chain termination occurs when two free radical species react with each other to form a stable, non-radical adduct. This, as discussed below, can be promoted by nanoceria. In addition, ROS, in the form of H2O2, easily cross biological membranes escaping their compartment and leaking into the tissue, diffusing in and outside cells.

All this is especially critical regarding the immune system (25), where the different immune responses have clearly different energetic needs and power requirements, especially during inflammation (26). For decades, it has been observed that immune cells transform from relative metabolic quiescence to a highly active metabolic state during inflammation (1). Inflammation requires high power consumption. This encourages the immune system to increase the production of cytokines and chemokines, phagocytosis, immune cell recruitment and activation. These changes in essential metabolic processes affect fate and function over a broad range of different timescales and cell types, making the expression of inflammation in different organs and conditions complex. In contrast, its basal metabolic pathways are very conserved. Therefore, it is possible to target metabolic processes by scavenging ROS during an immune response, modulating thus immune activity.

Accordingly, macrophages, fundamental cells of the innate immune system responsible for detecting, categorizing and eliminating pathogens or aberrant cells, tissue repairing, development, and resolution of inflammation (27) follow the same metabolic trends. Macrophage functions can be grouped into three well-described macrophage functional phenotypes (also called cellular polarization) (28): M0 for resting, quiescent, macrophages; M1 for classical pro-inflammatory activation; and M2 for alternative activation when resolving an inflammatory reaction and promoting tissue repair (29). It has been independently and repeatedly observed that M0 works on aerobic glycolysis, M1 on anaerobic glycolysis, and M2 on FAO, providing different amounts of power and different ROS concentrations in each case (2) (Figure 2). Thus, changes in the basic macrophage metabolism occur following immune activation, shifting from reliance on aerobic glycolysis to increased anaerobic glycolysis, or FAO. The different macrophage polarization energy processing has been studied under the concept of immunometabolism (30).




Figure 2 | Macrophage phenotypes, mitochondria morphology and corresponding catabolic pathways.



The final question is how to modulate the immunochemical potential. As high ROS concentrations are needed to sustain anaerobic glycolysis, the cell response can be controlled by controlling ROS concentration. Modulating ROS should change the cell chemical potential, inducing metabolic adjustments and phenotypic changes towards inflammation resolution and homeostasis restoration in the case of macrophages. For that, ROS flooding the tissue and mutating have to be removed in many forms from everywhere, for a sufficiently long period of time, conditions that can only be achieved at unrealistically high doses with currently available substances and traditional molecular medicine.



The Nanoceria Immunomodulatory Mechanism

Nanoceria has recently raised as an anti-inflammatory agent working very well in a wide variety of disease models. Indeed, cerium and other rare-earth compounds have been employed in medicine since the 19th century (31–33). The first reported use was that of Ce3+ oxalate as an antiemetic agent during pregnancy, reported by the Scottish doctor J.Y. Simpson in 1854. Subsequently, it came to be prescribed for other gastrointestinal disorders. Indeed, it gained unaccountably rapid and widespread popularity to treat sickness and coughing, and other nervous disorders such as chorea and epilepsy. Its fall into oblivion was almost as quick as it rose and for equally unclear reasons. It was said that: “Here, perhaps, is a good case of the right drug being used for the wrong reason” (34). Diversity of opinion regarding the therapeutic value of cerium oxalate has existed ever since. It is possible that the lack of a mechanistic description of its action, and the lack of standardized materials, were at the root of the controversy. Afterward, in the late 1950s, cerium oxide and phosphate tested in rats showed anti-inflammatory efficacy attributed to their dual valence state of oxidation (35). At these times, cerium and other lanthanide compounds found use as bio-imaging contrast agents in light and electron microscopy for the in situ detection of oxidase (36, 37) and phosphatase (38) activity since oxidized cerium precipitates in the form of highly electron-dense NPs. Later, in 1999, Telek et al. (39) used cerium chloride for the in vivo histological detection of oxygen-derived free radicals in inflammatory conditions, and observed anti-inflammatory effects. Although the precise mechanisms were not elucidated, the report hinted at a possible role of cerium precipitates in the observed decrease of ROS concentration. Besides, during the 20th century, nanoceria was extensively developed in the petrochemical and automobile industry as catalysts. Currently, nanoceria is also employed as a polishing agent, as a glass constituent to prevent solar discoloration, and in coatings to protect metallic materials from corrosion. Its promising past having been forgotten, the nanoceria biomedical potential was re-discovered in Virginia Tech less than two decades ago, when it was observed that nanoceria of less than 20 nm prolonged the lifespan of brain cell cultures for periods of up to 6–8 months (40). This finding was described by Professor Berverly Rzigalinski, and collaborators Sudipta Seal, David Bailey, and Swanand Patil, as “somewhat serendipitous”, according to her words (41) since she was studying nanoceria as a drug carrier. Since then, many studies have been performed by them and others, and the potential therapeutical effects of nanoceria examined in many animal models of disease.

The first diseases subject to nanoceria treatment in pre-clinical models have been related to inflammation and diseases where antioxidants substances were previously assayed with positive results, from sepsis to age-related degeneration. Regarding sepsis, nanoceria has shown promising results regarding septic shock treatments where the mortality rate induced by LPS sepsis in rats decreased from 73% to 11% (34, 42, 43). Indeed, nanoceria has also been proposed to counteract the lethal effects of cytokine storms in COVID-19 patients (44). Regarding aging (45), nanoceria has shown significant protective effects in age-related diseases such as retinal degeneration (46), Alzheimer’s, and Parkinson’s (47, 48). Nanoceria has also demonstrated a positive impact in metabolic disorders, rather orphan of treatment, such as the metabolic syndrome or non-alcoholic fatty liver disease (NAFLD) (49), where ROS contribute to the initiation and progression of the disease. Another prominent example of metabolic disorder related to disease is cancer, illustrated by the Warburg effect and the metabolic reprogramming of cancer and other cells in tumor microenvironments, where anaerobic glycolysis is favored (44), suggesting that proliferation contra naturam costs extra energy. Another field where nanoceria could be beneficial is regenerative medicine. One of the biggest challenges in regenerative medicine and tissue engineering is to deal with inflammation. Typically, the tissue to reconstruct is under oxidative stress due to tissue damage that impedes proper regeneration. In this regard, in a partial hepatectomy animal model, rats treated with nanoceria showed a significant increase in liver regeneration compared with controls (50). Similarly, in an acetaminophen overdose experimental model, nanoceria and N-acetyl-cysteine treatments decreased early liver damage. However, only nanoceria was associated with a significant increment of hepatocellular proliferation (50).

The nanoceria chemical formula is commonly written as CeO2 since its primary oxidation state is Ce4+. Nevertheless, defects in the crystal structure are usually present at the nanoscale, and some Ce ions present a Ce3+ instead of a Ce4+ valance state. Having Ce3+ instead of Ce4+ induces a deficiency of positive charge, compensated with oxygen vacancies, usually occurring at the NP surface. The Ce3+ concentration in the NP, hence oxygen vacancies and redox activity, increases as the NP size decreases, achieving its maximum capacity and thermodynamic stability at diameters of a few (2 to 5) nm (50, 51). Notably, the nanoceria cubic fluorite crystal structure is preserved while Ce4+ is reduced to Ce3+ and oxygen vacancies formed. Consequently, Ce3+ can be easily re-oxidized (recycled) to Ce4+ and the vacancy covered, completing thus its catalytic loop.

The observed competitive nanoceria advantages, such as its electron sponge effect, catalytic behavior, and potential biodegradability, should be looked for in its electronic structure. Metallic cerium has an electronic configuration [Xe] 4f15d16s2, Ce3+ has an electronic configuration [Xe] 4f15d06s0, and Ce4+ has an electronic configuration [Xe] 4f05d06s0, indicating that the 4f electron is the labile one. The main difference of rare earths from other elements is to have these 4f orbitals, whose electrons are shielded by 4d and 5p orbitals. This orbital shield makes 4f electrons weakly bound to the nucleus, allowing for the Ce3+/Ce4+ tautomery. Thus, the two oxidation states of the cerium element in the face-centered cubic crystal lattice make possible the formation and occupation of oxygen vacancies essential to its oxygen (electron) buffering capabilities, and thus its ability to act as a catalyst for both oxidation and reduction reactions.

Nanoceria has been described as an antioxidant and anti-inflammatory agent since it produces effects similar to those substances. By measuring the nanoceria electronic structure in real-time by X-ray absorption spectroscopy during the catalytic degradation of H2O2, a rapid uptake of electrons by the NPs was evidenced, followed by a later and slower release of these electrons, and corresponding pH modifications, in such a way that nanoceria was described as electron sponges (52). A labile unpaired electron from the free radical can be passivated by either pairing it with another electron (antioxidants provide this electron), or removing it (by antireducers), with opposite effects on pH. Thus, nanoceria is antireducer (Ce4+ to Ce3+), and antioxidant (Ce3+ to Ce4+) during recycling, providing a high capacity to remove excess ROS from its surroundings. Normally, substances that uptake electrons are called electron sinks or antireducers, rather than antioxidants, even if the ROS scavenging effects are similar. Such molecules, antireducers, are ubiquitous in nature, especially in the photosynthesis reaction chain, where the generation of ROS by-products is higher than during metabolism.

Taking the hydroxyl molecule as model ROS, the oxygen atom in the OH· molecule is surrounded by 7 electrons in its valence band, and it is unsatisfied, longing for 8 (the octet). This situation can be overcome if the unpaired electron is removed, and Ce4+ passes to Ce3+, and the OH· becomes ½ O2 plus the formation of H+ (equation 1). Alternatively, the OH· molecule may get an electron from the nanoceria, and Ce3+ recycles to Ce4+, and the OH· transforms into OH- (equation 2). Thus, the nanoceria catalytic cycle, with corresponding pH modifications and oxygen generation, can be described as follows:





If we add the two equations:



Accordingly, when mixing nanoceria and H2O2, oxygen generation is clearly observed in the form of vigorous bubbling. Note that oxygen generation by nanoceria could be related to their observed pro-angiogenic properties (53).

However, we have to take two other equations into account. At low OH· concentration, reaction (2) can be outcompeted by (4):



and the ROS scavenging activity stopped, or even its production promoted. Additionally, at low ROS and O2 concentrations, the Ce3+ ion, which is soluble at pH below 8 (see Pourbaix diagram in SI), may dissolve away from the NP (indeed, it is the Ce4+ crystal structure that holds the Ce3+ soluble ions in the solid phase), and nanoceria slowly disintegrates, (equation 5).



In other words, nanoceria can uptake a limited number of electrons maintaining their fluorite crystal structure and NP integrity. Due to the water solubility of Ce3+ ions and an increasing concentration of oxygen vacancies, if Ce3+ ions are not recycled to Ce4+, at some point, the fluorite crystal structure cannot be maintained, and the NP disintegrates.

The combination of these equations makes nanoceria act as a redox buffer. Free radicals have to be continuously supplied to the NP surface to allow their combination into more stable species. When the ROS concentration is low, and this condition cannot be fulfilled anymore, the NP loses its catalytic activity, and reactions 1 and 4 combine instead of 1 and 2. This ROS concentration threshold needed to trigger nanoceria activity is apparently found to be between M1 and M2 phenotypes. In such a way that during M1 polarization, ROS is efficiently scavenged by nanoceria, but no nanoceria activity or biological effect has been observed when cells are expressing an M0 or M2 phenotype. Indeed, it has been recurrently observed that the use of nanoceria enables the expression of M2 polarization and increased production of SOD, Arginase, or NOS synthetases (54), well known M2 enzymes and cytokines, employed to protect the cell from OS. This is probably not because nanoceria promotes M2 polarization. This is simply because when M1 polarization is stopped, M2 is allowed to take control of the produced damage and repair the tissue. In the opposite direction, nanoceria ROS buffering capacity increases with ROS concentration up to NP surface saturation. Taking into account that ROS have to arrive, absorb, react and desorb from the NP surface, surface saturation will determine the highest ROS concentration it can be managed at once. Consequently, the nanoceria scavenging reaction rate will be constant while ROS is in excess (according to the NP surface). This reaction rate will diminish as ROS concentration decreases until it stops, corresponding to homeostatic concentrations of ROS. This buffering capacity is at the origin of their immunomodulatory properties.

Nanoceria biodegradation can also be described with the above equations. Cerium oxide is known to be a non-biodegradable material. However, in its nanometric form, at neutral pH and low oxygen concentration, nanoceria in water thermodynamically prefers to stay in the Ce3+ soluble valence state rather than in the Ce4+ insoluble valence state (see Pourbaix diagram in SI (55)). Thus, during the catalytic cycle, an “activated” state, Ce3+, can leak from the NP and swim away. Consequently, in vivo, nanoceria can degrade into innocuous Ce3+ ions, expulsed from the body through the urine. The degradation of nanoceria during its biological action was reported for the first time in 2014, after observing how intracellular antioxidants dissolve man-made antioxidant nanoparticles and proposing to use the redox vulnerability of nanoceria to develop a responsive drug delivery system (56). Recent data show how nanoceria distributes, accumulates, and is expulsed from healthy mice after intravenous injection (54). At few hours after injection, the NPs are accumulated in the liver and spleen. From this point, the cerium concentration progressively decreases following an exponential decay where half of the dose has been expulsed in 6 weeks. During this experiment, cerium was found in urine and feces (57). Probably ions in the first case and NPs in the second, expulsed through the hepatobiliary route. This degradation of nanoceria can be promoted by increasing the reducing environment, decreasing pH (as in endolysosomes), and complexing molecules that absorb Ce3+ ions in solution and remove them from the equilibrium. As a final consideration, the smaller the NP, the higher their dissolution rate. Regarding nanoceria excretion, it is worthy to mention the observed excretion of nanoceria coated with dextran when administered orally as a computed tomography contrast agent for imaging the gastrointestinal tract in a mice model of Inflammatory Bowel Disease (58).



Pharmacological Development of Nanoceria

These last two decades have started building a pharmacokinetic model for nanoceria, its behavior in physiological media, administration, biodistribution, degradation, and excretion. Still, today, the pharmacological knowledge on the subject is premature, mainly due to material uncertainty. First, NPs for medicine should be monodisperse, biocompatible, small, and highly dispersible in physiological media, with engineered surfaces to escape from phagocytosis (59). The traditional industrial basic precipitation employed for the preparation of nanoceria is normally continued by a calcination step to fully oxidize Ce3+ to Ce4+ and fully dehydrate Ce(OH)4 into CeO2. Nanoceria prepared in these conditions sinters and grows, losing its therapeutical properties, and needs high temperature to be activated, which is common in its industrial applications. Interestingly, current procedures for preparing nanoceria for medical applications by basic precipitation yield small colloidal Ce+3/+4 hydroxide/oxide NPs that can be employed in biology. The Ce3+/Ce4+ ratio is not always specified in the scientific literature despite being highly dependent on the NP size, preparation technique, NP history, and surface state. It can be determined by some characterization techniques, including X-ray photoelectron spectroscopy (XPS) (60), X-ray absorption spectroscopy (52), and UV-visible absorption spectroscopy (UV/VIS) (61).

We recommend the use of CeCl3 as cerium precursor instead of Ce(NO3)3 when using TMAOH as the base (chosen because of the stabilizing effect of TMA+ counterions) since the presence of nitrate in the synthesis process may derivate in nitrosamine contaminants which are of serious concerns for the regulatory agencies. In this respect, the “FDA guidance for industry on drug products, including biological products, that contain nanomaterials” (62) can be of great help in developing medical nanoceria. Related to that, a paper indicating how to carry pre-clinical studies on nanoceria harmonized with FDA regulations has recently been published (63). It is expected that nanoceria will have to follow the path other metal oxide inorganic NPs have followed, such as Fe3O4 NPs, approved as a contrast agent for MRI (Resovist®), as iron supply in the case of iron-deficiency anemia (Feromuxytol®) or as hyperthermia agent to treat neuroblastoma (Nanotherm®).

Special attention must be given to size, parental (as-synthesized), and eventually, aggregated (when dispersed). Aggregation, especially in physiological media, corresponds to the NP natural tendency to reduce surface area and consequently surface energy. Size is critical for both the catalytic activity of nanoceria and their pharmacological properties. This is because the number of oxygen vacancies increases with reducing the size and surface accesses increases for non-aggregate NPs, and because size is a major parameter of the administration, biodistribution, metabolization, and excretion profile of NPs (57).

The biodistribution of NPs is different from traditional small drugs designed to cross biological barriers and membranes, and distribute across the body. Nanoceria follows the main principles of NP biodistribution which depends on size, hydrophilicity, and surface charge (64). The initial observation is how reducing NP size extends blood circulating times and reaches good levels of homogeneous distribution in tissues (65). For neutral and negatively charged small inorganic NPs, depending on the portal of entry, different organs can be targeted. Normally, after i.v. administration, NPs accumulate in the liver (90%) and spleen (9%) after a few hours of blood circulation (66). However, NPs smaller than 6 nm can be rapidly cleared through the urinary tract (67). To avoid this, small nanoceria can be conjugated to different biomolecules, such as albumin (54), to prevent aggregation and avoid renal clearance. The reported most prolonged half-life in blood for nanoceria has been about 4 hours after injection (68). It is also feasible to target the lymph nodes after intramuscular injection, or the eye, the skin, and the gastrointestinal tract, by oral and topical administration. If injected into a tumor or the brain, NPs tend to remain inside the organ. It is also essential to consider that body barriers controlling NP dispersion are altered during the course of disease. Two significant cases are worthy of mention. First is the enhanced penetration and retention effect of NPs into solid tumors, described by Maeda et al. in 2002 (69), where due to abnormal angiogenesis, blood vessels supplying nutrients to solid tumors have defects in their tiling, and large pores (hundreds of nm) are formed, making the tumor accessible to nanocarriers, which together with poor lymphatic drainage, facilitate their accumulation (indeed albumin act as a nanometric carrier for cisplatin favoring its accumulation in tumors) (70). Second is the increase of barrier permeability during inflammation, as in the case of neuroinflammation, granting access to the brain to NPs after i.v. or i.p. injection (68, 71). All in all means that nanoceria can be designed to passively reach and stay in different organs for an extended period of time, depending on NP features, medical state, and administration route.

At the cellular level, NPs distribution has also been well described (72). For many different materials such as gold or iron oxide, NPs are found to be densely aggregated in endosomes persistent during the experimental times. The same is observed with nanoceria (54). In these cases, one would say that the nanoceria will not be functional because it is kept away from the cytoplasm, and this is true; however, as ROS can cross the phospholipid bilayers in the form of H2O2, the aggregate nanoceria can perform its task scavenging cytoplasmatic ROS that enters the endosome. Hypothetically, if long-lasting and functional, these structures could be pictorially called ceriasomes, a nanoceria highly loaded (hundreds of NPs) endosome which scavenges free radicals as soon as they enter, as artificial intracellular OS protective organelles. Besides, nanoceria permeation out of the endosome can increase during endosomal acidification if it loses its surface charge and become non-charged (depending on lysosome pH, nanoceria concentration, and nanoceria isoelectric point). In addition, proton-sponge-like effects due to its basic oxide surface may contribute to endosomal disruption. Nevertheless, this appears to happen only eventually. Therefore, most nanoceria will remain in endosomal vesicles inside the cytoplasm, acting as a ROS scavenging organelle.

These studies are, in part, possible thanks to the easy traceability of cerium. As a xenobiotic element, its background presence in the body is negligible, making it possible to trace its presence to attomolar concentrations by inductively coupled plasma mass spectroscopy (ICPMS). Additionally, thanks to its high Z number, it gives strong contrast, not only in optical and electron microscopies but also to X-ray (58). These aspects are not shared by conventional drugs that “disappear” as soon as they enter the body, and complex chemical and biochemical resolution-limited techniques must be employed.

Regarding dosing, nanoceria has been administered formulated with BSA (54), PEG (71), sodium citrate and EDTA (68), or a series of drugs (73). In most cases, aggregates of few tens nm have been employed, however, works with non aggregated NPs showed better biodistribution and increased biocompatibility. In any case, despite formulation and aggregation state, successful nanoceria applications work at concentrations of a few micrograms (50 to 250 µg) per gram of tissue, administered in single injections at concentrations of about 1 to 10 mg/ml, which in the case of 3 nm NPs corresponds to 9.25x1015 NPs/ml to 9.25x1016 NPs/ml. It is normally administered up to 1 mg nanoceria per Kg of animal, in 200 (mice) or 300 (rat) microliter volumes (Table 2, see an extended version in the SI, which includes formulation and administration route, among others).


Table 2 | Dosing of nanoceria in different in vivo studies.




Nanosafety

Since the seminal work of Vicky Colvin in 2003 (56), nanosafety has been one of the most significant issues when discussing NP medical, industrial, and customer applications. Since then, a great effort has been dedicated to studying the detrimental aspects of NPs. Initial results were sometimes puzzling and confusing. In this regard, Prof. Harald Krug, in a 2014 review article (83), analyzing about 10.000 nanotoxicology papers, revealed that most of the nanotoxicity studies “do not offer a clear statement on the safety of nanomaterials and, on the contrary, most of them are either self-contradictory or arrive at completely erroneous conclusions.” Indeed, it has been observed that at realistic doses in a controlled manner, NPs show no significant increased toxicity compared to their molecular or bulk counterparts. The reported toxicity often has to be attributed to NPs aggregation and NPs association with toxic moieties (endotoxin, surfactants, or allergens) rather than the NPs themselves, leading to apparently contradictory data. Nanoceria is an illustrative case (84). While it is reported many times to be beneficial in protecting against oxidative stress and irradiation damage, other studies, mainly related to the toxicity of nanoceria in the industrial dry form (nanometric aggregate powders), show in vitro and in vivo toxicity (81). Similarly, while some studies show anti-inflammatory effects of nanoceria taken up by hepatocytes (54), others report liver macrophage (Kupffer cells) uptake and pro-inflammatory effects (85). This often results from the challenging dispersibility of inorganic NPs in physiological media that too often leads to NP aggregation and sedimentation, losing their beneficial properties. In vitro studies showed how the nanoceria ROS scavenging capacity increased with nanoceria concentration until it was lost when NPs aggregated at higher concentrations and started being pro-inflammatory (54). Interestingly, the therapeutic doses are far from these toxic doses (10 to 100 times). Large aggregates are easily detected by the immune system, and often a pro-inflammatory response is triggered, making the medical use of NPs complicated because of material uncertainty. Ji et al. demonstrated the importance of controlling NPs size, shape, and aggregation state. Inflammatory immune response and toxicity were only reported when using high aspect ratio nanoceria nanowires at high doses and aggregation state. Besides, it is important to note that some toxic ingredients coming from the NP formulation or derived from chemicals employed during NP preparation can misreport NP toxicity (83). An example is the work of Dowding et al. where a similar nanoceria synthesis process was done, but using different bases [NH4OH or hexamethylenetetramine (HMTA)] (86). Results showed that HMTA-nanoceria NPs were readily taken into endothelial cells and reduced cell viability at a 10-fold lower concentration than the other NPs, which showed no toxicity. Finally, a paper was published recently on a woman who drank a large amount of nanoceria-based polishing powder by mistake (87). The product was not described, but this industrial nanoceria is a mix of NP aggregates at a relatively high pH. The observed transient toxic effects could be related to the basic pH of the preparation and the presence of Ce3+ soluble species in the formulation. Besides, observed coagulation disorders had been previously described with Ce3+ at high doses because of their interference with Ca2+ homeostasis (88).

Therefore, well-described, pure, monodisperse, and highly dispersible in physiological media nanoceria is mandatory for this promising material meaningful and controlled use for therapy. One strategy to avoid nanoceria toxicity due to aggregation when dispersed in physiological media is pre-albuminization before injection (54). The albumin has not to be firmly bound to the NP. Its mere presence prevents NP aggregation by interacting with its surface. Once injected, NPs dilute in the bloodstream, or tissue, putting away aggregation risk.

Finally, cerium is affordable, abundant as silver (not in veins though, which makes its mining complicated), and nanoceria is easy to produce following green chemistry principles -at RT with simple reagents having recyclable basic waters as by-product. It is stable in simple storage conditions, and of universal use (the same NPs perform well in different disease models). Additionally, it is xenobiotic, which makes it easily traceable by imaging and spectroscopic techniques such as X-ray or mass spectroscopy, facilitating its preclinical studies. Thus, nanoceria and other nanozymes may represent a new era for medicine, where the ability to buffer excess ROS allows for better general population health (anti-aging, anti-tumoral and anti-inflammatory).

Summarizing, the relationship between metabolism and disease has been extensively explored during the past decade. Understanding how cells use energy to perform their functions has attracted attention concerning diseases such as obesity, diabetes, cancer, and neurodegeneration. Indeed, pathological inflammation is at the origin and progression of many diseases, from chronic, inducing accelerated aging and oncogenesis, to acute, such as ischemia, cytokine storms, and anaphylaxis. Antioxidant substances have shown promising immunomodulation in pre-clinical and epidemiological studies, and their mechanism has been observed in detail. However, they are still poorly translated to the clinic. The inconsistencies between the mechanistic and epidemiological studies, and the clinical trials, indicate the poor pharmacological properties of currently available substances and the need for new approaches and strategies. Today, nanoceria, catalytic mild antioxidant NPs, may provide the required pharmacokinetics and overcome previous limitations, unleashing the power of antioxidant prevention and therapy.

Cerium is a rare earth element that accumulates oxygen vacancies in its nanometric oxide form capable of catalytically removing excess ROS in metabolic imbalance situations. Indeed, nanoceria act as a redox buffer, promoting immunomodulation without immune suppression. Nanoceria displays a good safety profile to normal tissues while providing cellular protection from various forms of ROS and irradiation. Thanks to its catalytic nature, nanoceria can be used at low doses for a prolonged time (before NPs are degraded, dissolved, and excreted). Small nanoceria in the neutral pH and low oxidant conditions inside the body slowly dissolves in few months as the insoluble Ce4+ is progressively reduced to soluble Ce3+ ions, excreted through the urine. Nanoceria is redox selective (only degrades ROS at high concentrations) but not ROS selective (degrades any form of ROS). Indeed, it is selective to a high concentration of unpaired electrons regardless of the atomic orbital carrying them. When adequately formulated (endotoxin-free, stable, soluble), no harmful effects have been observed in in vitro and in vivo models at applicable doses. Of note, cerium compounds (cerium oxalate and cerium nitrate) were used in the past, among others, as antiemetic agents during pregnancy. Nanoceria formulation and dose will have to be developed case by case since tissue environment, and the metabolic and immune status depends on the studied tissue and medical condition. For example, the brain, despite its high consumption of glucose and tendency to suffer from oxidative stress, it is short in endogenous antioxidant defenses. Or like pregnancy, which starts with the immune system activating an M1 polarization to follow up with an M2 polarization from placentation up to delivery.
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Oncolytic Viruses (OVs) work through two main mechanisms of action: the direct lysis of the virus-infected cancer cells and the release of tumor antigens as a result of the viral burst. In this sc.enario, the OVs act as in situ cancer vaccines, since the immunogenicity of the virus is combined with tumor antigens, that direct the specificity of the anti-tumor adaptive immune response. However, this mechanism in some cases fails in eliciting a strong specific T cell response. One way to overcome this problem and enhance the priming efficiency is the production of genetically modified oncolytic viruses encoding one or more tumor antigens. To avoid the long and expensive process related to the engineering of the OVs, we have exploited an approach based on coating OVs (adenovirus and vaccinia virus) with tumor antigens. In this work, oncolytic viruses encoding tumor antigens and tumor antigen decorated adenoviral platform (PeptiCRAd) have been used as cancer vaccines and evaluated both for their prophylactic and therapeutic efficacy. We have first tested the oncolytic vaccines by exploiting the OVA model, moving then to TRP2, a more clinically relevant tumor antigen. Finally, both approaches have been investigated in tumor neo-antigens settings. Interestingly, both genetically modified oncolytic adenovirus and PeptiCRAd elicited T cells-specific anti-tumor responses. However, in vitro cross-representation experiments, showed an advantage of PeptiCRAd as regards the fast presentation of the model epitope SIINFEKL from OVA in an immunogenic rather than tolerogenic fashion. Here two approaches used as cancer oncolytic vaccines have been explored and characterized for their efficacy. Although the generation of specific anti-tumor T cells was elicited in both approaches, PeptiCRAd retains the advantage of being rapidly adaptable by coating the adenovirus with a different set of tumor antigens, which is crucial in personalized cancer vaccines clinical setting.




Keywords: oncolytic viruses, cancer vaccines, personalized medicine, PeptiCRAd, tumor antigens



Introduction

Cancer Immunotherapy reprograms a patient´s immune system to generate, stimulate, and sustain specific anti-tumor responses, targeting cancer cells for destruction (1). In the case of a cell-mediated response, the crosstalk between the innate and adaptive arms is essential for generating an optimal anti-tumor T-cell cytotoxic response. In particular, the antigen-presenting cells (APCs), mainly dendritic cells (DCs), are the first players in the frontline of an anti-tumor immune response. Indeed, DCs capture, process, and present tumor antigens (TAs) within the MHC-I complex, priming and/or activating the T-cell response that in turn recognizes and destroys malignant cells (2). All together these elements are key regulators in evoking anti-tumor immune response and so far, a plethora of strategies have been developed to exploit each one of these steps as cancer therapeutic approaches (3). Among the different cancer immunotherapeutic strategies, cancer vaccines based on synthetic peptides have been extensively used to guide the immune response specifically to the eradication of cancer (4, 5). Tumor peptide vaccines have the potential of dramatic anti-tumoral effects due to both strong and anti-tumor-specific immune activation (6); furthermore, immunopeptidomic pipelines to capture the MHC-I peptides landscape is growing and a new avenue to patient´s tailored therapy is on the way (7–9). However, tumor peptides vaccines are still facing major impediments that need to be addressed to reach clinical efficacy (10) and up to date no in vivo peptide-based cancer vaccine has obtained FDA approval (10). The main limitations are due to the immunosuppressive tumor microenvironment, self-tolerance, and tumor heterogenicity (10). To overcome these disadvantages and to unleash tumor peptides vaccines’ full potential, several attempts in the field have been made, either combining tumor peptides with adjuvants as Polyinosinic: polycytidylic acid (Poly ICLC) or using genetic-based strategies (i.e., DNA/RNA based vaccines), reaching some level of pre-clinical success but still, a lot of progress needs to be made (10, 11).

Moreover, the breakthrough of immune checkpoint inhibitors (ICIs) targeting programmed death receptor-1 (PD-1), its ligand PD-L1, and cytotoxic T cell-associated antigen 4 (CTL-A4), has increased the full potential of different immune therapeutic cancer treatments, opening new opportunities (12, 13). Indeed, ICIs take the break off of the immune system, unleashing the anti-tumor immune response and/or revitalizing exhausted T-cells (14). The use of ICIs has prolonged the survival of patients affected by highly immunogenic tumors such as metastatic melanoma and lung cancers (15–17); however, the majority of patients still fail to respond to therapy as the effectiveness of ICIs depends on a pre-existing anti-tumor immune response within the TME that can be boosted and/or re-activated by ICIs (18). Thus, combinatorial approaches are needed to induce and/or increase immune components infiltration, turning an immunologically “cold” tumor into a “hot” one (19). Oncolytic virotherapy has been proposed as a platform for the recruitment of immune cells in the TME. Indeed, Oncolytic Viruses (OVs) are a class of viruses genetically modified or naturally occurring able to infect and replicate selectively in cancer cells (20). They are an emerging class of immunotherapeutic agents as in the last decades it became clear that beyond the direct oncolysis, the OVs own a second and more important mechanism of action based on inducing immunogenic cell death (ICD) that ultimately activate the immune system (20, 21). Upon oncolytic cell burst, tumor-associated antigens (TAA) and eventually neoantigens (TNA) are released and ingested by DCs that in turn prime and activate specific anti-tumor T cells. Moreover, the oncolytic cell burst promotes immunogenic cell death (ICD), with the release of several cellular factors known as damage-associated molecular patterns (DAMPs) such as calreticulin (ecto-CRT), secreted adenosine triphosphate (ATP) and high mobility group box 1 protein (HMGB1), enhancing the anti-tumor immunity (22–24). In addition to that, OV mediated cell lysis is combined with the accumulation of viral components such as nucleic acid (DNA, dsRNA, ssRNA, and 5′-triphosphate RNA), proteins and capsid components named pathogen-associated molecular patterns (PAMPS) (20, 22). In turn, DAMPs and PAMPs license the DCs to bolster the generation of an immunogenic response instead of a tolerogenic one (21).Nevertheless, the anti-viral T cells response is predominant in the immune reaction, with only a minor component of this latter being a specific anti-tumor response.

To take full advantage of the natural immunogenicity of OVs for one side and to exploit the specificity of tumor peptide vaccines to guide the tumor response for cancer´s eradication on the other side, genetically modified OVs expressing tumor antigens (TA) has been extensively produced and tested. However, expensive and time-consuming protocols are required to generate OVs encoding one or more TAs and these requirements are not compatible with patient-tailored treatment; additionally, as the viral genome encodes the TAs, their production demands robust infection and therefore the final vaccinal outcome depends on the unpredictable and highly variable intrinsic sensitivity of each tumor to OVs (25). To avoid this main disadvantage and to increase the anti-tumor immune response, PeptiCRAd a technology that consists of an oncolytic adenovirus (OAd) decorated with MHC-I tumor peptides has been developed and is currently being explored as a cancer therapeutic vaccine. The technology uses poly-lysine tail-peptides that through electrostatic interactions bind the adenoviral capsid; a reaction takes only 15 minutes (26).

In this work, we aimed to investigate and compare OVs encoding TAs and PeptiCRAd with main regards to their cancer prophylactic and therapeutic efficacy. Herein, we have generated an oncolytic adenovirus (OAd) encoding either the model protein chicken ovalbumin (OVA) or the more clinically relevant tumor antigen murine tyrosinase-related protein 2 (TRP2); then we have carefully characterized the T-cell immune profile in mice pre-immunized either with the OAd encoding the TAs or with PeptiCRAd. Next, we have challenged the therapeutic efficacy of PeptiCRAd and cloned viruses by treating mice bearing the established B16.OVA tumor model. Finally, we have moved to a more complex and clinically relevant setting to mimic the heterogeneous tumor profile. To this end, we have generated OAd encoding previously described neoantigens in the poor immunogenic model B16F1 (27) to compare the anti-tumor efficacy of PeptiCRAd coated with the same set of neoantigen.

In this study, we have shown that PeptiCRAd technology is as efficient as OAd engineered to express TAs; however, translated in a clinical scenario, PeptiCRAd retains the advantage of being easily adaptable for personalized cancer therapy, bypassing the need of engineering cancer-specific patient OVs.



Material and Methods


Cell Lines and Reagents

Human lung carcinoma cell line A549, human triple-negative breast cancer cell line MDA-MB-436, and human ovarian cancer SKOV-3 cell line were cultured in DMEM supplemented with 10% FBS (Gibco), 1% glutamine (GIBCO), 100 μg/ml streptomycin, and 100 U/ml penicillin (Life Technologies, California). Human epithelial colorectal adenocarcinoma CACO-2 cell line was cultured in DMEM supplemented with 20% FBS, 1% glutamine, 100 μg/ml streptomycin, and 100 U/ml penicillin. Murine colon cancer cell line CT26 was cultured in RPMI supplemented with 10% FBS, 1% glutamine, 100 μg/ml streptomycin, and 100 U/ml penicillin. Murine triple-negative breast cancer cell line 4T1 was cultured in RPMI high glucose. Human melanoma cell line SK-MEL2 was cultured in EMEM supplemented with 10% FBS, 1% glutamine, 100 μg/ml streptomycin, and 100 U/ml penicillin. Murine dendritic cell line JAWSII was cultured in alpha MEM supplemented with 20% FBS, 1% glutamine, 100 μg/ml streptomycin, and 100 U/ml penicillin. All the cell lines were purchased from ATCC. B16F1, a melanoma cell line from C57BL/6 mice, was kindly provided by Professor Veronique Preat (Université Catholique de Louvain, Belgium). B16F1 was cultured in MEM complete medium, containing 10%FBS, 100 μg/ml streptomycin, and 100 U/ml penicillin.

B16.OVA, a mouse melanoma cell line expressing chicken OVA, was kindly provided by Professor Richard Vile (Mayo Clinic, Rochester, MN, USA). B16.OVA cells were cultured in RPMI with 10% FBS, 1% L-glutamine, 1% penicillin/streptomycin, and 5 mg/mL Geneticin (Life Technologies). The cells were cultivated at 37°C, 5% CO2 in a humidified atmosphere. The following peptides were used through the study and were purchased from Zhejiang Ontores Biotechnologies (Zhejiang, China):

DSGSPFPAAVILRDALHMARGLKYLHQ(PbK),

PSKPSFQEFVDWENVSPELNSTDQPFL (Kif18b), EFKHIKAFDRTFADNPGPMVRPWQSAS(Cpsf3l),

WNRQLYPEWTEAQRL (gp100) SVYDFFVWL (TRP2), KKKKKDSGSPFPAAVILRDALHMARGLKYLHQ (PbK),

KKKKKKKKKKPSKPSFQEFVDWENVSPELNSTDQPFL (Kif18b)

KKKKKEFKHIKAFDRTFADNPGPMVRPWQSAS (Cpsf3l)

KKKKKKWNRQLYPEWTEAQRL (gp100)

KKKKKKSVYDFFVWL (TRP2)

SIINFEKL (OVA)

KKKKKKSIINFEKL (OVA)



IFN-γ ELISpot

IFN-γ ELISpot assays were performed using a commercially available mouse ELISpot reagent set (ImmunoSpot, Bonn Germany) and 20 ng/uL of each peptide was tested in in vitro stimulations of 3x105 splenocytes for each well at 37 °C for 72h. Spots were counted using an ELISpot reader system (ImmunoSpot, Bonn Germany).



INF-γ/IL-10 FluoroSpot

INF-γ/IL-10 FluoroSpot was performed using a commercially available mouse FluoroSpot reagent set (Mabtech, Nacka Strand, Sweden) and 20 ng/uL of each peptide was tested in in vitro stimulations of 3x105 splenocytes for each well at 37 °C for 72h. Spots were counted using a FluoroSpot reader system (Nacka Strand, Sweden).



Quantification Assay for Ad-OVA

Human lung carcinoma A549 cells, human TNBC MDA-MB-436 cells, and human epithelial colorectal adenocarcinoma CACO-2 were infected with 10MOI, and the supernatant was collected at 24h post-infection. Murine TNBC 4T1 cells and murine CT26 colon cell line were infected with 500 MOI and the supernatant was collected at 48h and72h post-infection. The Human lung carcinoma A549 cell line was infected with 10 MOI and the cell pellet was collected at 48h post-infection. The cell lysate and the supernatants were analyzed for the presence of OVA by ELISA (ABIN2537475, Antibodies) according to the manufacturer´s instructions.



PeptiCRAd Complex Formation

The PeptiCRAd complex was prepared by mixing the oncolytic adenovirus and each peptide with a polyK tail. We mixed polyK-extended epitopes with Ad5/3D24 for 15 minutes at room temperature before treatments with the PeptiCRAd complexes. More details about the stability and formation of the complex can be found in our previous study (26).



Cross-Presentation Experiment

Murine dendritic JAWS-II cells were infected with 250 MOI of different viruses (Ad5/3-D24, Ad5/3-CMV-OVA, and PeptiCRA-SIINFEKL). One well was left uninfected as control. After 4 hours of incubation, the medium was changed and at 24h and 48h post-infection the cells were stained.



Animal Experiment

All animal experiments were reviewed and approved by the Experimental Animal Committee of the University of Helsinki and the Provincial Government of Southern Finland (license number ESAVI/11895/2019). 4-6 weeks old female C57BL/6JOlaHsd mice were obtained from Envigo (Laboratory, Bar Harbor, Maine UK).

For the prophylactic experiment, mice (n=10 per group) were allocated in different groups according to the treatment and each mouse was subcutaneously injected with 1x109 VP (viral particle). The prime and boosting were done respectively on days 1,2,3 and 10 and the mice were sacrificed on day 14. For the B16.OVA tumor-bearing mice experiment, 3x105 B16.OVA cells were injected subcutaneously. Details about the schedule of the treatment can be found in the figure legends. For the B16F1 tumor-bearing mice experiment, 1x105 and 0.5 x105cells were injected subcutaneously on the right and left flank of the mice respectively.

The viral dose was 1x109 VP/tumor complexed with 20 µg of a single peptide or with 4 µg+4 µg 4 µg+4 µg +4 µg mixture of five peptides.



Oncolytic Adenovirus

In this study, the virus Ad-OVA, Ad-TRP2, and Ad-Epitopes were used and they were generated according to Hamdan et al. (28). Briefly, Ad-OVA, Ad-TRP2, and Ad-Epitopes are conditionally replicating adenovirus serotype 5 with adenovirus 3 fiber knob modification and 24-base pair deletion of the gene E1A. The CR1-alpha and gp19Kgenes of the E3A region were replaced with human cytomegalovirus (CMV) promoter region and OVA (Ad-OVA), murine TRP2 (Ad-TRP2), or five epitopes (Ad-Epitopes). The five epitopes are expressed as single peptides separated through a linker of arginine. The cloning cassette have been inserted in E3 adenoviral region. A rabbit β-globin polyadenylation signal was added. The VP concentration was measured at 260nm, and infections units (IU) were determined by immunocytochemistry (ICC) by staining the hexon protein in infected A549 cells.



Cell Viability Assays

Human SK-MEL-2 cells, human lung carcinoma A549 cells, human TNBC MDA-MB-436 cells, murine TNBC 4T1 cells, and murine melanoma B16.OVA and B16F1 cells were infected with various amounts of Ad-OVA, Ad-TRP2, Ad-Epitopes, and Ad5/3-D24 or left uninfected. Cells were analyzed for their viability3 and 5 days postinfection with the CellTiter 96 AqueousOne Solution MTS Reagent (Promega), according to the manufacturer’s instructions, and a multi-well plate reader (Varioskan Flash; Thermo Labsystems) was used to determine the absorbance of the samples.



Flow Cytometry

The following antibodies were used in the cross-presentation experiments: TruStain Fcblock anti-mouse CD16/32 (101320; BioLegend), FITC-CD11c (117306; Biolegend), APC-H2Kb-bound SIINFEKL (141606; Biolegend), APC/Cy7-CD40 (124637; Biolegend), PerCP/Cy5.5- ICAM_1 (116123; Biolegend), BV510-CD86 (563077; BD), PE/Cy7-MHC-II (107629; Biolegend), V450-CD80 (12519; BD). The following antibodies were used for the immunological analysis in the in vivo animal experiments: FITC-CD8 (553062; BD), PE-CD4 (100408; Biolegend), APC-CXCR3 (562266; BD), PerCP/Cy5.5-CD3 (100732; Biolegend), PE-CXCR3 (155903); FITC-CD8 (11083782); PerCP/Cy5.5-CD3 (100328);. Flow cytometric analyses were performed using Fortessa LSR Flow Cytometer (BD Biosciences) or BD Accuri C6 Plus (BD Bioscience). FlowJo software v.10 (FlowJo) was used for the data analysis.



qPCR Analysis

B16F1 cell lines were collected 48 hours after infection and the RNA was extracted by using the Rneasy Plus Mini kit (74134, Qiagen), according to the protocol provided by the manufacturer. The RNA extraction quality was checked by electrophoresis in 1% agarose gel. The RNA samples were reverse-transcribed by SuperScript-IV Reverse Transcriptase (18091050, Invitrogen) and random hexamers as primers, according to the protocol provided by the manufacturer. The reverse transcription products were used as DNA templates for PCR reactions. The Real-Time PCR was performed using StepOnePlus _Real Time PCR system (Applied Biosystems). The qPCR experiment was designed as CT comparative experiment (ΔCT). As the fluorescent dye, SYBR Green was used (SYBR_Green PCR master mix, A25742, Applied Biosystem). Two reaction master mixes were prepared for two pairs of primers to amplify murine GAPDH and the epitopes, following the protocol provided by the manufacturer. 10 ng of cDNA as template and 200 nM of the primers were used for each reaction.



RT-PCR

Human lung adenocarcinoma A549 cells and murine TNBC 4T1 cells were infected with 5 and 100 MOI of Ad5/3-D24, Ad5/3-D24-CMV-TRP2, and Ad5/3-D24-CMV-OVA. pCMV-OVA was transfected as well as control with Lipofectamine (Lipofectamine 2000) according to the manufacturer’s instructions The cells were collected 48 hours post-infection and the RNA was extracted by using the RNeasy Plus Mini kit (74134, Qiagen), according to the protocol provided by the manufacturer. The RNA samples were reverse-transcribed by SuperScript-IV Reverse Transcriptase (18091050, Invitrogen) and random hexamers as primers, according to the protocol provided by the manufacturer. The reverse transcription products were used as DNA templates for PCR reactions.



Statistical Analysis

Statistical analysis was performed using GraphPad Prism 9.0 software (GraphPad Software Inc.). Details about the statistical tests for each experiment can be found in the corresponding figure legends.




Results


In Vitro Characterization of Oncolytic Adenovirus Encoding Model Tumor Antigens

The use of OVs encoding TAs has been extensively explored as cancer vaccines to take full advantage of both viral immunogenicity and tumor peptides that direct the specificity of the anti-tumor adaptive immune response. However, the vaccinal outcome heavily depends on the viral infectivity and consequently viral replication as each tumor owns a different sensitivity to OVs. To bypass this limitation, we wanted to investigate whether the PeptiCRAd technology, based on OAd decorated with tumor antigens, could be considered a legitimate alternative cancer vaccine to OAd encoding TAs. To this end, we needed to generate OAds encoding TAs to be used for comparative studies. Therefore, we cloned OAds encoding the tumor model chicken ovalbumin (OVA) and the more relevant tumor antigen murine tyrosinase-related protein 2 (TRP2) by applying GAMER-Ad protocol according to Hamdan et al. (28). Briefly, the region E3 was removed and replaced with the gene of interest (GOI) contained in E3 deleted of gp19K and 7.1K (Figure 1A). After constructing the adenovectors expressing the GOI, we digested and transfected the construct in A549, and we waited for the viral plaque formation. Once the plaques appeared, the viruses were harvested and purified. Next, we proceeded with an extensive validation of the generated novel OAd encoding TAs. First, we assessed whether the oncolytic fitness or replication of the viruses was affected upon the insertion of the GOI in the viral genome. The viruses have a 24-bp deletion in the E1A region conditioning such




Figure 1 | Generation and characterization of AdOVA and AdTRP2 (A) Schematic representation of oncolytic adenovirus delta 24 (Ad5/3-D24) constructs with modifications in E1, E3, and fiber region. Both unarmed (Ad_unarmed) and armed (Ad_OVA and Ad_mTRP2) bear a deletion of 24bp in the E1A gene. Additionally, AdOVA (Ad_OVA) and AdTRP2 (Ad_mTRP2) contains an expression cassette under CMV promoter in E3 region. (B) Reverse-transcribed PCR reaction with specific primers for OVA and mTRP2 on cDNA derived from A549 and 4T1 infected with 5 and 100 MOI. (C, D) A549 cells were infected with 10MOI and the cell lysate was collected at 48h and OVA and TRP2 levels were checked by ELISA and the data are depicted as bar plots.



viruses to replicate only in Retinoblastoma (Rb)-deficient cells as the majority of human cancer cell lines are. Moreover, the OAd used through the study is serotype 5 with adenovirus 3 fiber knob modification, allowing the infection of a wider range of cells unrestrictedly to CAR receptor expression (29). Hence, lung carcinoma cells (A549), ovarian cancer cells (SKOV3), triple-negative breast cancer cells (MDA-MB-436), melanoma cells (SKMEL-2) were infected with unarmed Ad5/3Δ24, AdOVA, and AdTRP2 viruses. Oncolysis was observed at days 3 (Supplementary Figures 1A–D) and 5 (Supplementary Figures 2A–D) post-infection in a dose-dependent fashion. In all the analyzed cell lines, the oncolysis levels of the cloned viruses resembled those of the unmodified virus, indicating that the transgene did not affect oncolytic potency or virus replication. To further corroborate this, two murine cell lines, B16.OVA and 4T1 were also investigated. Human adenoviruses serotype can infect murine cell lines but are unable to replicate. As expected, no cell death was observed with either murine cell line when infected with the unmodified, AdOVA and AdTRP2 viruses, at day 3 (Supplementary Figures 1E, F) and day 5 (Supplementary Figures 2E, F) post-infection, showing that oncolytic fitness or replication was unaltered in the cloned viruses. We then investigated the transgene expression at both RNA and protein levels. Reverse transcription PCR confirmed the presence of mRNA expression for OVA in one human cell line (A549) and one murine cell line (4T1) infected with 5 and 100 MOI of AdOVA (Figure 1B). The presence of TRP2 was confirmed in A549 at both 5 and 100MOI, whereas in 4T1, we detected the presence of 4T1 at 100MOI (Figure 1B). Moreover, the cell lysate from A549 infected with the cloned viruses was investigated for the presence of OVA and TRP2. The analysis showed the expression at the protein level for both OVA (Figure 1C) and TRP2 (Figure 1D). Moreover, the supernatant of human A549, MDA-MB-436, and CACO2 cell lines infected with AdOVA confirmed the protein expression of OVA (Supplementary Figures 3A-C); the results were confirmed in murine 4T1 and CT26 cell line AdOVA infected at 48h and 72h post-infection (Supplementary Figures 3D, E). Overall, the data confirmed that the insertion of the GOI in the viral genome permitted normal oncolytic activity and that the viruses expressed the transgene as demonstrated at both mRNA and protein levels, granting their use for further comparative analysis.



Peptides-Coated Platform Showed Immunogenic Activity Comparable to OAd Encoding TAs in In Vitro and In Vivo Studies

After the generation and characterization of AdOVA and AdTRP2, we used them as a benchmark as we carefully sought to characterize the immunological effects of PeptiCRAd. First, a comparative immunogenic analysis of PeptiCRAd and the cloned viruses was performed as regards APCs activation and antigen presentation. To this end, we used the murine dendritic cell line JAWS-II. As Ovalbumin is broadly studied and several tools are available for research purposes, the first comparative analysis was done exploiting AdOVA and the PeptiCRAd counterpart. Hence, JAWS-II cells were pulsed either with AdOVA or PeptiCRAd coated with the OVA epitope SIINFEKL; cells incubated with peptide or virus alone were used as controls. Then we stained the cells at 24h and 48h post-incubation with a monoclonal antibody specific for the OVA peptide SIINFEKL complexed with H2Kb. An example of the gating strategy is shown in Supplementary Figure 4. To determine whether the DCs were presenting the antigen in a tolerogenic or stimulatory manner, activation markers (CD80, CD86, MHC-II, CD40) were included in the analysis as well. Interestingly, at 24h post-incubation, H2Kb bound to SIINFEKL and the co-stimulatory factor CD86 were upregulated in JAWS-II treated either with PeptiCRAd-SIINFEKL or with AdOVA (Figure 2A). Instead, CD40 (Supplementary Figure 5A), CD80 (Supplementary Figure 5B), MHC-II (Supplementary Figure 5C) and the adhesion molecule ICAM-I (Supplementary Figure 5D) showed comparable expression among the different treatment groups. Additionally, we observed that in PeptiCRAd-SIINFEKL treated DCs the level of H2Kb bound to SIINFEKL and CD86 were higher compared to JAWS-II treated with AdOVA. Indeed, in DCs treated with PeptiCRAD-SIINFEKL, the expression of the H2Kb bound to SIINFEKL and CD86 markers were already high at 24h post-incubation, whereas AdOVA induced comparable levels of the H2Kb bound to SIINFEKL and CD86 at 48h post-incubation (Figure 2B). These results match the different kinetics of peptides versus proteins, with the first being directly available to DCs presentation and the latter depending on the vector expression and protein processing. Moreover, at 48h post-incubation CD40 (Supplementary Figure 5E), CD80 (Supplementary Figure 5F), MHC-II (Supplementary Figure 5G), and the adhesion molecule ICAM-I (Supplementary Figure 5H) showed similar expression pattern among the different treatment groups, whereas CD80 (Supplementary Figure 5F) was upregulated in the adenovirus treated cells. Next, as we wanted to characterize the in vivo efficacy of PeptiCRAd as a prophylactic vaccine in comparison to Ad encoding TAs, mice were immunized by subcutaneous direct injection of Ad-OVA and AdTRP2 and with counterpart coated peptide technology according to the schematic depicted in Figure 3A. Spleens were harvested at the end of the pre-immunization procedure and the T cell-specific immune response was functionally characterized by IFN-γ ELISPOT assay upon stimuli such as SIINFEKL and TRP2. Our data showed that both cloned viruses and PeptiCRAd induced T cell-specific response (Figures 3B, C) in vivo, confirming the stimulatory activity observed in in vitro experimental settings. Overall, the first set of results showed that peptide-coated oncolytic vaccine PeptiCRAd activates APCs that in turn prime and induce specific T cell response well in line with the established outcome of OAd encoding TAs used as cancer therapeutic vaccine.




Figure 2 | DCs cross-present antigen in an immunogenic fashion upon stimulation with Ad encoding TAs or PeptiCRAd. Mouse dendritic cell line JAWS II was pulsed with Ad5/3Δ24, peptide alone (polyKSIINFEKL), AdOVA, PeptiCRAd-SIINFEKL or left unpulsed (cells only). The viruses were used at 250 MOI. Flow cytometry analysis was used to determine the cross-presentation at 24h (A) and 48h (B) post incubation. CD86 was used to measure DCs activation and an antibody specific for OVA peptide SIINFEKL complexed with H2Kb to detect the antigen presentation. The data are depicted as bar plot mean ± SEM. Statistical analysis was performed with ordinary One-way ANOVA (ns P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, P ≤ 0.0001).






Figure 3 | Ad encoding TAs and PeptiCRAd show in vivo prophylactic efficacy. (A) Schematic representation of the schedule followed during the vaccination procedure. The mice have been subcutaneously injected with Ad5/3Δ24, PeptiCRAd (P.C. SIINFEKL, P.C. TRP2), cloned viruses (AdOVA, AdTRP2) or PBS (Mock) at day 1,2,3 and 10. The spleens were harvested at day 14. (B, C) IFN-γ ELISpot was performed on harvested splenocytes and individual response to SIINFEKL (B) and TRP2 (C) for each mouse is reported as IFN-γ spot forming cells (SFC)/106 splenocytes. The data are depicted as bar plot and mean + SEM is shown. (P.C.=PeptiCRAd) and the statistical analysis was performed with ordinary One-way ANOVA (ns P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001). Created with BioRender BioRender.com.





Peptide-Coated Cancer Vaccine and OAd Encoding TAs Showed Similar Therapeutic Activity in a Syngeneic Mouse Model of B16.OVA Melanoma

As aforementioned, PeptiCRAd and OAd encoding TAs exerted similar immunological activity in both in vivo and in vitro experimental settings. These data prompted us to assess the therapeutic efficacy of PeptiCRAd compared to OAd encoding TAs in a poorly immunogenic tumor model. To this end, immunocompetent C57Bl/6 mice were subcutaneously injected with the syngeneic B16.OVA melanoma tumor cells in the right flank. When the tumors were established, the mice were intratumorally treated either with AdTRP2 or the PeptiCRAd counterpart. Mice injected only with PBS (Mock) and Ad5/3Δ24 groups were used as controls; the viral dose used was 1x109 VP/tumor. PeptiCRAd and AdTRP2 improved tumor growth control (Figure 4A) as depicted also in the single tumor growth per mouse per each treatment group, with 63% and 86% of responders respectively in AdTRP2 and PeptiCRAd treated mice (Figure 4B). Next, we sought to investigate the immunological modulation due to different therapeutic regimens. First, we observed an increase in the CD8+ T cell population in spleens of mice treated with PeptiCRAd (Figure 4C) compared to other groups; to dissect the functional profile of those CD8+ T cells, an INF-γ ELISPOT assay was performed on the spleen of the treated mice; upon TRP2 stimulus the production of IFN-γ increased significantly in PeptiCRAd treated mice, highlighting systemic generation of specific anti-tumor T cells following PeptiCRAd treatment (Figure 4D). Moreover, CD8+ T cells showed an increasing trend within the tumor microenvironment (Figure 4E) in all the groups that underwent adenovirus-based treatment (Ad5/3Δ24, AdTRP2, and PeptiCRAd); however, a tendency in increased effector phenotype CXCR3+ among the CD8+ T cells was reported only in PeptiCRAd treated group (Figure 4F).




Figure 4 | Intratumorally administration of PeptiCRAd induced tumor regression and immunological modulation (A) Ad5/3Δ24, AdTRP2 or PeptiCRAd was given intratumorally at 9,11,13 and 15 days post tumor implantation. The tumor growth was followed until the end of the experiment and the tumor size is presented as the mean ± SEM. Statistically difference was assessed with two-way ANOVA (ns P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, P ≤ 0.0001). (Mock n=9, Ad5/3Δ24 n=6 AdTRP2 n=8 or PeptiCRAd n=7) (B) Single tumor growth for single mouse for each treatment group is depicted. A threshold of 209 mm3 was set to define the percentage of mice responding to the different therapies (red dotted line). The percentage of responders in each treatment group is shown on the right side of the dotted line. (The threshold was defined as the median of the tumor size at the last day of the experiment in the Ad5/3Δ24 treated group). (C) Flow cytometry analysis of spleens from treated mice showing the frequency of CD8+T cells. Data are expressed as single dot for each mouse and median is reported (D) IFN-γ ELISpot was performed on harvested splenocytes and individual response to TRP2 for each mouse is reported as IFN-γ spot forming cells (SFC)/106 splenocytes. The data are depicted as dot plot and mean ± SEM is shown. Statistical analysis was performed with ordinary One-way ANOVA (ns P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, P ≤ 0.0001). The frequency of CD8+ (E) and CD8+CXCR3+ (F) was analyzed in TME through flow cytometry analysis and the data are shown as single dot for each mouse and median is reported.



Overall, the data confirmed that PeptiCRAd technology could be a valid alternative to OAd encoding TAs; from an immunological point of view, PeptiCRAd elicited specific anti-tumor T cells response in secondary lymphoid organs, additionally inducing an increased tumor infiltration of effectors phenotype CD8+T cells.



PeptiCRAd as Prophylactic Vaccine-Induced Specific Anti-Tumor Immune Response Addressing Tumor Heterogeneity

After demonstrating that PeptiCRAd technology could be used as a treatment alternative to OAd encoding TAs as regard both prophylactic and therapeutic efficacy by exploiting the tumor model antigens OVA and TRP2, we aimed to challenge our technology to address the complex tumor heterogeneity. Indeed, upon mutations, the immunopetidomic landscape of cancer cells changes and novel mutated epitopes named tumor neo-antigens (TNAs) are presented within the MHC-I complex (30). These latter are preferential targets for cancer treatment as they bypass the negative T-cell clonal selection (31). Moreover, to engage both arms of adaptive immune response (CD8 and CD4), we included in the subsequent experimental setting also MHC-II restricted epitopes. Hence, we sought to investigate whether PeptiCRAd could exert immunological modulation also in the context of MHC-I and MHC-II TNAs, benchmarking our technology by using OAd encoding TNAs. To this end, we have first generated an OAd encoding five different neo-epitopes (AdEpitopes) previously described in the B16F1 melanoma model (PbK, Kif18b, Cpsf3l, gp100, and TRP2) (27). Briefly, to generate the AdEpitopes we used the GAMER-Ad protocol described in Hamdan et al. (28), removing the region E3 and replacing it with the GOI a poly-epitopes construct contained in E3 deleted of gp19K and 7.1K (Figure 5A). To assess whether the insertion of the transgene could interfere with the oncolytic activity of the cloned virus, we infected the human lung (A549) cancer cell line, the human triple-negative breast (MDA-MB-436) cancer cell line, the human ovarian (SKOV3) cancer cell line and the human melanoma (SKMEL-2) cancer cell line with different amount of MOI and we checked the cell viability at day 3 (Supplementary Figures 6A-D) and 5 (Supplementary Figures 7A–D) post-infection. The cloned virus showed oncolytic activity accordingly to MOI concentration, resembling the unarmed OAd (Ad5/3D24) and thus confirming that the presence of the GOI in the viral genome was compatible with the adenoviral replication and oncolytic activity. Additionally, two murine cell lines (4T1 and CT26) were infected at different MOI and the cell viability was checked as well at day 3 (Supplementary Figures 6E, F) and 5 (Supplementary Figures 7E, F) post-infection. The cell viability was stable during the infection, confirming that human OAd oncolytic activity is restricted to the human setting. Next, we analyzed the expression of GOI in the B16F1 cell line infected with 5 MOI of the cloned virus. Cells not infected and cells infected with unarmed virus (Ad5/3Δ24) were used as control. RNA was extracted from B16F1, and real-time quantitative reverse transcriptase-polymerase chain reaction (qRT-PCR) was performed; the results confirmed the presence of the transgene in the transfected cells at RNA level (Figure 5B). Next, we wanted to assess the prophylactic activity of PeptiCRAd decorated with the neoepitopes in comparison to the cloned virus. Hence, mice were pre-immunized either with the cloned virus or with PeptiCRAd counterpart, and the spleens were harvested at the end of the pre-immunization protocol to investigate the T cell response induced following the different regiments administrated. The IFN-γ ELISPOT assay showed specific TRP2 T-cell response in both PeptiCRAd and AdEpitopes preimmunized mice (Figure 5C) and interestingly PeptiCRAd inducted a statistically higher amount of specific T cells compared to AdEpitopes (Figure 5C); even though the adenoviral T-cells response was observed in all the groups adeno pre-immunized (Ad5/3Δ24, AdEpitopes and PeptiCRAd), the anti-viral response elicited in both AdEpitopes and in PeptiCRAd was statically lower compared to Ad5/3Δ24 (Figure 5C). This suggests that both approaches shifted the immune response from being mainly antiviral to being mainly tumor-antigenic specific, with PeptiCRAd showing the best performance in switching the immune response from antiviral to antigen-specific T cells (Figure 5C). Upon antigenic stimulation, we also detected the level of IL-10 in the cultures of splenocytes; a high release of IL-10 was observed in PeptiCRAd treated group upon TRP2 stimulus, suggesting that CD8+T cells were highly activated and cytolytic (32) (Figure 5D). Upon adeno stimulation, the highest production of IL-10 was instead reported in the Ad5/3Δ24 treated group, well in line with the previous observation that either AdEpitopes or PeptiCRAd shifted the immune response from mainly anti-viral to mainly anti-tumoral (Figure 5D). Strictly, the ratio IFN-γ/IL-10 was increased in AdEpitopes treated mice upon TRP2 stimulation compared to PeptiCRAd (Figure 5E), suggesting that PeptiCRAd induced more activated and cytolytic CD8+T cells compared to AdEpitopes as both IFN-γ and IL-10 showed upregulation in PepitCRAd (Figure 5E). The data demonstrated that we have first generated an OAd encoding TNAs that we used in turn to benchmark PeptiCRAd with main regard to its prophylactic efficacy. The results showed similar immune efficacy in eliciting a specific anti-tumor response, highlighting however that PeptiCRAd could induce more activated and cytolytic immunophenotypes in the CD8+ T cells population compared to AdEpitopes.




Figure 5 | Generation and characterization of AdEpitopes (A) Schematic representation of oncolytic adenovirus delta 24 (Ad5/3-D24) constructs with modifications in E1, E3, and fiber region. Both unarmed (Ad_unarmed) and armed (Ad_CMV_Epitopes) bear a deletion of 24bp in the E1A gene. Additionally, AdEpitopes (Ad_CMV_Epitopes) contains an expression cassette under CMV promoter in E3 region. (B) Real-time PCR was performed in B16F1 infected with 5MOI of AdEpitopes, Ad5/3Δ24 or left untreated (not infected) and the fold gene expression is analyzed as 2-dCt.The data are represented ad bar blot and mean ± SEM. (C) IFN-γ ELISpot was performed on harvested splenocytes from mice treated with Ad5/3Δ24, AdEpitopes or PBS (Mock). The individual response to TRP2 (pink) and Ad5/3Δ24 (green) is reported as IFN-γ spot forming cells (SFC)/106 splenocytes. (D) IL-10 FluoroSpot evaluated the level of IL-10 released upon stimulation with TRP2 (pink) and Ad5/3Δ24 (green) in splenocytes harvested from mice immunized with Ad5/3Δ24, AdEpitopes or PBS (Mock). (E) The ratio IFN-γ/IL-10 spot forming cells is depicted and TRP2 (pink) and Ad5/3Δ24 (green). The data are shown as bar and dot plot for each technical replicate, and mean ± SEM. Significance was assessed with ordinary One-way ANOVA (ns P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001).





PeptiCRAd Monotherapy Created a Systemic Anti-Tumor Immune Response Controlling the Tumor Growth of Distant Untreated Cancer Lesions in a Poorly Immunogenic Melanoma Model

We have demonstrated that PeptiCRAd technology elicited a specific anti-tumor immune response at a similar magnitude to cloned viruses regarding its prophylactic activity. Next, we wanted to assess whether PeptiCRAd could work as a therapeutic approach also in the context of TNAs. To this end, immunocompetent C57Bl/6 mice were subcutaneously injected with the syngeneic B16F1 melanoma cells in the right and left flanks. When the tumors were established, AdEpitopes or PeptiCRAd counterpart were injected intratumorally only in the right tumors. Mock and Ad5/3Δ24 were used as controls; the viral dose used was 1x109 VP/tumor. At the end of the experiment, AdEpitopes and PeptiCRAd showed tumor growth control in the treated lesions with the same efficacy of Ad5/3Δ24 (Figure 6A) as depicted also in the single tumor growth per each mouse per each treatment group (Figures 6B–E), indicating local anti-tumor activity due mainly to Ad5/3Δ24. However, both AdEpitopes and PeptiCRAd counterparts, but not Ad5/3Δ24 slowed down the tumor growth of the not-injected lesion (left side) (Figure 6A), highlighting that both approaches elicited systemic anti-tumor specific response. These observations prompted us to further investigate the immune components within the untreated lesions (left side). First, we observed a statically relevant increased infiltration of CD8+ T cells in both AdEpitopes and PeptiCRAd treated mice (Figures 7A, B); moreover, as both approaches also engaged MHC-II restricted epitopes, accordingly a tendency in increased CD4+T (Figure 7C) cells was also observed. The migratory marker CXCR3 was in general downregulated in the CD8+T cells population, whereas PeptiCRAd statically increased the CXCR3+CD8+T cells within the TME of the untreated lesions (Figure 7D).




Figure 6 | PeptiCRAd elicited local and systemic antitumor response in a poor immunogenic tumor melanoma model. (A) Immunocompetent C57Bl/6 mice were subcutaneously injected with the syngeneic tumor model B16.F1 in the left (0.5x104 cells) and right flank (1x105). Ad5/3Δ24, AdEpitopes and PeptiCRAd were intratumorally administrated four times, two days apart starting from day 9. The B16F1 tumor growth was followed until the end of the experiment and the tumor size is presented as the mean ± SEM and statistically difference was assessed with two-way ANOVA; (ns P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, ****P ≤ 0.0001). (B–E) Single tumor growth for single mouse for Mock (B), Ad5/3Δ24 (C), AdEpitopes (D) and PeptiCRAd (E) is shown. A threshold of 431 mm3 was set to define the percentage of mice responding to the different therapies (red dotted line) for right and left tumors. The percentage of responders in each treatment group is shown on the top of the dotted line. The threshold was defined as the median of the tumor size at the last day of the experiment in Ad5/3Δ24 treated group. (Mock n=9, Ad5/3 Δ24n=9, AdEpitopes n= 9, PeptiCRAd n=8).






Figure 7 | PeptiCRAd induced immune infiltration in distant not treated cancer lesions. (A) A representative gating strategy for the flow cytometry analysis of the untreated tumors is showed. (B–D) The immunological T cell profile was investigated in untreated lesions by flow cytometry. The frequency of CD8+ (B), of CD4+ (C) and CXCR3+ (CD8+) (D) T cells is shows. All the data are plotted as dot plot for each tumor and for each treatment group as mean± SEM. The significance was assessed by One way ANOVA and Tukey´s correction (ns P > 0.05, *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, P ≤ 0.0001).



Altogether, the data confirmed that PeptiCRAd monotherapy effectively exerts anti-tumoral activity in the context of TNAs through modulation of the immune response, in particular modulating the adaptive immune response (CD4+ and CD8+ T cell population). PeptiCRAd acted as efficiently as a traditional OAd encoding TNAs, acting as de facto cancer vaccines.

In conclusion, we have exploited a “plug-and-play” technology named PeptiCRAd, based on decorating OVs (OAd) with tumor peptides to elicit specific anti-tumor T cell response and we have carefully analyzed this technology in comparison to conventional oncolytic cancer vaccines. Indeed, we combined the viral immunogenicity with tumor peptides to guide the immune response specifically to the eradication of cancer. Compared to conventional OAd encoding tumor antigens, PeptiCRAd showed comparable efficacy in both prophylactic and therapeutic profiles. Moreover, PeptiCRAd showed anti-tumor efficacy in the context of TNAs, generating a systemic anti-tumor response to the same extent as the counterpart conventional cancer OV. However, PeptiCRAd retains the advantage of being rapidly adapted by coating the adenovirus with a new set of tumor antigens, a crucial key in personalized cancer vaccines clinical setting and therefore PeptiCRAd can be considered a valid alternative to OAd encoding TAs.




Discussion

In this work, we have investigated PeptiCRAd, a “plug-and-play” technology based on OAd coated with tumor peptides to assess its prophylactic and therapeutic efficacy in comparison to conventional OAd encoding TAs, that currently represent one of the most exploited platforms in the field for cancer vaccines due to its immunogenicity and tumor cell lysis capability (33). PeptiCRAd consists of an OAd coated through electrostatic interactions with positively charged MHC-I restricted tumor peptides (poly-lysine tail-peptides) (26). The reaction requires only 15 minutes and several studies have shown its anti-tumor efficacy and immunological modulation in different contexts and tumor models such as murine triple-negative breast cancer (34), as a cancer therapeutic platform for immunopeptidomic pipelines (7, 35), as a tool to explore viral mimicry to tumor antigens for cancer immunotherapy (36), as a platform to exploit pre-existing immunity to pathogens for boosting anti-tumoral CD8 T cell response (37) or to decorate with tumor peptides OAd encoding immunostimulatory molecules (38). However, we have never compared our cancer vaccine platform with traditional approaches in the field such as OAd genetically modified to encode TAs. Therefore, here we have aimed to confront the immunological modulation and anti-tumor profile of PeptiCRAd with OAd encoding TAs. To mimic clinically relevant context, we have generated and characterized in-house OAd encoding TAs. As the production of novel OAd encoding TAs requires validation and characterization procedure, for each cloned OAd we have always investigated the oncolytic activity and the transgene expression at both RNA and protein level whenever it was technically possible. Indeed, the manufacture of cancer therapeutic vaccines is still facing the limitation of identifying a delivery system that is cost-effective and timely convenient (39, 40). In contrast, PeptiCRAd is a cloning-free technology that relies on coating OAd with tumor peptides, making it easily adaptable to personalized cancer medicine. Additionally, upon advancements in manufacturing and manipulation, the peptides are relatively less expensive and due to their synthetic nature, batch-to-batch variation is avoided (41). However, the immunogenicity of peptides is limited, and several strategies have been explored to enhance their efficacy (42, 43). PeptiCRAd offers a solution for both time-demanding vaccine platform development and the weak immunogenicity of peptide-based therapy thanks to fast electrostatic interaction and the adenoviral immunostimulatory properties. Through this work, we have adopted two main strategies for the comparative analysis: in vitro stimulation of murine dendritic cell line and in vivo murine vaccination studies. The proof of concept has exploited the tumor antigen OVA because several tools and specific antibodies are available for the downstream detection of this antigen; the in vitro study highlighted that both AdOVA and PeptiCRAd have elicited the presentation of TAs in an immunogenic fashion as shown by the contemporaneity expression of H2Kb-bound to SIINFEKL and upregulation of CD86 molecule; in details, PeptiCRAd induced immunogenic modulation already 24h post-infection, whereas AdOVA required 48h. The different kinetic is explained by the nature of the two platforms. The cloned virus´ antigen expression relies on the translation of the construct, in contrast, PeptiCRAd directly delivers the peptides to DCs, priming the APCs faster and avoiding issues related to the genetic expression of TAs. Indeed, a well-known bottleneck in the application of OVs encoding TAs as cancer therapeutic vaccines is that transgene expression depends on viral genome replication. Indeed, this latter requires robust viral infection and ultimately the vaccination depends on the unpredictable and highly variable intrinsic sensitivity of each tumor to OVs (25). Once we showed that the priming of DCs in in vitro experimental settings was comparable at least under a quality point of view between AdOVA and PeptiCRAd, we needed to further explore the licensing and generation of antigen-specific T cells upon DC activation. To this end, the adaptive immune response was assessed in in vivo by preimmunization of mice. The functional characterization of T cell response confirmed that vaccination with PeptiCRAd could induce antigen-specific T-cells response to the same extent as cloned viruses and, most importantly, our proof of concept has shown the same results also with the clinically relevant tumor antigen TRP2180-188. However, to compare the anti-tumoral efficacy with OAd encoding TAs, our technology was used as a therapeutic approach for the treatment of tumor-bearing mice. The tumor growth was slowed down in PeptiCRAd as well as in AdTRP2, confirming that our technology has activated DCs that in turn have primed and generated specific T-cells response; these latter have then exercised anti-tumor activity. The first part of our work has confirmed that our technology worked similarly to a conventional adeno-based cancer vaccine. Next, we have moved to a more relevant clinical scenario, involving the use of TNAs for cancer therapeutic approaches. Indeed, in cancer immunotherapy TNAs have gained momentum, becoming the preferential target of several therapeutic strategies. TNAs are selectively expressed in cancer cells, minimizing immune tolerance as well as autoimmune reactions (44); additionally, TNAs are more likely to engage CD8+ T-cell response and in this sense, the cancer immunotherapy could exploit personalized treatments, taking into account cancer patients´ mutanome for a rational design of cancer therapeutic vaccine (45–47). To answer this need, we have applied our technology for the targeting of five TNAs found in the murine cell line B16F1, as previously described (27). Herein, we have generated an OAd encoding the five TNAs and then performed an in vivo characterization in mice to test both the prophylactic and the therapeutic efficacy. The prophylactic results have confirmed the efficacy of both approaches in generating specific T- cell response and, interestingly, the detection of IL-10 in mice pre-immunized with PeptiCRAd indicated highly activated and cytolytic CD8+ T-cells (32). This observation was well in line with the anti-tumor effect observed in mice bearing the tumor melanoma B16F1. Interestingly, both AdEpitopes and PeptiCRAd controlled the tumor growth of both the injected and not-injected lesions. This effect is known as “abscopal effect” and it indicated the generation of a systemic specific anti-tumor response able to eradicate distant lesions (48). The data were then confirmed by subsequent immunological analysis, showing an increased infiltration of effector CD8+ T cells within the TME.

In summary, PeptiCRAd could serve as a platform for cancer oncolytic vaccines, as we showed that the immunological profile and the anti-tumor activity are comparable to conventional cloned-based adenoviral platform vaccines. In addition, PeptiCRAd offers an easy and time-effective solution for the generation of therapeutic vaccines. Secondly, the antigen is delivered as a peptide and it is readily available to APCs, meaning that the issues related to genetic expression are avoided. Third, PeptiCRAd can be easily customized depending on the patient´s specific mutations and tumor development. Finally, as OAd is decorated with peptides, the viral genome can be modified to express transgenes such as immunostimulatory molecules (i.e.GM-CSF). Ultimately, we could combine in a single platform, viral immunogenicity with a specific antitumor response guided by the peptides and an enhanced immune activation due to the expression of immunostimulatory molecules encoded in the viral genome.
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Markers Where Phenotype Species  Reference
LAP+/CD25-/CD4+ ~3-5% of murine splenocytes High levels of TGF-B and IL-10, IL-2, IL-4 and IFN-y Mouse (30)
After oral anti-CD3 treatment Suppressive effect in autoimmune encephalomyelitis Mouse (31)
NKG2D+/CD25-/CD4+ In peripheral blood of healthy individuals Human (32)
(~1-3%). Increased in cancer (~6-70%)
In patients with rheumatoid arthritis Human (33)
CD127°%/CD25-/CD4+ ~1% of CD4+ of human PBMCs Low levels of Bcl-2 and high levels of Ki-67 and ICOS Human (34)
Secretion of IL-10 upon TCR engagement
CD49b+/CD25-/CD4+ In mice Secretion of IL-10 TGF-B and IFN-y. Anti-diabetogenic Mouse (35-38)
and anti-arthritogenic
LAG-3+/CD25-/CD4+ In the spleen (2%), lymph nodes (1%) Anergic upon TCR ligation, secrete IL-10 and IFN-y, and Human (39)
and Peyer’s patches (PP) (8%) low amounts of IL-2 and IL-4. Expression of Egr-2 and
Blimp-1
CD49b+/LAG-3+/ CD25-/CD4+ Peripheral blood IL-10 producing suppressive cells Human/ 3)
mouse
CCR5+/PD-1+/ CD25-/CD4+ Lamina propria Secretion of IL-10- and IFN-y. Expression of LAG-3 Human (2, 40)
upon stimulation
CD44"/CD62L"°/IL-7R-/ Spleen and draining lymph nodes of Secretion of IL-10, IL-21, TGF-B and IFN-y, but no IL-2, Mouse (11)
LAG-3+/CD49b+/ LAP+ PMHCII-NP-treated mice IL-4 or IL-17. Expression of c-Maf, T-bet and Blimp-1.
Other markers
TIGIT Mouse (5)
TIM-3 Mouse 8)
CD226 Human/ (3, 41)
mouse
ROG Mouse (42)
Egr-2 Mouse (43)
c-Maf and AhR IL-27-induced TR1-like cells Mouse (44, 45)
IRF4 Activin-A stimulated human TR1-like cells Human (46)
[XR Human (7)
Bhlhe40 Human (7)
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Double positive (CD86 and MHC-II) cells population percentage (mean + SD)

BMDCs BMDMs
Unstimulated LPS-stimulated Unstimulated LPS-stimulated
Cells 27.83 + 8.58 75.9 £ 1.62 19.6 +2.13 14.69 + 0.93
Cells + nNLCs (20 ug/mL) 28.61 +12.22 80.51 +2.97 19.98 + 1.92 16.32 + 2.35
Cells + nNLCs (100 ug/mL) 29.3 + 11.21 71.38 + 4.85 16.3 + 1.90 18.1 + 1.056
Cells + cNLCs (20 ug/mL) 2897 £7.79 79.57 + 4.27 2061+ 3.39 25.84 + 0.98
Cells + cNLCs (100 ug/mL) 27.74 £ 6.37 79.91 £2.39 9.79 £ 3.07 29.76 £ 2.45

Expression of activation surface marker of APCs. Expression of activation marker of BMIDCs and BMDMs after exposure to nNLCs and cNLCs for 24 h, followed by LPS stimulation for
another 24 h. Percentage of double-positive (CD86 and MHC-Il) APCs were analysed. Prior to analyse, BMDCs were gated on CD11b* and Cd11c¢*; BMDMs were gated on CD11b* and
F4/80*; and the data are presented in tabular form. Results are mean + SD of 3 independent experiments.
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Cells are cultured in a 100-mm TC-treated cell culture dish with 15 mL culture media

Day 0 Day 3 Day 5 Day 7 Day 10
Cell concentration 0.6 x 10%/mL 0.5 x 10%/mL 0.5 x 10%/mL 0.5 x 10%/mL According to cell plating
Supplement IL-6 5 ng/mL 2.5 ng/mL 2.5 ng/mL - -
FLT-3L 50 ng/mL 40 ng/mL 30 ng/mL 25 ng/mL 25 ng/mL
GM-CSF 5 ng/mL 5 ng/mL 5 ng/mL 5 ng/mL 5 ng/mL

Culture of BMDCs: BMDCs were seeded into a 100-mm TC-treated cell culture dish with 15 mL culture media. Culture media is supplemented with variable concentrations of GM-CSF,
FLT-3L and IL-6 on day 0, day 3, day 5, day 7 and day 10 to harvest fully differentiated BMDCs on day 11.
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