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Exosomes are small extracellular vesicles containing diverse bioactive molecules. They play essential roles in mediating bidirectional interplay between cancer and stromal cells. Specific elements are selected into different types of exosomes via various mechanisms, including microRNAs (miRNAs), a subset of non-coding RNA that could epigenetically reprogram cells and modulate their activities. Cancer-associated fibroblasts (CAFs) and tumor-associated macrophages (TAMs) are two major types of stromal cells inhibiting immune response and facilitating tumor progression. Notably, accumulated studies provided critical evidence regarding the significance of exosomal miRNA–mediated intercellular crosstalk between cancer cells with TAMs and CAFs for tumor progression. This review aimed to summarize the current knowledge of cell–cell interactions between stromal and cancer cells conveyed by exosome-derived miRNAs. The findings might help find effective therapeutic targets of cancer.
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INTRODUCTION

Tumor microenvironment (TME) is a heterogeneous population of cells, which plays an important role in tumor progression and metastasis. It comprises many non-tumor host cells called stromal cells, including tumor-associated macrophages (TAMs), cancer-associated fibroblasts (CAFs), regulatory T cells, myeloid-derived suppressor cells, endothelial cells, pericytes, and platelets (1). Further, the extracellular matrix component and exosomes also comprise TME (1). TAMs and CAFs are two major components. Macrophages are the predominant inflammatory cells; when they dwell in TME, they are called TAMs. TAMs are the main leukocytes infiltrating solid tumors. They are largely derived from circulating monocytes (2) and are typically of M2-like phenotype (3). They have been found to favor malignant progression via diverse mechanisms. Additionally, CAFs are a specialized group of fibroblasts with heterogeneous origin and phenotypes (4). They produce large amounts of materials, such as extracellular matrix, chemokines, cytokines, and pro-angiogenesis factors, and facilitate tumor progression.

Substantial crosstalk exists between tumor and stromal cells, especially TAMs and CAFs (5, 6). A large number of molecules in TME and specific TME stimuli boost the recruitment and activate TAMs and CAFs, such as tumor growth factor-β (TGF-β), interlukin-6 (IL-6), various types of growth factors, and cytokines, DNA fragments, as well as coding and non-coding RNAs (7). Besides, TAMs and CAFs also release molecules that participate in promoting tumorigenesis, cell proliferation, angiogenesis, and drug resistance. Most of the recent studies focus on the exosome-mediated cell–cell interaction (Figure 1).
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FIGURE 1. Mechanisms of EVs secretion. (1) Microvesicles (MVs) are formed directly from the budding of plasma membrane. (2) EVs can transform firstly as intraluminal vesicles (ILVs) within the lumen of multivesicular endosomes (MVBs) and be secreted upon fusion of the plasma membrane which lastly form exosomes. (3) Exosomes mediated the crosstalk between tumor cells with TAMs and CAFs. There are miRNAs and other molecules in exosomes and are transferred in to various cells. Some exosomes are transported through micro vessel and others could be directly internalized by TAMs, CAFs, and other cells.



Exosomes

Extracellular vesicles (EVs) are a kind of vesicle structure with membrane structure released from cells, which have lipid bilayer-enclosed extracellular structures (8). EVs mainly include microvesicles (MVs) (100–1,000 nm) and exosomes (30–150 nm) according to the biosynthesis or release pathway. EVs had been used to dispose harmful or useless intracellular components during the cell development. A growning studies have found that EVs are essential intercellular communication vesicles which involve in various physiological and pathological processes. For example, EVs can regulate the homeostasis of TME by targeting CAFs, endothelia and immune cells and changing the structure and composition of the extracellular matrix (ECM) to promote tumor progression including proliferation, angiogenesis, migration, metastasis, immune regulation, and so on (9).

MVs were directly observed to bud from the plasma membrane in many types of cells, including endothelial cells, platelets, erythrocytes and cancer cells (10). MVs can carry proteins, lipids and nucleic acids expressed in abovementioned cells to involve in coagulation, immunomodulation, angiogenesis and initiate apoptosis, which is important for the progression of atherosclerosis, coronary heart disease and cancer (11).

Exosomes are nanosized membrane vesicles secreted from the intracellular multivesicular bodies (MVBs) or late endosomes via exocytosis into extracellular space (12, 13), which is different from the release pathway of MVs. The term “exosomes” was coined in 1981 by Trams et al. and referred to as “exfoliated membrane vesicles with 5′-nucleotidase activity” (14). Canonically, exosomes are dismantled by lysosomes and are also originally considered to be part of a cellular waste pathway (15). With further exploration, researchers discovered numerous robust and exciting functions. One is acting as vital carriers loaded with a plethora of macromolecular cargo, including proteins, lipids, coding RNA (mRNA), as well as all sorts of non-coding RNAs. It mediates the communication between cells (16). The effects of exosomes on different recipient cells are different due to their varied kinds of cell surface receptors. The role of exosomes and their contents in tumor growth and development is complex and multifaceted. For example, they are involved in immune responses by activating regulatory T cells and decreasing the function of CD8+ cell and natural killer (NK) cells (17). A recent study revealed that TEXs could participate the immune response to promote tumorigenesis via modulating angiogenesis and promoting epithelial-to-mesenchymal transition (EMT) and metastasis (18, 19) which is important to promote tumor progression and metastatic dissemination.



miRNA

MicroRNA (miRNA) is endogenously expressed, small, single-stranded, non-coding RNA with typically 19–25 nucleotides (20). Two types of RNase, including RNase Drosha and Dicer, and RNA-induced silencing complex are needed in the maturation and activation of miRNA (21). Then, activated miRNA bind to the 3′-untranslated region of target messenger RNA (mRNA), acting as a transcription inhibitor either via direct repression of targeted mRNA or mRNA cleavage, and downregulate protein expression epigenetically. MiRNA plays a fundamental role in various biological processes, such as tissue differentiation, cell proliferation (22). Abnormal miRNA expression is associated with a variety of human diseases, such as inflammatory diseases and cancer. For instance, dysregulation of miR-144 was involved in the prostate cancer growth and metastasis via regulating the expression of EZH2 (23). Another study revealed that miR-21-5p upregulated MAPK/ERK signaling and promote the proliferation of leukemic B cells (24). Hence, miRNAs play important roles in cancer development, including invasion, metastasis, and drug resistance, and could be regarded as potential non-invasive biomarkers in cancer diagnosis and treatment (25).



miRNA in Exosomes in Tumor Microenvironment

Exosomes in TME transfer various types of materials into the extracellular milieu, leading to the distinct functional changes in tumor and stromal cells. One major component is miRNAs, which was transferred to recipient cells to play a role in changing cellular behavior (26). Exosomes are secreted by all types of cells (27). MiRNA delivered by exosomes can regulate mRNA levels in recipient cells to block translation (28). However, the contents are specific and heterogeneous. Evidence shows that both the surface markers and the cargo vary in different types of cells and demonstrate specific exosome signatures (29). This indicates that miRNAs may be incorporated into exosomes selectively. Villarroya-Beltri et al. suggested that the protein heterogeneous nuclear ribonucleoprotein A2B1 (hnRNPA2B1) participated in this process via binding exosomal miRNAs specifically through the recognition of these motifs and controlling their loading into exosomes (30). The role of hnRNPA2B1 in the recruitment of RNA into exosomes was also identified in HEp-2 or HEK293T cells (31). Other mechanisms involved are still being explored. Further, human papillomavirus 16 E6 and E7 oncoprotein expression causes changes in microRNAs excreted in exosomes, and the miRNAs change mostly parallel those observed intracellularly (30). The exosomal miRNAs dysregulation can influence the crosstalk between cancer cells and tumor stromal cells (32). The miRNAs are released into the TME and target specific cells, promoting angiogenesis, increasing the infiltration of TAMs and CAFs, reprogramming the immunity to promote tumor progression, and so forth. MiRNAs are identified to have a double face in tumor modulation (33). The miRNAs in TEXs, however, are widely acknowledged as promoting factors in tumor progression, metastasis, and chemoresistance. Here, we discuss the interaction regulated by exosomal miRNAs in tumor microenvironment.




CROSSTALK BETWEEN TUMOR CELLS AND CAFs VIA EXOSOMAL MIRNAS


CAFs

CAFs are major tumor stromal components in TME in solid tumors (34). Recent research shows the abnormal activation of CAFs may be due to the uncontrolled epigenetic control of gene expression and metabolic adaptive response (35). Activated CAFs alter cell surface markers are different from normal fibroblasts (NFs) (36). CAFs have both pro-tumorigenic and anti- functions, which are likely dynamic during tumorigenesis. For example, CAFs can promote many aspects of tumor progression including tumor growth, EMT, metabolism, invasion and metastasis (34). Further, CAF can exert its tumorigenic function directly (intercellular communication) and indirectly (soluble factors, miRNA). Erdogan et al. suggested that direct communication of CAFs with tumor cells and other stromal cells, such as endothelial and immune cells, in turn induces the acquisition of a specific biological phenotype of CAFs (37). Exosomal miRNAs have been identified as a crucial mediator in this intercellular crosstalk (Table 1).


Table 1. Exosomal miRNAs mediating the communication between tumor cells and CAFs.
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Effect of Exosomal miRNAs Released by Cancer Cells on CAFs

The cancer cells tend to release more exosomes into TME and confer specific phenotypes and characteristics to stromal cells, which endow stromal cells with the pro-tumor phenotype and thus facilitate tumor progression. Finding of exosomal miRNAs provides novel insights on the formation and activation of CAFs. CAFs are of heterogeneous origin and originate from (1) Mesenchymal Stem Cells (MSCs); (2) bone marrow cells; (3) Pericytes and endothelial cells (ECs); (4) Resident quiescent normal fibrolasts (36). Increasing evidence confirms that the exosomal miRNAs derived from various tumor cells mediate this process. MSCs isolated from different tissues are one of the important sources of CAFs. MiRNA of tumor exosomes can interact with MSCs in TME, which can transform MSCs into CAFs. MiR-21 and miR-146a were the most abundant miRNAs known as critical regulators of CAF induction, involved in this process (68, 69). In addition, endothelial cells (ECs) can be induced by TGF-β and converted into CAFs through EMT, and exosomal miR-21-5p promote this process through activating TGF-β/Smad pathway in gastric cancer (GC) (64). Recent report has shown the abundant miRNAs in TEXs might transform NFs into CAFs to promote tumor survival. Melanoma miRNAs can promote the activation of NFs to transform into CAF, which can regulate lots of genes to induce significant changes in CAF gene expression (70). Chronic lymphocytic leukemia (CLL)–derived exosomes internalized by stromal cells delivered functional microRNAs and proteins and induced a CAFs-like phenotype in the target cells. An innovative study showed that colorectal cancer (CRC) cells released exosomes with a high level of miR-10b compared with normal cells, acting as a potential promoter for transformation. The significantly suppressed PIK3CA expression and decreased phosphatidylinositol 3-kinase/AKT/mammalian target of rapamycin (PI3K/AKT/mTOR) pathway activity were involved in this process (41). The high level of miR-27a in exosomes released from GC cells was suggested to induce the reprogramming of fibroblasts into CAFs as well as activate oncogene and promote proliferation, motility, and metastasis of cancer cells (44). Lawson et al. reported that exosomal miR-142-3p, a tumor suppressor in lung adenocarcinoma cells (LAC), triggered CAF phenotype independent of TGFβ signaling. When internalized by ECs, it also promoted angiogenesis through the inhibition of TGFβR1 (45). Another critical role of the interaction between tumor-derived materials and CAFs in TME is facilitating cancer metastasis. Mesothelial-to-mesenchymal transition (MMT) (71, 72) and epithelial-to-mesenchymal transition (EMT) (73) might be involved in this process. For example, exosomal miR-21 induces MMT in the peritoneal cavity to promote cancer dissemination in lung cancer (74) Mesothelial cells were identified as a source of CAFs in peritoneal carcinomatosis (72). Li et al. found that GC-derived exosomal miR-21-5p could lead to MMT of peritoneal mesothelial cells (PMCs) and activation of CAFs through TGF-β/Smad pathway by targeting SMAD7 in vivo (64). In addition, the expression of exosomal miR-106b-3p was significantly higher in colorectal cancer (CRC) patients with metastasis. Further, low-metastatic CRC cells were cocultured with high-metastatic CRC cell-derived miR-106b-3p can promote these cells EMT and metastasis in vitro (75). Exosomal miR-1247-3p was capable of inducing CAF activation by targeting β-1,4-Galactosyltransferase III (B4GALT3) and activating β1-integrin nuclear factor-κB (NF-κB) signaling, thereby releasing pro-inflammatory cytokines such as IL-6 and IL-8 to foster lung metastasis of liver cancer (43). Further, melanosomal microRNA-211 transferred into primary fibroblasts directly targeted insulin like growth factor 2 receptor (IGF2R) and activated mitogen-activated protein kinase (MAPK) signaling, thus triggering changes and reciprocally encouraging melanoma growth and invasion (47).

Angiogenesis is a vital part involved in both progression and metastasis. Tumor is an aggregation of heterogeneous cells with a higher requirement of nutrients and oxygen and the ability to evacuate metabolic wastes and carbon dioxide (76). Thus, the generation of neovasculature plays a crucial role. Studies show that hypoxia is a strong inducer (77). Increasing number of studies explored the relationship between CAFs and vascularization, and various mechanisms have been identified. A part of the relationship was mediated by exosomal miRNAs. Melanoma cell–secreted exosomal miR-155-5p activated the suppressor of cytokine signaling 1/janus kinase 2/signal transduction and activator of transcription 3 (SOCS1/JAK2/STAT3) signaling pathway and induced the proangiogenic switch of CAFs. The altered CAFs elevated the expression levels of proangiogenic factors, including vascular endothelial growth factor A (VEGFA), fibroblast growth factor 2(FGF2), and matrix metallopeptidase 9 (MMP9) (46). Further, the exosomal miRNA-21 converted hepatocyte stellate cells into activated CAFs which secrete angiogenic cytokines, including VEGF, MMP2, MMP9, bFGF, and TGF-β, thus promoting angiogenesis (42). MiRNAs in CAFs also enhanced the formation of vessels and increased the microvessel density reciprocally. Additionally, the extracellular vesicle secretion of miR-142-3p from LAC could also be transferred to endothelial cells, thus promoting angiogenesis through the inhibition of TGFβR1 (45).

Recently, more attention has been paid to the metabolic reprogramming of CAFs. Many types of metabolic adaptations have been described, including the Warburg effect, use of glutamine, and “reverse Warburg effect,” which introduce the metabolic interactions between tumor cells and CAFs (78). Studies assessing this have been performed for several years, but the available data remain insufficient. Yan et al. found that extracellular-vesicle-encapsulated miR-105 secreted by breast cancer cells was capable of inducing a metabolic program in CAFs: (1) enhancing glucose and glutamine metabolism to supply adjacent cancer cells; (2) accelerating elimination of wastes and detoxifying metabolic wastes, with the conversion mediated by activating MYC signaling in CAFs (38); and (3) biasing the nutrient “competition” toward cancer cells. They also reported that miR-122 derived from breast cancer cells could mediate the suppression of glucose uptake in lung fibroblasts and astrocytes (39).



Effect of Exosomal miRNAs Released by CAFs on Cancer Cells

Accumulating evidence has indicated that exosomal miRNAs secreted from the CAFs directly mediate the cell–cell interaction and play a crucial role in promoting tumor development.

One of the typical exosomal miRNAs is miR-21, which has been widely recognized as an oncogene promoting cell proliferation, migration, and invasiveness. Mechanically, it functions via targeting a number of tumor suppressor genes including p53 and PTEN (56) and enhancing the expression of VEGF, which thus promotes angiogenesis (79). Recently, more studies have explored the function of encapsulated miR-21 in TME associated with the crosstalk between cancer cells and CAFs. An in vivo study showed that miR-21-overexpressing fibroblasts led to the progression of CRC and increased liver metastases. Other miRNAs were also transferred into CRC cells via CAFs-derived exosomes and altered the phenotype and biological behavior of CRC cells (53). Fibroblasts with a high level of miR-21 could also protect CRC cells from oxaliplatin-induced apoptosis and increase their proliferation and epithelial invasiveness via a conditioned medium containing ectopic stromal miR-21 (52). MiR-21 released by CAFs was also related to the cisplatin resistance in GC cells by suppressing cell apoptosis and enhancing the activation of the PI3K/Akt signaling pathway resulting from the downregulation of PTEN (56). In ovarian cancer, the exosomal transfer of miR21 isolated from cancer-associated adipocytes and fibroblasts (CAFs) conferred paclitaxel resistance through targeting apoptotic protease activating factor 1 (APAF1) (63). Reciprocally, miR-21 could, in turn, promote CAF formation and activation (62).

CAF-derived ectopic stromal miRNAs regulate the tumor-promoting effects through various cytokines and signaling pathways. One of the most significant effects is promoting tumor proliferation. CAFs regulate tumor proliferation by transferring exosomal miR-34a-5p to neighboring tumor cells in in oral squamous cell carcinoma (OSCC) (64). A downregulation of miR-335 in hepatocellular carcinoma (HCC) fibroblasts/stellate cells was observed, promoting cell proliferation and invasiveness. Conversely, the upregulation led to the regression of cancer (58). Shen et al. demonstrated that the overexpression of miR-7 in CAFs led to the downregulation of RAS-association domain family 2 (RASSF2), a member of Ras-association domain family of protein, which dramatically decreased the secretion of protease-activated receptor-4 (PAR-4) from CAFs and then enhanced the proliferation and migration of the co-cultured cancer cells (59). Josson et al. primarily demonstrated the specific role of miR-409-3p/-5p in prostate cancer biology by facilitating tumorigenesis, EMT, and bone metastasis (66). Next, they found that the ectopic expression of miR-409 in NFs conferred a cancer-associated stroma-like phenotype and led to the release of exosomal miR-409, thus triggering tumor induction, EMT, and stemness of the epithelial cancer cells in vitro and in vivo. The repression of tumor suppressor genes, such as Ras suppressor 1 and stromal antigen 2, led to this effect (67).

Various exosomal miRNAs and signaling pathways also participate in invasion and metastasis, another typical hallmark of cancer cells which is generally considered a multistep process (76). MiR-15a was identified as a downregulated miRNA that could suppress the migration of cholangiocarcinoma (CCA) cells in CCA-associated fibroblasts, with higher expression of its target gene plasminogen activator inhibitor 2 (PAI 2) (51). Another significantly decreased miRNA was exosomal miR-320a. It binds to its direct downstream target pre-B cell leukemia homeobox 3 (PBX3) and thus suppresses the activation of the MAPK pathway, inhibits the expression of cyclin-dependent protein kinases 2(CDK2) and MMP2 and inhibits EMT. Here, both CAFs and corresponding para-cancer fibroblasts release exosomes and transfer miRNA to HCC cells (57). Loss of exosomal miR-148b from CAFs also promotes endometrial cancer cell invasion and cancer metastasis via binding to DNA methyltransferase 1 (DNMT1), as shown in a recent study. EMT also plays a role in this process (55). High expression levels of miR-9 in primary triple-negative breast CAFs could improve the migration and invasion capabilities by modulating its direct target E-cadherin, a key cell-to-cell adhesion molecule the loss of which was defined as the best-characterized alteration improving metastasis (76) and NF biological behavior (50). MiR-21, miR-378e, and miR-143 also promoted a significantly increased capacity to form mammospheres, anchorage-independent cell growth, and stemness and EMT phenotype of breast cancer cells, and thus dictated an aggressive phenotype in breast cancer (49). Exosomal miR-1228 from CAFs promotes the cell migration and invasion of osteosarcoma by directly downregulating endogenous suppressor of cancer cell invasion (SCAI) mRNA and protein levels (65).

Drug resistance is an important factor affecting tumor prognosis. Accumulating studies have tried to uncover the mechanism. However, when talking about the role of exosomal miRNAs released by CAFs, the underlying mechanism remains largely unclear. Many studies have suggested that CAFs are associated with drug resistance in various types of tumors by regulating diverse cytokines, intracellular signaling pathways, and proteins, or via other mechanisms. A noteworthy feature is that CAFs exposed to gemcitabine significantly increase the release of exosomes with increased chemoresistance-inducing factor Snail and a marked increase in miR-146a expression. When transferred into recipient epithelial cells, they promote cell proliferation. This endows cancer cells with drug resistance (80). Another study proposed that CAF-secreted exosomes would contribute to chemoresistance in CRC through priming cancer stem cells (81). Li et al. then proposed that miR-1 mediated the paracrine effect of CAFs on lung cancer cell proliferation and chemoresistance via the CXCR4-mediated signaling pathway, which involved NF-κB and Bcl-xL (61). Exosomal miR-21 released by TAMs or stroma also led to the cisplatin resistance in GC by down-regulating PTEN (56) and paclitaxel resistance in ovarian cancer through targeting APAF1 (63). Additionally, CAF-derived exosomal miR-196a was found to confer cisplatin resistance in head and neck cancer (HNC) by targeting cyclin-dependent kinase inhibitor 1B (CDKN1B) and inhibitor of growth 5 (ING5) (60).

Interestingly, a study showed that the exosomal miR-9 in breast cancer could, in turn, convert NFs into CAFs (50).

Another influence exerted by CAF-derived exosomal miRNAs is on autophagy. Autophagy is a double-edged sword in tumor development, which has gained great significance in the last few years. Despite being an emerging field replete with major unanswered questions, a large number of studies investigated the important features of autophagy in cancer. “The reverse Warburg effect” was primarily proposed as a tumor metabolism autophagic interstitial model by Pavlides et al. (82). It was presumed that the autophagy of CAFs might be involved in tumor energy acquisition. For instance, miR-105 secreted by cancer cells were capable of inducing a metabolic program in CAFs (38). Further, a recent study showed that miR-31 up-regulated in CAFs inhibited autophagy in colorectal CAFs and significantly affected CRC cell behaviors, including proliferation, invasion, apoptosis, and radiosensitivity. This function took effect via repressing the expression of the autophagy-related genes Beclin-1, autophagy-related (ATG), damage-regulated autophagy modulator (DRAM), and LC3 (54).




CROSSTALK BETWEEN TUMOR CELLS AND TAMS VIA EXOSOMAL MIRNAS


TAMs

Compelling evidence has emerged for the tumor-promoting role of macrophages in TME over the past decade. TAMs are the predominant leukocytes infiltrating solid tumors. They are largely derived from circulating monocytes (2) and are typically of M2-like phenotype (3). M1 macrophages act as soldiers, producing high amounts of inflammatory cytokines (IL-12 and TNF-α) and fighting against tumors. M2 macrophages are activated by Th2 cytokines (IL-4, IL-10, and IL-13), and an excess of M2 macrophages can lead to severe immune suppression, thus shaping a tumor-facilitating microenvironment. TAMs have been found to favor malignant progression by suppressing antitumor immunity, stimulating angiogenesis, enhancing tumor cell proliferation (83), angiogenesis, and metastasis (84, 85). They are also competent effector cells remodeling TME, including both extracellular matrix and other immune cells (86). Therefore, the transformation and recruitment of TAMs at the tumor site play a pivotal role. Next, we would focus on the mechanisms and functions of crosstalk between tumor cells and TAMs in TME mediated by miRNAs (Table 2).


Table 2. Exosomal miRNAs mediating the communication between tumor cells and TAMs.
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Role of Exosomal miRNAs Released by Cancer Cells on TAMs

The bidirectional interplay between cancer cells and TAMs is crucial and is largely mediated by bioactive molecules transmitted via exosomes, mainly miRNAs. As mentioned earlier, macrophages are flexible cells and their phenotype switch primarily depends on the various stimuli from the milieu. One of the most significant roles of the communication between cancer cells and TAMs mediated by TEX-derived miRNAs is promoting the transformation of TAMs. (102) established that significantly increased miR-222-3p packaged in epithelial ovarian cancer (EOC)-secreted exosomes induced the polarization of TAMs via targeting the SOCS3 gene (96), a negative feedback regulator of the JAK/STAT signaling pathway. They also verified that miR-222-3p promoted angiogenesis and lymphangiogenesis in TME (96). The snail-overexpressing cancer cells could release miR-21-abundant exosomes, which were engulfed by CD14+ human monocytes, suppressing the expression of M1 markers and increasing that of M2 markers (93). miR-1246, a kind of miRNA enriched in exosomes derived from mutant p53 cancers, is capable of reprograming macrophages to a tumor-supportive and anti-inflammatory state, increasing the activity of TGF-β and favoring anti-inflammatory immunosuppression (89). In addition, Shinohara et al. demonstrated that CRC cells positively secreted miR-145 via exosomes. They were taken up by macrophage-like cells and polarized them into M2-like phenotype through the downregulation of histone deacetylase 11 (88). A recent study has showed that several upregulated exosomal miRNAs (miR-25-3p, miR-130b-3p, miR-425-5p) in CRC cells, could induce M2 polarization of macrophages by regulating PTEN via CXCL12/CXCR4 axis.

Hypoxia is a common state in various types of cancers and is commonly implicated in the establishment of an immunosuppressive niche. Accumulating evidence elucidated that hypoxia would induce genetic and proteomic changes in cancer cells, as well as facilitate the exosome secretion (103, 104). A study revealed that epithelial ovarian cancer (EOC) cell–derived exosomes induced by hypoxia delivered higher levels of miR-21-3p, miR-125 b-5p, and miR-181 d-5p to macrophages. They induced the polarization of M2 macrophages via regulating the SOCS4/5/STAT3 pathway and promoted EOC cell proliferation and migration in a feedback loop (90). Hypoxia also induces epithelial ovarian cancer cells to secrete exosomes capsuling miRNA-940. The internalization by unpolarized macrophages stimulated the polarization toward a TAM-like phenotype (105). These results highlighted the function of hypoxic TME–derived TEXs in enhancing M2-like polarization and stimulating tumor progression.

Further, the TAM-derived exosomes also regulate various biological behaviors of tumor cells. Casadei et al. proposed that miR-25-3p and miR-92a-3p secreted by liposarcoma cells favored the secretion of pro-inflammatory cytokine IL6 from TAMs in a TLR7/8-dependent manner, which in turn promoted liposarcoma cell proliferation, invasion, and metastasis (95). Meanwhile, hypoxia also drove the release of exosomes in lung cancers, which increased M2-type polarization via miR-103a transfer. Exosomal miR-103a decreased PTEN levels and increased the activation of Akt and STAT3 as well as the expression of several immunosuppressive and pro-angiogenic factors, further enhancing cancer progression and tumor angiogenesis (94). miR-150 delivered by exosomes also promoted tumorigenesis by upregulating VEGF in TAMs, while the neutralization of miR-150 attenuated angiogenesis and tumor development (106). Besides the proliferation of tumor cells that initiates cancer and the angiogenesis that maintains the growth of tumors, exosomal miRNAs also facilitate invasion into surrounding normal tissues and metastasis to local and distant sites. Wang et al. (107) elucidated that hypoxic exosomes derived from pancreatic cancer cells activated macrophages to the M2 phenotype in a hypoxia inducible factor (HIF) 1a- or HIF2a-dependent manner via activation of the PTEN/PI3Kγ signaling pathway. The formation of TAMs then facilitates the migration, invasion, and EMT of pancreatic cancer cells, thus promoting metastasis (97).



Effect of Exosomal miRNAs Released by TAMs on Cancer Cells

Reciprocally, exosomes derived from TAMs play an essential role in shuttling between cancer cells and macrophages via secreting miRNAs, facilitate specific tumor biological behavior, and induce the acquisition of a specific biological phenotype of recipient cells. A large number of studies focused on the immune-suppressive function and tumor-promoting role of TAMs via diverse cytokines and intracellular signaling pathways. However, the function mediated by exosomes released from TAMs requires more exploration. Lan et al. found that M2 macrophage–derived exosomes (MDEs) displayed a high expression level of miR-21-5p and miR-155-5p, which bound to the Brahma related gene 1(BRG1)-coding sequence after being absorbed by CRC cells and downregulated the expression of BRG1, thus promoting cell migration and invasion in colon cancer (99). BRG1 has been identified as a core motor of SWI/SNF, which decreases in tumor tissues, thus promoting CRC metastasis. In addition, miR-155-5p also could promote intracranial aneurysm (IA) formation, and in turn, promote TAM activation and infiltration (100). Chemoresistance is another obstacle affecting clinical therapy efficacy. A study showed that MDE-derived miR-21, which participates in various processes of tumor progression, conferred cisplatin resistance in GC cells by suppressing cell apoptosis and enhancing the activation of PI3K/AKT signaling pathway via the downregulation of PTEN (56). A study pointed out that the transfer of miR-365 in MDE significantly decreased the sensitivity of pancreatic ductal adenocarcinoma (PDAC) cells to gemcitabine. The upregulation of the triphosphonucleotide pool in cancer cells and the induction of the enzyme cytidine deaminase were two major changes in this case (101). Intriguingly, (19) reported that exosomes derived from TAMs with significantly low levels of miR-125a and miR-125b orchestrated stem cell properties in hepatocellular carcinoma by targeting CD90, thus favoring the tumorigenesis and progression of HCC. Recently, Yue et al. (98) constructed a PGRN−/− mouse breast cancer xenograft model and found PGRN−/− TAMs-derived miR-5100 was up-regulated inhibited lung metastasis of breast cancer.

Studies also demonstrated that exosomal miRNAs derived from TAMs in TME were also capable of regulating the immune response. For instance, a study showed that exosomes enriched with miR-29a-3p and miR-21-5p released by TAMs could be taken up by CD4+ T cells. The transfected miRNAs directly suppressed the STAT3 signaling pathway and led to a significantly higher Treg/Th17 cell ratio in situ and in metastatic peritoneal tissues in EOC (108). The imbalance of Treg/Th17 has been observed in many diseases, and the regulated milieu exhibits an immune-suppressive profile (109, 110). Meanwhile, according to existing literature, HCC cells secreted miR-23a-3p can target M2 type TAMs. MiR-23a-3p inhibited the expression level of PTEN, inducing high expression of PD-L1 via PI3K-AKT pathway (91). HCC derived exosomeal miR-146a-5p also could remodel macrophages by NF-κB signaling pathway and secreting various pro-inflammatory factors (IL-6, IL-8) (92). However, the immunomodulation induced by exosomal miRNAs is complex and dynamic, the related mechanisms need to be further clarified.




CROSSTALK BETWEEN TAMS AND CAFs VIA EXOSOMAL miRNAs

CAFs can influence the function of immune cells in TME by producing growth factors, cytokines, and exosomes, and exosomal miRNA of CAFs delivery is a novel way. For instance, hypoxia and nutrient deficiency in TME, resulted in an inflammatory microenvironment formation. The secretion of inflammatory mediators changed the functions and status of various immune cells in TME and activated NFs to CAFs. During hypoxia, activated CAFs secreted a high level of miR-21 to promote tumor progression and monocyte recruitment. CAFs-derived miR-21 taken up by monocytes could induce M2 polarization of TAMs. CAF-educated M2 macrophages exerted their immunosuppressive roles via the PD-1 axis (111). In turn, MDE-derived miR-21 stimulate the phenotypic transformation of CAFs via PTEN/PI3K/Akt signaling pathway (87, 112). Hence, as a novel way mediating cellular interactions that involve CAFs and TAMs, these studies provided a new insight into the complex regulation of tumor microenvironment.



ENGINEERING EXOSOMAL miRNAs AS NOVEL THERAPY BIOMARKERS

Exosomes are biological nanocarriers which could be taken part in various treatment of various diseases, miRNA play an important role. Modification of exosomes can deliver tumor-suppressive miRNAs to tumor cells via engineering technology. Engineered exosomes were used to deliver an anticancer drug 5-FU and miR-21 inhibitor (miR-21i) to colon cancer cells via electroporation, which effectively reversed drug resistance and reduced tumor proliferation (113). Kim et al. produced a glioblastoma-targeting carrier with the T7 peptide and exosomes. Then AMO-21 (miRNA oligonucleotides against miR-21) was carried into the exosomes by electroporation. T7-exo delivered AMO-21 decreased the miR-21expression, inducing the expression of PDCD4 and PTEN in glioblastoma (114). In addition, exosomal miRNAs are recognized as promising biomarkers to early diagnose cancer. As exosomal miRNAs can be distributed to bio-fluids, including urine, plasma, and cerebrospinal fluid, is a non-invasive way to obtain exact information about tumor status (115). A lastest study has reported that Zhou et al. (116) designed a 3D microfluidic chip with three exquisitely engineered virus-mimicking fusogenic vesicles, which can multiple exosomal miRNAs (such as miR-451a, miR-21, and miR-10b) (116). Therefore, the role of exosomal miRNAs is important by using bioengineering technology and developing safe and effective new materials.



DISCUSSION

Increasing lines of research demonstrate that exosomal miRNAs play a critical role in different kinds of cancer via mediating the intercellular communication between tumor and stromal cells. Further, these bidirectional signal transductions also reshape TME. Thus, the exosomal crosstalk between tumor cells, CAFs, and TAMs largely motivates the development of tumors. As illustrated by recent experimental data, exosomes released by diverse cells under different circumstances possess specific non-coding RNA profiles. As a credible way to isolate cancer-associated molecules that provide pathological information, bioactive molecules are more stable (relatively hard to be degraded) with a higher concentration in exosomes compared with circulating RNAs, which makes exosomes a potential non-invasive target for diagnosis. Therefore, circulating exosomes help in both diagnosis and well-designed, targeted therapeutic schemes. An efficient way is to block the production and the uptake of exosomes. Antibodies aiming to reduce the secretion of tumor exosomes help reduce tumor progression and metastasis. Exosomal miRNAs, as key messengers, were also identified as therapeutic targets to block recruitment, polarization, activation, and release of TAMs and CAFs, which helps abrogate tumor development. Gene therapy via engineering miRNAs may be an effective strategy. Other cargo molecules also play a role and have gained attention due to their potential availability as detected markers and also therapeutic targets. Moreover, single therapy inhibiting CAFs or TAMs only might not be effective. A therapy targeting specific cell–cell crosstalk and reducing the number of CAFs and TAMs might be an effective approach.

However, the field of exosomes still faces a plethora of challenges and deserves further study. First, our understanding of molecular mechanisms underlying EVs biogenesis is still incomplete, which need to be further studied. Further, the biological mechanism which selecting and guiding specific miRNAs into exosomes is still not entirely understood, and more studies are required for exploring both the underlying mechanisms and also how they altered at different circumstances and different stage. Moreover, a standard method to extract and purify exosomes for a clinically relevant application has yet to be established, which limits the potential use of exosomal miRNAs as diagnostic and prognostic markers. Also, the miRNA content of plasma in exosome fractions from patient blood samples was low due to insufficient pathological diagnosis and extraction technology. A quantitative assessment proved that even the most abundant miRNAs were far less than one molecule per exosome on average. Hence, the aim was to isolate pure groups of specific subtypes of exosomes and figure out their further response, so that these diverse subtypes could be selected for clinical use. Further, it is worthwhile establishing a platform that exhibits different types of miRNAs in exosomes and their functions in TME, so that exosomal miRNAs can be detected as biomarkers. Moreover, compared with other nanoparticles, exosomes have many advantages: low immunogenicity and toxicity, excellent biocompatibility, increased stability, and targetability (117). Thus, therapeutics based on exosomes could be an emerging approach. However, further exploration is still needed. Significant progress has been made in describing the role of exosomes in TME, and it might be a promising and exciting platform for tumor therapy.
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Retinoic Acid Inhibits Tumor-Associated Mesenchymal Stromal Cell Transformation in Melanoma
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Bone marrow mesenchymal stem/stromal cells (BMSCs) can be transformed into tumor-associated MSCs (TA-MSCs) within the tumor microenvironment to facilitate tumor progression. However, the underline mechanism and potential therapeutic strategy remain unclear. Here, we explored that interleukin 17 (IL-17) cooperating with IFNγ transforms BMSCs into TA-MSCs, which promotes tumor progression by recruiting macrophages/monocytes and myeloid-derived suppressor cells (MDSCs) in murine melanoma. IL-17 and IFNγ transformed TA-MSCs have high expression levels of myelocyte-recruiting chemokines (CCL2, CCL5, CCL7, and CCL20) mediated by activated NF-κB signaling pathway. Furthermore, retinoic acid inhibits NF-κB signaling, decreases chemokine expression, and suppresses the tumor-promoting function of transformed TA-MSCs by prohibiting the recruitment of macrophages/monocytes and MDSCs in the tumor microenvironment. Overall, our findings demonstrate that IL-17 collaborating with IFNγ to induce TA-MSC transformation, which can be targeted by RA for melanoma treatment.
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INTRODUCTION

Mesenchymal stem/stromal cells (MSCs) self-renew and differentiate into adipocytes, osteoblasts, and chondroblasts in bone marrow (BM) (Friedenstein et al., 1966, 1976, 1987), where BM MSCs (BMSCs) produce multiple growth factors, including SCF, CXCL12, Ang, and Wnt ligands, to support hematopoiesis (Kfoury and Scadden, 2015). Furthermore, MSCs reside in various tissues, such as liver, heart, adipose tissue, and lymph node to support their tissue homeostasis and regeneration (Uccelli et al., 2008). Additionally, tissue-resident MSCs can regulate immune response by producing various immunoregulatory molecules, such as TGF-β, NOS2, PEG2, and PD-L1 (Jiang and Xu, 2020).

MSCs are also involved in tumor progression (Pietras and Ostman, 2010). Tumor-associated MSCs (TA-MSCs) support tumor cell growth and angiogenesis by secreting multiple growth factors, such as BMP and VEGF (Beckermann et al., 2008; McLean et al., 2011). TA-MSCs also suppress immunosurveillance in the tumor microenvironment by inhibiting adaptive and innate immune cells. TA-MSCs suppress T cells by producing immune suppressive factors, such as NOS2, IDO, and PD-L1 (Ren et al., 2008). More importantly, TA-MSCs can recruit macrophages and myeloid-derived suppressor cells (MDSCs) into the tumor microenvironment through CC-chemokine receptor 2 (CCR2) ligands, including CC-chemokine ligand 2 (CCL2), CCL7, and CCL12 (Ren et al., 2012). The recruited macrophages and MDSCs further suppress immune surveillance and promote tumor growth within the tumor microenvironment to promote tumor growth (Qian and Pollard, 2010; Kumar et al., 2016).

TNFα, a proinflammatory cytokine highly expressed in tumor inflammatory environment, can transform BMSCs to TA-MSCs, which produce high-level CCR2 ligands to promote tumor growth by recruiting monocytes/macrophages (Ren et al., 2012). Interleukin 17 (IL-17) is an important pro-inflammatory cytokine secreted by CD4+ Th17 and CD8+ Tc17 cells and highly expressed in tumor microenvironment (Miossec et al., 2009). Deletion of IL-17 reduces MDSCs in tumor microenvironment and inhibits tumor growth (He et al., 2010; Wu et al., 2014). However, whether IL-17 participates in TA-MSC transformation to support tumor growth within tumor microenvironment remains unknown. Retinoic acid (RA), a metabolite of vitamin A (Cunningham and Duester, 2015), can induce differentiation of acute promyelocytic leukemia cells (de Thé, 2018). Studies suggest that RA could inhibit solid tumor growth and regulate the tumor microenvironment (Abu et al., 2005; Bolis et al., 2020; Sun et al., 2020). Here, we found that IL-17 incorporating with IFNγ transforms BMSCs into TA-MSCs to promote tumor growth, which is inhibited by RA treatment in melanoma.



RESULTS


IL-17 and IFNγ Transform BMSCs Into TA-MSCs to Facilitate Melanoma Progress in vivo

To explore the role of IL-17 in transforming BMSCs to TA-MSCs, we investigated the tumor growth co-engrafted with BMSCs and IL-17 transformed MSCs. We subcutaneously inoculated B16F0 melanoma cells with normal BMSCs or BMSCs pretreated with IL-17 and IFNγ, respectively, or jointly into C57BL/6 mice (Figure 1A). The B16F0 melanoma cells with BMSCs, which were pretreated with IL-17 and IFNγ jointly, gave more aggressive tumor growth compared to control B16F0 melanoma cells (5.2-fold increase in tumor weight, and 4-fold increase in tumor size). However, B16F0 melanoma cells with normal BMSCs or BMSCs treated with IL-17 and IFNγ respectively, did not show a significant difference in tumor weight or volume compared to control B16F0 melanoma cells (Figures 1B,C). This indicated that IL-17 incorporated with IFNγ to stimulate the BMSC to TA- MSC transformation, which promoted tumor growth in melanoma. Furthermore, we investigated that whether IL-17 and IFNγ transformed TA-MSCs can recruit monocytes/macrophages and MDSCs. Our FACS assay showed that the myelocytes, including macrophages, monocytes, and neutrophils, were dramatically increased in peripheral blood when melanoma mice were co-inoculated with IL-17 and IFNγ transformed TA-MSCs (1. 5-, 2. 5-, and 1.6-fold increase, respectively) (Figure 1D). However, no significant increase of circulating T cells was observed in mice co- engrafted with pretreated TA-MSCs compared to mice with control melanoma cells (Figure 1E). No significant increase of either myelocytes or T cells was observed in peripheral blood when melanoma mice were co-inoculated with normal BMSCs or BMSCs pretreated with IL-17 or IFNγ individually (Figure 1D). More importantly, the increased macrophages, monocytes, and MDSCs were observed in the tumor microenvironment (2. 5-, 3. 5-, and 1.6-fold increase, respectively) when melanoma mice were co-engrafted with IL-17 and IFNγ transformed TA-MSCs (Figure 1F). However, co-inoculation of normal BMSCs or BMSCs pretreated with IL-17 or IFNγ individually did not increase the numbers of macrophages and monocytes in the tumor microenvironment, and the BMSC induced slight increase of MDSCs was not statistically significant (Figure 1F). Furthermore, tumor-resident T cells were not regulated by control BMSCs or by transformed TA-MSCs (Figure 1G).
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FIGURE 1. IL-17 and IFNγ transform BMSCs into TA-MSCs to facilitate melanoma progress in vivo. (A) Schematic depicting the strategy to investigate the tumor-promotion function of IL-17 and IFNγ transformed BMSCs in murine melanoma. (B,C) Tumor weight (B) and tumor growth curve (C) in melanoma mice inoculated with B16F0 cells alone or with IL-17 and/or IFNγ pre-treated BMSCs (n = 4–5). (D,E) The percentage of circulated macrophages, monocytes, neutrophils (D), and T cells (E) in the peripheral blood. (F,G) The frequency of resident macrophages, monocytes, MDSCs (F), and T cells (G) in the tumor tissues in melanoma mice inoculated with B16F0 cells alone or with IL-17 and/or IFNγ pre-treated BMSCs (n = 4). Data represent mean ± SD of 3 independent experiments. ‡p < 0.05, ‡⁣‡p < 0.01, ‡⁣‡⁣‡p < 0.001, ‡⁣‡⁣‡‡p < 0.0001. ns, not significant.


Overall, our observations showed that IL-17 and IFNγ jointly but not individually transformed normal BMSCs into TA-MSCs, and the IL-17 and IFNγ transformed TA-MSCs can recruit myelocytes into the tumor microenvironment to promote tumor growth.



IL-17 AND IFNγ SYNERGISTICALLY INCREASE IMMUNOREGULATORY GENES IN BMSCs

To investigated the underlining mechanism that IL-17 and IFNγ transform BMSCs to TA-MSCs, we analyzed the expression of immunoregulatory molecules in BMSCs after IL-17 and/or IFNγ stimulation. Transcriptional analysis showed that IL-17 and IFNγ synergistically increased the expression level of immunosuppressors, such as NOS2, PD-L1, CXCL9, and CXCL10 (1, 711-, 280-, 1, 742-, and 2,035-fold increase, respectively) in transformed TA-MSCs compared to control BMSCs. IFNγ individual treatment also significantly increased the expression of immunosuppressors (106-, 62-, 573-, and 218-fold increase, respectively), however, IL-17 treatment did not show a significant effect on these immunosuppressors (Figure 2A). Furthermore, IL-17 and IFNγ synergistically stimulate a dramatic increase of myelocyte recruiting chemokines, including CCL2, CCL5, CCL7, and CCL20 (218-, 8-, 27-, and 13-fold increase, respectively) in transformed TA-MSCs, although a slight increase was observed in BMSCs after IL-17 treatment (6-, 2-, 4-, and 3-fold increase, respectively) (Figure 2B). No significant increase of myelocyte recruiting chemokines was observed in BMSCs after IFNγ treatment (Figure 2B).
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FIGURE 2. IL-17 and IFNγ synergistically increase immunoregulatory genes in BMSCs. (A,B) The relative mRNA expression level of immunoregulatory molecules (NOS2, PD-L1, CXCL9, and CXCL10) (A) and myelocyte-recruiting chemokines (CCL2, CCL5, CCL7, and CCL20) (B) in the BMSCs treated with IL-17 and IFNγ, respectively, or jointly. Data represent mean ± SD of 3 independent experiments. ‡⁣‡⁣‡p < 0.001, ‡⁣‡⁣‡‡p < 0.0001. ns, not significant.


Taken together, these data illustrated that IL-17 and IFNγ synergistically increased the expression of immunosuppressive factors and myelocyte recruiting factors in BMSCs, but IL17 or IFNγ individual treatment had a limited effect on TA-MSC transformation.


RA Inhibits TA-MSC Transformation and Further Suppresses Melanoma Progress in vivo

RA inhibits Th17 differentiation (Mucida et al., 2007; Elias et al., 2008), which suggested that RA might inhibit IL-17 signaling. Therefore, we investigated whether RA regulates IL-17 mediated TA-MSC transformation. We simultaneously supplied RA during IL-17 and IFNγ mediated TA-MSC transformation, and further performed co-engrafted cell-derived xenograft experiments with B16F0 melanoma cells and transformed TA-MSCs or RA treated TA-MSCs (Figure 3A). Intriguingly, RA supplement dramatically inhibited the tumor-promoting capacity of IL-17 and IFNγ transformed TA-MSCs, which had 68% reduction in tumor weight (Figure 3B) and 53% reduction in tumor volume compared to TA-MSCs without RA treatment (Figure 3C). To explore the underline mechanism, we further analyzed the myelocytes in peripheral blood and tumor microenvironment. We surprisingly found that RA remarkably inhibited the myelocyte recruiting function of TA-MSCs, with 64% decrease of macrophages, 53% decrease of monocytes, and 89% decrease of neutrophils in peripheral blood (Figure 3D). More importantly, RA- treated TA-MSCs completely failed to recruit macrophages, monocytes, and MDSCs into the tumor microenvironment (85, 83, and 108% decrease, respectively) (Figure 3F). Consistent with our previous observation, no significant change of circulating T cells (Figure 3E) or tumor-resident T cells (Figure 3G) was observed in mice co-engrafted with TA-MSCs or RA treated TA-MSCs compared to mice with control BMSCs.
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FIGURE 3. RA inhibits TA-MSC transformation and suppresses TA-MSC mediated melanoma progress in vivo. (A) Schematic depicting the strategy to investigate the inhibition role of RA on IL-17 and IFNγ mediated TA-MSC transformation. (B,C) Tumor weight (B) and tumor growth curve (C) of mice inoculated with B16F0 cells, and B16F0 cells with BMSCs with indicated treatment (n = 4–5). (D,E) The percentage of circulated macrophages, monocytes, neutrophils (D), and T cells (E) in the peripheral blood. (F,G) The frequency of macrophages, monocytes, MDSCs (F) and T cells (G) in the tumor microenvironment of mice inoculated with B16F0 cells, and B16F0 cells with BMSCs with indicated treatment at 12 days after tumor cell inoculation (n = 4). Data represent mean ± SD of 3 independent experiments. ‡p < 0.05, ‡⁣‡p < 0.01, ‡⁣‡⁣‡p < 0.001, ‡⁣‡⁣‡‡p < 0.0001. ns, not significant.


Overall, our data demonstrated RA treatment significantly blocked IL-17 and IFNγ mediated TA-MSC transformation in promoting tumor growth in melanoma.



RA Inhibits IL-17-Stimulated Myelocyte-Recruiting Chemokine Expression in BMSCs Through Inhibiting NF-κB Signaling Pathway

To explore the molecular mechanism that RA suppressed IL-17 and IFNγ mediated TA-MSC transformation, we first analyzed the expression of immunoregulatory molecules in IL-17 and IFNγ transformed TA-MSCs. Intriguingly, RA completely blocked the increase of myelocyte recruiting chemokines expression, including CCL2, CCL5, CCL7, and CCL20, in IL-17 and IFNγ transformed TA-MSCs (Figure 4A). We also noticed that IL-17 treatment alone also slightly increased myelocyte recruiting chemokines expression, which was also completely blocked by RA treatment (87, 89, 90, and 83% reduction) (Figure 4B). However, RA did not inhibit the immunosuppressive molecule expression, including NOS2, PD-L1, CXCL9, CXCL10 (Figure 4C). This indicated that RA inhibited TA-MSC transformation mainly by blocking their ability to recruit myelocytes for tumor-promoting.
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FIGURE 4. RA inhibits IL-17-stimulated myelocyte-recruiting chemokine expression in BMSCs through inhibiting NF-κB signaling pathway. (A) The relative mRNA expression level of myelocyte-recruiting chemokines (CCL2, CCL5, CCL7, and CCL20) in the IL-17 and IFNγ pre-treated BMSCs with or without RA treatment as indicated. (B) The relative mRNA expression level of myelocyte-recruiting chemokines in the BMSCs after IL-17 treatment with or without the RA treatment as indicated. (C) The relative mRNA expression level of immunoregulatory molecules (NOS2, PD-L1, CXCL9, and CXCL10) in the IL-17 and IFNγ pre-treated BMSCs with or without RA treatment as indicated. (D) Volcano plots illustrating the biological and statistical significance of genes between BMSCs with and without RA treatment. Upregulated genes are highlighted in red, unchanged genes are highlighted in gray, and downregulated genes are highlighted in blue. (E) Signature enrichment plots from GSEA using NF-κB pathway gene-set in BMSCs treated with and without RA. The enriched p-value is derived from Fisher’s exact test. (F) A heatmap revealed NF-κB-pathway gene expression changes after RA treatment in BMSCs. The rows show Z-scores calculated for each gene. (G,H) Immunoblotting analysis of key NF-κB pathway elements in the BMSCs exposed to IL-17 with or without the RA treatment as indicated. (I) The relative mRNA expression of myelocyte-recruiting chemokines in BMSCs treated by IL-17, RA, and BetA as indicated. (J) The relative mRNA expression of myelocyte-recruiting chemokines in BMSCs treated by IFNγ, IL-17, RA, and BetA as indicated. Data represent mean ± SD of 3 independent experiments. * or ‡p < 0.05, ** or ‡⁣‡p < 0.01, ‡⁣‡⁣‡p < 0.001, ‡⁣‡⁣‡‡p < 0.0001. ns, not significant.


To understand the molecular mechanism that RA inhibits IL-17 signaling to suppress myelocyte recruiting chemokine expression, we performed transcription analysis for BMSCs under RA treatment. Our RNA sequencing (RNA-seq) analysis successfully detected 14,423 genes, in which 1,474 genes were upregulated and 1,393 genes were downregulated in BMSCs after RA treatment (Figure 4D). We noticed that NF-κB pathway, which stimulates CCL2 release in TA-MSCs (Katanov et al., 2015), was inhibited in BMSCs upon RA treatment (Figure 4E). Strikingly, major NF-κB pathway elements were downregulated in BMSCs after RA treatment (Figure 4F). Furthermore, RA treatment significantly inhibited IL-17 stimulated phosphorylation of RalA-p65 and IκBα, two key molecules in NF-κB pathway, in BMSCs (Figures 4G,H). This indicated that RA might inhibit NF-κB pathway to suppress the expression of myelocyte recruiting chemokines in IL-17 transformed TA-MSCs. To confirm this, we employed NF-κB specific activator, betulinic acid (BetA) (Kasperczyk et al., 2005), to rescue the suppressed NF-κB signaling in IL-17 transformed TA-MSCs upon RA treatment. Notably, BetA treatment completely rescued the expression of CCL2, CCL5, CCL7, and CCL20 in IL-17 transformed TA-MSCs under RA treatment (Figure 4I). The rescue effect was also observed in IL-17 and IFNγ transformed TA-MSCs (Figure 4J).

Taken together, our data showed that IL-17 activates NF-κB pathway to upregulate myelocyte recruiting chemokines in TA-MSCs, and the TA-MSC transformation was significantly blocked by RA treatment due to inhibition of NF-κB signaling pathway.



RA Inhibits TNFα Mediated Chemokine Expression in TA-MSCs by Blocking NF-κB Signaling Pathway

TNFα transforms TA-MSCs through upregulating myelocyte recruiting chemokines (Ren et al., 2012), therefore, we asked whether RA inhibits TNFα mediated TA-MSC transformation. Interestingly, RA treatment significantly blocked the upregulation of CCL2, CCL5, CCL7, and CCL20 in TNFα treated BMSCs (61, 85, 52, and 58% decrease, respectively) (Figure 5A). Consistently, the RA mediated myelocyte recruiting chemokine expression inhibition was also observed in TNFα and IFNγ treated BMSCs (65, 77, 79, and 76%, decrease, respectively) (Figure 5B). However, we did not observe that RA significantly inhibited immunoregulatory molecules, including NOS2, PD-L1, CXCL9, and CXCL10, which were stimulated by TNFα and IFNγ in BMSCs (Figure 5C). This is consistent with the previous report that TNFα educated TA-MSCs to recruit macrophages to promote tumor growth (Ren et al., 2012).
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FIGURE 5. RA inhibits TNFα mediated chemokine expression in TA-MSCs by blocking NF-κB signaling pathway. (A) The mRNA expression of myelocyte-recruiting chemokines (CCL2, CCL5, CCL7, and CCL20) in BMSCs treated with TNFα and RA as indicated. (B,C) The relative mRNA expression of myelocyte-recruiting chemokines (B) and immunoregulatory molecules (NOS2, PD-L1, CXCL9, and CXCL10) (C) in the TNFα and IFNγ treated BMSCs with or without the RA treatment as indicated. (D,E) Immunoblotting analysis of NF-κB RelA p65, IκBa, and pIκBa (Ser32) in the BMSCs exposed to TNFα and RA as indicated. (F) The relative mRNA expression of myelocyte-recruiting chemokines in BMSCs treated by TNFα and RA with or without the BetA as indicated. (G) The relative mRNA expression of myelocyte-recruiting chemokines in BMSCs treated by IFNγ, TNFα, RA, and BetA as indicated. Data represent mean ± SD of 3 independent experiments. ∗p < 0.05, ∗∗ or ‡⁣‡p < 0.01, ∗∗∗ or ‡⁣‡⁣‡p < 0.001, ‡⁣‡⁣‡‡p < 0.0001. ns, not significant.


As NF-κB pathway is critical to CCL family regulation in IL-17 transformed TA-MSCs, we next investigated the role of NF-κB pathway in TNFα mediated TA-MSC transformation. Consistently, we observed that TNFα treatment activated NF-κB pathway in BMSCs, which was evidenced by the activation of NK-κB pP65 and pIκBα, which was coupled with the reduction of IκBα, at 7.5–15 min after TNFα treatment. Notably, RA treatment remarkably attenuated the activation of NFκB pathway in BMSCs under TNFα treatment (Figures 5D,E). More importantly, NF-κB activator, BetA, completely rescued the decrease of CCL2, CCL5, CCL7, and CCL20 under RA treatment in TNFα educated BMSCs (Figure 5F) and BMSCs treated with TNFα and IFNγ simultaneously (Figure 5G).

Taken together, these data demonstrated that RA inhibited NF-κB pathway to suppress the expression of myelocyte chemokines in TNFα educated TA-MSCs.



DISCUSSION

BMSCs can be transformed into TA-MSCs, which is featured by producing high-level CCR2 ligands to recruit monocytes/macrophages and MDSCs in promoting tumor growth (Ren et al., 2012; Wang Y. et al., 2014; Lin et al., 2016). Tumor proinflammatory cytokine, TNFα, efficiently transforms BMSCs into TA-MSCs and promotes tumor growth in lymphoma, melanoma, and breast carcinoma (Ren et al., 2012; Katanov et al., 2015). IL-17 is involved in inflammatory process and enhances the expression of an immunosuppressive molecule, NOS2, in murine hepatitis (Oukka, 2008; Han et al., 2014). However, unlike innate immune cell generated TNFα, IL-17 is derived from T cells (Oukka, 2008). IL-17 has both pro-tumor and anti-tumor effects. IL-17 inhibits tumor progression and metastasis in melanoma and colon cancer by promoting the function of T cells and NK cells (Kryczek et al., 2009; Martin-Orozco et al., 2009). However, growing evidences show that IL-17 promotes tumor growth in various solid tumors, including melanoma, breast cancer, colon cancer, and hepatocellular carcinoma (Wang et al., 2009; Grivennikov et al., 2012; Coffelt et al., 2015; Gomes et al., 2016). Genetic evidence shows that IL-17 can directly promote proliferation of transformed colonic epithelial cells tumor through its type A receptor (IL-17RA) (Wang K. et al., 2014). Here, we found that IL-17 cooperating with IFNγ to transform TA-MSCs in supporting tumor growth in melanoma. These suggested that blocking IL-17 signaling may inhibit melanoma cells through multiple mechanisms. Out work also suggested that adaptive immune cells can modulate the protumorigenic function of TA-MSCs, which recruits macrophages to support tumor growth (Ren et al., 2012). Intriguingly, we observed that IL-17 treatment alone cannot efficiently transform BMSCs to TA-MSCs, due to the less myelocyte recruiting chemokine expression, and limited ability to recruit macrophages and MDSCs. However, IFNγ remarkably strengthened the myelocyte recruiting chemokines upregulation ability of IL-17, therefore IFNγ and IL-17 synergistically promoted BMSC to TA-MSC transformation. Moreover, TNFα induces cell necroptosis and apoptosis (Locksley et al., 2001; Kalliolias and Ivashkiv, 2016), therefore TNFα transformed TA-MSCs may have limited ability to promote tumor growth. However, IL-17 promotes cell proliferation (Wu et al., 2014), presumably, IL-17 transformed TA-MSCs may have greater efficiency to promote tumor growth. Accordingly, high IL-17 level is observed in colon cancer, skin cancer, and lung cancer patients with poor clinical outcome (Marshall et al., 2016; Razi et al., 2019; Bellone et al., 2020). Recent work showed that IL-17 also regulates the protumorigenic function of cancer-associated fibroblasts (CAFs) (Mucciolo et al., 2021), which are also transformed from normal BMSCs (Quante et al., 2011). Therefore, further studies are warranted to determine the discrepancy between TA-MSCs and CAF in regulating melanoma.

ATRA has revolutionized the treatment of acute promyelocytic leukemia (de Thé, 2018). However, the application of ATRA in solid tumors remains to be explored. RA can inhibit tumor cell proliferation in melanoma (Edward and MacKie, 1989; Zhang and Rosdahl, 2005; Li and Han, 2020) and promote immune surveillance in breast cancer, colorectal cancer, and melanoma by influencing the metabolism of MDSCs, upregulating genes related to immune response, and supporting the survival of tumor-specific CD8+ T cells (Guo et al., 2012; Paroni et al., 2020; Sun et al., 2020). Conversely, RA treatment was also reported to benefits tumor progression in sarcoma and chronic lymphocytic leukemia (CLL) by promoting the pro-tumoral differentiation of intertumoral monocytes in sarcoma and increasing CD38 expression in CLL cells (Chen et al., 2018; Devalaraja et al., 2020). Our study showed that RA treatment almost completely inhibited the increase of myelocyte recruiting ability of IL-17 and IFNγ transformed TA-MSCs, although it barely influenced the expression of the immunosuppressive molecules induced by IFNγ. RA treatment successfully inhibited the BMSC to TA-MSC transformation and significantly inhibited tumor growth in melanoma, which opens an avenue for tumor microenvironment targeting therapy.

Both IL-17 and TNFα can activate NF-κB signaling pathway (Sugita et al., 2002; Taniguchi and Karin, 2018) and we confirmed that NF-κB signaling pathway was activated in BMSCs under IL-17 or TNFα treatment. Moreover, NF-κB pathway activation is proved to be important for the paracrine function of tumor-derived-MSCs and cancer-associated fibroblasts in lung cancer and breast cancer in secreting CCL2, IL-6, and IL-8 in the tumor microenvironment (Katanov et al., 2015; Li et al., 2016; Bai et al., 2017; Su et al., 2018). RA is shown to inhibit NF-κB pathway in LPS-stimulated monocytes and renal cells through RARα-STAT1-dependent or TLR4-dependent mechanisms (Austenaa et al., 2009; Sierra-Mondragon et al., 2018). Our finding showed that RA inhibited NF-κB pathway in IL-17- or TNFα-treated BMSCs, which indicates that RA inhibits proinflammatory-factor-mediated BMSC to TA-MSC transformation by inhibiting NF-κB pathway. Indeed, NF-κB pathway activator completely recovered the TA-MSC transformation, which was inhibited by RA treatment in TNFα or IL-17 transformed TA-MSCs. NF-κB promotes tumor growth (Barcellos-de-Souza et al., 2016; Yu et al., 2017). Consistently, our work showed that NF-κB stimulated the tumor supporting function of TA-MSCs. Although IL-17 is considered as a modest activator of NF-κB pathway (Shen and Gaffen, 2008), evidence suggest that IL-17 activates NF-κB through multiple avenues, such as mitogen-activated protein kinase (MAPK) pathway and transforming growth factor β-activated kinase (TAK)1 (Amatya et al., 2017).

Collectively, our study identified IL-17 can educate healthy BMSCs into TA-MSCs, and uncovered a new therapeutic approach to target TA-MSCs by RA. This finding may extend the mechanism and application of RA in tumor therapy.



MATERIALS AND METHODS


Reagents and Mice

Murine IFNγ (315-05-100), IL-17A (210-17) were purchased from PEPROTECH. Murine TNFα (410-MT) was purchased from R&D Systems. Retinoic acid (PHR1187) was purchased from Sigma-Aldrich. Betulinic acid (BetA, HY-10529) was purchased from MedChemExpress. Monoclonal antibodies to CD11b (M1/70), F4/80 (BM8), and Ly6G (17-5931-82) were purchased from eBioscience and Gr-1 (RB6-8C5) was purchased from BioLegend. Primary antibodies for western blotting against P65 (rabbit, 1:1,000, 8,242), pP65 (Ser536) (rabbit, 1:1,000, 3,033), IκBα (rabbit, 1:1,000, 4,812), pIκBα (Ser32) (rabbit, 1:1,000, 2,859), β-actin (rabbit, 1:1,000, 4,970) were purchased from Cell Signaling Technology.

C57BL/6 mice were bred under specific pathogen-free conditions in the animal facility of Sun Yat-sen university. All animal protocols were approved by our Institutional Animal Care and Use Committee.



Cell Culture

BMSCs were isolated from the tibia and femur bone marrow of C57BL/6 mice following the protocol described in the previous reference (Ren et al., 2012). Cells were maintained in DMEM low-glucose medium (10-014-CVR, CORNING) supplemented with 20% fetal bovine serum (12483020, Gibco), 2% penicillin-streptomycin (SV30010, Invitrogen) and 10 μM ROCK inhibitor (S1049, Selleck) in the adhesive petri dishes. All non-adherent cells were removed after 24 h, and adherent cells were maintained. To obtain MSC clones, cells maintained in 10 cm dishes at 80–90% density were harvested and seeded into 6-well plates at a density of 5 × 105 cells/well. Cells were used before the 3rd passage. B16F0 cells were maintained in DMEM high-glucose medium (10-013-CVR, CORNING) supplemented with 10% FBS and 1% penicillin-streptomycin.



RNA Isolation and Gene Expression Assay

Before RNA isolation, BMSCs were incubated with or without cytokines of (50 ng ml–1 IL-17, 10 ng ml–1 IFNγ, and 10 ng ml–1 TNFα) or drugs (100 nM RA and 10 μg ml–1 BetA), respectively, or jointly for 6 h (Han et al., 2014; Song et al., 2015). Total mRNA was isolated with MagZolTM Reagent (R4801-03, Magen) according to the manufacturer’s instruction. mRNA purity and quantity were determined with NanoDrop (Thermo Scientific) before qPCR and RNA-seq analysis. For Real-Time qPCR, cDNA was synthesized from mRNA by using the TransScript All-in-One First-Strand cDNA Synthesis SuperMix for qPCR (One-Step gDNA Removal) Kit (AT341, Transgen). Quantitative Real-Time PCR was performed on Bio-Rad CFX96 TouchTM Real-Time PCR Detection system with SYBR Green I Master Mix reagent (11203ES03, YEASEN). Sequences of forward and reverse primer pairs are as follows:
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Tumor Transplantation

1 × 105 BMSCs which were pre-treated with or without 50 ng ml–1 IL-17, 10 ng ml–1 IFNγ, and 100 nM RA, respectively, or jointly for 12 h before subcutaneously injection with 2.5 × 105 B16F0 into recipient C57BL/6 mice. Tumor size and weight were measured at various time points. Peripheral blood was collected on the 6th and 12th day and resultant tumors were harvested on the 12th day after tumor cell inoculation for further analysis.



Flow Cytometry

For cell population analysis, cells isolated from peripheral blood and tumors were suspended in staining buffer (PBS, 2% FBS) at a concentration of 2 × 106 cells ml–1 and 100 ml of suspension was incubated with fluorescently labeled antibodies for 1 h on ice. Macrophages were gated as CD11b+ F4/80+. Neutrophils were gated as CD11b+ Ly6G+. Monocytes were gated as CD11b+Gr-1+ Ly6G–. MDSCs were gated as CD11b+Gr-1+. Analyses were performed using a flow cytometer (Attune NxT; Thermo Fisher). The immune cell frequency was calculated as the frequency of each immune cell population in total nucleated cells in peripheral blood or total resident nucleated blood cells from tumor site.



Western Blotting

For immunoblotting analysis, BMSCs incubated with 50 ng ml–1 IL-17 for 15, 30, and 60 min or 10 ng ml–1 TNFα for 7.5, 15, 30 min were pre-challenged by 100 nM RA for 6 h. Cells were washed with ice-cold PBS, harvested and lysed for 15 min by lysis buffer containing 0.5% TritonX-100 (T9284, Sigma), 20 mM Hepes pH7.4 (H-4034, Sigma), 150 mM NaCl (A100241, Sangon Biotech), 12.5 mM β-glycerophosphate (A500486, Sangon Biotech), 1.5 mM MgCl2 (M4880, Sigma), 2 mM EGTA (A600077, Sangon Biotech), and a cocktail of protease inhibitors, Na3VO4 (A600869, Sangon Biotech), NaF (A500850, Sangon Biotech), and PMSF (A610425, Sangon Biotech). Equal amounts of protein extracts were resolved in 10% SDS-PAGE and transferred to PVDF membranes (IPVH00010, Merck Millipore). The membranes were blocked with 5% non-fat milk in Tris-buffered saline with Tween-20 (TBST, pH 7.6) for 1 h at room temperature before incubated overnight with the primary antibodies (p65 1:1,000, pp65 (Ser536) 1:1,000, IκBα 1:1,000, pIκBα (Ser32) 1:1,000, β-actin 1:1,000) at 4°C and then incubated with the secondary antibodies (rabbit, 1:10,000, W401B, Promega) for 1 h at room temperature. Finally, the blots were detected by enhanced chemiluminescent reagents (Millipore).



Gene Set Enrichment Analysis (GSEA)

RNA of control MSC and RA pretreated MSCs (100 nM RA for 24 h) were used for RNAseq analysis. Raw data.QZ files were imported into GSEA 3.0 software where background correction and normalization were performed with standard default settings. The.QZ files were combined into one.gct file in GenePattern, then imported into GSEA along with a matching phenotype label file (.cls). GSEA analysis was run with the following parameters: number of permutations = 1,000, collapse dataset to gene symbols = false, permutation type = gene_set, plot graphs for the top sets of each phenotype = 150 (default = 20), gene sets database = h.all.v6.0 symbols.gmt (all hallmarks, version 6), with a phenotype comparison of RA pre-treatment vs. control BMSCs. Leading edge analysis was completed on the Hallmark GSEA output with NF-κB signaling hallmark gene set.



Statistical Analysis

The statistical analysis was performed using GraphPad Prism 8.0 software. Two-tailed Student’s t tests were used for the comparison between two groups (*p < 0.05, **p < 0.01, and ***p < 0.001) and the one-way ANOVAs with Tukey’s multiple comparison tests were used for the comparison between more than two groups (‡p < 0.05, ‡‡p < 0.01, ‡⁣‡‡p < 0.001, and ‡⁣‡⁣‡‡p < 0.0001). The two-way ANOVAs with Tukey’s multiple comparison tests were used for comparison between more than two groups at various time points (‡p < 0.05, ‡‡p < 0.01, ‡⁣‡‡p < 0.001, and ‡⁣‡⁣‡‡p < 0.0001). All data are expressed as mean ± SD.
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Esophageal cancer (EC) is among the most malignant cancers globally due to its aggressiveness and poor survival. To set off from the inflammatory tumor immune microenvironment, we analyzed tumor tissues of EC patients with or without lymphatic metastasis to explore the importance of cancer cell derived neurotransmitters. Results have emphasized that the accumulation of dopamine but not other neurotransmitters could be observed in EC tumor tissue of patients, especially those who are bearing lymphatic metastasis. Transcriptional analysis of mentioned tissues was also performed to filter out key enzymes involved in dopamine pathway including tyrosine hydroxylase (TH), DOPA decarboxylase (DCC), monoamine oxidase (MAO), etc. Further analysis on tumor tissues of patients indicated that dopamine receptor D5 was aberrantly upregulated and co-located with TH. Both in vitro and in vivo tests have demonstrated that dopamine could stimulate the proliferation and outgrowth of EC tumor cells via the DRD5 mediated pathway. The exploration of mechanism has unveiled that activation of the dopamine pathway significantly enhanced the uptake of glucose and production of lactate of EC tumor cells. It can also facilitate the extracellular acid rate (ECAR), dedicating that DRD5-mediated activated dopamine pathway could effectively form and trigger Warburg effect, which is modulated by the cross-talk of mTOR and AKT pathway. Our results would unveil the relationship between cancer derived neurotransmitters and inflammatory tumor immune microenvironment, thus provide potential therapeutic targets and novel clinical strategy towards metastatic EC.
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Introduction

Esophageal cancer is one of the most fatal diseases and leads to poor prognosis worldwide because of its aggressive clinical course, whose mechanism remains largely unknown (1, 2). According to the “seed and soil” theory, the tumor microenvironment (TME) has been demonstrated to play vital roles in tumor generation (3). Numerous elements will be involved in TME, including tumor associated macrophages (TAMs), cancer associated fibroblasts (CAFs), T cells, and many extracellular matrix (ECM) molecules such as neurotransmitters (4–6). Extensive lines of evidence have pointed out that tumor derived neurotransmitters were vital in tumor growth and metastasis, especially in TME formation and alteration (7, 8). For example, serotonin was reported to promote the proliferation and metabolism of pancreatic ductal adenocarcinoma (PDAC), and acetylcholine (Ach) was also considered to be critical in several kinds of cancers (7, 9). The effects they exerted on tumor or normal cells were totally different from the original ones. While little work has been done to recognize the roles of tumor derived neurotransmitters played in EC inflammatory tumor immune microenvironment, we set off to figure out the mechanism.

Dopamine is well known for its important functions in the nervous system. The key enzyme TH is used to transfer tyrosine to L-dopa, followed by catalysis of DCC to generate dopamine. The degeneration of dopamine required several kinds of enzymes including MAOA, MAOB, and catechol-O-methyltransferase (COMT). The synthesis and degeneration of dopamine are kept balance in normal conditions due to the modulation of expressions of these enzymes.

Here we set off from investigating the tumor derived neurotransmitter levels in tumor tissues of EC. We performed transcriptional analysis on 15 cases of clinical samples including normal tissue, tumor of EC patients without metastasis, and tumor of EC patients with lymphatic metastasis. We have found that TH, the synthetase of dopamine, was overexpressed in tumor tissues, especially those with lymphatic metastasis. Meanwhile, MAOA and MAOB were observed downregulated in these tissues. These discoveries have indicated that the source of dopamine is enriched, while the outlet is abolished. We also found that dopamine was accumulated in the tumor tissue together with one of its receptor DRD5. Both in vitro and in vivo studies have elucidated that the activation of the dopamine pathway significantly facilitated the proliferation and metastatic ability of EC cells. Moreover, mechanism exploration has demonstrated that this pathway could enhance the Warburg effect for achieving the promotion of cell proliferation and survival. Our study would provide a potential clinical target for EC therapy.



Materials and Methods


Clinical Samples

Samples from EC patients mentioned in this study mainly constituted two cohorts for the experimental design. All samples or specimens were from Renji Hospital, Shanghai Jiaotong University School of Medicine. Collections and experimental performance of the process of study were fully approved by the local ethics committee in Renji Hospital. All patients were fully recognized with the consents and were informed.

Cohort I containing 10 EC tissues (5 MT and 5 T) and five adjacent normal tissues (5 N) from patients were used to perform transcriptional analysis (Information in details could be gained in Supplemental Materials “Transcriptional Analysis Information”).

Cohort II was a group of fresh tissue specimens, consisting of EC primary tumor with or without lymphatic metastasis and adjacent normal tissue. All these patients were well and carefully diagnosed by both clinical surgeons and professional pathologists.

For GSEA, we utilized 4 GB (64 bit) GSEA v4.01 Java Web Start (all platforms). The referred gene set database involved in our study was ftp.broadinstitute.org://pub/gsea/gene_sets/c2.cp.kegg.v7.0.symbols.gmt; permutations number is 1,000; Collapse dataset to gene symbols is “true” and permutation type is “gene_set”.



Neurotransmitter Concentration Measurement

Dopamine ELISA kit (Cat.: LS-F39204) was purchased from Lifespan Biosciences (Seattle, WA, USA); Serotonin ELISA kit was purchased from Elabscience (Wuhan, China); Choline/Acetylcholine assay kit (ab65345) was purchased from Abcam; Epinephrine ELISA kit (RE59251) and Noradrenalin ELISA kit (RE59261) were purchased from IBL international.

For neurotransmitter concentration measurement, all tissues were washed with the icy PBS for removal of blood and other components. Then they were centrifuged at 13,500 × g for 25 min at 4°C after homogenization. The supernatants of these treated samples were thus carefully removed and transferred for further measurement of neurotransmitters. All measurements were performed following the manufacturer’s instructions.



Cell Culture and Reagents

Human EC cell lines HEEC, ECA109, EC9706, KYSE30, TE-1, and KYSE140 were preserved at Renji Hospital, Shanghai Jiao Tong University School of Medicine. These cell lines were cultured using DMEM or RPMI1640 medium of 10% fetal bovine serum (FBS). Antibiotic mixture at 1% was used. The culturing of these cell lines was maintained at 37°C with 5% CO2. The culturing of cell lines was in biohazard safety equipment and under professional instructions.



Short-Hairpin and Construction Lentivirus Transduction

In this research, lentivirus carrying short-hairpin RNA targeting TH (5′-GCAGAGGCCATCATGGTAAGA-3′), DRD5 (5′ -GCAGTTCGCTCTATACCAGCA-3′), or Negative control (CON) were all purchased from Genechem Co., Ltd (Shanghai). In overexpression progress, TH (NM_199292.3) or DRD5 (NM_000798.5) was performed. The Pglv2 vector was used. Then pPACK package system containing pPACK-GAG, pPAKC-REV, and pPAKC-VSV-G was performed for transfection on 293-T cell lines. Lentivirus carrying specific short-hairpin RNA or genes was then used for cell transfection in the presence of 1× HitranasG transfection reagent (Genechem Co., Ltd). Virally infected cells were thus incubated with 8 μg/ml puromycin (A1113802, Gibco, USA) for selection before the in vitro and in vivo tests.



Animal Experiments

In this study, 6–8 week-old male C57BL/6J mice and BALB/C nude mice were all treated with humane care. These mice were fed in accordance with the Guide for the Care and Use of Laboratory Animals prepared by the National Academy of Sciences and published by the National Institutes of Health. All modeling procedures and experimental operations mentioned in this study were approved by the Research Ethics Committee of East China Normal University.

For in vivo imaging, 150 mg D-luciferin (Promega) was diluted with 120 μl PBS before intraperitoneal injection of footpad injection in the mouse model. Anesthetization of modeled mice with lymphatic metastasis was achieved by 2.5% vaporized inhaled isoflurane 2 min after injection.

Then mice were placed into In Vivo Imaging System (IVIS) Spectrum (Caliper Life Sciences, Waltham, MA). We then detected signals of firefly bioluminescence for tumor metastasis evaluation before auto-quantification.

For subcutaneous xenograft models, KYSE140CTRL and KYSE140shDRD5 suspended in DMEM at a concentration of 2 × 107 cells/ml were injected; the injecting volume was 200 μl, respectively. Subcutaneous injections of the dual lower limbs of BALB/C nude mice were performed with our prepared cell suspension for implantation of tumor burden. Tumor diameters were monitored with calipers every 4 days until the sacrifice of mice. Tumor volumes were calculated as volume = 0.5 × length × width2.



Western Blotting

For cell lysate preparation, IP-lysate buffer (P0013, Beyotime, China) was used. The inhibition of protein degeneration and dephosphorylation was blocked via using protease and phosphatase inhibitor (HY-K0010 and HY-K0023, MCE, China). Centrifugation of lysates for 12 min at 4°C was then performed. Concentrations of contained total proteins in harvested supernatant were then quantified and standardized by BCA Protein Assay Kit (Pierce Biotechnology, USA). Samples at 25 μg/lane were added into the gel of WB and run on 10% SDS-PAGE gel before transferring them to nitrocellulose membranes. For normal proteins, skimmed milk powder (Invitrogen) diluted into TBST (containing 1‰ Tween 20) at a concentration of 5% and for phosphorylated proteins BSA at a concentration of 5% were performed. Primary antibodies were then performed for incubation at 4°C overnight. Horseradish peroxidase (HRP)-conjugated secondary antibody at a dilution ratio of 1:10,000 was performed for probing the proteins on membranes.

Antibodies involved were as follows: HIF-1α (D1S7W) Rabbit mAb (#36169), c-Myc (D84C12) Rabbit mAb (#5605), Phospho-Akt (Thr308) (244F9) Rabbit mAb (#4056), Phospho-Akt (Ser473) (587F11) Mouse mAb (#4051), Akt (pan) (11E7) Rabbit mAb (#4685), p70 S6 Kinase (49D7) Rabbit mAb (#2708), Phospho-p70 S6 Kinase (Thr421/Ser424) Antibody (#9204), Phospho-p44/42 MAPK (Erk1/2) (Thr202/Tyr204) (D13.14.4E) Rabbit mAb (HRP Conjugate) (#8544), p44/42 MAPK (Erk1/2) (137F5) Rabbit mAb (#4695), Rb (4H1) Mouse mAb (#9309), Phospho-Rb (Ser807/811) (D20B12) XP® Rabbit mAb (#8516), PRAS40 Antibody (#2610), Phospho-PRAS40 (Thr246) (D4D2)Rabbit mAb (#13175), p-mTOR (#2971), and mTOR (#2983) and were purchased from Cell Signaling Technology (USA).



Cell Apoptosis Assay

Cell apoptosis was measured by Caspase-3/7 Activity Kit (G7790, Promega): all the cell lines involved in this assay were seeded on 96-well plates at a concentration of 5,000/well. These cells were serum starved for 48 h with or without dopamine treatment before apoptosis examination. The following procedures were strictly performed following the manufacturer’s instructions.



Immunohistochemistry and Immunofluorescence Staining

Firstly, deparaffinization and rehydration of sections were performed via xylene and alcohol treatment. The concentrations of xylene were 100% (20 min)–100% (20 min)–95% (15 min)–85 (15 min)–75% (15 min). Citrate buffer at a temperature of 95°C for 1 min was used for antigen retrieval. After cooling down at room temperature, all tissues on the slides were exposed to 0.3% hydrogen peroxide in methanol to inactivate endogenous peroxidases followed by blockage of BSA at a concentration of 10%. Primary antibody incubation was performed overnight at 4°C (1:200–300).

For IHC-P staining, HRP-conjugated secondary antibody was then used for incubation at room temperature for 2 h. DAB (8059, Cell Signaling Technology, USA) was performed for staining. Counterstaining of hematoxylin for 5 s was then performed.

For IF staining, Triton X-100 (P0096, Beyotime, China) was used on tissue carried slides for 2 min after deparaffinization and rehydration to achieve permeabilization. BSA blocking was then performed.

Primary antibodies were utilized for incubation overnight at 4°C followed by secondary antibody for 2 h at 4°C. The protocols were similar with those in IHC-P staining, from the step of protein marking.

Antibodies involved were as follows:

Anti-Dopamine D1 Receptor antibody (ab81296), Anti-Dopamine D2 Receptor antibody (ab32620), Anti-Dopamine D3 Receptor antibody (ab155098), Anti-Dopamine D4 Receptor antibody (ab135978), Anti-Dopamine D5 Receptor antibody (ab30743), and Anti-Tyrosine Hydroxylase antibody EP1532Y (ab137869) and were purchased from Abcam (USA).



ECAR Measurement

Diluted tumor cells at 2.5 × 104 per well in a XF-96-well plate to attach overnight before starvation treatment for over 24 h. Unbuffered media were then used for incubation. Sequential administration of the following reagents was performed: 10 mM glucose, 1 mM oligomycin (Sigma-Aldrich), and 80 mM 2-deoxyglucose (2-DG, Sigma-Aldrich, D8375). Seahorse XF96 Flux Analyser (Seahorse Bioscience) was used to measure in vitro metabolic alterations. See also our previous study (10, 11).



Glucose and Lactate Measurement

Tumor cells were planted in six-well pates for measurement after 24 h starvation. Then the supernatants of these cells were collected for further examination. For glucose uptake measurement, glucose assay kit (Sigma-Aldrich) was utilized; for lactate production, Lactate Assay Kit (BioVision) was used. In some experiments, cells were treated with or without Rapamycin (50 nM, Cell Signaling Technology, #9904) before 24 h starvation.

All examinations were performed following the manufacturer’s instructions. See also our previous study (10).



Quantitative Real-Time PCR

Trizol reagent was used for extraction of total RNA tissues and cells followed by reverse transcription to harvest the cDNA. Real-time PCR on 7500 Real-time PCR system (Applied Biosystems, USA) using the mentioned cDNA was then performed. The primers used in this paper were as follows (Table 1).


Table 1 | Primers of real-time PCR invovled in this study.





Statistical Analysis

IBM SPSS statistics 19.0 and Graph Pad 7.0 were performed for analysis in this study.




Results


Dopamine Is Accumulated at Tumor Tissues of Metastatic EC

To set off, we first collected 30 cases clinical samples from patients bearing EC: adjacent normal esophagus tissue (N), esophagus tumor tissue without metastasis (T), and esophagus tumor tissue with detected lymphatic metastasis (MT). The results have confirmed previous study that cancer derived neurotransmitters could be detected accumulated in tumor tissues. All of E, NE, and dopamine were upregulated in the tumor compared with the normal tissue, while the concentration of dopamine was significantly higher in MT than that in T, indicating that dopamine might play vital roles in inflammatory tumor immune microenvironment (Figures 1A–D). The production and metabolism of dopamine involved several key enzymes including the synthetase TH and DDC and its degrading enzymes MAO and COMT (Figure 1E). We next performed transcriptional analysis on 15 case clinical samples (five cases N, five cases T, and five cases MT) to evaluate the expressions of these enzymes in EC. The results have demonstrated that the degrading enzymes of dopamine were significantly downregulated in EC tumor, while TH presented significantly higher expression in tumor tissues (Figure 1F). Interestingly, the overexpression of TH was higher in MT than that in T, in accordance with the trend of dopamine (Figure 1G). Taken together, these phenomena have indicated that the source of dopamine was increased, while the outlet was limited. We then investigated the expression of TH in PET-CT of patients bearing EC with lymphatic metastasis and found that EC with higher TH expression is more prone to generate metastasis (Figure 1H). Further results of real-time PCR on clinical samples also consolidated our hypothesis (Figure 1I). We next examined the relationship of TH or DCC expression and dopamine concentration in EC and gained that TH and dopamine concentration displayed significant relationship in both T and MT groups (Figure 1J). In conclusion, these data have illustrated that dopamine was upregulated in EC and played important roles in lymphatic metastasis.




Figure 1 | Dopamine is upregulated in EC tissues. (A–D) Levels of neurotransmitters including acetylcholine (A), epinephrine (B), norepinephrine (C) and dopamine (D) were detected by kit in normal esophagus tissue (N), esophageal tumor tissue without lymphatic metastasis (T) or esophageal tumor tissue with lymphatic metastasis (MT) (n = 10 patients per group, three repeats for each sample, mean ± s.e.m.; two-tailed unpaired t-test), ***, P < 0.001, ns. no significant difference. (E) Brief graph displaying the procedure of dopamine metabolism. (F, G) Heat map based on RNA-seq showing the relative expressions of key enzymes in dopamine metabolism progress in N vs T (F) or T vs MT (G) (n = 5 patients per group). (H) PET–CT on patients bearing EC showing the relationship of SUV values and TH expression levels (n = 5 patients per group). ***P < 0.001. Arrows: Primary EC, red; lymphatic metastasis, yellow. (I) Expressions of TH and DCC were detected by real-time PCR in N, T or MT respectively (n = 12 patients per group, three repeats for each sample, mean ± s.e.m.; two-tailed unpaired t-test). *P < 0.05, ***P < 0.001, ns. no significant difference. (J) Shown is the relationship between TH or DCC expressions and dopamine levels in T or MT.





DRD5 Is Overexpressed in EC

To further explore how dopamine affects EC progress, we next evaluated the DRD family, which is known to be the most important dopamine receptor. The results elucidated that DRD2 and DRD5 but not other family members, were critical in EC (Figures 2A, B and Supplemental Figure 1A). Further IHC-P staining has discovered the co-expression of DRD5 but not DRD2 with TH in EC tumor samples (Figure 2C). To consolidate, we analyzed the results of IHC-P through scoring and calculated the relationship of DRD2 or DRD5 and TH, which illustrated that DRD5 was co-expressed with TH (Figures 2D, E). We also performed IF to observe the colocation of DRD2 or DRD5 and TH; the results further displayed that DRD5 was vital in the dopamine pathway in EC (Figures 2F, G). Taken together, these results have shown that DRD5 was aberrantly upregulated in EC tumor cells, which might be responsible for EC growth.




Figure 2 | DRD5 is detected to be co-upregulated with TH in EC. (A) Expression levels of DRD family (DRD1–DRD5) in normal tissues and tumor tissues were examined by real-time PCR (n = 10 patients per group, three repeats per group, mean ± s.e.m.; two-tailed unpaired t-test). **P < 0.01, ***P < 0.001, ns. no significant difference. (B) IHC-P staining showing DRD2 and DRD5 expressions in EC tumor tissues (n = 30 patients per group, three fields assessed per sample.) Scale bars, 100 μm. (C) IHC-P staining of TH on DRD2 or DRD5 positive tumors were performed showing the expression and distribution (n = 30 patients per group, three fields assessed per sample.) Scale bars, 100 μm. (D, E) Heat map showing the distribution of TH and DRD2 or DRD5 expressions in EC tissues measured by IHC-P staining (n = 30 patients per group, three fields assessed per sample; independent experiments for each group). (F, G) IF staining of TH and DRD2 or DRD5 displaying the co-expression situations IN EC tissues (n = 30 patients per group, three fields assessed per sample.) Scale bars, 100 μm. TH, green; DRD2 or DRD5, red, DAPI, blue.





Dopamine Pathway Promotes Proliferation of Tumor Cells In Vitro

To perform in vitro tests, we first evaluated the expression of TH and DRD5 in EC cell lines (Figure 3A). It has been shown that the knockdown of TH significantly hampered cell viability through inhibiting the synthesis of dopamine which could be demonstrated by the fact that administration of dopamine could rescue this effect (Figure 3B and Supplemental Figure 1B). We then proceeded to explore and found that knockdown of either TH or DRD5 would prohibit the proliferation of tumor cells, emphasizing the importance of dopamine pathway in EC (Figure 3C). Similar results could also be gained via utilizing another cell line KYSE30 (Figures 3D, E). We then wondered whether activation of the dopamine pathway through overexpression of key molecules could facilitate proliferation of tumor cells. We next performed dual overexpression of both DRD5 and TH on EC9706 cell line and discovered that this treatment significantly increased cell viability (Supplemental Figure 1C). What’s more, the administration of dopamine and overexpression of DRD5 could also lead to the same phenomena (Figure 3F). Cell proliferation ability examined by EdU staining has also demonstrated our hypothesis that dopamine facilitated cell viability without inducing significant apoptosis (Supplemental Figures 1D, E). The survival ability of tumor cells affected by the dopamine pathway was also taken into consideration. The dual overexpression of which significantly protected the cell from viability decrease in FBS deprivation, demonstrating that this pathway was closely related to survival of tumor cells (Figure 3G). We have run GSEA (Gene Set Enrichment Analysis) based on TH expression in our transcriptional analysis and gained that TH was closely related to glycolysis, hypoxia, and the mTOR pathway (Figure 3H). To conclude, we have demonstrated that the dopamine pathway positively modulated cell proliferation and growth.




Figure 3 | Activation of dopamine pathway promotes tumor cell proliferation and survival of EC. (A) Shown is TH and DRD5 expressions in six EC cell lines examined by real-time PCR. (B–E) CCK-8 test examined cell viability in ECA109 and KYSE30 cell line. For tests, ECA109 (B) and KYSE30 (D) cells were performed RNAi on TH with or without dopamine administration; or ECA109 (C) and KYSE30 (E) cells were performed RNAi on both TH and DRD5 for proliferation examination (n = 5 repeats per group, mean ± s.e.m. Repeat measures ANOVA). *P < 0.05; **P < 0.01; ***P < 0.001. (F) CCK-8 test examined cell viability in EC9706 cells with dual overexpression of DRD5 and TH or overexpression with dopamine administration (n = 5 repeats per group, mean ± s.e.m. Repeat measures ANOVA). **P < 0.01. (G) CCK-8 test examined cell viability in EC9706 cells with dual overexpression of DRD5 and TH or overexpression with dopamine administration in the presence or absence of 10% FBS (n = 5 repeats per group, mean ± s.e.m. Repeat measures ANOVA). **P < 0.01. (H) GSEA based on the gene expression profiles of transcriptional analysis. FDR, false discovery rate.





Dopamine Pathway Facilitates Warburg Effects via Mediating Cross-Talk of mTOR and AKT Pathway

Knowing that the dopamine pathway would promote cell proliferation and survival via enhancing glycolysis and hypoxia, we next assessed key gene expressions. Examination of c-myc and HIF-1α expression using real-time PCR has displayed that dopamine treatment significantly increased the expression of these two molecules (Figures 4A, B). Further consolidation was performed using WB (Figures 4C, D). Consistently, the mRNA levels of most metabolic enzymes involved in glycolysis and Warburg effect have shown remarkable elevation after dopamine treatment (Figures 4E, F). We also discovered that the activation of dopamine pathway could enhance the relative glucose uptake and promote the extracellular lactate production (Figures 4G, H). We have also performed rapamycin, the inhibitor of mTOR pathway, and the results have shown that the administration significantly decreased the glucose consumption and lactate production elevated by dopamine treatment (Supplemental Figures 1F, G). To directly assess whether dopamine could stimulate cells to generate the Warburg effect, we examined ECAR of two cell lines via utilizing the Seahorse system. The upregulation of ECAR was detected in the treatment of dopamine which was in accordance with our hypothesis. Meanwhile, ECAR would be significantly downregulated once RNAi was performed targeting DRD5, emphasizing the importance of DRD5 in this pathway (Figures 4I, J). For mechanism exploration, we have discovered that the dopamine pathway fostered a Warburg effect via mediating the cross-talk of AKT and mTOR pathway and thus triggered the ERK–MAPK pathway to activate the expressions of target genes downstream (Figures 4K–N). Especially, oncogenic signaling including AKT-p70S6K was also reported in a recent study to take part in Warburg effect.




Figure 4 | Dopamine promotes Warburg Effect in EC. (A, B) Shown is the mRNA level of c-Myc (A) and HIF1-α (B) in EC cell lines after treatment of dopamine. (n = 3 repeats, mean ± s.e.m.; two tailed unpaired t-test). **P < 0.01; ***P < 0.001. (C, D) WB assessing c-Myc and HIF1-α expression levels in three cell lines after treatment of dopamine. (E, F) Relative mRNA levels of glycolytic genes measured in KYSE140 (E) or EC9706 (F) with or without DRD5 RNAi in the presence of dopamine stimulation (n = 3 repeats, mean ± s.e.m., two tailed unpaired t-test). #, Control vs Dopamine; *, Dopamine vs Dopamine + shDRD5; #P < 0.05; ##P < 0.01; ###P < 0.001; *P < 0.05; **P < 0.01; ***P < 0.001; ns. no significant difference. (G, H) Relative glucose consumption (G) or lactate production (H) in three EC cell lines with or without DRD5 RNAi in the presence of dopamine stimulation (n = 3 repeats, mean ± s.e.m., two-tailed unpaired t-test). *P < 0.05; **P < 0.01; ***P < 0.001. (I, J) Shown is relative ECARs in KYSE140 (I) or KYSE30 (J) with or without DRD5 RNAi in the presence of dopamine stimulation (n = 3 repeats, mean ± s.e.m.). (K, M) WB showing the cross-talk of mTOR and AKT pathway mediated by dopamine in two cell lines. (L, N) WB displaying cross-talk of mTOR and AKT pathway mediated by dopamine and its key enzymes in KYSE140 cells.



Collectively, these results have demonstrated that the dopamine pathway could generate a Warburg effect to promote the proliferation and growth in EC.



Dopamine Pathway Promotes Lymphatic Metastasis and Tumor Cell Outgrowth In Vivo

To generate lymphatic metastasis, we performed footpad injection model. In this model, injected tumor cells would generate lymphatic metastasis spontaneously. We have discovered that the knockdown of DRD5 in KYSE140 significantly decreased the metastatic ability to the lymphatic node (Figures 5A, B). We have also used the subcutaneous xenograft models. The knockdown of DRD5 significantly attenuated tumor burden of model mice both in tumor weight and tumor growth value (Figures 5C–E). Ki67 and TUNEL staining were also performed. In accordance with our formed results, more Ki67 staining could be observed in the control group, while the inference of DRD5 would lead to significant severe apoptosis in vivo (Figures 5F, G).




Figure 5 | DRD5 mediated dopamine pathway facilitate EC in vivo. (A, B) Shown is in vivo imaging evaluating lymphatic metastasis modeled by footpad injection of EC cells (n = 6 mice per group, mean ± s.e.m.; two-tailed unpaired t-test). Scale color bars: 0.60 × 108–1.20 × 108. ***, P < 0.001. (C, D) Shown is the tumor weights of subcutaneous xenograft models utilizing KYSE140CTRL and KYSE140shDRD5 (n = 6 mice per group, mean ± s.e.m.; two tailed unpaired t-test). ***P < 0.001. (E) Tumor growth volumes of subcutaneous xenograft models utilizing KYSE140CTRL and KYSE140shDRD5 were recorded. (n = 6 mice per group, mean ± s.e.m.; Repeat Measure ANOVA). **P < 0.01. (F, G) Representative IF staining of Ki67 and TUNEL performed on subcutaneous xenograft models utilizing KYSE140CTRL and KYSE140shDRD5 (n = 6 mice per group; three repeats performed per tissue, three fields assessed per sample). Red, Ki67; green dots, TUNEL assay; DAPI, blue. Scale bar: 100μm. ***P < 0.001.



In summary, these data illustrated that the knockdown of DRD5 could inhibit the metastasis and growth of tumor cell of EC in vivo.




Discussion

TME consists of different kinds of cells such as aberrantly aggregated immune cells, kinds of chemokines, ECM related molecules, and other secreted proteins. They formed tumor-friendly microenvironments for supporting tumors to grow and metastasize. The key molecules involved in this progress are considered to exert their effects through several functions: 1) directly nourish tumor cells for their proliferation, 2) transfer other native normal cells to special form for tumorigenesis, including forming inflammatory tumor immune microenvironment; 3) protect tumor cells from cell stress such as being attacked by immune cells, low pH microenvironment, etc. (12–15). The alteration of TME will also affect the expressions of target genes. In our study, we have demonstrated that TH, acting as the key synthetase of dopamine, was aberrantly overexpressed in EC tumor tissue, causing the accumulation of dopamine. Meanwhile, MAOA and MAOB were detected to be downregulated, meaning that the additional tumor derived dopamine would not be degenerated in time. Following analysis has also confirmed our hypothesis, indicating that the TH overexpression has close relationship with dopamine accumulation. What’s more, we have also noticed DRD5 was also upregulated with TH overexpression and dopamine level elevation. On one hand, enrichment of dopamine could promote growth of DRD5 positive tumor cells, adding survival advantage for tumorigenesis; on the other hand, tumor cells without DRD5 expression would be eliminated. Thus, the dopamine enriched TME provided driving power for tumor cells to survive. Further study has also figured out the co-expression of TH and DRD5 in tumor cells, demonstrating the vital roles of dopamine pathway in EC cells. Results of CCK-8 assay consolidated our hypothesis that the activation of dopamine pathway not only facilitates the proliferation of EC cells, but also prevents tumor cells from apoptosis in FBS removed medium. In proliferation examination, the administration of dopamine could rescue the RNAi of TH, indicating that it was TH synthesized dopamine that played roles in enhancing cell viability of EC. Moreover, dual overexpression of TH and DRD5, but not only one of them, could increase cell viability, demonstrating these two molecules were vital for activating dopamine pathway. In vivo tests have fully confirmed our discoveries, both footpad injection model and subcutaneous xenograft models have elucidated the importance of DRD5 in this pathway and might be a potential therapeutic target in dopamine enriched EC.

It has been illustrated that tumor cells prefer to metabolize glucose by aerobic glycolysis rather than through more energetically efficient oxidative phosphorylation, even if the oxygen supply is efficient (16, 17). Moreover, despite the poor efficiency of adenosine triphosphate (ATP) generation, this choice has made it possible for tumor cells in TME to switch glycolytic intermediates into numerous kinds of biosynthetic pathways, which in turn facilitated the biosynthesis of macromolecules required for tumorigenesis or metastasis (18).

Previous studies have revealed that nerve developments have exerted positive effects on cancer (19). Also, cancer cell or TME derived neurotransmitters have been reported to play roles in variant tumors. Both peripheral but not central nervous system derived 5-HT and dopamine could promote outgrowth and metastasis of tumor cells (7, 20, 21). Especially, the promotion effects of 5-HT towards tumor cells were achieved via facilitating the Warburg effects (7, 22). In this study, we have discovered the dopamine enrichment at tumor niches in accordance with the expressions of enzymes involved in its metabolism. Further examinations have shown that it was DRD5 but not other DRD family members co-expressed with TH. We thus put forward the hypothesis that autocrine and paracrine of dopamine by tumor cells could stimulate the proliferation through the activation of DRD5.

In mechanism exploration, we have illustrated that the dopamine pathway mediated enhanced cell proliferation, and metastasis would be led by facilitation of the Warburg effect. As aerobic glycolysis is recognized as the most preferred choice for tumor cells rather than oxidative phosphorylation even though abundant oxygen exists, we postulated the dopamine pathway would therefore enhance this progress. Consistently, our results of PET–CT that high expression of TH would lead to high SUV value have also validated this hypothesis. We have also observed that the dopamine pathway activated tumor cells were more able to efficiently uptake glucose and produce lactate, the main production in aerobic glycolysis. Furthermore, we have also detected the activation of AKT-p70S6K pathways and induced expression of HIF-1α or c-Myc, the two core molecules against cell stress including hypoxia (23). At last we demonstrated dopamine mediated Warburg effect was based on mediating the cross-talk of mTOR and AKT pathway, which has revealed the importance in this progress (24).

Collectively, both in vivo and in vitro data have demonstrated that key molecules involved in cancer associated with dopamine pathway might be a promising therapeutic target for patients bearing EC. Targeting DRD5 or TH could achieve better prognosis.
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Objective: Small-cell lung cancer (SCLC) is aggressive, with early metastasis. Cytokines secreted by cancer-associated fibroblasts (CAFs) within various tumors influences these features, but the function in particular of TGFβ1 (transforming growth factor beta 1) is controversial and unknown in SCLC. This study explored the influence of TGFβ1 in CAFs on the development, immune microenvironment, and radiotherapy sensitivity of SCLC.

Methods: SCLC specimens were collected from 90 patients who had received no treatment before surgery. Tumor and tumor stroma were subjected to multiplex immunohistochemistry to quantitate TGFβ1 and other immune factors in CAFs. Cell proliferation and flow cytometry apoptosis assays were used to investigate associations between TGFβ1 and proliferation and radiotherapy sensitivity. The immune factors in tumors were detected by immunohistochemistry in vitro and in vivo (mice).

Results: TGFβ1 levels on CAFs lower or higher than the median were found, respectively, in 52.2 and 47.8% of patients; overall survival of patients with TGFβ1-high levels (53.9 mo) was significantly longer than that of the TGFβ1-low group (26.9 mo; P = 0.037). The univariate and multivariate analyses indicated that a TGFβ1-high level was an independent predictor of increased survival time. TGFβ1-high levels in CAFs were associated with inhibition of growth, proliferation, antitumor immunity, and enhanced radiotherapeutic sensitivity and tumor immunity of tumor. TGFβ1-low levels promoted tumor cell growth and radiotherapy sensitivity in vivo and in vitro.

Conclusion: High levels of TGFβ1 in CAFs were associated with longer overall survival in patients with SCLC and enhanced radiotherapy sensitivity.

Keywords: small-cell lung cancer, cancer-associated fibroblasts, TGFβ1, prognostic marker, radiotherapy sensitivity, immune microenvironment


INTRODUCTION

The microenvironment of the tumor significantly influences it progression and the patient’s clinical outcome. Cancer-associated fibroblasts (CAFs) are the most important component of the tumor microenvironment that affects these characteristics (Chen and Song, 2019; Chen et al., 2019; Liao et al., 2019). CAFs originate mainly from the local resident fibroblasts of the tumor (Arina et al., 2016), which are activated by tumor cell-derived soluble factors such as transforming growth factor beta (TGFβ), platelet-derived growth factor (PDGF), and fibroblast growth factor 2 (FGF2) (Tauriello et al., 2018). In the tumor microenvironment, CAFs interact with other cells through direct cell-to-cell contact and by secreting cytokines such as TGFβ1, epidermal growth factor (EGF), hepatocyte growth factor (HGF), and interleukin 6 (IL-6) (Herrera et al., 2013; Hawinkels et al., 2014). Therefore, the interaction between CAFs and tumor cells influence tumor development and metastasis, and CAFs are considered a potential therapeutic target (Hanley et al., 2018).

Multiple cytokines may be necessary to activate resident fibroblasts to a CAF-like phenotype. Among them, TGFβ1 has shown the ability to induce a varied set of responses in cancer progression and metastasis. TGFβ1 acts as a tumor suppressor, by inhibiting cell proliferation and promoting apoptosis of tumor cells (Zhang et al., 2017). On the other hand, TGFβ1 induced cancer progression and metastasis and inhibited antitumor immunity, thus promoting cancer (Seoane and Gomis, 2017). The mechanics of this duality has not been resolved.

TGFβ1 is a crucial factor in interactions between cancer cells and surrounding stromal fibroblasts. In colorectal cancer, upregulation of TGFβ1 gene expression led to poor prognosis in patients with cancer (Itatani et al., 2019). Yet, many studies have shown that low TGFβ1 expression in tumor stroma was associated with the promotion of cancer (Chen et al., 2019; Hao et al., 2019).

There are no reports in the literature concerning associations between TGFβ1 on the surface of fibroblasts and patient prognosis, or clinicopathological factors, in small-cell lung cancer (SCLC). Correlations between TGFβ1 levels on CAFs and the progression, metastasis, and antitumor immunity in SCLC have not been well defined.

The present study investigated whether the TGFβ1 level in CAFs of resected tumors of patients with SCLC may be an indicator of prognosis, and furthermore the effect of this level on the proliferation and radiotherapeutic sensitivity of tumor cells and tumor immune status.



MATERIALS AND METHODS


Patients

A retrospective review initially considered 138 patients with SCLC, who had been treated from January 2008 to December 2017 at our institution. For inclusion, no patient underwent preoperative pathologic examination or received other treatment prior to surgery; each received a postoperative pathologically proven diagnosis of SCLC; clinical data were complete and pathological samples were available; and every patient completed follow-up. Finally, 90 cases were enrolled.

All the patients were examined before surgery with computed tomography (CT) of the chest and upper abdomen, and in selected cases, brain magnetic resonance imaging (MRI) and total body positron emission tomography (PET)-CT. All the patients were classified according to the Veterans Administration Lung Study Group staging standard of the 2017 National Comprehensive Cancer Network (NCCN) guidelines, and the seventh edition of the tumor-node-metastasis classification system of the American Joint Commission on Cancer and the Union for International Cancer Control. We randomly divided 90 patients into training cohort (70% of the sample) and validation group (30% of the sample).



Treatment and Follow-Up

The patients were given operative treatment; including 79, 6, and 5 who underwent lobectomy, pulmonary wedge resection, and pneumonectomy, respectively. Sixty-nine patients received adjuvant chemotherapy with cisplatin/carboplatin and etoposide after radical surgery; the median number of cycles in this group was 4 (range, 1–11).

Thirty-one patients received local mediastinal radiotherapy after surgery. The median prescribed dose was 54 Gy (40–60 Gy), delivered in 20–30 fractions (median, 27). Thirteen patients received prophylactic cerebral irradiation.

Patients were followed up every 3 months during the first 2 years after radiotherapy, every 6 months during the following 2 years, and annually thereafter. Ultrasonography, enhanced CT, MRI, or PET-CT were used to evaluate treatment efficacy during the follow-up.



Tissue Microarray

The hematoxylin and eosin (H&E)-stained slides prepared from the tumor specimens of each patient were observed under a high-power microscope. Areas where tumor cells were densely packed were identified, and some tumor stromal tissues were preserved. The selected target tissues, with a diameter of about 3–5 mm, were circled with a black marker under the microscope. The position marked on the H&E-stained slide was also marked on the corresponding paraffin block surface. The selected area on the paraffin block was sampled with a biopsy needle, and a 2-mm tissue core was transferred to a recipient block.



Multiplex Immunohistochemistry

Multiplex immunohistochemistry was performed with immune indicators in the tissue microarray. Markers were selected and apportioned in 2 panels, panel-A and panel-B, and included TGFβ1 and pan cytokeratin in each panel. In addition, the markers in panel A were: CD8; alpha-smooth muscle actin (α-SMA); and the forkhead/winged-helix transcription factor FOXP3 (forkhead box protein 3). In panel-B, additional markers were: CD3; programmed death ligand-1 (PD-L1); and cytotoxic T-lymphocyte associated antigen 4 (CTLA4) (Supplementary Figures 1A–C). Among them, α-SMA was used to label CAFs and α-SMA is regarded as the most widely used biomarker for identifying CAFs (Tao et al., 2017; Hanley et al., 2018; Ren et al., 2018; Sung et al., 2019), detailed information is shown in Supplementary Table 1. Through analysis of the above markers, the immune status of patients was judged and the associations among the markers were evaluated. The sections were stained with multiplex fluorescence by using a PANO 7-plex IHC kit (catalog 0004100100, Panovue, Beijing, China) in accordance with the manufacturer’s instructions.

The stained slides were scanned using a Polaris System (PerkinElmer, Waltham, Massachusetts, US) with the same exposure times at 200× magnification. InForm image analysis software (Version 2.4, PerkinElmer, Waltham, MA, United States) was used for unmixing multispectral images. In each slide, 5 random areas without necrosis or damage were selected and scanned.



Immunohistochemistry

Immunohistochemical staining was performed according to standard protocol. Paraffin sections were placed at 37°C overnight, de-paraffinized in xylene, and rehydrated through a graded ethanol series. Antigen retrieval was performed at 100°C for 20 min with citrate buffer or EDTA (ethylenediaminetetraacetic acid) antigen retrieval solution (pH 8), depending on the antibody. After protein block, primary antibodies were incubation at 4°C overnight for 90 min (TGFβ1, Abcam, ab92486; PDL1, Novus, NBP1-76769; CD8, CST, 98941; FoxP3, CST, 12653; CD11b, Abcam, ab133357; CD86, CST,19589; CD56, CST, 99746; CD206, Proteintech, 60143-1-lg; PARP1, Abcam, ab191217; cleaved-PARP1, Abcam, ab32064).

Sections were incubated with labeled polymer horseradish peroxidase rabbit/mouse second antibody for 20 min. DAB staining and hematoxylin staining were performed. Sections were dehydrated through a series of ascending alcohols to xylene and mounted. CD8, CD56, and CD86 were used to identify CD8+ T cells, NK (natural killer) cells, and M1-type macrophages, respectively, FoxP3, CD11b, and CD206 were used to identify Treg, MDSC, and M2-type macrophages. The immunohistochemical staining was evaluated by light microscopy.

Immunohistochemical results were scored independently by 2 experienced pathologists, with at least 2 experts in agreement. A traditional immunohistochemical H score for indicators was used to evaluate the dyeing results in each tissue specimen, by the sum of relative intensity (0: negative expression; 1+: weak; 2+: distinct; 3+: very strong) of specific staining multiplied by the percentage of the area with positively stained cells. The patients were apportioned into two groups based on the median value of the scoring results: with the low (high) groups less than (greater or equal to) the median.



Cell Culture and Medium

Cells of the human SCLC cell line H446 were cultured in RPMI-1640 (Gibco) supplemented with 10% fetal bovine serum (FBS). Cells of the human fetal lung fibroblast cell line HF-1 were cultured in Ham’s F-12K (Procell) supplemented with 10% FBS. Cells of the mouse Lewis lung cancer cell line LLC were cultured in DMEM (Gibco) with 10% FBS. Cells of the mouse squamous cell lung cancer cell line KLN205 were cultured in (minimum essential medium (MEM; Gibco) with 10% FBS, 1% non-essential amino acids, and 1 mM sodium pyruvate (all materials from Gibco). Cells of the mouse fetal fibroblast cell line MEF (mouse embryonic fibroblast) were cultured in DMEM with 10% FBS, 1% non-essential amino acids, and 1 mM sodium pyruvate (all materials from Gibco). All cell lines were cultured in a 37°C incubator with humidified atmosphere and 5% CO2.

Fibroblast cells were seeded into 6-well plates and cancer cells were seeded into transwell membrane inserts containing 0.4 μm pores. After cell adherence, the transwell inserts containing cells were placed in contact with fibroblasts for 96 h, and the activated fibroblasts were used in immunofluorescence cell staining, CCK-8 assay, clonogenic survival assay, flow cytometry apoptosis assay and in vivo experiments. To prepare conditioned medium of cultured CAFs, the CAFs were first cultured in general medium that contained 10% FBS, 1% non-essential amino acids, and 1 mM sodium pyruvate. When the cells were in the logarithmic growth phase, the general medium was replaced with serum-free medium. After 48 h, the supernatant was collected as conditioned medium and the cell fragments were removed by centrifugation (Kim et al., 2018; Sampson et al., 2018). The conditioned medium from the normal fibroblasts (NFs), and CAFs with knocked down or overexpressed TGFβ1, were collected in the same way.



In vivo Experiments

All procedures with animals were conducted in accordance with the guidelines of the Laboratory Animal Ethics Committee of Tianjin Medical University Cancer Institute and Hospital.

The 1 × 106 LLC cells, 3 × 106 CAFs with stable knockdown of TGFβ1 (shTGFβ1) or stable overexpression of TGFβ1, and the control group (empty plasmid) were mixed well and implanted subcutaneously into the right flank of female BLC57 4-week-old mice. Six mice were used in each group. Tumor volume was monitored every 2 days by measuring the length and width of the tumor with calipers, and calculated as length × width2 × 0.5. Tumors were excised and weighed when the tumor length exceeded 2.5 cm, and then embedded in paraffin.



Immunofluorescence Cell Staining

Cells were grown on coverslips for 24 h and fixed in 4% paraformaldehyde at room temperature and permeabilized with 0.1% Triton X-100. Cells were incubated with 5% bovine serum albumin (BSA) solution at 37°C for 30 min to block nonspecific interactions. Cells were incubated serially with anti-αSMA and anti-FAPα primary antibodies (abcam, ab32575, ab53066), at 4°C overnight, and then with secondary antibodies (Beyotime, P0176-1) at room temperature in the dark for 1 h. Cells were co-stained with DAPI (4′,6-diamidino-2-phenylindole) to detect nuclei. Immunofluorescence images were captured using FV10-ASW viewer software (Olympus, Tokyo, Japan).



Lentiviral Transfection

Plasmid containing the validated short-hairpin RNAs (shRNAs) or overexpressed RNA-targeted TGFβ1 were cloned into the vectors GV493 and GV358, respectively (Genechem, Shanghai, China). Vectors used in this study contained green fluorescent protein (GFP) sequence. The target sequences of TGFβ1 for constructing lentiviral shRNA were 5′-CGGCAGCTGTACATTGACTTT-3′ in mouse cells, and 5′-CAGCAACAATTCCTGGCGATA-3′ in human cells. The lentiviral expression constructs and packaging plasmids mix were co-transfected into 293T cells to generate the recombinant lentivirus.

LLC, MEF, and HF-1 cells were plated in 6-well plates and cultured overnight. The complete medium containing infection enhancer (Gene, REVG004) were added to the cells. The lentiviruses in medium were added for 10-h incubation at 37°C. After screening, the transfection efficiency was examined by western blot and ELISA (enzyme-linked immunosorbent assay).



Western Blot Assay

Western blot was used to evaluate TGFβ1 protein levels in cells after lentivirus transfection. Antibody against TGFβ1, Caspase 3 and PARP1 were purchased from Abcam (Cambridge, United Kingdom). GAPDH (glyceraldehyde-3-phosphate dehydrogenase) was used as the normalized control. Cells were washed twice with phosphate-buffered saline and lysed in protein lysate at 4°C for 30 min. A BCA kit (Thermo Fisher Scientific, 23225) was used to detected protein concentration. The protein was mixed with loading buffer and separated by SDS-PAGE and transferred onto PVDF membrane. After blocking, the membranes were incubated with the primary antibodies overnight. The membranes were then incubated with second antibodies (Santa Cruz, United States) and exposed using a chemiluminometer.



ELISA

The supernatants of transfected cells were collected after 48 h. The concentration of TGFβ1 in the supernatants was determined using an ELISA kit (DAKEWE, 1217102) following the manufacturer’s instruction. The optical density was detected by a microplate reader (Thermo Fisher Scientific, United States) at 450 nm, and the TGFβ1 concentration in culture media was calculated according to the formula of the standard curve.



CCK-8 Assay

LLC, KLN205, and H446 suspensions (500 cells/well) were added to 96-well plates (200 mL/well) and, respectively, cultured in general medium; MEF or CAF conditioned medium; or the conditioned mediums of transfected CAFs (shRNA TGFβ1, overexpressed TGFβ1, and the control group). Each group was prepared with 5 parallel wells. At days 1, 2, 3, 4, 5, 6, and 7 after seeding, 20 μL of CCK-8 solution (MedChemExpress, HY-K0301) was added to each well. After a 1-h incubation at room temperature in the dark, the absorbance was measured with an enzyme calibrator at 450 and 630 nm, and the optical density values were measured.

The CCK-8 assay was used to determine the effect of CAFs and CAFs expressing different levels of TGFβ1 on the sensitivity of tumor cells to radiotherapy. Cancer cells (2000 cells/well) were added to 96-well plates in a volume of 200 mL/well and received radiotherapy of 0, 2, 4, 6, or 8 Gy. After radiotherapy, the cell culture medium was replaced, respectively, by general medium, the conditioned medium from MEFs or CAFs, or the conditioned mediums of the transfected CAFs (shRNA TGFβ1, overexpress TGFβ1 and their control group). Seventy-two hours after radiotherapy, the optical density values were measured as described above.



Clonogenic Survival Assay

LLC, KLN205, and H446 cells were seeded in 6-well plates with 200, 500, 1,000, 1,500, or 2,000 cells per well for colony formation. After incubation for 24 h, cells were subjected to 0, 2, 4, 6, or 8 Gy of radiation, and the medium replaced with a conditioned medium. Colonies were stained with crystal violet and counted after incubation intervals of 7 days. Colonies of ≥ 50 cells were scored.



Flow Cytometry Apoptosis Assay

LLC, KLN205, and H446 cells were seeded in 6-well plates and co-cultured with the conditioned mediums of the transfected CAFs. After radiotherapy of 0, 2, 4, 6, or 8 Gy, cells were collected for apoptosis assay. Staining with APC-conjugated Annexin V and propidium iodide was performed to determine the percentage of cells undergoing apoptosis, and in accordance with the manufacturer’s protocol (BD Biosciences, Bedford, MA, United States). Each sample was analyzed using a BD FACSCanto II flow cytometer (BD Biosciences) with annexin V on the horizontal axis and propidium iodide on the vertical axis.



Nomogram Construction

For predicting the 1-, 3-, 5-year survival rate for SCLC patients, a nomogram was constructed. The nomogram included TGFβ1, PDL1 and stage on the basis of the Cox regression model. Calibration plots were constructed to assess the consistency between the predicted and observed probabilities. Nomogram was performed using the package “rms” of R software.



Statistical Analysis

Statistical analyses were performed using the Statistical Package for Social Sciences (SPSS24.0) and R software (version 3.5.3). Survival curves were analyzed using the Kaplan-Meier method. The immune indicators which significant associated with OS (P ≤ 0.05) were estimated by univariate Cox regression analysis. The prognostic factors were selected by LASSO-COX regression analysis and Cox multivariate regression model was established. Nomogram was formulated by using the package of rms in R version 3.5.3. Decision curve analysis (DCA) and time-dependent receiver operating characteristic (ROC) curves were established to assess the clinical practicality of the nomograms using package “survivalROC” and “stdca.R” of R software.

Analysis of variance was calculated using Student’s t-test or one-way analysis of variance. The chi-squared test was applied to analyze the association between TGFβ1 level and the clinicopathological features of the patients. Correlation among different immune markers and immune checkpoints was calculated using Pearson’s correlation test.

The primary end-point of the clinical research in this study was overall survival (OS), which was considered the time from the initiation of treatment to death or last follow-up. The secondary end-point was progression-free survival (PFS), calculated as the time from treatment initiation to first disease progression or last follow-up. All tests were two-sided, and P ≤ 0.05 were considered statistically significant.



RESULTS


Patients and Clinical Prognostic Factors

The characteristics for all the 90 patients are listed in Table 1. Among the 90 patients, the OS and PFS were 53.3 and 38.2 months, respectively. The effects of clinical characteristics on patient survival are listed in Table 2. The results showed that patients with I-II stage SCLC had longer OS and PFS than did patients with III stage. Gender, age, and smoking status had no significant effect on the prognosis of patients.


TABLE 1. Clinical features of the study population.
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TABLE 2. Univariate and multivariate ananlysis about impact of clinical features on OS and PFS of 90 patients with SCLC.
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TGFβ1 Level in CAFs and Associations With Cancer Progression

The CAFs isolated from the patient tumor specimens were judged as TGFβ1-high or TGFβ1-low, i.e., higher or lower than the median for 34.3. The TGFβ1-high or TGFβ1-low groups comprised 43 (47.8%) and 47 (52.2%) patients, respectively. Patients in the TGFβ1-high group experienced a significantly longer OS and PFS compared with the TGFβ1-low group (Figure 1A). Specifically, the median OSs of the TGFβ1-high and -low groups were 53.9 (95% CI: 43.43–54.87) months and 26.9 (95% CI: 20.95–32.94) months, respectively (P = 0.037). The median PFSs of the TGFβ1-high and -low groups were 38.2 (95% CI: 19.09–42.29) months and 18.3 months (95% CI: 15.20–21.33; P = 0.095). The median OS of patients judged CD8-high (≥median: 26.9) in tumor stroma was 67.26 months, whereas that of CD8-low (< median: 26.9) patients was 43.5 months (P = 0.021). Patients in the PD-L1-high (≥ median: 1.4) group (in tumor) had a significantly longer median OS (58.1 mo) than did the PD-L1-low (< median: 1.4) patients (43.2 mo; P = 0.022). However, FoxP3 and CTLA-4 in tumor stroma appeared to have no prognostic effect within the study population. The univariate and multivariate Cox regression analysis showed that a TGFβ1-low level and PDL1- were independent prognostic factor for poor survival (Tables 3, 4).
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FIGURE 1. Prognostic role of TGFβ1 impact on OS and PFS in overall SCLC patients (A); and in patients receiving radiation therapy (B). OS, overall survival; PFS, progression-free survival.



TABLE 3. Univariate Cox regression analysis about the impact of immune indicators on OS and PFS of patients with SCLC.
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TABLE 4. Multivariate LASSO-Cox regression analysis for OS in patients with SCLC.
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The TGFβ1-high (TGFβ1-low) group included 24 (33) with stage I–II disease (55.8 cf. 70.2%), and 19 (14) with stage III disease (44.2 cf. 29.7%). In both the stage I–II and stage III groups, those stratified as TGFβ1-high had significantly longer OS compared with the TGFβ1-low (P = 0.030 and 0.032, respectively).

Thirty-one patients were treated with radiotherapy, specifically 15 (47.8%) in the TGFβ1-high group and 16 (52.2%) in the TGFβ1-low group. Patients treated with radiotherapy in the TGFβ1-high group experienced a significantly longer OS compared with those in the TGFβ1-low group (P = 0.030, Figure 1B).

To determine associations between TGFβ1 level in CAFs and other immune-related factors, levels of CD8, FoxP3, PD-L1, and CTLA4 in the tumor stroma and tumor were scored (Table 5). The TGFβ1 level (lower or higher than the median) in tumor stroma was positively associated with that of PD-L1 in tumor stroma and tumor (P ≤ 0.001, R = 0.428, 0.388), and CTLA4 in tumor stroma (P ≤ 0.001, R = 0.350), but not CD8 or FoxP3 in tumor stroma (P = 0.970; 0.249, respectively).


TABLE 5. Correlation of TGFβ1 expression in cancer associated fibroblasts with other immune indicators in 90 patients with SCLC.
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Risk Construction for OS and Univariate, Multivariate Analysis

The characteristics for patients in training and validation cohorts are listed in Supplementary Table 2. Based on the univariate analysis about the impact of immune indicators on OS, and the indicators with P ≤ 0.05 were used for model construction. The LASSO-COX regression model was used to generate the prognostic scoring system named Risk for OS in training cohort. We screened factors which significantly related with the prognosis of patients by LASSO-COX regression analysis and Risk was calculated through the formula: Risk is equal to the sum of the H score of the factors which significantly related with the prognosis multiplied by the corresponding regression coefficients (Supplementary Figure 2). The Risk included TGFβ1 in stroma and PDL1 in tumor. The patients were apportioned into two groups based on the median value of Risk: with the low (high) groups less than (greater or equal to) the median. Time-dependent ROC analyses were used to assess the prognostic accuracy of the Risk in training and validation cohort, the area under the curve (AUC) values at 1, 3, 5 year were 0.639, 0.783, 0.761 in training cohort and 0.627, 0.665, 0.772 in validation cohort, respectively. AUCs were used to assess the accuracy of prognosis. In training cohort, the prognosis of the low-Risk patients was significantly better than the high-Risk (P = 0.018). The same results were obtained in the validation cohort (P = 0.019) (Supplementary Figure 3). The univariate and multivariate Cox regression analysis showed Risk significantly related to the prognosis of patients in training and validation cohort (Supplementary Tables 3, 4). Nomogram was constructed for predicting the 1-, 3-, 5-year survival rate for SCLC patients (Supplementary Figure 4).



Effect of CAFs on Tumor Growth and Radiation Sensitivity in Lung Cancer Cells

In the MEFs cultured with LLC and KLN205 conditioned medium, the levels of the markers α-SMA and FAP-α on the activated fibroblasts were higher than that of normal fibroblasts (Supplementary Figure 5). The proliferation of lung cancer cells was largely enhanced by coculture with CAFs or MEF cells, compared with lung cancer cells cultured alone. Cancer cells cultured with CAF-conditioned medium formed larger cell colonies than did cancer cells cultured alone (Figures 2A–C).
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FIGURE 2. The impact of CAFs on lung cancer cell proliferation and radiosensitivity. (A,B) The impact of CAFs on cell viability and proliferation of lung cancer cells were examined by CCK-8 assay and clonogenic survival assay. (C) Tumor volume and weight of xenografts were measured with calipers and electronic balance. The mean tumor volume in CAF and Control groups were 2122.52 ± 365.95 mm3 and 1467.10 ± 436.41 mm3, respectively. The mean tumor weight in CAF and Control groups were 1.61 ± 0.84 g and 0.79 ± 0.44 g, respectively. (D,E) The impact of CAFs on cell viability and proliferation of lung cancer cells after radiotherapy for 0, 2, 4, 6, 8 Gy were examined by CCK-8 assay and clonogenic survival assay. Statistical significance is shown (*p < 0.05; **p < 0.01). MEF, mouse fetal fibroblast cell; CAF, cancer associated fibroblast; LLC, Lewis lung cancer cell; KLN205, mouse squamous cell lung cancer cell.


CAFs also had a certain effect on the radiotherapy sensitivity of tumor cells. After radiotherapy, the death of lung cancer cells cultured with CAF-conditioned medium was less than that cultured in general medium and MEF- conditioned medium, and the sensitivity to radiotherapy was lower (Figures 2D,E).



Association Between Changes in TGFβ1 Level Produced by CAFs and Lung Cancer Cell Proliferation and Apoptosis

In the HF-1 and MEF cell lines, stable knockdown of TGFβ1 was accomplished by using TGFβ1-targeted shRNAs. Cells transduced with corresponding control scramble shRNA served as control cells. The efficiency of both knockdown and overexpression of TGFβ1 were confirmed by western blot and ELISA (Supplementary Figure 6). It was found that the proliferation and rates of colony formation of cancer cells cultured with TGFβ1-knocked down CAF-conditioned medium were significantly higher than that of the control cells, but there was a decrease in the growth of cancer cells cultured with over-expressed TGFβ1 CAF-conditioned medium (Figure 3). According to the western blot assay, TGFβ1 overexpression in CAFs led to a significant increase in the expression of PARP1 and cleaved-caspase3, compared with CAFs with TGFβ1 knocked down (Supplementary Figure 7). Meanwhile, The TGFβ1 level in tumor stroma was positively associated with both PARP1 and cleaved-PARP1 in tumor by immunohistochemical analyses (P ≤ 0.001, R = 0.430; P = 0.064, R = 0.206).
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FIGURE 3. The impact of TGFβ1 level produced by CAFs on lung cancer cell proliferation. (A,B) TGFβ1-knocked down CAFs promoted lung cancer cells viability and proliferation. Cell viability and proliferation were examined by CCK-8 assay and clonogenic survival assay, TGFβ1- overexpression CAFs enhanced the viability and proliferation of lung cancer cells. Statistical significance is shown (∗p < 0.05; ∗∗p < 0.01). shNC and oxNC, control groups corresponding to knockdown and overexpression of TGFβ1 recombinant lentiviral infection; shTGFβ1 and TGFβ1ox, knockdown and overexpression of TGFβ1 recombinant lentiviral infection; LLC, Lewis lung cancer cell; KLN205, mouse squamous cell lung cancer cell; H446, human small cell lung cancer cell.




Association Between Changes in TGFβ1 Expressed in CAFs and the Radiotherapy Sensitivity of Lung Cancer Cells

The clinical results showed that patients in the TGFβ1-low group had significantly shorter OS after radiotherapy than did the patients in the TGFβ1-high group. In the in vitro experiments, the CCK-8 cell proliferation and clonogenic survival assays suggested that CAFs with TGFβ1 overexpression led to higher cell activity and cell clone formation rate compared with CAFs with TGFβ1 knockdown after radiotherapy. According to the apoptosis assay, after radiotherapy, TGFβ1 overexpression in CAFs led to a significant increase in the proportion of apoptotic cells and the expression of PARP and cleaved-caspase3, compared with CAFs with TGFβ1 knocked down (Figure 4).
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FIGURE 4. TGFβ1 level produced by CAFs affected the radiosensitivity of lung cancer cells. (A,B) CAFs with TGFβ1 knocked down inhibited the radiosensitivity of lung cancer cells after radiotherapy of 0, 2, 4, 6, or 8 Gy detected by CCK-8 assay and clonogenic survival assay, CAFs with TGFβ1 overexpression enhanced the radiosensitivity of lung cancer cells. (C) TGFβ1-knocked down CAF inhibited the apoptosis of tumor cells after radiotherapy and the apoptosis of tumor cells were induced after co-cultured with TGFβ1 overexpression CAFs. Cell apoptosis rate was examined by Annexin V/PI staining and flow cytometry assays. Statistical significance is shown (*p < 0.05; **p < 0.01). shNC and oxNC, control groups corresponding to knockdown and overexpression of TGFβ1 recombinant lentiviral infection; shTGFβ1 and TGFβ1ox, knockdown and overexpression of TGFβ1 recombinant lentiviral infection; LLC, Lewis lung cancer cell; KLN205, mouse squamous cell lung cancer cell; H446, human small cell lung cancer cell.




Effect of TGFβ1 Level in CAFs on Tumor Growth of Lung Cancer Cells in vivo

In a mouse xenograft model, LLC cells injected together with CAFs led to greater growth of tumor relative to the group that received LLCs alone.

The tumors in mice injected with LLC cells and CAFs with TGFβ1 knockdown grew significantly faster than that of LLC cells mixed with CAFs without TGFβ1 knockdown. Moreover, the tumors in mice injected with LLC cells with CAFs overexpressing TGFβ1 grew significantly slower compared with the controls. The tumors formed by LLC cells and TGFβ1-knockdown CAFs were approximately twice as large as those formed by LLC cells with CAFs overexpressing TGFβ1 (Figure 5).
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FIGURE 5. Tumor volume and weight of xenografts were measured with calipers and electronic balance. (A) TGFβ1 level in CAFs affected the proliferation of lung cancer cells xenografts. (B) The mean tumor volume in shTGFβ1, shNC, TGFβ1ox and oxNC were 2341.62 ± 305.32 mm3, 1760.65 ± 428.63 mm3, 1143.87 ± 166.57 mm3, and 1917.78 ± 415.77 mm3, respectively. (C) The mean tumor weight in shTGFβ1, shNC, TGFβ1ox and oxNC were 1.59 ± 0.57 g and 0.94 ± 0.41 g, 0.59 ± 0.23 g and 1.01 ± 0.22 g, respectively. Statistical significance is shown (*p < 0.05; **p < 0.01). shNC and oxNC: control groups corresponding to knockdown and overexpression of TGFβ1 recombinant lentiviral infection; shTGFβ1 and TGFβ1ox: knockdown and overexpression of TGFβ1 recombinant lentiviral infection.


LLC cells with TGFβ1 knocked down were mixed with CAFs with TGFβ1 knocked down, or CAFs with overexpressed TGFβ1, and the results were in accord with those reported above.



Correlation Between TGFβ1 Levels in CAFs and Tumor Immune Microenvironment

The TGFβ1 level of CAFs in tumor tissues was positively associated with the levels of FoxP3, PD-L1, and CD206, but inversely associated with that of CD8, CD56, and CD86; no association was found with CD11b (Figure 6). Therefore, TGFβ1 in CAFs had an inhibitory effect on antitumor immunity, which was consistent with the SCLC specimens.
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FIGURE 6. The impact of different TGFβ1 level in CAFs on tumor immunology. Immumohistochemical staining of lung cancer tissues in mice for TGFβ1, CD8, FOXP3, PDL1, CD56, CD11b, CD86, and CD206. TGFβ1 overexpression in CAFs inhibited the antitumor immunity of lung cancer xenograft. Statistical significance is shown (∗p < 0.05; ∗∗p < 0.01). shNC and oxNC, control groups corresponding to knockdown and overexpression of TGFβ1 recombinant lentiviral infection; shTGFβ1 and TGFβ1ox, knockdown and overexpression of TGFβ1 recombinant lentiviral infection.




DISCUSSION

SCLC is characterized by rapid progression and early dissemination, and 80–90% of patients with SCLC receive a first diagnosis after the disease is advanced or extensive (Saltos et al., 2020). A diagnosis of SCLC still relies on small biopsies and cytological sample detection, and reports regarding the distribution and prognostic role of potential molecular biomarkers are limited (George et al., 2015).

In general, cancer cells and the cells of the tumor microenvironment interact, including the recruitment and activation of stromal cells by tumor cells. The microenvironment is crucial to tumor initiation, progression, metastasis, and drug resistance (Hinshaw and Shevde, 2019). In the present study, clinical samples obtained by surgical resection from patients with SCLC were analyzed for the multiplex immunohistochemistry of TGFβ1, immune-related proteins, and the immune checkpoint proteins, PD-L1 and CTLA4. The data suggest that TGFβ1 in CAFs are prognostic in SCLC and this result has been verified by LASSO-Cox regression model and nomogram. During tumor progression and concerning tumor immunity, the role of TGFβ1 is pivotal. The dual complexity of the functions of TGFβ1 in tumors, and the link between tumor progression and TGFβ1 in cancer stroma has warranted profound investigation (Zarzynska, 2014). The present study focused on TGFβ1 in CAFs and its growth-promoting activity in lung cancer cells in vivo and in vitro. It was found that TGFβ1 levels in CAFs that were lower than the median were sufficient to promote cancer cell proliferation and inhibit cell apoptosis, while higher TGFβ1 levels inhibited antitumor immunity. To our best knowledge, this study is the first to report that TGFβ1 in CAFs is an independent prognostic factor for patients with SCLC, especially in patients who are immune checkpoint–positive. This suggests that TGFβ1 signaling in fibroblasts is involved in the immune response in patients with SCLC.

The tumor microenvironment is a bidirectional, dynamic, and intricate network composed of tumor cells and surrounding stromal tissues. These include immune cells, fibroblasts, endothelial cells, extracellular matrix, cytokines, chemokines, and receptors (Hinshaw and Shevde, 2019; Vitale et al., 2019). Every factor in this network has an effect on tumor cells, and figures importantly in the tumor microenvironment (Piersma et al., 2020).

CAFs have also attracted more and more attention. Murata et al. (2011) found that CAFs have a key onco-supportive function in the development and progression of uterine cervical cancers. Paauwe et al. (2018) reported that CAFs contribute to colorectal cancer progression and metastasis, which is in agreement with other reports concerning breast and pancreatic cancers (Hwang et al., 2008; Ren et al., 2019; Wen et al., 2019). Yet, reports concerning CAFs in SCLC are rare. Using coculture and mouse model experiments, the current study revealed that the proliferation and tumorigenicity of SCLC cells was enhanced after co-culture with CAFs.

The complexity of the effects of TGFβ1 in tumor stroma on tumor cells and the mechanisms involved require further elucidation. In the current study, knockdown of TGFβ1 in CAFs was associated with greater proliferation and colony formation in co-cultured tumor cells. The TGFβ signaling pathway has been reported as a cancer suppressor (Yang et al., 2020). TGFβ1 suppressed tumor development by regulating the cell cycle, via increasing levels of cyclin-dependent kinase inhibitors (e.g., p15InK4b and p21Waf1/Cip1) and reducing c-Myc (Seoane and Gomis, 2017). Pan et al. (2006) reported that higher levels of TGFβ1 in tumor cells reduced the tumor growth of glioblastoma cells. These reports were confirmed by Liu et al. (2019).

The current study found that differences in TGFβ1 levels in CAFs appeared to affect the tumor immune microenvironment. High levels of TGFβ1 were positively associated with PD-L1, CD206, and FoxP3 levels in tumor tissues, but inversely with that of CD8, CD56, and CD86. In the clinical samples, the group with higher-than-the median TGFβ1 in CAFs had higher levels of PD-L1 and CTLA4, but no significant effect was shown by FOXP3 or CD8.

TGFβ has been reported to inhibit tumor immunity in many tumors (Batlle and Massagué, 2019). Castriconi et al. (2013) showed that neuroblastoma cells regulate the chemokine receptor repertoire of NK cells by releasing TGFβ1. FoxP3 levels correlated with TGFβ1 levels, and high TGFβ1 levels induced the transformation of T cells into Tregs, which is also present in skin cutaneous melanoma and breast cancer (Ravi et al., 2018). In addition, many studies have shown that TGFβ1 was associated with a reduction in pore forming protein (PFP) in CD8 cytotoxic T cells and weakened the killing activity of T cells (Batlle and Massagué, 2019). Similar results were found in the current study. However, the effect of TGFβ1 in CAFs on tumor immunity was inconsistent with the prognosis of clinical patients. This may be because the regulation of SCLC growth is dominated by the proliferation of tumor cells, a result shown in the present study. Combined immunotherapy is an alternative for patients with SCLC, due to the suppressive effect of TGFβ1 on antitumor immunity.

Radiotherapy is an important first-line treatment for SCLC (Nesbit et al., 2019; Wang et al., 2019). Sensitivity to radiation is an important factor that affects cure, through apoptosis and necrosis of tumor cells. In the present study, overexpression of TGFβ1 in CAFs appeared to enhance the apoptosis of lung cancer cells after radiotherapy. The mechanisms of TGF-β1 induced apoptosis has been reported in many studies include an increase in the expression of death-associated protein kinase (DAPK) (Jang et al., 2002) and TGF-β-inducible early response gene 1 (TIEG1) (Zhang et al., 2017). Additionally, after radiotherapy the proliferation of lung cancer cells that had been co-cultured with TGFβ1-knockdown CAFs was greater than that of the TGFβ1-overexpression CAFs. Among the patients who received radiotherapy, those in the TGFβ1-high group had a better prognosis than did those in the TGFβ1-low group. Therefore, the knockdown of TGFβ1 in CAFs may have enabled the SCLC cells to overcome apoptosis and promote the development of radiotherapy resistance. Few studies have suggested an association between the level of TGFβ1 in CAFs in tumors and the sensitivity to radiotherapy of tumors. Dickson et al. (2000) analyzed pretreatment plasma TGFβ1 levels and assessed the tumor control and late morbidity following radiation therapy in carcinoma of the cervix, found that an underlying weak relationship of TGFβ1 levels. The current results suggest a direct link between TGFβ1 and tumor radiosensitivity.

The role of TGFβ1 in cancer is complex and has been reported in many studies (Zarzynska, 2014; Seoane and Gomis, 2017). As tumor suppressor factors, TGFβRII or SMAD4 knockout significantly accelerated progression of malignant tumors; examples include APC inactivation in intestinal polyps, PyMT-induced breast cancer, and pancreatic injury induced by Kras (Biswas et al., 2004; Forrester et al., 2005; Ijichi et al., 2006; Munoz et al., 2006). On the other hand, TGFβRI activated in ErB2/HER2-positive patients with breast cancer slowed the development of tumor and reduced tumor volume (Muraoka et al., 2003; Siegel et al., 2003). This suggests that TGFβ1 signaling may control tumor growth. In the current study, we also found that the level of TGFβ1 in CAFs was associated with the prognosis of patients with SCLC, and tumor cell progression, multivariate analyses indicated that TGFβ1 was an independent indicator for prognosis in all cohorts. These incongruous reports suggest that the functions of TGFβ1 are complicated and may be specific for different tumor types. The effect TGFβ1 may differ by tumor types, either by inhibiting or promoting tumor growth. The mechanisms by which TGFβ1 affects SCLC cell development remain unclear, and further studies are required.

There are also some limitations in this study. This study was retrospective and enrolled samples in this study were derived from tumor tissues pathologically confirmed as SCLC after surgery. However, surgery is not an standard approach for SCLC, it is difficult to collect large numbers of histological samples. When surgical samples are not available, TGFβ1 can be measured with biopsy samples. Chemoradiotherapy has become the standard treatment for SCLC, therefore, further clinical trials need to be carried out to validate the results of this study in SCLC patients with chemoradiotherapy is required. Moreover, more complex mechanism of TGFβ1 expression in CAFs affecting the apoptosis of lung cancer cells requires further research.



CONCLUSION

This study is the first to show that high TGFβ1 levels in CAFs may be an independent prognostic factor indicating good prognosis in patients with SCLC. In addition, the low TGFβ1 level in CAFs appeared to enhanced tumor cell development, radioresistance, and anti-tumor immunity, calling for different treatments. These results provide a basis for using TGFβ1 in CAFs as a novel predictor of prognosis in SCLC. Moreover, targeting TGFβ1 in CAFs may lead to a new therapeutic strategy to improve the survival outcomes of patients with SCLC.
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Background: CD8+ T cells work as a key effector of adaptive immunity and are closely associated with immune response for killing tumor cells. It is crucial to understand the role of tumor-infiltrating CD8+ T cells in uveal melanoma (UM) to predict the prognosis and response to immunotherapy.

Materials and Methods: Single-cell transcriptomes of UM with immune-related genes were combined to screen the CD8+ T-cell-associated immune-related genes (CDIRGs) for subsequent analysis. Next, a prognostic gene signature referred to tumor-infiltrating CD8+ T cells was constructed and validated in several UM bulk RNA sequencing datasets. The risk score of UM patients was calculated and classified into high- or low-risk subgroup. The prognostic value of risk score was estimated by using multivariate Cox analysis and Kaplan–Meier survival analysis. Moreover, the potential ability of gene signature for predicting immunotherapy response was further explored.

Results: In total, 202 CDIRGs were screened out from the single-cell RNA sequencing of GSE139829. Next, a gene signature containing three CDIRGs (IFNGR1, ANXA6, and TANK) was identified, which was considered as an independent prognostic indicator to robustly predict overall survival (OS) and metastasis-free survival (MFS) of UM. In addition, the UM patients were classified into high- and low-risk subgroups with different clinical characteristics, distinct CD8+ T-cell immune infiltration, and immunotherapy response. Gene set enrichment analysis (GSEA) showed that immune pathways such as allograft rejection, inflammatory response, interferon alpha and gamma response, and antigen processing and presentation were all positively activated in low-risk phenotype.

Conclusion: Our work gives an inspiration to explain the limited response for the current immune checkpoint inhibitors to UM. Besides, we constructed a novel gene signature to predict prognosis and immunotherapy responses, which may be regarded as a promising therapeutic target.

Keywords: CD8+ T cells, immune-related genes, immunotherapy, prognosis, uveal melanoma


INTRODUCTION

Uveal melanoma (UM) is the most common intraocular malignant tumor in adult, but much rarer than skin cutaneous melanoma (CM). UM often derives from uveal melanocytes and fast metastasis (Patel, 2013). The incidence of UM is one thousandth of 0.06–0.07, and around 50% of UM patients will eventually die from metastases (Singh et al., 2011; Goh et al., 2020). Despite both UM and CM originate from similar cell types, cancer cells in UM are biologically different from CM (Heppt et al., 2017b). For instance, genic mutations such as TTN, NRAS, and BRAF universally appeared in CM and seldom detected in UM, whereas the mutations of GNA11, GNAQ, and BAP1 are commonly observed in UM (Van Raamsdonk et al., 2009, 2010; Cancer Genome Atlas Network, 2015; Livingstone et al., 2020). Moreover, compared with CM, UM bears a lower tumor mutational burden and has a tumor-promoting immune microenvironment (Wang et al., 2020).

Up to now, no systemic treatment has been successfully proven to improve the clinical outcomes of metastatic UM. Despite promising immunotherapies, such as anti-CTLA4, anti-PD1, and anti-PDL1, therapies have been successfully used in CM, and limited response rates toward these immune checkpoint inhibitors were usually observed in UM (Hoefsmit et al., 2020; Qin et al., 2020). For example, the latest clinical outcomes manifested that the 5-year overall survival rate of CM for nivolumab plus ipilimumab therapy was 52% (Larkin et al., 2019). However, the response rate of UM to ipilimumab monotherapy was 0–5% and nivolumab monotherapy was 6%. There was even no response observed to a combination of nivolumab and ipilimumab at median progression-free survival of 2.9 months (Alexander et al., 2014; Zimmer et al., 2015; Heppt et al., 2017a). Notably, higher tumor mutational burden is considered to be closely correlated with higher neoantigens, which tumor-specific T cells may recognize easier (Qin et al., 2020). The mutational burden in CM is known to be much higher than UM, which may partly clarify the distinct response toward immune checkpoint inhibitors. In addition, it is also suggested that tumor-infiltrating T cells take a pivotal role in killing tumor cells, and mediate tumor rejection and antitumor immune responses (Reiser and Banerjee, 2016; Saleh et al., 2020).

For progression cancers, tumor-infiltrating T cells are the most preferred immune cell to effectively target cancer. T-cell density has been demonstrated as a favorable prognostic biomarker for patient survival in glioblastoma, colorectal carcinoma, and ovarian carcinoma (Shionoya et al., 2017). However, compared with many other cancers, the high infiltration of tumor-specific T cells in UM indicated a poor prognosis (Wang et al., 2020). Previous studies proved that tumor-infiltrating CD8+ T cell was the dominated immune cell in UM, which was regarded as a poor prognostic indicator (Bartlett et al., 2014). The opposite effect suggested that different CD8+ T-cell subsets or dysfunction of tumor-infiltrating CD8+ T cells may exist in UM immune environment (Tumeh et al., 2014). Therefore, immune gene-associated tumor-infiltrating CD8+ T cells might be an interesting target to identify gene signature that would possibly improve the response of immunotherapy.

In order to comprehensively evaluate the different subgroups of immune cells and identify the CD8+ T-cell type-specific genes in UM, single-cell RNA sequencing dataset deposited in the Tumor Immune Single-Cell Hub (TISCH) website was first explored. Next, combined with much bulk RNA-seq of UM datasets and corresponding clinical information, we constructed a promising tumor-infiltrating CD8+ T-cell gene signature by using multiple machine learning algorithms. This gene signature may be future targets for rescuing the exhausted CD8+ T cells, stimulating immune surveillance as well as enhancing the efficacy of immune checkpoint blockade therapy.



MATERIALS AND METHODS


Estimation of CD8+ T Cells in Cutaneous Melanoma and Uveal Melanoma

In order to explore the association between tumor-infiltrating CD8+ T cells and clinical outcome in cutaneous and uveal melanoma, the Tumor Immune Estimation Resource (TIMER2.0) database1 was used to comprehensively analyze immune infiltrates across diverse cancer types by multiple immune deconvolution methods (Li et al., 2020). Besides, TIMER2.0 affords the Cox regression and Kaplan–Meier survival analyses to estimate the prognostic value of corresponding immune infiltrates in various cancer types.



Identification of CD8+ T Cell-Associated Immune-Related Genes in Uveal Melanoma

The 7307 CD8+ T cell type-specific genes in UM (Supplementary Table 1) were obtained from the Tumor Immune Single-Cell Hub (TISCH) website2, which is a single-cell RNA-seq database and aims to characterize tumor microenvironment at single-cell resolution (Sun et al., 2021). Next, the cutoff criterion of | log2 FC| ≥ 0.5 and adjusted p values < 0.05 were applied to screen the different expressed genes (DEGs) in CD8+ T cells. Moreover, the latest version of immune-related genes was acquired from the ImmPort database3. Finally, the overlapped genes of DEGs in CD8+ T cells and immune-related genes were regarded as CD8+ T cell-associated immune-related genes (CDIRGs) for subsequent analysis.



Uveal Melanoma Dataset Collection and Processing

The bulk RNA sequencing datasets of UM as well as corresponding clinical information were downloaded from the TCGA database4. Besides, several UM-related gene expression datasets (accession number: GSE22138 and GSE84976)(Laurent et al., 2011; van Essen et al., 2016) deposited in the Gene Expression Omnibus5 were also downloaded for outside validation. Moreover, a previous study treated with CTLA-4 and PD-1 blockade therapy was obtained from published literature to predict immunotherapy response (Roh et al., 2017). The raw gene expression datasets were processed by using the following steps: First, probe IDs were annotated to genes by using the Bioconductor package and the corresponding platform annotation profiles. Next, the genes with missing values >50% of samples were excluded. Finally, the raw matrix data were quantile normalized and log2 transformed.



Construction of CD8+ T Cell-Related Gene Signature

The association between CDIRGs and the overall survival (OS) time of UM patients in TCGA was analyzed. Univariate Cox regression analysis was performed to identify the survival-related genes (p values < 0.05). Next, the variable importance (VIMP) algorithm in random survival forest (RF) was used to select the importance of candidate genes, then the multivariate Cox regression method was performed to construct a risk score model with selected CDIRGs. The risk score was calculated as follows: Risk score = [image: image], in which N is the number of genes selected by RF, expri is the expression value, and coefi is the coefficient of genes. Furthermore, the Kaplan–Meier tests were applied to the multiple gene combination signatures, and log-rank p values were calculated, which were further used to compare different gene combinations and eventually screened the best gene signature (Sui et al., 2019). Receiver operating characteristic (ROC) analysis for 3- and 5-year OS or metastasis-free survival (MFS) was performed, and area under the curve (AUC) was calculated to assess the sensitivity and specificity of the gene signature. Besides, to test the robustness of the result, this CDIRG gene signature was further verified in the GES22138 and GSE84976 datasets.



Subgroup Analysis

To evaluate the relationship between risk score distribution and clinical features, the subgroup analyses were separately performed for different types of UM clinical variables including age, stage, histological type, chromosome 3 status, metastasis, and vital status. Besides, in order to evaluate the prognostic value, multivariate Cox regression analysis was performed to determine whether the risk score had a prognostic value independent of other clinical variables.



Pathway Enrichment Analysis

In order to explore the different signaling pathways between the low- and high-risk groups, the gene set enrichment analysis (GSEA) was conducted. First, the differential analysis of all genes between low- and high-risk groups was generated, and these genes were ordered by the value of log2 fold change. Then gene set databases including cancer Hallmarks (h.all.v7.0.symbols) and Kyoto encyclopedia of genes and genomes (c2.cp.kegg.v7.2.symbols) were used to investigate the signaling pathways correlated with different subgroups of UM. Significance pathway was set at FDR ≤ 0.1 and p-value ≤ 0.05, and the top five pathways considered as the most significant are illustrated in the figures.



Potential Indicator for Immunotherapy Response

To assess the possible ability of risk score for prediction of immunotherapy response, the correlation between the risk score and immune checkpoint genes such as PD-1, CTLA-4, and LAG3 was explored. Most importantly, the immunotherapy response molecular marker—immunophenoscore was also included in our research, which is a well-established predictor of response to checkpoint blockade in melanoma (Charoentong et al., 2017). Next, to investigate the associations between risk score and immune microenvironment, the “CIBERSORT” algorithm was applied to calculate the proportions of immune cells. Then correlation and subgroup analyses between the risk score and these immune cells were conducted. Finally, the tumor immune dysfunction and exclusion (TIDE) algorithm was used to predict clinical response to immune-checkpoint inhibitors, and subclass mapping (SubMap) was performed to compare the expression similarity between the subgroup (high/low risk score) and the melanoma patients with different anti-PD-1 and anti-CTLA-4 therapy responses to predict the efficacy of immunotherapy in UM patients.



Statistical Analysis

All statistical analyses were conducted by using the R software (v.3.6.0). RF algorithm was calculated by the “randomForestSRC” package (Nasejje et al., 2017). The Kaplan–Meier test and ROC analysis were applied by using the “survival” and “survivalROC” packages (Therneau and Li, 1999; Huang et al., 2020). The best cutoff values were computed by using the “survminer” package (Zeng et al., 2019). The CIBERSORT method was estimated by the “CIBERSORT” package (Newman et al., 2015). GSEA was performed by “clusterProfiler” package (Yu et al., 2012). The correlation analysis was calculated by Spearman test. For comparisons of two groups and more than two groups, unpaired test and one-way ANOVA analysis were used, respectively. Univariate and multivariate Cox regression was used to evaluate the relevant prognostic factors. The hazard ratios (HR) and 95% confidence intervals (95% CI) of the prognostic factors were calculated. P < 0.05 was regarded as statistically significant in all statistical tests.



RESULTS


Opposite Outcome for CD8+ T Cells in Cutaneous Melanoma and Uveal Melanoma

In the TIMER2.0 website, multiple immune deconvolution methods including “XCELL” (Aran et al., 2017), “TIMER” (Li et al., 2016), “QUANTISEQ” (Finotello et al., 2019), “MCPCOUNTER” (Becht et al., 2016), “CIBERSORT-ABS,” and “CIBERSORT” (Newman et al., 2015) were used to estimate immune infiltrates in cutaneous and UM. Through univariable Cox proportional hazard model, we astonishingly found that tumor-infiltrating CD8+ T cells work as a protective factor for cutaneous melanoma patients, whereas the increase in tumor infiltration of CD8+ T cells will risk UM patients (Figure 1A and Supplementary Table 2). Kaplan–Meier curves also showed that the high tumor-infiltrating CD8+ T cell subgroup have a significant shorter survival time than the low tumor-infiltrating CD8+ T cell subgroup in UM regardless of which kind of deconvolution method (Figures 1B–I).


[image: image]

FIGURE 1. The prognostic value of CD8+ T cells in cutaneous and uveal melanoma (UM). (A) Heatmap of multivariable Cox proportional hazard model for CD8+ T cells in cutaneous and UM. Z-score > 0 means increased risk; Z-score < 0 means decreased risk. (B–I) Kaplan–Meier survival analysis of CD8+ T cells in UM by TIMER (B), CIBERSORT (C), MCPCOUNTER (D), CIBERSORT-ABS (E), QUANTISEQ (F), and XCELL (G–I) methods, respectively. *p < 0.05; **p < 0.01.




Identification of CDIRGs Based on Single-Cell RNA-Seq

The single-cell RNA-seq of GSE139829 was well processed and deposited in the TISCH website (Durante et al., 2020), which contains 103,703 tumors and non-neoplastic cells from three metastatic and eight primary UM tumors. By applying UMAP algorithms, these mixed cells can be definitely clustered and annotated into eight cell types including B cells, CD4+ T cells, CD8+ T and T exhausted cells, endothelial, malignant, mono/macrophage, and plasma (Figure 2A). The pie plot showed that the number of CD8+ T cells was the main component for UM tumor immune environment (Figure 2B), and the bar plot manifested that the CD8+ T cells take a large proportion for each patient (Figure 2C), respectively. Therefore, the CD8+ T cell-type-specific marker genes were obtained for further analysis. Afterward, according to the selected criterion, 2,920 DEGs were screened out in the GSE139829 dataset, where 1,691 genes were upregulated, and 1,229 genes were downregulated (Figure 2D). Moreover, 1,793 immune-related genes were downloaded from the ImmPort database. Finally, 202 CDIRGs were acquired from the overlapped plot (Figure 2E). The gene ontology (GO) enrichment analysis revealed that these CDIRGs were significantly enriched in T-cell activation, positive regulation of lymphocyte activation, immune response-activating cell surface receptor signaling pathway, MHC protein complex, antigen binding, immune receptor activity, and so on (Figure 2F).
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FIGURE 2. Identification of CD8+ T-cell-associated immune-related genes (CDIRGs). (A) The landscape of UM single-cell samples; annotated UMAP plot identified a total of eight different cell types including B cells, CD4+ T cells, CD8+ T and T exhausted cells, endothelial, malignant, mono/macrophage, and plasma. (B) The pie plot of eight different cell types. Apart from malignant cells, CD8+ T exhausted cells take a larger component. (C) The bar plot for proportion of eight different cell types. (D) The volcano plot of the different expressed genes (DEGs) in CD8+ T cells. (E) The overlapped CDIRGs of DEGs and immune-related genes. (F) Gene Ontology (GO) enrichment analysis of the CDIRGs.




Construction of CD8+ T-Cells-Related Gene Signature

Totally, the RNA sequencing data and clinical information of 171 eligible UM patients were acquired from the three datasets including TCGA of UM (n = 80), GSE22138 (n = 63), and GSE84976 (n = 28). According to the results of overlap between DEGs in CD8+ T cells and immune-related genes, 202 CDIRGs were selected for univariate Cox regression analysis in TCGA dataset and found that a total of 16 CDIRGs was significantly associated with survival of UM patients (p < 0.05) (Figure 3A). Next, the top 10 important genes including IFNGR1, CDK4, ANXA6, HSP90AA1, TANK, SOS1, CSK, CKLF, MET, and RORA were screened out by the random forest algorithm (Figure 3B). In order to find the optimal gene signature, Kaplan–Meier tests and log-rank p values were applied to compare the different gene models. Eventually, the best gene signature contained three genes (IFNGR1, ANXA6, and TANK) with the highest -log10 P value selected out (Figure 3C). The violin plot of different cell types in the GSE139829 dataset showed that these three genes had higher expression levels (Figure 3D). The UMAP plots also revealed that these genes were largely expressed in the cluster of CD 8+ T cells (Figure 3E).
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FIGURE 3. Construction of CD8+ T cell-related prognostic gene signature. (A) Volcano plot displayed the CD8+ T-cell-associated immune-related genes (CDIRGs) of the univariate Cox regression analysis. (B) Random survival forest analysis screened the most important 10 genes. (C) After Kaplan–Meier (KM) analysis, the top 15 gene signatures were sorted according to the log-rank p value of KM. A gene signature with three genes was screened out for its big -log10 p value and small number of genes. (D) Violin plot shows the expression of three genes in different cell types. (E) The annotated UMAP plot to check the expression of three genes.


Then the three genes were further used to construct a risk score system by applying multivariate Cox analysis in TCGA dataset. According to the formula, a risk score for each patient will be calculated. Afterward, UM patients in TCGA dataset were classified into a high-risk group and a low-risk group by applying the best cutoff value of the risk score. Kaplan–Meier curves showed that patients in the high-risk group have a shorter survival time than the low-risk group with log-rank p = 0.00031 and HR = 6.781 (Figure 4A). To estimate the prediction power of gene signature, the ROC curve was drawn, and 3 and 5 years of AUCs were 0.637 (95% CI: 0.479–0.847) and 0.681 (95% CI: 0.468–0.865), respectively (Figure 4D). Besides, verification tests were conducted in GSE22138 and GSE84976 datasets. The GES22138 and GSE84976 datasets were divided into high-risk and low-risk groups accordingly. Kaplan–Meier curves manifested that patients in the high-risk group have a worse prognosis than those in the low-risk group regardless of whether the GSE22138 dataset (log-rank p = 0.018 and HR = 2.593) (Figure 4B) or GSE84976 dataset (log-rank p < 0.0001 and HR = 6.519) (Figure 4C) was used. The 3 and 5 years of AUCs were 0.569 (95% CI: 0.473–0.765) and 0.685 (95% CI: 0.544–0.842) in the GSE22138 dataset (Figure 4E), and 0.784 (95% CI: 0.602–0.980) and 0.867 (95% CI: 0.604–0.995) (Figure 4F) in the GSE84976 dataset, respectively.
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FIGURE 4. Construction and validation of the prognostic gene signature in UM patients. (A) Kaplan–Meier (KM) analysis of risk model for three CD8+ T-cell-associated immune-related gene (CDIRG) signature in TCGA dataset. (B) Kaplan–Meier (KM) survival analysis of risk model for three CDIRG gene signatures in the GSE22138 dataset. (C) KM survival analysis of risk model for three CDIRG gene signature in the GSE84976 dataset. (D) Three and 5 years of the receiver operating characteristic (ROC) curves in TCGA dataset. (E) Three and 5 years of ROC curves in the GSE22138 dataset. (F) Three and 5 years of ROC curves in the GSE84976 dataset.




The Relationship Between Risk Score Distribution and Clinical Features

The UM patients in TCGA, GSE22138, and GSE84976 datasets were divided into the high- or low-risk score groups by applying the optimal cutoff value. The distribution of patients in the risk score groups, chromosome 3 status, metastasis, and vital status clusters is illustrated in the Sankey plot (Figure 5A). The box plots manifested that chromosome 3 status (Figure 5C), metastasis (Figure 5D), vital status (Figure 5E), and histological type (Figure 5F) were correlated with risk score. Other clinical features, such as age (Figure 5G), gender (Figure 5H), and tumor stage (Figure 5B) had no relationships with risk score. Furthermore, to explore prognostic factors for OS or MFS in multiple datasets, the risk score of gene signature and clinical variables was analyzed by the multivariate Cox regression analyses (Figure 6A). The forest plot revealed that stage, metastasis, chromosome 3 status, histological type, and risk sore were significantly associated with MFS or OS. More importantly, the risk score was significantly correlated with MFS or OS and could be regarded as an independent risk factor in TCGA (HR = 9.170, P = 0.001), GSE22138 (HR = 2.420, P = 0.048), and GSE84976 (HR = 1.820, P = 0.036).
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FIGURE 5. Relationships between risk score and clinical characteristics. (A) Sankey plot of risk score distribution in groups with different chromosome 3 status subtype, metastasis, and vital status. (B) The risk score distribution of stage in TCGA dataset. (C) The risk score distribution of chromosome 3 status in TCGA, GSE22138, and GSE84976 datasets. (D) The risk score distribution of vital status in TCGA and GSE84976 datasets. (E) The risk score distribution of metastasis in TCGA, GSE22138, and GSE84976 datasets. (F) The risk score distribution of histological type in TCGA and GSE22138 datasets. (G) The risk score distribution of age in TCGA, GSE22138, and GSE84976 datasets. (H) The risk score distribution of sex in TCGA and GSE22138 datasets. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.
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FIGURE 6. Multivariate Cox regression of risk score and gene set enrichment analysis (GSEA). (A) Forest plot of multivariate Cox regression for risk score and clinical characteristics in TCGA, GSE22138, and GSE84976 datasets. (B) The top five cancer hallmarks include allograft rejection, inflammatory response, interferon alpha and gamma response, and oxidative phosphorylation, which were enriched in the low-risk group. (C) The results of KEGG enrichment included antigen processing and presentation, cell adhesion molecule cams, chemokine signaling pathway, cytokine–cytokine receptor interaction, and natural killer cell-mediated cytotoxicity, which were active in the low-risk group.




Gene Set Enrichment Analysis

In order to explore the different hallmark pathways enriched in the high- and low-risk groups, GSEA was performed. According to the ordered pathways enriched in each phenotype, the significant pathways in cancer Hallmarks and KEGG pathway collection were screened out (Supplementary Table 3), and the top five pathways were illustrated in the GSEA plot. The results suggested that hallmarks like allograft rejection, inflammatory response, interferon alpha and gamma response, and oxidative phosphorylation were all enriched in the low-risk group (Figure 6B). The results of KEGG enrichment indicated that the low-risk group was associated with pathways such as antigen processing and presentation, cell adhesion molecule cams, chemokine signaling pathway, cytokine–cytokine receptor interaction, and natural killer cell-mediated cytotoxicity (Figure 6C).



Potential Indicator for Uveal Melanoma Immunotherapy

To further explore the potential response for immunotherapy, the association between risk score and the expression level of immune checkpoint genes (PD-1, CTLA-4, and LAG3) was investigated. The correlation analyses manifested that the risk score of gene signature was significantly positively associated with PD-1 (r = 0.445 and p < 0.001), CTLA-4 (r = 0.25 and p = 0.025), and LAG3 (r = 0.417 and p < 0.001) (Figure 7A). The expression value of PD-1, CTLA-4, and LAG3 between the high- and low-risk subgroups was compared; the box plots showed that those in the high-risk group had a significant higher expression level of PD-1, CTLA-4, and LAG3 than those in the low-risk group (Figure 7C). Moreover, immunophenoscore, considered as an effective predictor of immunotherapy, was also positively correlated with risk score (r = 0.261 and p = 0.019) (Figure 7B). Subgroup analysis indicated that the value of immunophenoscore in the high-risk group was higher than in the low-risk group (Figure 7D). In addition, to explore the association between risk score and immune microenvironment, the CIBERSORT algorithm was first used to calculate 22 immune cells for further investigation of the UM samples (Supplementary Figure 1). Afterward, the correlation analyses between risk score and 22 immune cells suggested that CD8 T cells, regulatory T cells, and B memory cells were positively correlated with risk score, while naïve B cells, activated dendritic cells, M2 macrophages, monocytes, and neutrophils were negatively associated with risk score (Figure 7E). The different analyses of immune infiltration between high- and low-risk score in 22 immune cells indicated that CD8 T cells were highly infiltrated in the high-risk group, and naïve B cells, monocytes, and neutrophils were highly infiltrated in the low-risk group (Figure 7F).
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FIGURE 7. Relationships between risk score with immune checkpoint genes, immunophenoscore (IPS), and immune microenvironment. (A) Correlation between the risk score and the expression level of PD-1, CTLA-4, and LAG3. (B) Correlation between the risk score and IPS. (C) The subgroup analysis of PD-1, CTLA-4, and LAG3 between the high- and low-risk groups. (D) The subgroup analysis of IPS between the high- and low-risk groups. (E) Heatmap of correlation analysis for the risk score and immune infiltrating cells. (F) The subgroup analysis of 22 immune infiltrating cells between the high- and low-risk groups; *p < 0.05; **p < 0.01; ***p < 0.001.


The close associations of the risk score with immune checkpoint genes and tumor immune infiltration prompted us to speculate that the risk score may be used to predict the response for UM immunotherapy. Therefore, we conducted the TIDE algorithm6 (Jiang et al., 2018) to calculate the TIDE score for each sample in TCGA (Figure 8A), GSE22138 (Figure 8C), and GSE84976 (Figure 8E). We surprisingly found that the low-risk score group has a larger percentage of response than the high-risk group whether in TCGA dataset (high/low = 32.61%/47.06%; Figure 8B), GSE22138 (high/low = 33.33%/47.62%; Figure 8D), or GSE84976 (high/low = 0.00%/33.33%; Figure 8F). What is more, we performed subclass mapping to compare the expression profile of the high/low subgroups and another published dataset containing 47 patients with melanoma that responded to immune checkpoint inhibitors (CTLA-4 and PD-1) (Roh et al., 2017). Interestingly, we found that the high-risk group is more promising in responding to anti-PD-1 therapy whether in TCGA, GSE22138, or GSE84976 (Figure 8G), whereas, the patients in the low-risk group are insensitive to anti-CTLA-4 or anti-PD-1therapy.
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FIGURE 8. Immunotherapy response of UM. (A) Bar plot for the distribution of tumor immune dysfunction and exclusion (TIDE) scores in TCGA dataset. (B) The percentage of immunotherapy response between the high- and low-risk groups in TCGA dataset. (C) Bar plot for the distribution of TIDE scores in the GSE22138 dataset. (D) The percentage of immunotherapy response between the high- and low-risk groups in the GSE22138 dataset. (E) Bar plot for the distribution of TIDE scores in the GSE84976 dataset. (F) The percentage of immunotherapy response between the high- and low-risk groups in the GSE84976 dataset. (G) Submap analysis of different responses for anti-CTLA-4 therapy and anti-PD-1 therapy between the high- and low-risk groups in TCGA, GSE22138, and GSE84976 datasets.




DISCUSSION

Currently, cancer immunotherapy, regarded as a promising therapeutic method, is generally used in CM patients. However, unresponsive or limited response rates to immunotherapies are often observed in UM patients (Hoefsmit et al., 2020). As we know, successful application of immune checkpoint blockade in CM greatly depends on the ability of anti-tumor immune response, which largely owes to the density of tumor-infiltrating CD8+ T cells (Tavera et al., 2018). Compared with the skin, the eye is regarded as an immune privileged site, which restrains the secretion of immune-mediated cytokines and limited lymph circulation, further increasing retention of tumor antigens and eventually causing CD8+ T-cell exhaustion for continuous exposure (Niederkorn, 2012; Rossi et al., 2019). Therefore, we first performed multiple immune deconvolution methods to comprehensively analyze the prognostic role of tumor-infiltrating CD8+ T cell in UM and CM. The results manifested that higher infiltration of CD8+ T cells in CM indicated a favorable clinical outcome, while larger numbers of CD8+ T cells will decrease the overall survival of UM patients. It is consistent with previous studies that CD8+ T cell refers to favorable prognosis in CM and predicts poor prognosis in UM (Azimi et al., 2012; Gartrell et al., 2018; Wang et al., 2020). Besides, Luo et al. recently identified several prognostic genes in UM, and almost every gene was correlated with abundance in CD8+ T cell (Luo and Ma, 2020). Hence, it is urgent to explore the adaptive immune response gene signature to improve the effect of tumor-infiltrating CD8+ T cell targeting approaches and the response of immunotherapies in UM.

The general RNA sequencing of tumor tissue cannot be representative of CD8+ T cell genomic signature well in UM. Therefore, in this study, single-cell sequencing of UM was used to explore the tumor immune environment and found that CD8+ T cell were the main component immune cell. Besides, exhausted CD8+ T cells take a larger proposition in each UM patient, which is in accordance with the prior reports that UM patients have a higher ratio of exhausted CD8+ T cells (Durante et al., 2020; Hoefsmit et al., 2020). This phenomenon highlights that an immunosuppressive environment exists in UM and suggests that high infiltration of exhausted CD8+ T cells promotes tumor immune evasion. Next, the main concern behind this study was the potential molecular mechanism of CD8+ T cells that regulates the immune tolerance; thus, we screened the CDIRGs based on previous immune-related genes and CD8+ T-cell-specific genes identified from single-cell RNA-seq. Within the CDIRGs, we found that these genes were positively associated with pathways like immune response-activating signal transduction, MHC complex, and immune receptor activity, which further ensure the validity and reliability of our results.

Furthermore, we constructed a prognostic gene signature, which classified the OS or MFS of UM into high- and low-risk groups. Patients in the high-risk group indicated a poor survival. The prognostic gene signature contained three CDIRGs including IFNGR1, ANXA6, and TANK. Interestingly, all these genes have been proven to be associated with cancer or immune response. For instance, IFN-γ signaling is known as an essential effector molecule for anti-tumor immune response, which must bind the IFN-γ receptor (IFNGR1 or IFNGR2) to modulate the JAK–STAT pathways and affects the immune cell activation (Dunn et al., 2005). Several studies reported that the defect in IFNGR1 will promote cancer cells that are unresponsive to immunotherapy, which finally leads to proliferation of cancer cells (Fu et al., 2011; Gao et al., 2016). Annexin A6 (ANXA6) is a superfamily member of membrane-binding annexin proteins, and it has been reported that the expression level of ANXA6 is closely correlated with various cancers (Qi et al., 2015). Rhea et al., suggested that ANXA6 was the most important component of T cell plasma membrane. The lack of ANXA6 was supposed to disturb T-cell proliferation and affect immune signaling pathways (Cornely et al., 2016). Besides, the TRAF family member-associated NF-κB activator (TANK) is regarded as an inhibitor in the immune response via IL1R/TLR activation (Kawagoe et al., 2009). Wang et al. (2015) also reported that TANK may be considered as a therapeutic target to prevent hyperimmune response and improve cancer therapeutic resistance.

To prove the accuracy of gene signature for prognostic prediction, the associations between CD8+ T cell gene signature and clinical parameters were investigated. The results revealed that the risk score of gene signature was intimately correlated with chromosome 3 status, metastasis, vital status, and histological type. Additionally, the multivariate Cox regression analysis also indicated that the risk score of gene signature could be regarded as an independent prognostic factor in UM. Notably, all evidences indicated that the CD8+ T cell gene signature is well constructed and can accurately predict OS or MFS of UM.

Through GSEA, we found that low-risk phenotype has immune activation. Immune pathways such as allograft rejection, inflammatory response, interferon alpha and gamma response, antigen processing and presentation, and cytokine–cytokine receptor interaction were all positively activated. By CIBERSORT estimation, we also observed that the high-risk group have a higher infiltration of CD8 T cells. Thus, it is easy to understand why low-risk UM patients have a better survival outcome than the high-risk group.

Presently, only a few UM patients are responding to immunotherapies in clinical observations. However, we surprisingly found that the risk score has a significant positive correlation with the expression of PD-1, CTLA-4, LAG3, and immunophenoscore. Hence, it is essential to assess the value of gene signature in predicting immunotherapy responses. Luckily, Jiang et al. (2018) developed TIDE algorithm to help researchers identify patients who may benefit from immune checkpoint inhibitors (ICB) more. Combined with TIDE algorithm analysis, we found that low-risk UM patients with a lower TIDE score are more promising in responding to ICB. Therefore, we convinced that this CD8 T cell-related gene signature is a potential indicator of UM immunotherapy response. However, what kind of immune checkpoint inhibitors are suitable for UM is still unclear. Thus, the subgroups with different risk scores were explored in another published dataset containing 47 patients with melanoma who respond to immune checkpoint inhibitors (anti-PD-1 or anti-CTLA-4) (Lu et al., 2019). We surprisingly found that the low-risk group is promising in response to immune checkpoint inhibitors but is unresponsive to anti-PD-1 or anti-CTLA-4 therapy, whereas the high-risk group is sensitive to anti-PD-1 and anti-CTLA-4 therapy, but has a lower TIDE score. These opposite results prompted us to assume that it is urgent to discover and apply novel immune checkpoint inhibitors in clinical treatment. For example, recent studies showed that LAG-3 is the dominant marker in CD8+ exhausted T cells, rather than PD-1 or CTLA-4 (Danaher et al., 2017). Anti-LAG-3 therapy might rescue the exhausted T cells or in an adjuvant approach in treatment of UM (Puhr and Ilhan-Mutlu, 2019; Durante et al., 2020).

To sum up, our study comprehensively constructed a prognostic and immunotherapy responses-related gene signature by integrative analysis of tumor-infiltrating CD8+ T cells, immune-related genes, and clinical information. Our work gives an inspiration to explain the distinct response for the current immune checkpoint inhibitors between CM and UM. Moreover, the gene signature could classify subsets of UM with different infiltrations of CD8+ T cells and afford potential individual immunotherapy in the future.
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Activity of transcription factors is normally regulated through interaction with other transcription factors, chromatin remodeling proteins and transcriptional co-activators. In distinction to these well-established transcriptional controls of gene expression, we have uncovered a unique activation model of transcription factors between tyrosine kinase ABL and RUNX2, an osteoblastic master transcription factor, for cancer invasion. We show that ABL directly binds to, phosphorylates, and activates RUNX2 through its SH2 domain in a kinase activity-dependent manner and that the complex formation of these proteins is required for expression of its target gene MMP13. Additionally, we show that the RUNX2 transcriptional activity is dependent on the number of its tyrosine residues that are phosphorylated by ABL. In addition to regulation of RUNX2 activity, we show that ABL transcriptionally enhances RUNX2 expression through activation of the bone morphogenetic protein (BMP)-SMAD pathway. Lastly, we show that ABL expression in highly metastatic breast cancer MDA-MB231 cells is associated with their invasive capacity and that ABL-mediated invasion is abolished by depletion of endogenous RUNX2 or MMP13. Our genetic and biochemical evidence obtained in this study contributes to a mechanistic insight linking ABL-mediated phosphorylation and activation of RUNX2 to induction of MMP13, which underlies a fundamental invasive capacity in cancer and is different from the previously described model of transcriptional activation.




Keywords: ABL - Abelson murine leukemia viral oncogene homolog, Runx2 (runt-related transcription factor 2), tyrosine, phosphorylation, invasion



Introduction

Tyrosine kinase signaling networks are required for multiple cellular functions including growth, survival and angiogenesis during tumorigenesis (1). It has been shown by the Cancer Genome Atlas (TCGA) and other studies that the ABL kinase (Abelson murine leukemia viral oncogene homolog 1) is amplified and/or overexpressed in various invasive solid tumors including breast, lung, colon, and kidney carcinoma as well as melanoma (1–3), though the role of ABL in oncogenic activity remains to be determined.

Metastasis is a multistep process by which tumor cells disseminate from a primary tumor to distant secondary organs. During the process of metastasis, tumor cells interact with the extracellular matrix (ECM), produce matrix metalloproteinases (MMPs), degrade the ECM and displace the normal tissue with the expanded tumors as a consequence of invasion (4–11). Expression of MMPs in cancer cells is strongly associated with their invasive capacity, leading to poor prognosis (12–14). However, regulation of MMPs by transcription factors during metastasis has yet to be elucidated.

RUNX2, also known as core-binding factor 1 (Cbfa1), has been revealed to be a master transcription factor required for osteoblast differentiation since studies showed that mice lacking RUNX2 fail to undergo bone ossification due to defective osteoblastogenesis (15, 16). In our previous study, we showed that ABL potentiates the assembly and activation of the critical transcriptional complex of RUNX2 and TAZ (transcriptional co-activator with PDZ-binding motif) and drives osteocalcin expression and development of the osteoblast lineage (17). Activity of transcription factors is thus normally regulated through interaction with other transcription factors, chromatin remodeling proteins and transcriptional co-activators in a variety of distinct physiologic states (18–23).

In distinction to these well-established transcriptional controls of gene expression, we have uncovered a unique activation model of transcription factors between tyrosine kinase ABL and RUNX2 required for cancer invasion. We found that ABL directly binds to, phosphorylates, and activates RUNX2 through its SH2 domain in a kinase activity-dependent manner. We also found that the complex formation of these proteins is required for expression of its target gene MMP13. Additionally, we found that the RUNX2 transcriptional activity is dependent on the number of its tyrosine residues that are phosphorylated by ABL. In addition to regulation of RUNX2 activity, we found that ABL transcriptionally enhances RUNX2 expression through activation of the bone morphogenetic protein (BMP)-SMAD pathway. Lastly, we found that ABL expression in highly metastatic breast cancer MDA-MB231 cells is associated with their invasive capacity and that ABL-mediated invasion is abolished by depletion of endogenous RUNX2 or MMP13.

These findings contribute to a mechanistic insight linking ABL-mediated phosphorylation and activation of RUNX2 to induction of MMP13, which underlies a fundamental invasive capacity in cancer and is different from the previously described model of transcriptional activation.



Materials and Methods


Mice

We purchased BALB/c-nu/nu female mice from Charles River Laboratories. All of the mice were housed in groups of 3-5 per cage and maintained at 22°C under a 12:12 h light/dark cycle with free access to water and standard laboratory food (MF diet, Oriental Yeast Co., Tokyo, Japan). Animal experiments were conducted in accordance with institutional and NIH guidelines for the humane use of animals.



Cell Cultures

All cultures were maintained in a 5% CO2 environment at 37°C. HEK 293T cells (ATCC) were cultured in DMEM (GIBCO) supplemented with 10% fetal bovine serum (FBS) (Sigma). MDA-MB231 cells (ATCC) were cultured in α-MEM (Nacalai Tesque) supplemented with 10% FBS. MDA-MB231 cells stably expressing luciferase were cultured in DMEM/F12 (Gibco) supplemented with 10% FBS. Saos-2 cells (ATCC) were cultured in McCoy’s 5A Modified Medium (GIBCO) supplemented with 15% FBS.



Invasion Assay With Matrigel

Cell invasion was assayed using the Boyden chamber method with filter inserts (pore size, 8 µm) pre-coated with Matrigel in 24-well plates (BD Biosciences, Franklin Lakes, NJ) as described previously (24). Cells (8 × 104 cells/insert) were seeded with α-MEM containing 0.5% FBS on the top chamber, and the bottom chamber was filled with α-MEM containing 10% FBS. After incubation for 24 h, cells that passed through the filter were fixed and stained by H&E staining. Invading cells were quantified by cell counting in five non-overlapping fields at ×10 magnification and presented as the average from three independent experiments.



In Vivo Metastasis Assays

For in vivo imaging, MDA-MB231 cells stably expressing luciferase were infected with an shGFP- or shABL-expressing vector, and 1 × 106 cells were injected into the lateral tail veins of BALB/c-nu/nu female mice. After 4 weeks, the presence of metastases was detected using the IVIS Imaging System (Xenogen, Alameda, CA) following intraperitoneal luciferin injection (150 mg/kg). Regions of interest from displayed images were identified and quantified as total photon counts or photons/s using Living Image® software 4.0 (Xenogen).



Histology

Lung tissues from mice were fixed in 10% neutral formalin, embedded in paraffin, sectioned, and stained with H&E.



Reagents and Antibodies

Unless stated otherwise, all chemicals were purchased from Sigma. Antibodies were obtained from the following sources: anti-pABL (Y245) (Cell Signaling Technology), anti-ABL (BD Pharmingen), anti-Flag M2 (Sigma), anti-Actin (Santa Cruz Biotechnologies), anti-RUNX2 (MBL International) and anti-pTyr (4G10) (EMD Millipore) antibodies. Halt™ Protease and Phosphatase Inhibitor Cocktail was from Thermo Fisher Scientific.



Plasmids

ABL (WT, PP or KD), TAZ and RUNX2 (WT or YF) plasmids were constructed as described previously (17). RUNX2 (add back) plasmids were generated by overlap extension PCR using primers with the desired mutations and cloning into the XbaI site of pEF Bos.



RNA Extraction and Quantitative Real-Time PCR (qPCR) Analysis

Total cellular RNA was extracted using an RNeasy Plus Mini Kit (QIAGEN). A High-Capacity cDNA Reverse Transcription kit (Applied Biosystems) was used for reverse transcription, and qPCR was performed on a Step One Plus Real-Time PCR System (Applied Biosystems) using TaqMan Gene Expression assays (Applied Biosystems) for Gapdh (Hs02786624_g1), MMP2 (Hs01548727_m1), MMP9 (Hs00957562_m1) and MMP13 (Hs00942584_m1). The relative expression of each mRNA was calculated by the ΔCt method.



Expression of an FKBP-ABL Retroviral Vector

An FKBP-ABL retroviral vector was constructed as described previously (25). HEK293T cells were co-transfected with an empty vector control (Mock) or pMx-FKBP-ABL with pSV and pVSVG using the CalPhos Mammalian Transfection Kit (Clontech). Saos-2 cells were infected as described previously (25).



Lentiviral Transduction

pLKO.1 lentiviral vectors expressing short hairpin RNAs (shRNAs) targeting RUNX2 (shRUNX2), ABL (shABL), MMP13 (shMMP13) or a nonspecific GFP sequence (shGFP) were co-transfected into HEK293T cells with pPAX2 and pVSVG (Addgene) using X-tremeGENE 9 transfection reagent (Roche). The virus was collected 48 hours after transfection, and cells were infected as described previously (25).



Western Blot Analysis and Co-Immunoprecipitation

Cells were lysed with Nonidet P-40 (NP-40) buffer (20 mM Tris [pH 8.0], 137 mM NaCl, 1% NP-40, 2 mM EDTA) or RIPA buffer (50 mM Tris [pH 7.5], 150 mM NaCl, 1% NP40, 0.1% SDS, 0.25% sodium deoxycholate, 1 mM EDTA) supplemented with protease and phosphatase inhibitors. Lysates were cleared by centrifugation for 10 minutes at 14,000 rpm and 4°C. Immunoprecipitation was performed at 4 °C with the indicated antibodies, and the products were collected on Dynabeads® Protein A or G (Life Technologies) as described previously (26, 27). For Western blotting, proteins in whole cell lysates (WCL) were resolved by SDS-PAGE and transferred to PVDF membranes (Immobilon; Millipore). The membranes were blocked in 5% BSA or 5% nonfat dried milk in PBST (PBS + 0.1% Tween-20). The images presented are representative of three independent experiments. The relative integrated density of each protein band was digitized by NIH image J.



Transient Transfection

HEK293T cells were transiently co-transfected with RUNX2 plasmid with or without TAZ and ABL constructs using LipoD293™ DNA In Vitro Transfection Reagent (SignaGen Laboratories).



Statistics

All results are shown as means ± SEM of data from at least three separate experiments. The data were subjected to ANOVA with Tukey–Kramer’s post hoc test or unpaired t-test with JMP® 7 (SAS Institute Inc, USA) to determine differences. P values < 0.05 were accepted as statistically significant.



Study Approval

All animal studies were approved by the Animal Research Council at Okayama University, Okayama, Japan.




Results


ABL Kinase Activity Is Required for RUNX2-Mediated MMP13 Expression

Several MMPs have been reported to be transcriptionally regulated by RUNX2 in different physiologic states including tumorigenesis and bone metabolism (18, 28–30). We previously reported that ABL forms the RUNX2-TAZ transcriptional complex that is required for osteocalcin expression and osteoblast differentiation (17) and we hypothesized that RUNX2-mediated expression of MMPs lies downstream of the same regulatory system composed of TAZ and ABL observed in osteoblasts. We first confirmed that RUNX2 enhanced mRNA expression of MMP13 but not that of MMP2 or 9 in a 293T cell overexpression system (Figures 1A, S1A). However, in contrast to osteocalcin, co-expression of RUNX2 with the constitutively active form of ABL [ABL (PP)], but not TAZ, enhanced the expression level of MMP13 by tenfold (Figures 1B, S1B). The protein expression levels of RUNX2 were similar in the presence or absence of ABL (PP) (Figure 1C), indicating that the enhancing effect of ABL on RUNX2-mediated MMP13 expression was through elevation of RUNX2 transcriptional activity. Additionally, the kinase dead version of ABL [ABL (KD)] did not show this effect (Figures 1D, E and S1C). Lastly, we observed that the ABL kinase inhibitor imatinib rescued the level of RUNX2-mediated MMP13 expression activated by ABL (PP) to normal levels (Figures 1F, S1D). These findings demonstrate that ABL kinase activity, but not TAZ, is required for RUNX2-mediated MMP13 expression that is different from the control of osteocalcin expression by RUNX2.




Figure 1 | ABL kinase activity is required for RUNX2-mediated MMP13 expression. (A) Quantitative PCR analysis of MMP2, 9, and 13 mRNA expression in HEK293T cells transfected with RUNX2. n = 3. (B) Quantitative PCR analysis of MMP13 mRNA expression in HEK293T cells co-transfected with RUNX2 with or without TAZ or ABL (PP). n = 3. (C) HEK293T cells were co-transfected with RUNX2 with or without TAZ or ABL (PP). Whole cell lysates were probed with the indicated antibodies for Western blot analysis. (D) Quantitative PCR analysis of MMP13 mRNA expression in HEK293T cells co-transfected with RUNX2 with or without ABL (WT, PP or KD). n = 3. (E) HEK293T cells were co-transfected with RUNX2 with or without ABL (WT, PP or KD). Whole cell lysates were probed with the indicated antibodies for Western blot analysis. (F) Quantitative PCR analysis of MMP13 mRNA expression in HEK293T cells co-transfected with RUNX2 with or without ABL (PP) and cultured in the presence or absence of 10 μM imatinib for 24 hours. n = 3. P values were determined by the unpaired t-test (A) or ANOVA with Tukey–Kramer’s post hoc test (B–F). Data are presented as means ± SEM. *P < 0.05.





ABL Binds to, Phosphorylates, and Activates RUNX2 Through Its SH2 Domain

We next investigated the mechanism by which ABL regulates RUNX2-mediated MMP13 expression. We previously found that ABL interacted with and phosphorylated RUNX2, which was required for osteocalcin expression in osteoblasts (17). Consistent with this finding, ABL (PP) formed a complex with and tyrosine-phosphorylated wild-type RUNX2 [RUNX2 (WT)] but not the all tyrosine to phenylalanine mutant RUNX2 (YF) in the 293T overexpression system (Figures 2A, B). Interestingly, we observed that the RUNX2 (YF) mutant poorly formed a complex with ABL compared to RUNX2 (WT) and was transcriptionally inactive (Figures 2C, D, S2A), suggesting that a tyrosine residue(s) of RUNX2 is required for formation of the ABL-RUNX2 complex. To confirm this possibility, we generated a truncated form of the ABL-SH2 domain that binds to phosphorylated tyrosines of its substrate and observed the complex formation of RUNX2 and the SH2 domain (Figure 2E). These findings demonstrate that ABL controls the RUNX2 transcriptional activity for MMP13 expression through direct interaction and its tyrosine phosphorylation.




Figure 2 | ABL binds to, phosphorylates, and activates RUNX2 through its SH2 domain. (A–C) HEK293T cells were co-transfected with wild-type (WT) or all tyrosine to phenylalanine mutant (YF) RUNX2 with or without ABL (PP). RUNX2 immune complexes were probed with an anti-phosphotyrosine (4G10), anti-pY245ABL, anti-ABL or anti-RUNX2 antibody. Whole cell lysates (WCL) were probed with the indicated antibodies for Western blot analysis. (D) Quantitative PCR analysis of MMP13 mRNA expression in HEK293T cells co-transfected with RUNX2 (WT or YF) with or without ABL (PP). n = 3. (E) HEK293T cells were co-transfected with RUNX2 with or without GFP-ABL (SH2). GFP-ABL (SH2) immune complexes were probed with an anti-RUNX2 or anti-GFP antibody. P values were determined by ANOVA with Tukey–Kramer’s post hoc test. Data are presented as means ± SEM. *P < 0.05.





RUNX2 Transcriptional Activity Is Dependent on the Number of Its Tyrosine Residues Phosphorylated by ABL

We next investigated the molecular mechanism by which ABL activates RUNX2 through its phosphorylation. RUNX2 contains fifteen tyrosines (Y150-507) (Figure 3A), and we first created one tyrosine to phenylalanine mutant variants or one tyrosine add-back variants to the RUNX2 (YF) mutant (Figure 3A) to determine which tyrosine or tyrosines are sufficient to mediate RUNX2 activation. Neither one tyrosine mutant variants nor one tyrosine add-back variants showed reduction (Figures 3B, S3A) or restoration (Figures 3C, S3B) of RUNX2-mediated MMP13 expression compared to RUNX2 (WT), suggesting that more than one tyrosine is required for RUNX2 transcriptional activity. We therefore created a variant in which half of the fifteen tyrosines were added back to the RUNX2 (YF) mutant (F404-507Y). To identify minimum tyrosines required for RUNX2-mediated MMP13 expression, we created several tyrosine add-backs to the RUNX2 (YF) mutant and found that not only the RUNX2 (F404-507Y) mutant but also five tyrosines add-back RUNX2 (Y404-432) were sufficient to restore RUNX2 activation and phosphorylation mediated by ABL (Figures 3D, E and S3C). Lastly, we queried whether the RUNX2 transcriptional activity is dependent on the number of its tyrosine residues that are phosphorylated by ABL. We created two variants in which five of the fifteen tyrosines were added back to the RUNX2 (YF) mutant [F150-292Y (far left) and F430-507Y (far right)] and observed that the transcriptional activities for MMP13 expression of these variants as well as RUNX2 (F404-432Y) were similarly increased compared to that of RUNX2 (YF) (Figures 3F, S3D). These findings suggest that the number of tyrosine residues phosphorylated by ABL may be important for its transcriptional activity for MMP13.




Figure 3 | RUNX2 transcriptional activity is dependent on the number of its tyrosine residues phosphorylated by ABL. (A) Schematic models of RUNX2 (WT) and RUNX2 (YF). (B–D, F) Quantitative PCR analysis of MMP13 mRNA expression in HEK293T cells co-transfected with the indicated constructs. n = 3. (E) HEK293T cells were co-transfected with the indicated constructs and RUNX2 immune complexes were probed with an anti-4G10 or anti-RUNX2 antibody. P values were determined by ANOVA with Tukey–Kramer’s post hoc test. Data are presented as means ± SEM. *P < 0.05. ns, no significance.





ABL Regulates RUNX2 Expression Through Control of the BMP-SMAD Pathway

Interestingly, we found in the present study that the ABL kinase enhances not only RUNX2 transcriptional activity but also its protein expression. We used an FKBP chimeric form of ABL for which activity is enhanced by the small molecule FK1012 (17) and we observed that FKBP-ABL but not Mock or FKBP potentiated the expression of RUNX2 in a human osteosarcoma cell line, Saos-2 (Figure 4A). We queried whether active ABL accelerated the RUNX2 protein expression level through activation of the BMP-SMAD signaling pathway that transcriptionally targeted RUNX2 and we observed that SMAD1/5/8 was activated in Saos-2 cells expressing FKBP-ABL (Figure 4B). Additionally, the increased levels of RUNX2 protein as well as MMP13 transcripts in FKBP-ABL-expressing Saos-2 cells were abolished in cells in which endogenous BMP receptor type IA (BMPR1A) was depleted (Figures 4C, D and Figure S4A). Lastly, we observed that the RUNX2 protein expression level was reduced in MDA-MB231 cells in which endogenous ABL was depleted (Figure 4E). These findings demonstrate that ABL enhances RUNX2 expression through activation of the BMP-SMAD signaling pathway, forms a complex with RUNX2, and accelerates its transcriptional activity through tyrosine phosphorylation that is required for MMP13 expression.




Figure 4 | ABL regulates RUNX2 expression through control of the BMP-SMAD pathway. (A, B) Saos-2 cells were infected with an empty vector control or an FKBP-ABL- or FKBP-expressing retroviral vector. Whole cell lysates were probed with the indicated antibodies for Western blot analysis. (C) Saos-2 cells were infected with an empty vector control or an FKBP-ABL-expressing retroviral vector in the presence of shGFP or shBMPR1A. Whole cell lysates were probed with the indicated antibodies for Western blot analysis. (D) Quantitative PCR analysis of MMP13 mRNA expression in cells in (C). n = 3. (E) MDA-MB231 cells were infected with an shGFP-, shABL- or shRUNX2-expressing vector. Whole cell lysates were probed with the indicated antibodies for Western blot analysis. P values were determined by ANOVA with Tukey–Kramer’s post hoc test. Data are presented as means ± SEM. *P < 0.05.





ABL-Mediated RUNX2 Expression and Phosphorylation Regulate Breast Cancer Invasion

High expression levels of MMPs are associated with the capacity of invasion and metastasis in various cancer cells (12–14). In the present study, we showed that expression and tyrosine phosphorylation of RUNX2 mediated by ABL regulate MMP13 expression. Previous studies showing that MMP13 is required for invasion and metastasis of breast cancer cells prompted us to query whether the ABL-RUNX2 transcriptional complex potentiated breast cancer invasion. Consistent with our results in 293T cells, depletion of ABL or RUNX2 reduced MMP13 expression in MDA-MB231 cells (Figure S5A). To determine whether the ABL-RUNX2 complex controls metastasis, we performed an in vitro invasion assay and observed that depletion of these proteins inhibited the ability of invasion (Figure S5B)

We next queried whether the ABL-RUNX2 complex controlled metastasis to distant organs in mice. The lung was the first organ to which intravenously injected breast cancer cells metastasized due to being trapped by pulmonary capillary vessels (31). As shown in Figures S5C, D, we observed that mice injected with ABL-depleted MDA-MB231 cells had a smaller number of lung metastases than those in mice injected with control cells, suggesting that ABL-mediated RUNX2 expression and activity regulate the invasive capacity as well as seeding and growth of breast cancer cells in lung metastasis.



Invasive Activity Accelerated by ABL Is Rescued in RUNX2- or MMP13-Depleted Breast Cancer Cells

We finally determined whether the ability of active ABL to enhance invasive capacity was contingent on RUNX2 and MMP13. In contrast to the results of ABL depletion shown in Figure S5B, overexpression of ABL enhanced the ability of invasion in MDA-MB231 cells compared to control cells (Figures 5A, S6A). On the other hand, knockdown of RUNX2 or MMP13 abolished the invasive ability enhanced by ABL in MDA-MB231 cells (Figures 5B, C and S6B, C). These findings conclusively demonstrate that ABL controls RUNX2 expression and activation through its tyrosine phosphorylation, which is required for MMP13 expression and the invasive program.




Figure 5 | Invasive activity accelerated by ABL is rescued in RUNX2- or MMP13-depleted breast cancer cells. (A) MDA-MB231 cells co-transfected with or without ABL were subjected to a Matrigel invasion assay, and invading cells in five independent regions were counted. Representative photographs were taken at 10 × magnification. (B) MDA-MB231 cells co-transfected with or without ABL were infected with an shGFP- or shRUNX2-expressing vector and subjected to a Matrigel invasion assay. Invading cells in five independent regions were counted. Representative photographs were taken at 10 × magnification. (C) MDA-MB231 cells co-transfected with or without ABL were infected with an shGFP- or shMMP13-expressing vector and subjected to a Matrigel invasion assay. Invading cells in five independent wound regions were counted. Representative photographs were taken at 10 × magnification. P values were determined by the unpaired t-test (A) or ANOVA with Tukey–Kramer’s post hoc test (B,C). Data are presented as means ± SEM. *P < 0.05.






Discussion


Tyrosine Phosphorylation of RUNX2 by ABL Is Required for Its Transcriptional Activity and Invasive Capacity in Breast Cancer

It is well established that RUNX2 activity is controlled by various factors including other transcription factors and transcriptional co-activators. The hippo pathway component TAZ and RUNX2 form a transcriptional complex, which drives development of the osteoblast lineage, while TAZ coordinately represses PPARγ-dependent gene transcription that is important for adipocyte lineage commitment (32). In our previous study, we showed that ABL potentiates RUNX-TAZ complex formation that is required for osteocalcin expression and osteoblast differentiation (17). ABL and TAZ are reciprocally stabilized through exclusion of their respective E3-ubiquitin ligases, SMURF1 and β-TrCP (17). Stabilized ABL phosphorylates TAZ and enhances its interaction with RUNX2 and TEAD1, leading to osteoblast differentiation and expansion, respectively (17). On the other hand, the TAZ paralog YAP has been reported to be phosphorylated by SRC, leading to suppression of RUNX2 activity (33). Thus, RUNX2 activity, which is generally controlled by transcriptional co-activators, regulates cellular identity in mesenchymal origin cells.

In distinction to these regulatory mechanisms of the transcription factors, we have uncovered a previously undescribed model showing that ABL, but not TAZ or other factors, directly binds to, phosphorylates, and activates RUNX2 through its SH2 domain in a kinase activity-dependent manner. ABL-RUNX2 complex formation is required for expression of its target gene MMP13 and subsequent invasive capacity in metastatic breast cancer cells. Additionally, we found the RUNX2 transcriptional activity is dependent on the number of its tyrosine residues that are phosphorylated by ABL. Although the PY motif (PPxY) in RUNX2 (Y412) is critical for interaction with the WW domain-containing proteins TAZ and YAP (34, 35), neither one tyrosine mutant variants (Y412F in RUNX2 WT) nor one tyrosine add-back variants (F412Y in RUNX2 YF) affected RUNX2-mediated MMP13 expression in our study (Figures 3B, C), indicating that phosphorylation of several tyrosines in RUNX2 by ABL is linked to its transcriptional activity through different mechanisms. It was shown in previous studies that multiple tyrosine phosphorylation of the BIK1 tyrosine kinase controls its kinase activity (36) and that tyrosine phosphorylation of the cytoplasmic domain of CD79a/b changes its helical propensity and structure (37). The results of our study and those previous studies suggest that the RUNX2 transcriptional activity is dependent on the number of phosphorylated tyrosine residues that could change its formation and interaction with the transcriptional coactivator and/or the target genes.

This study has provided evidence showing that tyrosine phosphorylation is directly involved in activation of the transcription factor and has provided an insight linking the ABL-RUNX2 transcriptional complex to the regulation of invasive capacity during metastasis. Further studies will be required to examine the roles of the phospho-switch for activation of RUNX2.



ABL Controls RUNX2 Expression Through Regulation of the BMP-SMAD Pathway

In addition to control of RUNX2 transcriptional activity, ABL transcriptionally increases RUNX2 expression through activation of the BMP-SMAD pathway. Overexpression of ABL increased phosphorylation of SMAD1/5/8 and subsequent RUNX2 expression, while depletion of BMPR1A abolished this effect, leading to suppression of MMP13 expression. It has been reported that activation of the non-canonical BMP-ERK pathway leads to p16INK4a upregulation and cell senescence in ABL-/- mesenchymal osteoprogenitor cells (38). Our findings provide a new mechanistic insight into the role of ABL for the BMP-SMAD pathway in cancer cells and expand the concept that BMPs and their target genes lie downstream of the tyrosine kinase ABL in multiple lineages.



ABL-RUNX2-MMP13 Axis in Cancer and Other Physiologic States

In the present study, we uncovered a new regulatory mechanism of cancer invasion by linking ABL to RUNX2 and MMP13. We showed that RUNX2-mediated MMP13 expression lies downstream of ABL and that depletion of ABL in breast cancer cells inhibits invasive ability. Additionally, invasive capacity accelerated by ABL was abolished by depletion of RUNX2 or MMP13, demonstrating that the regulation of invasion and metastasis by ABL is at least in part through the control of RUNX2 and MMP13 expression. It has been reported that ABL phosphorylates proliferating cell nuclear antigen (PCNA), a component of DNA replication and maintenance, and controls tumorigenesis (39). It has also been reported that ABL kinases protected tumor cells from apoptosis induced by TNF-related apoptosis-inducing ligand (TRAIL) (40) and that a high expression level of RUNX2 is associated with poor prognosis in patients with osteosarcoma (41). Interestingly, ABL-mediated phosphorylation of RUNX1, another member of the Runt-related transcription factor family, inhibited RUNX1-mediated megakaryocyte maturation through the control of its transcriptional activity (42). The results of those previous studies and the present study suggest that the ABL-RUNX2-MMP13 axis is involved in the metastatic program in some patients with breast cancer expressing ABL and/or RUNX2 and that the use of ABL-specific inhibitors may be a new therapeutic strategy in those patients.

In addition to the oncogenic effects of these proteins, RUNX2 has been shown to be associated with cartilage degradation in patients with osteoarthritis and with osteoclast recruitment in bone remodeling (29, 30). Furthermore, MMP13 is known to be associated with tissue destruction in rheumatoid arthritis (43). The present study suggests that RUNX2-mediated MMP13 expression controlled by ABL may lie downstream of not only cancer biology but also other physiologic pathways. Further studies will be required to investigate the roles of the ABL-RUNX2-MMP13 axis for the maintenance of homeostasis.

We have reported a unique mechanistic strategy whereby the interplay between ABL and RUNX2 activates MMP13 expression needed to “lock-in” invasion and metastasis.
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Multiple myeloma (MM) is a lethal hematological malignancy characterized by abundant myeloid cells in the microenvironment that fuel tumor progression. But the mechanism by which myeloid cells support myeloma cells has not been fully explored. We aimed to examine their effect on bone marrow cells of MM patients by scRNA-seq transcriptome analysis and reveal a high-resolution gene profile of myeloma cells and myeloma-associated myeloid cells. Based on correlation analysis of integrated scRNA-seq and bulk RNA-seq datasets from patients, we confirmed that myeloid-derived S100A9 was involved in TNFSF13B-dependent myeloma cell proliferation and survival. In the animal experiments, S100A9 was found to be critical for MM cell proliferation and survival via TNFSF13B production by myeloid cells, neutrophils, and macrophages. In-vitro analysis of patient primary myeloma cells further demonstrated that enhanced TNFSF13B signaling triggered the canonical NF-κB pathway to boost tumor cell proliferation. All these results suggest that myeloid-derived S100A9 is required for TNFSF13B/TNFRSF13B-dependent cell-fate specification, which provides fresh insights into MM progression.
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Introduction

Multiple myeloma (MM) is a lethal hematological tumor resulting from the uncontrollable proliferation of plasma cells, which cover about 10% of hematological malignancies (1). Because of an insufficient understanding of the roles of components within the tumor microenvironment (TME) in MM pathogenesis, personalized cancer medicine based on risk stratification for better prognosis has yet to be developed. Pre-existing studies of TME-associated plasma cells have identified the peripheral blood neutrophil (N) to lymphocyte (L) ratio (NLR) as a strong indicator for a poor prognosis (2). Tumor-associated macrophages (TAMs) are other key players responsible for tumor cell proliferation and survival, as will be described below (3). Among the abundant myeloid cells present in MM, whether neutrophils and macrophages have a prognostic impact on malignant progression remains to be explored. We are also curious to know which molecules are responsible for the activation of neutrophil/macrophage function in MM.

Toll-like receptors (TLRs) expressed on the surface of terminally differentiated plasma cells can recognize danger-associated molecular patterns (DAMPs), thus upregulating Blimp-1 and XBP-1 at the transcriptional level, which is critical for malignant plasma cell survival (4, 5). B cell-helper neutrophils are known to induce plasma cell formation and antibody production (6). A possible mechanism is that DAMP–TLR interaction induces S100 calcium-binding protein A9 (S100A9) secretion from neutrophils (7). S100A9 serves as a significant DAMP signal transducer and an endogenous ligand of TLR-4. It acts synergistically with TNFSF13B in producing pro-inflammatory autoantibody isotypes via the TLR-associated signaling adaptor MyD88 (8, 9). Dysfunctional TLR signaling leads to overproduction of type I interferons and uncontrollable growth of MM cells (10). Given the importance of TLR signaling for myeloma cells, it is unknown why the association of S100A9 with TLR activation, particularly their effects on the tumor cell fate, in myelomagenesis remains unexplored.

Belonging to the TNF superfamily, TNFSF13B confers survival signaling to B cells via binding to the two receptors, TNFRSF13B and TNFRSF13C, which involve the activation of non-canonical NF-κB pathways. TNFSF13B delivers signals to plasma cells by interaction with TNFRSF13B and TNFRSF17, stimulating the MAPK/p38 pathway (11). In contrast to TNFRSF13C binding that leads to non-canonical NF-κB pathways, such as those contained p38MAPK or the NF-κB-p65 complex, TNFRSF13B binding is crucial for the activation of the canonical NF-κB pathway (12, 13). Consistent with other observations, our previous study has recognized neutrophils as the major source of TNFSF13B in the spleen, which keep myeloma cells from apoptosis (14, 15). Notably, TNFSF13B has been proven to be associated with myeloma cell proliferation and myelomagenesis (16). It is worth taking a closer look at which TNFSF13B receptors and underlying signaling pathways determine MM cell fate.

In the current study, we aimed to provide more details on the role of myeloid-derived S100A9 in MM prognosis. Specifically, we examined the gene expression profile of myeloma cells and myeloma-associated myeloid (MAM) cells from monoclonal gammopathy of undetermined significance (MGUS) and MM patients using scRNA-seq transcriptome analysis. We found the correlation of myeloid-derived S100A9 with TNFSF13B dependency in myeloma cells. This finding was validated using a bulk RNA-seq dataset from 74 patients, and the correlation of TNFSF13B gene expression with patient survival was confirmed. In mice inoculated with myeloma cells and analysis of patient primary myeloma cells, S100A9 promoted myeloma cell proliferation and survival through TNFSF13B production by myeloid cells, and the activation of the canonical NF-κB pathway was TNFSF13B/TNFRSF13B-dependent, as discussed later in this paper. All these provide improved knowledge of the pathogenesis of MM.



Material and Methods


Acquisition of Gene Expression Data

Due to the low incidence of MM, there were no relevant sample sets present in the tumor genome database (TCGA) (https://cancergenome.nih.gov/). We did the analysis using gene expression data from the GEO database (https://www. ncbi.nlm.nih.gov/gds/), including GSE104171 (total RNAseq data of 74 patient sample sets) (17) and GSE124310 (scRNA-seq data of 4,174 human bone marrow cell samples) (18).



RNA-seq Bioinformatics Analysis

Using the two gene expression datasets, we calculated Pearson’s correlation coefficients between individual genes to identify genes intersected with S100A9 and TNFRSF13B. The correlation of TNFRSF13B and TLR4 mutation with disease progression was analyzed using cBioPortal (https://www.cbioportal.org/) (19). We also evaluated the correlation of TNFRSF13B and TNFRSF17 expressions with 3-year survival of MM patients recorded in the GSE9782 dataset using Oncomine (https://www.oncomine.org/) (20). Gene correlation was displayed using scatter plots or heatmap respectively.



ScRNA Analysis

Integration of scRNA-seq data from different sources and processes was performed using the R package Seurat (version 4.0.0); data normalization and clustering were used to elucidate differentially expressed genes (21). Data from MGUS and MM samples were standardized with a sctransform method. We proceeded to perform principal components analysis (PCA) analysis on the integrated dataset, clustering the gene expression data at 0.1 resolution with Uniform Manifold Approximation and Projection (UMAP, version 0.2.6.0). Vlnplot was used to demonstrate the expression level within different UMAP clusters, and Featureplot projected the gene distribution and expression on the UMAP clusters. R package EnhancedVolcano was employed to visualize the differential expression between two clusters or subclusters.



Culture of Human Monocytes

Human monocytes were isolated from a buffy coat. Cells were centrifugated on the Pancoll gradient (1.070 g/ml) and purified on the Percoll gradient (1.064 g/ml) to obtain the monocyte populations with a purity of >85%. Monocytes were cultured in McCoy medium (Sigma-Aldrich) with 15% FCS and 7% CO2, in the absence or presence of 5 mg/ml recombinant human S100A9 (9254-S9-050, R&D). TNFSF13B expression level in the monocytes was detected using Human TNFSF13B Quantikine ELISA Kit (R&D).



Culture of Patient Myeloma Cells

Bone marrow cells were obtained from MM patients. Myeloma cells were isolated from bone marrow of MM patients using the Human Plasma Cell Isolation Kit (130-093-628, Miltenyi Biotech). The percentage of myeloma cells after purification was more than 90% as measured by FACS analysis. Cell culture was performed in RPMI 1640 medium with 10% FCS and 2 mM L-glutamine.



Mice

The C57BL/6 mice used were 8–12 weeks old. All animal experiments were carried out according to the Chinese Animal Welfare Guidelines. Neutrophil and macrophage depletion and surface marker expressions of splenic cell populations were detected in mice.



Neutrophil Depletion

Neutrophil depletion was performed by 100 μg anti-Ly6G intravenous injection (127602, BioLegend, 1A8). The efficiency of depletion of splenic resident neutrophils was verified by flow cytometry. Over 90% of splenic neutrophils were depleted 24 h after injection. An antibody rat IgG2a was used as isotype control, which showed a comparable neutrophil population to the untreated.



Macrophage Depletion

Liposome containing clodronate (Liposome Flow) was administrated via intravenous injection (200 µl/mouse) to achieve sufficient macrophage depletion. We analyzed its influence on splenic macrophage B cells using FACS at the indicated time and found over 90% of splenic macrophages depleted within 48 h after injecting clodronate liposomes. In this experiment, control mice were administered with empty liposomes, in which the macrophage population was unchanged.



S100A9 Inhibitor

Paquinimod (ABR-215757) is an immunomodulatory compound that prevents S100A9 from binding to TLR-4 (16). A 25 μg paquinimod (319595, MedKoo) dissolved in PBS (10 μg/g body weight) was injected intraperitoneally into mice once daily until the end of the experiment.



Flow Cytometry Analysis

Single-cell suspension of murine spleens was obtained through a 70 μm cell strainer, and erythrocytes were removed with lysis reagent bought from BD Biosciences (349202). Surface markers of cells were analyzed on a FACSCalibur (BD Biosciences). Plasma cells (CD19−CD138+), neutrophils (Ly6GhiCD11bhi), and macrophages (CD45+F4/80+) were measured with intracellular staining with the following antibodies.



Antibodies

Flow cytometry panels were built using the antibodies as follows: Biotin anti-CD23 (553139, Pharmingen), APC anti-Ly6G (127614, Biolegend), APC anti-CD11b (17-0112-83, eBioscience), FITC or PE anti-CD21 (552957, 553818, Pharmingen), PerCP anti- CD19 (552854, Pharmingen), APC rat anti- S100A9 (565833, BD Biosciences), and FITC anti-TNFRSF13C (11-5943, eBioscience).

To assess TNFSF13B signaling involved in MM, human myeloma cells were analyzed with a four-color immunophenotyping flow cytometry panel. The related antibodies used were as follows: APC anti-human CD138 (352308, Biolegend), PE anti-human TNFRSF13B (311906, Biolegend), PerCP anti-human TNFRSF17 (357509, Biolegend), FITC anti-human KI67 (151211, Biolegend), PE anti-human phospho-NF-κB p65 (12-9863, eBioscience), and PE anti-human phospho-p38 (690203, Biolegend).



Statistical Analysis

Quantitative variables were expressed as means ± standard deviation (SD). The significance of antibody titers, surface marker expressions, and splenic cell populations was analyzed with the unpaired Student t-test (GraphPad Prism). A p-value <0.05 was considered statistically significant.




Results

Single-cell sequencing (scRNA-seq) enables a faster understanding of the transcriptome profile of myeloma cells and their interactions with bystander cells in the TME. We constructed the landscape of cells in the MM microenvironment using the scRNA-seq dataset (GSE124310). We made the unsupervised dimensionality reduction and hierarchical clustering analysis and found nine main cell clusterings: T cells (c0, 3), myeloid cells (c1), myeloma cells (c4), NK cells(c2), plasma cells(c6), DCs (c7), and B cells (c8) (Figures 1A–C). Each cell cluster was carefully annotated based on different expressions of known marker genes and distinctly identified from MGUS and MM samples (Supplementary Figure 1). Compared to the MGUS, MM patients were characterized by an evident rise in MYEOV+ myeloma cells, in which a clear upregulation of TNFSF13B receptors, TNFRSF13B and TNFRSF17, was detected (Figures 1C, D). Another receptor, TNFRSF13C, mainly expressed in B cells, is correlated with the non-MM situation and indicates the irrelevance of TNFRSF13C for myeloma cells. Since the ligand TNFSF13B was produced by myeloid cells, we performed a myeloid cell subset analysis, which gave rise to four clusters with a resolution of 0.1 (Figure 1E). The clusters were annotated with CSF3R+ neutrophils (c0, 2, 3) and CSF1R+ macrophages (c1) (Figure 1F and Supplementary Figure 2). The MM samples demonstrated a significant increase in macrophages versus the MGUS (Figure 1G). Neutrophils from both MGUS and MM groups present TNFSF13B; however, macrophage TNFSF13B expression was enhanced significantly in MM samples (Figure 1H). Besides, we have detected a high heterogeneity of the neutrophils. Cluster 3 was detected exclusively in the MM samples. To clarify the features of this MM specialized neutrophil, we compared the gene expression between neutrophil cluster 3 and cluster 0 or cluster 2 and found that the MM specialized neutrophil present way higher level of DAMP signal-S100A9 (Supplementary Figures 3A, B).




Figure 1 | Single cell RNA-seq analysis in the MGUS and MM sample. (A) UMAP diagram shows the nine main cell types in the MGUS and MM samples. (B) Violin plots indicate the expression and distribution of marker genes in T cells, myeloid cells, NK cells, DCs, plasma cells, myeloma cells, and B cells. (C) Violon plots show the expression of TNFSF13B and its receptors on the plasma cell and myeloma cells. (D) In bar charts, the proportion of single cell data of MGUS and MM sample patients is quantified and compared. (E) UMAP diagram shows the subclustering of myeloid cells. (F) Violin plot indicates the different genes of neutrophil and macrophages. (G) In bar charts, the proportion of neutrophil and macrophages in the MGUS and MM sample is quantified and compared. (H) Feature plots demonstrate the projection of TNFSF13B expression onto the neutrophil and macrophages. Violin plots indicate the levels of TNFSF13B expression in the myeloid cells of MGUS and MM samples.



Our previous study described that neutrophil derived S100A9 promotes TNFSF13B expression in the spleen. We analyzed the bulk RNA-seq dataset of samples from 74 MM patients (GSE104171) to explore the role of S100A9 in MM. The results demonstrated a clear correlation between S100A9 and TNFSF13B expressions. A tight correlation between S100A9 and TNFSF13B was also significant in the diffuse large B cell lymphoma (DLBC) samples, indicating that S100A9 might promote TNFSF13B expression in B cell-derived cells (Figure 2A). The correlation analyses for expressions of TNFSF13B and its receptors well-characterized their distinct functions and indicated a potential link between myeloma cells and macrophages. Specifically, TNFSF13B expression had close interactions with macrophage marker genes, namely, TLR and S100A9 genes; their receptor genes, TNFRSF13B and TNFRSF17, showed significant associations with the myeloma-related genes CD38, SDC1, and MYEOV (Figure 2B). The analysis of scRNA-seq data revealed neutrophils as a major source of S100A9 (Figures 2C, D). To investigate whether TNFSF13B signals are involved in MM progression, we assessed potential correlations between TNFSF13B-related mutations using BioPortal (19). The results demonstrated that TNFRSF13B and TLR4 mutations might help slow malignant progression (Figure 2E). As for patient survival, we found that TNFRSF13B upregulation, instead of TNFRSF17, was associated with a lower 3-year survival rate in MM patients, ascribed to TNFRSF13B overexpression (Figure 2F). But S100A9 and TNFSF13B did not contribute to poor survival, which might be due to depleted MAM cells in advanced MM (data not shown). Nevertheless, the correlations of TNFRSF13B with myeloma-related genes and shorter survival, alongside TNFRSF13B mutations that thwarted MM advancement, indicate the importance of TNFSF13B signal in the MM prognosis of patients. The potential roles of S100A9 and TNFSF13B from MAM cells in MM progression also aroused our curiosity.




Figure 2 | Correlation between TNFSF13B and S100A9 signal. (A) Scatter plots show the correlation between S100A9 and TNFSF13B expression in MM and DLBC samples. (B) Heatmap reveals the correlation between TNFSF13B related genes in myeloid cells and MM cells. (C) Feature plots show the projection of S100A9 expression onto the neutrophil and macrophages (D) Violin plots indicate the level of S100A9 expression in the neutrophil and macrophages. (E) In bar graphs, the progress of disease in the patient with TNFRSF13B and TLR4 mutant is quantified and compared. (F) Box plots demonstrate the correlation of TNFRSF13B and TNFRSF17 expression with MGUS and MM samples as well as their correlation with the 3-year survival rates.



As the above experiments have demonstrated that S100A9 in neutrophils (a major source) promoted TNFSF13B signals in MM patients, we examined the regulation of TNFSF13B by measuring the surface presence of S100A9 on splenic neutrophils, macrophages, and monocytes after neutrophil depletion in mice (Figures 3A, B). The results showed that splenic macrophages and monocytes only expressed a low level of S100A9 in the steady state. S100A9 expression was upregulated after neutrophil depletion, suggesting that monocyte-derived cells could be an important source of both S100A9 and TNFSF13B (Figure 3B). We tested this hypothesis using human primary monocytes and observed a clear TNFSF13B expression. This expression could be triggered by exogenous S100A9 and blocked by the S100A9 inhibitor paquinimod (Figure 3C). We induced both neutrophil and macrophage depletion via injecting 1A8 mAb and clodronate liposomes for at least 3 days to validate TNFSF13B regulation in vivo (Figure 3D). As TNFSF13B induced the shedding of TNFRSF13C on mature B cells, we used TNFRSF13C surface expression on splenic B cells as an indicator of splenic TNFSF13B levels. As TNFSF13B and TNFRSF13C were identified in the marginal zone (MZ) near the red pulp, MZ B cells undergo stronger processing of TNFRSF13C shedding to lower TNFRSF13C surface expression versus follicular (FO) B cells. FACS histogram showed that neutrophil and macrophage depletion significantly enhanced TNFRSF13C surface expression on MZ B cells (Figure 3E), indicating a reduction of TNFSF13B expression in the splenic red pulp and thereby less TNFRSF13C shedding. Correlatively, a reduced survival rate of CD138+ cells was detected in the myeloid cell-depleted spleen, as supported by increased cell apoptosis after paquininod treatment (Figure 3F).




Figure 3 | S100A9 and TNFSF13B contribute to the survival of plasma cell. (A) Neutrophils were depleted by injecting 1A8 monoclonal antibody. At the indicated time points, the proportion of CD45+Ly6Ghigh neutrophils in the spleen was measured by means of flow cytometry. (B) Flow cytometry histograms reveal the surface presence of S100A9 of splenic neutrophil, macrophage, and monocyte before and after neutrophil depletion. The data shown in the dot plot indicate the means ± SD of six mice from three independent experiments. (C) Isolated human monocytes were treated with S100A9 and/or paquininod, while the levels of TNFSF13B were measured 24 h after treatment. The data shown in the dot plot are the means ± SD of seven samples from three independent experiments. (D) Macrophages were depleted by injecting Liposomal Clodronate. At the indicated time points, the proportion of CD45+F4/80+ macrophages in the spleen was measured via flow cytometry. The data shown in the dot plot are the means ± SD of six mice from two independent experiments. (E) Flow cytometry histograms demonstrate the surface presence of TNFRSF13C of splenic MZ and FO B cell after macrophage depletion. (F) FACS plots indicate the proportion of 7aad+ dead and Annexin V+ apoptotic cells in the splenic CD138+ cells. The data shown in the dot plot are the means ± SD of six mice from three independent experiments. All data were analyzed through Student’s t- tests; *P < 0.05, **P < 0.01; ***P < 0.001.



We further validated these results in human primary myeloma cells isolated from MM patients. Both TNFRSF13B and TNFRSF17 surface expressions were upregulated on patient myeloma cells versus plasma cells from the healthy controls (Figure 4A). We subsequently assessed the efficacy of coculture of TNFSF13B with patient myeloma cells and significant pathways involved in the process. TNFSF13B markedly boosted myeloma cell proliferation, and this effect was suppressed after adding Bortezomib, a proteasome inhibitor (Figure 4B). It was reported in previous publications that TNFRSF13B transduces TNFSF13B signals via the canonical NF-κB pathway, which requires the degradation of IkBa by the proteasome, while TNFSF13B–TNFRSF13C interaction stimulates the non-canonical NF-κB pathway. To confirm whether the difference in NF-κB signaling was present in MM, we determined p38 and p65 phosphorylation levels in myeloma cells treated with TNFSF13B, with or without Bortezomib, for 30 min. In the presence of Bortezomib, both p38 and p65 phosphorylation levels significantly decreased versus Bortezomib-free cells, indicating the involvement of the canonical NF-κB pathway in both signaling pathways (Figure 4C, D). Taken together, the surface expressions of TNFSF13B receptors were upregulated on human myeloma cells, promoting myeloma cell proliferation and survival via TNFSF13B signal transduction through the canonical NF-κB pathway.




Figure 4 | TNFSF13B/TNFRSF13B signal contributes to the canonical NF-kB signaling and the proliferation of MM cell. (A) Primary myeloma cells were derived from the patients with multiple myeloma. The expression of TNFRSF13B and TNFRSF17 on the myeloma cells. The data shown in the dot plot are the means ± SD of six samples from three independent experiments. (B) Myeloma cells were cultured with TNFSF13B either in the absence or presence of Bortezomib for 24 h. FACS plots indicate the proportion of KI67+ proliferative cells. The data shown in the dot plot are the means ± SD of six samples from three independent experiments. (C) The phosphorylation of p38 and (D) p65 has been demonstrated in FACS histogram after 30 min of treatment with TNFSF13B either in the presence or absence of Bortezomib. The data shown are the means ± SD of six samples from three independent experiments. ***P < 0.001.





Discussion

In the current work, we upgraded the transcriptome assembly of bone marrow cells of MGUS and MM patients and revealed how myeloid-derived S100A9 boosted myeloid cell progression. Myeloid-derived S100A9 enhanced survival signals delivered by TNFSF13B receptors for myeloma cell survival and progression, resulting in shorter survival of MM patients within 3 years from diagnosis. In the animal experiments, we proved that S100A9 was required for both TNFSF13B production by myeloid cells and myeloma cell survival. Using primary myeloma cells of MM patients, we ascertained that TNFRSF13B transduced ligand signals to activate the canonical NF-κB pathway, ultimately allowing cell proliferation.

MM ranks second among hematological malignancies regarding the prevalence rate. Even so, ascribed to its rare incidence across all tumor types, there are insufficient datasets of MM patients uploaded to TCGA. We integrated raw data of MGUS and MM patients from GEO, and pooled the data and conducted correlation analyses using Oncomine and cBioPortal. The integrated scRNA and bulk RNA-seq data covered a wider range of MM samples sufficient for gene expressing profile correlation analysis for prognosis prediction. Concerning the heterogeneity of myeloma cells among the patients, the integrated scRNA and bulk RNA-seq dataset can be used for identifying differentially expressed genes crucial for MM prognosis. And in contrast to typical bulk RNA-seq, scRNA-seq allows accurate discrimination between cell types for gene characterization and identification of tumor-associated cells.

The current work focused on the effects of surface gene expressions of TNFSF13B receptors on myeloma cell fate, particularly after the malfunction of neutrophils and macrophages in the MM microenvironment. Our results demonstrated that S100A9 administration upregulated TNFRSF13B and TNFRSF17 surface expressions on myeloma cells, indicating crosstalk between TLR activation and TNFSF13B signaling. In SLE, TLR signaling synergistically acts with TNFSF13B with the involvement of the TLR-associated signaling adaptor MyD88 (8). TLR activation by S100A9, alongside TLR–TNFSF13B interaction, cooperatively enhanced survival signals delivered to myeloma cells, consistent with the previous finding that TLR+ plasma cells showed higher level of autoantibodies against dsDNA in TNFSF13B-dependent lupus (22) (23).

In the steady state, S100A9 is constitutively expressed on neutrophils (24). Our results showed that myeloma-associated macrophages also expressed S100A9, which is affected by neutrophil depletion in lymph nodes (25). This observation agreed with other MM studies that dysregulated TLR stimulation may exacerbate malignant behaviors of plasma cells (26). The high number of tumor-associated neutrophils (TANs) and TAMs may increase the risk of poor survival of MM patients. In our animal experiments, the presence of neutrophils and macrophages resulted in less apoptosis in malignant plasma cells. This protection may be attributed to enhanced TNFSF13B signal transduction via S100A9/TLR binding, which has been proven to be critical for myeloma growth (14).

TNFSF13B is abundant in several cell types with close contact to B cells and myeloma cells, which indicates multiple sources of TNFSF13B signaling from neighboring cells. This process is done through TNFSF13B/TNFRSF13B or TNFRSF13C binding on B cells and TNFSF13B/TNFRSF13B or TNFRSF17 interaction on plasma cells (11). Our data indicate that TNFSF13B receptors TNFRSF13B and TNFRSF17 were expressed similarly on the MM cells for the signal transduction, while TNFRSF13C is undetectable. However, these receptors activate distinct downstream NF-κB signaling pathways, as mentioned above, both contributing to MM maintenance (12, 27). Interestingly, our finding suggested the involvement of the proteasome inhibitor-Bortezomib in both canonical NF-κB and MAPK/p38 signaling pathways, highlighting TNFRSF13B as a big player in S100A9-associated myeloma progression. Future studies can investigate how TNFRSF13B works for the canonical NF-κB and MAPK/p38 stimulation and whether a TNFRSF13B-related gene signature can be used for prognosis prediction for MM patients.

In conclusion, myeloid-derived S100A9 can enhance TNFSF13B/TNFRSF13B expression on myeloma cells, stimulating both canonical and non-canonical NF-κB pathways and thereby fuels tumor cell proliferation. TNFRSF13B expression on myeloma cells of MGUS and MM patients predicts a higher risk of poor prognosis. These findings suggest S100A9/TLR and TNFSF13B/TNFRSF13B as potential targets for anti-MM therapy.
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Supplementary Figure 1 | Heat map annotated the top 10 differential gene expression of the nine main cell types in the bone marrow cells.

Supplementary Figure 2 | Heat map annotated the top 10 differential gene expression of the nine main cell types in the myeloid cells.
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Renal cell carcinoma (RCC) represents the main renal tumors and are highly metastatic. Sunitinib, a recently-approved, multi-targeted Tyrosine Kinases Inhibitor (TKi), prolongs survival in patients with metastatic renal cell carcinoma and gastrointestinal stromal tumors, however a dose related cardiotoxicity was well described. Polydatin (3,4’,5-trihydroxystilbene-3-β-d-glucoside) is a monocrystalline compound isolated from Polygonum cuspidatum with consolidated anti-oxidant and anti-inflammatory properties, however no studies investigated on its putative cardioprotective and chemosensitizing properties during incubation with sunitinib. We investigated on the effects of polydatin on the oxidative stress, NLRP3 inflammasome and Myd88 expression, highlighting on the production of cytokines and chemokines (IL-1β, IL-6, IL-8, CXCL-12 and TGF-β) during treatment with sunitinib. Exposure of cardiomyocytes and cardiomyoblasts (AC-16 and H9C2 cell lines) and human renal adenocarcinoma cells (769‐P and A498) to polydatin combined to plasma-relevant concentrations of sunitinib reduces significantly iROS, MDA and LTB4 compared to only sunitinib-treated cells (P<0.001). In renal cancer cells and cardiomyocytes polydatin reduces expression of pro-inflammatory cytokines and chemokines involved in myocardial damages and chemoresistance and down-regulates the signaling pathway of NLRP3 inflammasome, MyD88 and NF-κB. Data of the present study, although in vitro, indicate that polydatin, besides reducing oxidative stress, reduces key chemokines involved in cancer cell survival, chemoresistance and cardiac damages of sunitinib through downregulation of NLRP3-MyD88 pathway, applying as a potential nutraceutical agent in preclinical studies of preventive cardio-oncology.
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Introduction

Tyrosine kinase-targeted therapies (TKi) have revolutionized the treatment of many cancers in the last years (1, 2). These drugs used alone or combined to other anticancer drugs have improved antitumor efficacy and have fewer toxic side-effects, compared to traditional chemotherapy, however, many adverse cardiac events have been recorded, including QT prolongation, heart failure and cardiac fibrosis (3, 4). Sunitinib malate (Sutent; Pfizer) is a multitargeted TKi that inhibits both tumor cell proliferation and angiogenesis in cancer tissue (5); it is approved to treat advanced renal cell carcinoma and gastrointestinal stromal tumors (5). However, patients treated with sunitinib have high incidence of hypertension, cardiac left ventricular systolic dysfunction and congestive heart failure (6, 7). The biochemical mechanism of sunitinib-induced cardiotoxicity is not well known but has been broadly attributed to the lack of kinase selectivity of sunitinib and to the intracellular targeting of mitochondrial proteins and oxidative stress (8). Similar to other TKis, the lack of selectivity of sunitinib makes it challenging to pinpoint whether there are specific molecular target(s) that are the critical mediators of cardiotoxicity (9). In addition to off-target kinase inhibition by sunitinib, AMP-activated protein kinase (AMPK) has been suggested to be a target of sunitinib-induced cardiotoxicity (10–12). The rhythmic con-traction of cardiac tissues requires a constant, stable source of energy, leaving a limited reserve of ATP. Thus, inhibition of AMPK mediated by sunitinib could leading to deleterious consequences including the activation of pro-apoptotic signals, cytochrome c release in cytosol and fibrosis (13).

Polydatin (trans-resveratrol-3-O-glucoside) is a natural compound belonging to the stilbenes class of the polyphenols (14). It is extracted from the roots of the Poligonum Cuspidatum plant, native to Asia but currently very widespread also in America and Europe (15). Polydatin is considered the “twin” molecule of resveratrol; both bioactives differ only in one glucose molecule, present in polydatin, a difference that makes it more soluble, more resistant to enzymatic attacks with a better oral bioavailability and pharmacokinetic profile compared to resveratrol (16, 17). Several studies indicates that polydatin is able to reduce the propagation (scavenger-scavenger effect) of reactive oxygen species, the production of nitric oxide and pro-inflammatory cytokines by inhibiting the NLRP3 inflammasome and the signaling of the NF-kB, both factors involved in cancer survival and cardiotoxic events like myocardial fibrosis, atherosclerosis and heart failure (18–20).

Polydatin is a well-established nutraceutical with anti-inflammatory properties (21, 22). As metabolite of resveratrol (23), pathways involved in polydatin-mediated beneficial effects involves also AMPK, NLRP3, MyD88 and prostaglandins homeostasis through reduction of iROS content in target cells (23, 24). Defined as complementary and alternative medicine (CAM), polydatin could have a great potential to became a natural cardioprotective agent in cancer patients (25). Here, we investigated on the putative cardioprotective and chemosensitizing effects of polydatin during incubation with sunitinib in cardiomyocytes and human renal adenocarcinoma cells highlighting on the underling pathways involved.



Materials and Methods


Cell Cultures and Treatments

Human cardiomyocytes (AC-16 cells) and cardiomyoblasts (H9C2 cells) were purchased from American Type Culture Collection (ATCC®, LGC Standards) and cultured in Gibco® Dulbecco’s modified Eagle’s medium: Nutrient mixture F-12 (DMEM/F12) supplemented with 10% fetal bovine serum (FBS) (HyClone™, GE Healthcare Life Sciences) and Penicillin-Streptomycin (100 U/mL, Gibco®) in a humidified incubator at 37 °C with 5% CO2. Cultures were maintained in a humidified atmosphere of 95% air and 5% CO2 at 37°C. Human renal adenocarcinoma cells 769‐P and A498 were obtained from American Type Culture Collection (ATCC®, LGC Standards). A498 cells were cultured in DMEM, while 769‐P cells were cultured in RPMI. All media was supplemented with 10% fetal bovine serum (FBS) and 100 U/ml penicillin and 0.1 mg/ml streptomycin.



Assessment of Cell Survival, Lactate Dehydrogenase, and Cytochrome C Release During Exposure to Sunitinib, Polydatin, or Both in Combination

To test the effects of sunitinib and polydatin on cellular mitochondrial viability, human cardiomyocytes and renal adenocarcinoma cells were plated in 96-well flat-bottom plates at the density of 150000 cells/well for 16 h. After three washes in PBS, cardiomyocytes and human renal cancer cells were untreated (control) or treated for 48 h with polydatin (Sig-ma Aldrich, Milan, Italy) at 50,100,200 and 400 µM or Sunitinib (sunitinib malate; SU11248; SUTENT; Pfizer Inc, New York, NY, USA) at 5,10,25 and 50 µM alone or combined to polydatin. After treatments, adherent cells were washed three times with PBS at pH 7.4 and incubated with 100 μL of an MTS solution (0.5 mg/mL in cell culture medium) for 4 h at 37°C, as described in literature (26). Absorbance readings were acquired at a wavelength of 450 nm with the Tecan Infinite M200 plate-reader (Tecan Life Sciences Home, Männedorf, Switzerland) using I-control software. Relative cell viability (%) was calculated with the following formula (A)test/(A)control × 100, where “(A)test” is the absorbance of the test sample, and “(A)control” is the absorbance of the control cells incubated solely in culture medium. After the evaluation of cell cytotoxicity, we measured the total protein content using the Pierce Micro BCA protein assay kit (Thermo Fisher, Milan, Italy) (27). Briefly, the cells were washed with ice-cold PBS, and incubated for 15 min in 150 μL cell lysis buffer (0.5% v/v Triton X-100 in PBS) that included 150 μL of the Micro BCA protein assay kit reagent (prepared according to the manufacturer’s instructions). Absorbance at 562 nm was measured on a plate reader. Cytotoxicity measurements were normalized by the amount of total protein content in each well. LDH release by damaged cells into the supernatant was determined by the Cytotoxicity Detection Kit (LDH) (Roche Applied Science) (28). Signals were quantified using a microplate spectrofluorometer at 490 nm for LDH quantification. For cytochrome c quantification in cell cytosol of cells, we incubated cells (5x107 cells/well) with cell media (control), sunitinib (10, 25µM), polydatin (100 and 200 µM) and both in combination for 48h. For cytochrome c extraction, cells were harvested and collected by centrifugation. After washing twice with ice-cold PBS, the cell pellet was treated according to the manufacturer’s protocol with the Cell Fractionation Kit (Clontech, Palo Alto, CA) (29). The cells were disrupted by douncing 60 times using a tissue grinder with a type A pestle on ice. After centrifugation at 700 g for 10 minutes, this supernatant was centrifuged at 10,000 g for 25 minutes to obtain the cytosol fraction. For cytochrome c quantification in cytosol fraction of the cells we through Human Cytochrome C ELISA Kit (BioTechne SRL, Milan, Italy) that provides an effective means for detecting cytochrome c translocation from mitochondria into cytosol (Sensitivity:0.31 ng/mL; Assay Range: 0.6 - 20 ng/mL)



Measurement of Intracellular ATP Levels

Intracellular ATP contents were measured using ENLITEN® ATP Assay System (Promega Italia S.r.l, Milan, Italy) according to the manufacturer’s instructions. Briefly, cardiomyocytes and renal cancer cells were untreated (control) or treated for 48 h with polydatin (100 and 200 µM) or Sunitinib (10 µM) alone or combined to polydatin. After treatments, 100 μl of lysis/assay solution provided by the manufacturer was added to confluent cell cultures in 96-well plates. After the plates were shaken for 1 min and incubated for 10 min at 23°C, luminescence was measured in a microplate luminometer (Thermo Fisher, Milan, Italy). Data were expressed as relative units (r.u) according to literature (30).



Apoptosis Through Caspase−3/7 Activity Analysis

For the measurement of apoptosis, cardiomyocytes and renal cancer cells were untreated (control) or treated for 48 h with polydatin (100 and 200 µM) or Sunitinib (10 µM) alone or combined to polydatin and cultured with CaspaseGlo 3/7 reagent (Promega, Madison, USA) for half an hour at 37°C, according to literature (31). Caspase-3/7 activity was then determined by using a microplate spectrofluorometer.



Expression of Leukotrienes B4

Cardiomyocytes and renal cancer cells were untreated (control) or treated for 12 h with polydatin (100 and 200 µM) or Sunitinib (10 µM) alone or combined to polydatin. After treatments, cells were lysed through triton X-100 (0,1% in PB) and leukotriene B4 [(5S,12R)-dihydroxy-6,14Z-8,10E-eicosatetraenoic acid] expression in cell lysates was determined through ELISA (Cayman Chemical) following the supplier’s instructions (32); data were expressed as pg of leukotriene B4/mg of cell proteins calculated by QuantiPro Assay (Biorad, Milan, Italy).



Intracellular Reactive Oxygen Species and Lipid Peroxidation

Intracellular reactive oxygen species (iROS) and lipid peroxidation are key mediators of several cardiac dysfunctions induced by TKi and doxorubicin (33). Cardiomyocytes and renal cancer cells were untreated (control) or treated for 12 h with polydatin (100 and 200 µM) or Sunitinib (10 µM) alone or combined to polydatin. After treatments, cells were washed three times with cold PBS, harvested with 0.25% v/v Trypsin and centrifuged at 1000 ×g for 10 min. The supernatant was discarded and the cell pellet sonicated in cold PBS. After a centrifugation step at 800 ×g for 5 min, we quantified iROS and a marker of lipid peroxidation called malondialdehyde (MDA) by using a commercial kit with a spectrophotometer according to the manufacturer’s protocols (Sigma Aldrich, Milan, Italy) (34). We measured the protein content of the cell homogenates using the Micro BCA protein assay kit (Pierce, Thermo Fisher, Milan, Italy) according to kit instructions. Considering that sunitinib presents a green autofluorescence which can overlap with commercial probes used to measure iROS, data were normalized against sunitinib autofluorescence (control samples were constituted only by 0.25% v/v Trypsin in PBS + Sunitinib at 10 µM).



Assessment of Protein Levels of NLRP3 Inflammasome, Myd88 (Myddosome) and NF-kB

Cardiomyocytes and renal cancer cells were untreated (control) or treated with polydatin (100 and 200 µM) or Sunitinib (10 µM) or both in combination for 12 h. After treatments, cells were harvested and lysed in lyses buffer (50 mM Tris-HCl, pH 7.4, 1 mM EDTA, 100 mM NaCl, 20 mM NaF, 3mM Na3VO4, 1mMPMSF, and protease inhibitor cocktail). Lysates were then centrifuged, the supernatants were collected and analyzed for quantification of NLRP3 inflammasome, Myd88 (myddosome) and NF-Kb. Quantification of MyD88 myddosome was performed through human and rat MyD88 ELISA Kit (ab171341), Abcam, Milan, Italy; NLRP3 inflammasome was quantified through Human and rat NLRP3 ELISA Kit (OKEH03368), Aviva Systems Biology, San Diego, CA, USA) (35–37). Briefly, an antibody against NLRP3 or MyD88 was pre-coated onto a 96-wellplate (12 × 8 Well Strips) and blocked. Standards or test samples were added to the wells and incubated for 1h. After washing, a biotinylated detector antibody specific to NLRP3 or MyD88 was added, incubated and followed by washing for 30 s. Avidin-Peroxidase Conjugate was then added, incubated, and unbound conjugate was washed away. An enzymatic reaction was produced through the addition of TMB substrate which is catalyzed by HRP generating a blue color product that changes yellow after adding acidic stop solution. The density of yellow coloration read by absorbance at 450 nm was quantitatively proportion-al to the amount of sample NLRP3 or MYD88 captured in well. For human MyD88 ELISA, the sensitivity was <10 pg/mL and range of detection was 156 pg/mL–10,000 pg/mL; for human NLRP3 ELISA assay, the sensitivity was <0.078 ng/mL and range of detection was 0.156–10 ng/mL. Analysis of NF-kB was performed through the use of TransAM NF-κB p65 transcription factor assay kit (Active Motif, Carlsbad, CA), according to the manufacturer’s recommendations (38). NF-κB complexes were captured by binding to a consensus 5′-GGGACTTTCC-3′ oligonucleotide immobilized on a 96-well plate. Bound NF-κB was quantified by incubating with anti-p65 primary antibody followed by horseradish peroxidase (HRP)-conjugated goat anti-rabbit IgG and spectrophotometric detection at a wavelength of 450 nm using a microplate spectrofluorometer. Data were expressed as the percentage of p65/NF-κB DNA binding relative to control (untreated) cells.



Cytokines and Growth Factors Assay

The expression of IL-1β, IL-6, IL-8, CXCL-2, TGF-β and IL-18 in cardiomyocytes and human renal cancer cells was performed through ELISA method, as described elsewhere (39). Briefly, cells were exposed to polydatin (100 and 200 µM) or Sunitinib (10 µM) alone or combined to polydatin for 12 h. Culture supernatants were centrifuged to pellet any detached cells and measured using the appropriate ELISA kits according to the manufacturer’s instructions (Sigma Aldrich, Milan, Italy). The sensitivity of this method was below 10 (pg/mL), and the assay accurately detected cytokines in the range of 1–32000 pg/mL.



NLRP3-IL-1β-IL-18 Pathways After Incubation With Resveratrol, the Natural Precursor of Polydatin

Polydatin is the natural bio derivate of resveratrol therefore, as control cardiomyocytes and renal cancer cells were unexposed (control) or exposed to resveratrol (Sigma Aldrich, Milan, Italy) (100 and 200 µM) or Sunitinib (10 µM) alone or combined to resveratrol for 12 h. After incubation period, expression of NLRP3 inflammasome, IL-1β and IL-18 were determined through ELISA method described before.



Statistical Analysis

All cell-based assays were performed in triplicates and results are presented as mean ± Standard Deviation (SD). Statistical significance was analyzed by Student’s t test using Sigmaplot software (Systat Software Inc., San Jose, CA). p-value < 0.05 indicates a significant difference between two data values.




Results


Polydatin Enhances Survival of Cardiomyocytes and Increases Cytotoxicity in Renal Cancer Cells Exposed to Sunitinib

MTT assay was performed to investigate the effects of polydatin against the cytotoxic properties induced by sunitinib in cardiomyocytes and renal cancer cells (27, 28). The results showed that sunitinib decreased significantly the survival of cardiomyocytes in a concentration-dependent manner; for example, for AC16 cells the IC50 value was 11,5 ± 2,2 µM, in agree with other in vitro studies (Figure 1A). For this reason, the subsequent experiments (described from paragraph 2.1 to 2.5) were performed with a sunitinib concentration near to its IC50 value (10 µM). However, cytotoxicity results are slightly different from the literature (40, 41) where, as example, sunitinib reduces of 70% viability of H9c2 cells compared to control at 10 µM (difference of viability with previous reports should be due to the different origin of sunitinib). Similarly, LDH release was significantly increased after incubation with sunitinib (Figures 1C, D). When co-incubated with polydatin, cell viability was significantly increased in a concentration-dependent manner. Also in this case, cell death was determined by measuring the LDH released into the supernatant of sunitinib-treated cardiomyocytes cultures (29). The data showed that LDH release from cardiomyocytes decreased with increasing polydatin dose concentration up to 200 µM (P < 0,001) compared to sunitinib-treated cells (Figures 1C, D). Moreover, ATP content was significantly enhanced in cardiac cells (Figures 1E, F) co-exposed to sunitinib and polydatin compared to sunitinib group, confirming the cytoprotective properties of the natural compound. Notably, sunitinib exerts mitochondrial damages thereby increasing cytochrome c release, as reported in literature (29) (Figures 1G, H); polydatin significantly reduced its release from mitochondria, so improving mitochondrial homeostasis during exposure to sunitinib, reducing cell death (Figures 1A, B). Moreover, we studied apoptosis of cardiomyocytes through cellular quantification of Caspase3/7 expression (Figures 1I, J); as control, sunitinib induced apoptosis in cardiac cells by increasing Caspase 3/7 expression of around 45 and 57% (for 10 and 25 µM, respectively) compared to untreated cells (p<0.001 for both); polydatin reduces the magnitude of the effects confirming anti-apoptotic effects. These results indicated that polydatin significantly influenced the cytotoxicity of sunitinib in cardiomyocytes, reducing cell death.




Figure 1 | Cell viability (A, B), cell death determined through LDH releases (C, D), ATP content (E, F), cytochrome c release (G, H) ad apoptosis assay thorough quantification od Caspase3/7 expression (I, J) in cardiac cells (AC16 and H9C2 cell lines) after 48h of incubation with sunitinib, polydatin or both in combination. Error bars depict means ± SD. p-values for the indicated compounds relative to untreated cells are: ***p<0.001. **p<0.01. *p<0.05. ns, not significant.



In contrast, 769-P and A498 cells (Figure 2) showed a different behavior when co-exposed to polydatin and sunitinib compared to monotherapies. Firstly, polydatin slightly increased cell death in both renal cancer cells exposed to sunitinib alone (Figures 2A, B) increasing significantly both LDH (Figures 2C, D), ATP content (Figures 2E, F) and Cytochrome c release (Figures 2G, H) in a concentration dependent manner. Pro-apoptotic effects of polydatin against cancer cells were seen, with increased caspase3/7 expressions in combination therapies against sunitinib group (Figures 2I, J).




Figure 2 | Cell viability (A, B), cell death determined through LDH releases (C, D), ATP content (E, F), cytochrome c release (G, H) ad apoptosis assay thorough quantification od Caspase3/7 expression (I, J) in renal adenocarcinoma cells (769-P and A498 cell lines) after 48h of incubation with sunitinib, polydatin or both in combination. Error bars depict means ± SD. p-values for the indicated compounds relative to untreated cells are: ***p<0.001. **p<0.01. *p<0.05. ns, not significant.





Polydatin Reduces Leukotrienes B4 Levels During Exposure to Sunitinib

To evaluate the effects of polydatin on lipid metabolism transduction signal pathways during treatment with sunitinib, we quantified the production of leukotrienes B4 (LTB4) (Figure 3), convalidated as key players of 6-series prostaglandins involved in atherosclerosis, heart failure and cancer cell survival (32). Cardiomyocytes exposed to sunitinib increased the production of leukotrienes (For AC-16 cells, 54.6 ± 3.4 vs 26.7 ± 4.6pg/mg of protein, p<0.001) compared to untreated cells (Figure 3A); these effects were partially reduced in combination treatment with polydatin at 100 µM (For AC16 cells: 43.4 ± 2.3 pg/mg of protein) and 200µM (For AC16 cells: 26.7 ± 4.1 pg/mg of protein) (Figure 3A). A similar behavior was seen for renal adenocarcinoma cells (Figure 3B); cancer cells exposed to sunitinib increased the production of leukotrienes (For 769-P cells, 76.8 ± 4.4 vs 45.3 ± 4.2 pg/mg of protein, p<0.001) compared to untreated cells (Figure 3B); these effects were partially reduced in combination treatment with polydatin at 100 µM (For 769-P cells: 64.5 ± 2.1 pg/mg of protein) and 200µM (769-P cells: 44.6 ± 5.2 pg/mg of protein) (Figure 3B).




Figure 3 | Leukotrienes type B4 production by AC-16 and H9C2 cells (A) or 769-P and A498 cells (B), untreated (control) or treated with polydatin (100 and 200 µM) or sunitinib (10 µM) alone or combined to polydatin at 100 or 200 µM for 12h. Error bars depict means ± SD. p-values for the indicated compounds relative to untreated cells are: ***p<0.001. **p<0.01. *p<0.05. ns, not significant.





Polydatin Reduces Intracellular Reactive Oxygen Species and MDA Production During Exposure to Sunitinib

Intracellular reactive oxygen species (iROS) are involved in chemoresistance to TKi and in cardiotoxicity mediated by several anticancer drugs like daunorubicin, cisplatin, doxorubicin, 5-fluorouracil and alkylating agents (34, 35). A recent cellular study indicated that TKi (including sunitinib) induced cardiomyocyte cell death through production of iROS (34). In cardiac cells, treatment with sunitinib increased iROS production (Figure 4A); polydatin drastically reduced the magnitude of the effects in a concentration-dependent manner (For AC16 cells, 20.3% and 45,2% for 100 and 200 µM, respectively compared to only sunitinib treated cells; p>0,001). These effects were confirmed through the quantification of malondialdeyde (MDA) as marker of lipid peroxidation (34) that was increased significantly during incubation with sunitinib (For AC16 cells, 1.17 ± 0.11 mmol/ml vs 0.51 ± 0.09 mmol/ml for untreated cells, p<0.001) (Figure 4B) and reduced in combination treatment with polydatin (For AC-16 cells 0.96 ± 0.08 mmol/ml and 0.65 ± 0.06 mmol/ml for polydatin 100 and 200 µM, respectively). In renal adenocarcinoma cells, treatment with sunitinib increased iROS production (Figure 4C); polydatin drastically reduced the magnitude of the effects in a concentration-dependent manner (For 769-P cells, 13.7% and 38,7% for 100 and 200 µM, respectively compared to only sunitinib treated cells; p> 0,001). Also malondialdeyde (MDA) was increased significantly during incubation with sunitinib (For 769-P cells, 1.83 ± 0.13 mmol/ml vs 0.93 ± 0.18 mmol/ml for untreated cells, p<0.001) (Figure 4D) and reduced in combination treatment with polydatin (For 769-P cells 1.2 ± 0.13 mmol/ml and 0.72 ± 0.09 mmol/ml for polydatin 100 and 200 µM, respectively).




Figure 4 | (A, C) Intracellular Reactive Oxygen Species (iROS) and (B, D) Malondialdeyde (MDA) quantification in cardiac cells (AC-16 and H9C2 cell lines) or human adenocarcinoma cells (769-P and A498 cell lines) untreated (control) or treated with polydatin (100 and 200 µM) or sunitinib (10 µM) alone or combined to polydatin at 100 or 200 µM for 12h. Error bars depict means ± SD. p-values for the indicated compounds relative to untreated cells are: ***p<0.001. **p<0.01. *p<0.05. ns, not significant.





Polydatin Reduces NLRP3 Inflammasome, Myd88 Myddosome, and NF-kB Expression During Treatment With Sunitinib

NLRP3 inflammasome is the key player of cytokine storm involved in cancerogenesis, heart failure and atherosclerosis (37, 38). Recently, our group investigated on the role of NLRP3 in cardiotoxicity of immune check-point inhibitors (39). Effectively, as example, in AC16 cells (Figure 5A). NLRP3 is also involved in sunitinib-mediated cell death; in fact, its expression is clearly enhanced after exposure to sunitinib compared to untreated cells (2.2 ± 0.21 vs 1 ± 0.07 (fold of control) p<0.001); lower levels of NLRP3 after co-incubation with polydatin were seen (1.8 ± 0.24 and 0.86 ± 0.3 for 100 and 200 µM, as fold of control) p<0.001 (Figure 5A). A similar behavior was seen for MyD88 myddosome, another macromolecular complex involved in heart failure and cardiac fibrosis after exposure to viral and chemical agents with cardiotoxic properties. In fact, Myd88 expression is clearly enhanced after exposure to sunitinib compared to untreated cells (1.89 ± 0.25 vs 1 ± 0.08, (fold of control) p<0.001); lower levels of Myd88 after co-incubation with polydatin were also seen (1.52 ± 0.21 and 1.12 ± 0.2 for 100 and 200 µM, as fold of control) p<0.001 (Figure 5B). A similar behavior was seen in renal adenocarcinoma cells (Figures 5D, E); NLRP3 was overexpressed after exposure to sunitinib compared to untreated cells (3.3 ± 0.26 vs 1 ± 0.23, (fold of control) p<0.001); lower levels of NLRP3 after co-incubation with polydatin were seen (2.4 ± 0.16 and 1.6 ± 0.21 for 100 and 200 µM, as fold of control) p<0.001 (Figure 5D). Similarly, Myd88 expression was enhanced after exposure to sunitinib compared to untreated cancer cells (2.33 ± 0.16 vs 1 ± 0.14, (fold of control) p<0.001); lower levels of Myd88 after co-incubation with polydatin were also seen (1.91 ± 0.27 and 1.86 ± 0.27 for 100 and 200 µM, as fold of control) p<0.001 vs sunitinib-exposed cells (Figure 5E). Considering that NLRP3 inflammasome and myddosome are the most important activators of NF-kB in human cells, we investigated on its expression during exposure to sunitinib and polydatin. As shown in Figures 5C, F, NF-κB expression was significantly increase of 2.6 and 3.46 times in AC-16 and 769-P cells, respectively, exposed to sunitinib at 10 µM, in agree with other in vitro studies recently published (40, 41). Additionally, cardiomyocytes and renal cancer cells exposed to sunitinib and polydatin partially reduced expression of NF-κB (Figures 5C, F). These effects indicate anti-inflammatory properties of polydatin during treatment with sunitinib in cardiac and renal adenocarcinoma cells.




Figure 5 | (A, D) NLRP3 inflammasome (B, E) Myd88 myddosome (C, F) and p65/NF-kB (fold of control) expression in cardiac cells (AC-16 and H9C2 cell lines) and renal adenocarcinoma cells (769-P and A498 cell lines) untreated (control) or treated with polydatin (100 and 200 µM) or sunitinib (10 µM) alone or combined to polydatin at 100 or 200 µM. Error bars depict means ± SD. p-values for the indicated compounds relative to untreated cells are: ***p<0.001. **p<0.01. *p<0.05. ns, not significant.





Polydatin Reduces Cytokines and Growth Factors Involved in Cardiac Dysfunction and Chemoresistance to Sunitinib

As well know, hyper activation of NF-kB, NLRP3 and MyD88 increases the production of cytokines involved in antiviral and anticancer response as well as in cardiotoxic events (42–47). We investigated on the production of cytokines and growth factors by cardiac cells and renal cancer cells during exposure to sunitinib alone or combined to polydatin. Firstly, AC-16 cells exposed to sunitinib (Figures 6A, B) overexpressed IL-1β (186.5 ± 8.8 vs 100.2 ± 12.3 pg/mg of protein, p<0.001), IL-6 (98.7 ± 8.6 vs 45.5 ± 9.9 pg/mg of protein, p<0.001), IL-8 (72.1 ± 7.7 vs 44.5 ± 9.8 pg/mg of protein, p<0.001), CXCL-12 (135.5 ± 5.5 vs 87.6 ± 12.2 pg/mg of protein, p<0.001) and TGF-β (166.5 ± 10.2 vs 75.5 ± 8.9 pg/mg of protein, p<0.001), than untreated cells. After co-incubation with polydatin, the rates of increase of cytokines and growth factors were significantly reduced, indicating anti-inflammatory effects of the nutraceutical compound, in agree with other published works (48, 49). For example, co-incubation with sunitinib and polydatin at 100 µM decreased significantly the expression of all cytokines involved in cell death and cardiac fibrosis compared to sunitinib-treated cells: IL-1β (186.5 ± 8.8 vs 155.6 ± 6.5 pg/mg of protein, p<0.05), IL-6 (77.6 ± 7.2 vs 98.7 ± 8.6 pg/mg of protein, p<0.01), IL-8 (60.5 ± 5.6 vs 72.1 ± 7.7 pg/mg of protein, p<0.05), CXCL-12 (95.5 ± 7.3 vs 135.5 ± 5.5 pg/mg of protein, p<0.01), TGF-β (121.2 ± 10.5 vs 166.5 ± 10.2 pg/mg of protein, p<0.001) and IL-18 (16.3 ± 0.8 vs 24.6 ± 1.1 pg/mg of  protein, p<0.05). A similar behavior was seen for cardiomyoblasts H9C2 cells (Figure 6B). Renal adenocarcinoma cells (Figures 6C, D) exposed to sunitinib increased the production of all cytokines involved in cancer cell survival and chemo resistance. For example, 769-P cells (Figure 6C) exposed to sunitinib overproduced IL-1β (289.4 ± 9.6 vs 183.2 ± 8.5 pg/mg of protein, p<0.001), IL-6 (132.1 ± 8.3 vs 76.5 ± 9.4 pg/mg of protein, p<0.001), IL-8 (117.4 ± 8.9 vs 67.4 ± 11.2 pg/mg of protein, p<0.001), CXCL-12 (163.2 ± 15.1 vs 113.2 ± 8.7 pg/mg of protein, p<0.001), TGF-β (125.3 ± 9.6 vs 88.9 ± 11.3 pg/mg of protein, p<0.001) and IL-18 (66.3 ± 2.7 vs 84.5 ± 4.3 pg/mg of protein, p<0.05) than untreated cells. Co-incubation with polydatin reduced the magnitude of the effects in a significant manner. These results indicated that polydatin change cardiac and renal cancer microenvironment through a significant reduction of IL-1β, IL-6, IL-8, CXCL-12, TGF-β and IL-18.




Figure 6 | Expression of IL-1β, IL-6, IL-8, CXCL-12, TGF-β and IL-18 in cardiac cells (A, B) (AC-16 and H9C2 cells) and renal adenocarcinoma cells (C, D) (769-P and A498 cell lines); cells were untreated (control) or treated with polydatin (100 and 200 µM) or sunitinib (10 µM) alone or combined to polydatin at 100 or 200 µM. Error bars depict means ± SD. p-values for the indicated compounds relative to untreated cells are: ***p<0.001. **p<0.01. *p<0.05. ns, not significant.





Resveratrol, the Natural Precursor of Polydatin, Reduces NLRP3 Inflammasome-IL-1β-IL-18 Pathways During Exposure to Sunitinib

Resveratrol is the natural precursor of polydatin (50). As control we investigated on the NLRP3 expression and production of IL-1β and IL-18 by cardiac cells and renal cancer cells during exposure to sunitinib alone or combined to resveratrol. As show in Figure 7, resveratrol was able to reduce significantly the expression of pro-inflammatory biomarkers both in cancer cells and cardiomyocytes exposed to Sunitinib. Specifically, resveratrol at 100 µM associated to sunitinib reduces of 15.4% the expression of NLRP3 inflammasome compared to sunitinib group (p<0.05) in AC-16 cells; IL-1β and IL-18 expressions were also reduced compared to sunitinib alone (182.3 ± 7.4 vs 198.8 ± 7.7 pg/mg of protein, p<0.05; 16.3 ± 0.26 vs 24.6 ± 0.4 pg/mg of protein, p<0.05; respectively). A similar behavior was seen for renal adenocarcinoma cells. These results confirms that resveratrol was able to reduce NLRP3 inflammasome, IL-1β and IL-18 expression similarly to polydatin during exposure to sunitinib indicating anti-inflammatory effects (Figure 7).




Figure 7 | Expression of NLRP3 (A, B), IL-1β (C, D) and IL-18 (E, F) in cardiac cells (AC-16 and H9C2 cells) and renal adenocarcinoma cells (769-P and A498 cell lines); cells were untreated (control) or treated with resveratrol (100 and 200 µM) or sunitinib (10 µM) alone or combined to resveratrol at 100 or 200 µM. Error bars depict means ± SD. p-values for the indicated compounds relative to untreated cells are: ***p<0.001. **p<0.01. *p<0.05. ns, not significant.






Discussion

In this study we demonstrated that polydatin reduced cardiotoxicity and increases anticancer properties of Sunitinib in cellular models through the involvement of iROS, leukotrienes, MyD88 and NLRP3 signaling pathways. More specifically, our findings provide a proof of principle that polydatin reduced cytokine storm in cardiomyocytes and renal cancer cells thereby modulating their survival during exposure to sunitinib. Sunitinib is a tyrosine kinase inhibitor used in the treatment of renal cell carcinoma, gastrointestinal stromal and colorectal cancers (51–53). Sunitinib blocks cell signaling by targeting the adenosine-5′-triphosphate (ATP) binding sites of multiple receptor tyrosine kinases (54), overexpressed in cancer cells but normally expressed in non-cancer tissues like endothelial cells and heart (55). Tyrosin kinases play important roles in angiogenesis and tumor cell proliferation and are receptors for platelet-derived growth factor (PDGF) and vascular endothelial growth factor (VEGF) (56, 57). The attenuation of vascularization leads to apoptosis (58). However, Sunitinib lacks tyrosine kinase selectivity and results cardiotoxicity (59). Specifically, Sunitinib is a potent inhibitor of VEGF-1, VEGF-2, fetal liver tyrosine kinase receptor 3 (FLT3), KIT (stem-cell factor (SCF) receptor), PDGF-α, and PDGF-β (55). Patients treated with Sunitinib experienced asymptomatic QT prolongation, acute coronary syndrome, myocardial infarction, and symptomatic congestive heart failure (60). Recent real-world experiences and pivotal trials reports the lethality of sunitinib based on the adverse events data between 2-4%, indicating a clinically relevant toxicity that requires innovative cardioprotection strategies aimed to improve overall survival (61, 62). Interestingly, several circulating biomarkers like cytokines, are investigated in RCC patients (63), including IL-6, IL-1 and others; in fact, in RCC, pretreatment concentrations of plasma biomarkers (e.g., cytokines and angiogenic factors) have previously been studied in order to predict the outcome of VEGF or mTOR blocking agents (64).

Known mechanisms of sunitinib-induced cardiotoxicity involves the inhibition of cAMP-activated protein kinase (PK) which is crucial for post-hypoxia cell survival. Thus, sunitinib may induce cardiomyocyte hypertrophy and death (65, 66). Therefore, Sunitinib is an useful antineoplastic agent but may cause cardiomyopathy, left ventricular dysfunction, and heart failure. The adverse effects of Sunitinib may be attributed to its initiation of mitochondrial dysfunction (67). Mitochondrial dysfunction and redox imbalance may contribute to pathological states known as “free radical diseases” (68). The findings of the present study align with those of earlier reports. The administration of Sunitinib significantly decreased GSH and GR activity and a significant increased MDA content in cardiac tissues (69). Sunitinib is toxic against cardiac fibroblasts due to iROS generation (70). Earlier research demonstrated that sunitinib is cardiotoxic and may induce iROS in cardiac cells (71); in fact, it directly affects various cell membranes and may upregulate the gene encoding iNOS (72). Other reports established that sunitinib-induced toxicity is associated with the mRNA expressions of the TGF-β and smad-2/3 signaling molecules (73, 74). Moreover, with upcoming improved imaging technologies more and more cardiac metastases are seen in RCC patients (75, 76), therefore, a strictly prevention, diagnosis and management of cardiovascular complications in these patients should be performed, especially in combination therapies involving different TKi or association of TKi and ICIs (77, 78); moreover, cardioprotective and anticancer strategies aimed to target cardiac tissues should be investigated in preclinical trials.

Complementary and alternative medicines (CAM) are natural bioactives with anti-inflammatory, anticancer and chemo preventive properties. Several clinical trials demonstrated the safe and useful of CAM in cancer patients (79–82). Polydatin, also called piceide, is a metabolite of trans-resveratrol, a natural bioactive isolated from the perennial herb Polygonum cuspidatum (83), with interesting properties in the field of cancer, cardiovascular diseases, neurodegenerative disorders (84, 85). A recent study demonstrated that polydatin reduces tissue damages induced by hyperglycemia and hyperlipidemia, increasing cardiovascular functions during diabetes (86, 87). In another preclinical trial, 8-weeks polydatin treatment significantly improved the diastolic and systolic dysfunction, attenuated hypertrophy and interstitial fibrosis in mice with diabetes (88). Other similar studies suggested that polydatin protects cardiomyocytes heart failure also in non-diabetic models through reduction of iROS, pro-inflammatory prostaglandins and cytokines (89, 90).

As summarized in Figure 8, in the present study, sunitinib upregulated TGF-β, IL-1, IL6, IL-8 and CXCL12 both in cardiac cells and human renal adenocarcinoma cells that are involved in cell death and heart failure as well as in cancer cell survival and resistance to apoptosis (91, 92). Cytokine storm involved in heart failure, myocardial fibrosis, atherosclerosis and cardiotoxicity induced by anticancer drugs is induced by overexpression of MyD88 and NLRP3 inflammasome (93, 94). Myd88 is a molecular complex involved in regulation of cardiovascular and cancer metabolism as well as in cancer cell survival and chemo resistance (95, 96). Patients with myocarditis have high heart expression of MyD88, CD3+ lymphocytes and collagen fibers and these phenomena was recently seen in patients with SARS-CoV-2 infection (97). Inflammasomes are molecular complexes regulating pro-inflammatory factors, including IL-1β and IL-6 (98). IL-6 induces programmed cell death protein 1-dependent immunosuppression in cancer (99), and IL-1β is one of the most important pro-inflammatory mediators involved in chemo-resistance (100). NOD-like receptor family pyrin domain–containing 3 (NLRP3) is the most widely studied inflammasome (26). A recent study demonstrated that activated NLRP3 significantly promoted the plasma levels of cytokines in patients with cancer (101). Notably, NLRP3 inflammasome represents a novel potential target for the treatment of breast cancer (102). A recent preclinical study has clearly shown that inhibition of NLRP3 by miRNA is able to block tumor growth and the immune-resistance of breast cancer through ASC/IL-1/IL-18 pathways; this inhibition provides new clinical insights for the therapy of breast cancer (103). Notably, NLRP3 is associated to myocardial injuries, atherosclerosis and diabetes mellitus (104); Sunitinib, through the induction of iROS and lipid peroxidation, activated MyD88 and NLRP3 increasing inflammation and pro-fibrotic state in cultured cells; notably, treatment with polydatin combined to sunitinib reduced the magnitude of these effects as well as the expression of MyD88 and NLRP3 in a concentration dependent fashion. Myddosome and inflammasome activates expression and release of cytokines, chemokines and growth factors involved in cell death, fibrosis, chemoresistance and apoptosis (105). IL-1β, IL-6, IL-8 and IL-18 reduces mitochondrial metabolism, calcium homeostasis and viability of cardiomyocytes, fibroblasts and pericardial cells (106, 107). Recently, selective inhibitors of IL-1β, IL-6 and IL-8 are proposed in cancer patients aimed to improve anticancer effects of selective inhibitors of kinases and immune check-point inhibitors, reducing their toxicity (108, 109).




Figure 8 | Mechanistic illustration of chemosensitizing and cardioprotective properties of polydatin during exposure to the TKi sunitinib.



We demonstrated that sunitinib increased IL-1β, IL-6,IL-8 and IL-18 expression in cardiomyocytes and renal adenocarcinoma cells and that polydatin is able to significantly reduce their expression. In conclusion, previous studies have investigated the mechanisms of cardiotoxicity mediated by sunitinib indicating that it might promotes endothelial dysfunction, myocytes death and apoptosis through the disruption of mitochondrial homeostasis (110). However, its effects on NLRP3, Myd88 and pro-inflammatory cytokines involved in cardiotoxicity was never completely demonstrated. The present study, with all potential limitations derived from an ‘‘in vitro’’ investigation, points out for the first time that polydatin reduces iROS production and lipid peroxidation as well as the expression of pro-inflammatory chemokines through MyD88 and NLRP3 mediated pathways; based on the results obtained, further in vivo studies in renal cancer-bearing mice treated with sunitinib are suggested.
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The Pyroptosis-Related Signature Predicts Prognosis and Indicates Immune Microenvironment Infiltration in Gastric Cancer

Wei Shao1,2, Zongcheng Yang3, Yue Fu1,4, Lixin Zheng1, Fen Liu1, Li Chai1 and Jihui Jia1,2,5*

1Key Laboratory for Experimental Teratology of The Chinese Ministry of Education, Department of Microbiology, School of Basic Medical Science, Cheeloo College of Medicine, Shandong University, Jinan, China

2Key Laboratory of Infection and Immunity of Shandong Province, School of Basic Medical Science, Cheeloo College of Medicine, Shandong University, Jinan, China

3School of Stomatology, Cheeloo College of Medicine, Shandong University, Jinan, China

4School of Medicine, Cheeloo College of Medicine, Shandong University, Jinan, China

5Shandong University-Karolinska Institutet Collaborative Laboratory for Cancer Research, Jinan, China

Edited by:
Xueli Zhang, Shanghai Jiao Tong University, China

Reviewed by:
Jing Huang, Peking University, China
Jinyang Li, The Rockefeller University, United States
Xiaoqiang Zhu, The University of Hong Kong, Hong Kong

*Correspondence: Jihui Jia, jiajihui@sdu.edu.cn

Specialty section: This article was submitted to Molecular and Cellular Oncology, a section of the journal Frontiers in Cell and Developmental Biology

Received: 05 March 2021
Accepted: 19 May 2021
Published: 11 June 2021

Citation: Shao W, Yang Z, Fu Y, Zheng L, Liu F, Chai L and Jia J (2021) The Pyroptosis-Related Signature Predicts Prognosis and Indicates Immune Microenvironment Infiltration in Gastric Cancer. Front. Cell Dev. Biol. 9:676485. doi: 10.3389/fcell.2021.676485

Gastric cancer (GC) is one of the leading causes of cancer-related deaths and shows high levels of heterogeneity. The development of a specific prognostic model is important if we are to improve treatment strategies. Pyroptosis can arise in response to H. pylori, a primary carcinogen, and also in response to chemotherapy drugs. However, the prognostic evaluation of GC to pyroptosis is insufficient. Consensus clustering by pyroptosis-related regulators was used to classify 618 patients with GC from four GEO cohorts. Following Cox regression with differentially expressed genes, our prognosis model (PS-score) was built by LASSO-Cox analysis. The TCGA-STAD cohort was used as the validation set. ESTIMATE, CIBERSORTx, and EPIC were used to investigate the tumor microenvironment (TME). Immunotherapy cohorts by blocking PD1/PD-L1 were used to investigate the treatment response. The subtyping of GC based on pyroptosis-related regulators was able to classify patients according to different clinical traits and TME. The difference between the two subtypes identified in this study was used to develop a prognosis model which we named “PS-score.” The PS-score could predict the prognosis of patients with GC and his/her overall survival time. A low PS-score implies greater inflammatory cell infiltration and better response of immunotherapy by PD1/PD-L1 blockers. Our findings provide a foundation for future research targeting pyroptosis and its immune microenvironment to improve prognosis and responses to immunotherapy.
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INTRODUCTION

Gastric cancer (GC) is the world’s third-highest cause of death by cancer (Smyth et al., 2020). Each year, at least 1 million people worldwide are diagnosed with GC (Thrift and El-Serag, 2020). This disease is mostly detected in its advanced stages and abnormalities in the tumor microenvironment (TME) may lead to widespread tumor heterogeneity. Furthermore, there is significant heterogeneity with regards to the response of GC patients to therapy. So, the prognosis has not been improved (Bray et al., 2018). Pyroptosis refers to the cleavage of gasdermins via classical and non-classical pathways and can lead to the continuous expansion of cells until the cell membrane ruptures and causes the release of the cell contents, thus triggering a strong inflammatory response (Shi et al., 2015; Ding et al., 2016; Rogers et al., 2017; Xia et al., 2019; Broz et al., 2020; Zhang Z. et al., 2020; Zhou et al., 2020). Pyroptosis plays an important role in antagonizing infection and endogenous danger signals. Pathogens such as H. pylori or chemotherapy drugs can cause pyroptosis in patients with GC. Pyroptosis creates a tumor-suppressive environment by releasing inflammatory factors, however, it can also weaken the body’s immune effect on tumor cells and accelerate tumor growth in different cancers (Zaki et al., 2010; Ellis et al., 2011; Chen et al., 2012; Ma et al., 2016). However, the effect of pyroptosis on the prognosis of GC is not clear.

The classification of GC patients by next-generation sequencing is a novel method that can quickly identify cancer characteristics and inform us about the most appropriate treatment strategies. Drug treatment already uses HER2 as a predictive biomarker (Smyth et al., 2020). But the value of HER2 in the prognosis of GC remains controversial (Tanner et al., 2005; Park et al., 2006; Gravalos and Jimeno, 2008; Ruschoff et al., 2010; Begnami et al., 2011; Yoon et al., 2012). PD-L1, as an immunotherapy index, also requires further verification (Shitara et al., 2018). Other biomarkers are currently being evaluated. Due to the lack of subgroup classifications, clinical practice cannot be guided by molecular subtypes. Therefore, there is an urgent need for the development of an effective gene signature to indicate prognosis and to guide clinical treatment, especially with regards to targeted therapy and immunotherapy.

In the present study, we aimed to build a scoring model (that produced the PS-score) by classifying GC patients based on pyroptosis-related regulators to predict prognosis and guide clinical treatment. We clustered 618 patients with GC according to pyroptosis-related genes and identified two types of pyroptosis-related subtypes that were related to prognosis and immune infiltration. On this basis, the PS-score can be determined by constructing a pyroptosis-related model using the LASSO-Cox method. This score is able to predict prognosis, immune infiltration, and immunotherapy response. Our findings indicate the potential connection between pyroptosis, prognosis, the immune microenvironment, and the response to immunotherapy of GC patients.



MATERIALS AND METHODS


Sources of Gastric Cancer Datasets and Preprocessing

The workflow chart (Supplementary Figure 1) describes which samples were utilized at each stage of statistical analysis. Microarray data from Affymetrix® was obtained from Gene Expression Omnibus (GEO). Batch effects from non-biological technical biases were corrected by using the “ComBat” algorithm of the “SVA” package. All of the clinical information used in this study are publicly available in the GEO database. As to datasets in TCGA, RNA sequencing data (FPKM value) of gene expression were downloaded from UCSC. Patients without survival information were removed from further analysis.

The waterfall function within the “maftools” package was applied to present the mutation landscape. Patients in the immunotherapy datasets were from GSE78220, NCT01358721, and IMvigor210 treated with Pembrolizumab, Nivolumab, and Atezolizumab, respectively (Choueiri et al., 2016; Hugo et al., 2016; Mariathasan et al., 2018).



Human Clinical Specimens

Twenty-two pairs of RNA samples of GC and adjacent non-tumor tissues were obtained from Jinan Central Hospital, Shandong, P. R. China. The study protocol was approved by Shandong University Research Ethics Committee.



Defining Pyroptosis-Related Regulators

In previous research, Shi et al. (2015) found that Caspase 1 (CASP1) and Caspase 4/5 (CASP4/5) could specifically cleave Gasdermin D (GSDMD) and that the cleaved form of GSDMD is necessary for pyroptosis; these findings were subsequently confirmed by He et al. (2015). Later, Orning et al. (2018) found that increasing the concentration of Caspase 8 (CASP8) was another effective way cause the cleavage of GSDMD. Since then, a large number of studies have begun to explore the role of gasdermins in cells. Research has found that Caspase 3 (CASP3) and Granzyme B (GZMB) are capable of cleaving Gasdermin E (GSDME), thus converting cell apoptosis into pyroptosis (Rogers et al., 2017; Zhang Z. et al., 2020). Apoptosis can also be converted into pyroptosis when Gasdermin B (GSDMB) is cleaved by Granzyme A (GZMA) (Zhou et al., 2020). We therefore chose the 11 genes (CASP1, CASP3, CASP4, CASP5, CASP8, GSDMB, GSMDC, GSDMD, GSDME, GZMA, GZMB) that related closely to cell pyroptosis as pyroptosis-related regulators.



Consensus Clustering

Consensus clustering was applied to identify distinct pyroptosis-related patterns relating to the expression of pyroptosis regulators by the k-means method. The number of clusters, and their stability, were determined by the consensus clustering algorithm using the “ConsensuClusterPlus” package (John Hartigan, 1979). We performed 1,000 times repetitions to guarantee the stability of our classification (Wilkerson and Hayes, 2010).



Gene Set Variation Analysis (GSVA)

We performed GSVA enrichment analysis in heatmap by the “GSVA” R packages (Hanzelmann et al., 2013). We downloaded “c2.cp.kegg.v6.2.symbols” from the MSigDB database to carry out GSVA analysis. An adjusted P < 0⋅05 was considered to indicate statistical significance between different subgroups by the “limma” package.



Differentially Expressed Genes (DEGs)

We used the empirical Bayesian approach of the “limma” package to obtain DEGs (Ritchie et al., 2015). The significance criteria for selecting DEGs was set as an adjusted P < 0⋅05 and an absolute value of Log2 FC ≥ 0⋅8.



TME Cell Infiltration

We used the CIBERSORTx algorithm and EPIC to quantify the proportions of immune cells. For CIBERSORTx, we uploaded the normalized gene expression data to the web portal using LM22 signature and 1,000 permutations (Newman et al., 2015). EPIC is a web-based analytical and discovery platform for analyzing mass cytometry data from immune cells in a standardized manner (Yeo et al., 2020). Tumor purity scores were estimated by the “ESTIMATE” package (Yoshihara et al., 2013; Yang et al., 2019).



Multivariate Cox Regression Analyses

We used univariate Cox regression and multivariate Cox regression analyses for overall survival (OS) in four GEO datasets described earlier. A false discovery rate (FDR) < 0.05 was used as a statistical boundary. The results of multivariate prognostic analysis for pyroptosis-related subgroups were acquired by application of the “forestplot” package.



The Establishment of a PS-Score Scoring Model and Prognostic Analysis

We established an efficient prediction model using LASSO−Cox analysis. OS was then used to derive the most useful predictive features from the training cohort (Lossos et al., 2004). PS-score =
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where k, βi, Pi represented the number of signature genes, the coefficient index, and the gene expression level, respectively. The cut-off point was determined using the “survminer” package. We used Kaplan-Meier survival curves to identify the ability of the model to distinguish different subtypes of patients and time-dependent receiver operating characteristic curves (ROC curves) to determine the efficiency of the model. The C-index was calculated by the “survcomp” package and compared using the “cindex.comp” package.



RNA Extraction and Real-Time PCR

Total RNA was extracted by Trizol reagent (Invitrogen, Carlsbad, CA, United States) according to the manufacturer’s protocol. Subsequently, the extracted RNA was reversetranscribed using PrimeScript RT reagent Kit with gDNA Eraser (Takara, Japan). The cDNAs were subjected to SYBR Green-based real-time PCR analysis. The primers used in real-time PCR assays were listed in Supplementary Table 1.



Statistical Analysis and Cut-Off Value

Correlation coefficients were computed by Spearman’s and distance correlation analyses. Log-rank tests were utilized to identify the significance of differences in survival curves. The cut-off value mentioned in this article was 1⋅258 as the best cut-off value from the “survminer” package. ROC curves, time-dependent ROC curves, and the area under curves (AUC) were derived using the “pROC” and the “timeROC” packages, respectively. Comparisons of the integrated area under the curves (IAUC) were carried out with the “iauc.comp” package. The “RCircos” package allowed us to plot the copy number variation landscape of pyroptosis regulators in 23 pairs of chromosomes (Mayakonda et al., 2018). Analyses between the two groups were performed using the Wilcox test. The Kruskal Wallis test was also used to compare three or more groups. Gene expression data, and all statistical analyses were carried out in R 4.0.0, GraphPad Prism 8, and SPSS26 software. Clinical features were compared by Chi-square tests or Fisher’s exact tests where appropriate. All statistical P values are two-side and P < 0⋅05 represents statistical significance.



RESULTS


Overview of Genetic Changes and Expression Variations of Pyroptosis-Related Regulators in GC

We analyzed the network of potential biological functions associated with the 11 pyroptosis-related regulators by using the STRING platform (Figure 1A). The regulators focused predominantly on the regulation of immune response and pyroptosis. At the genetic level, 59 of the 433 samples (about 13.63%) showed pyroptosis-related regulator mutations. Of these, CASP5 showed the highest frequency of mutations. We did not identify any GSDME mutations in any of the GC samples (Figure 1B). We also found CNVs in 7 of the 11 pyroptosis-related regulators in GSE62717; these were common changes and most were concentrated on copy number amplification (Figure 1C). We identified the alterations of the 7 regulators featuring CNVs on the chromosome (Figure 1D). At the expression level, these 11 regulators were able to help us distinguish normal samples from tumor samples in GC patients (Figure 1E). Compared with normal samples, except for GSDME and GZMA, the remaining regulators all showed increases in GC samples (Figure 1F and Supplementary Figure 2A). To more effectively verify our findings, we tested the mRNA levels of 11 pyroptosis-related genes in 22 pairs of tumor tissues and normal adjacent tissue samples gathered from our hospital. The same finding was that these regulators were up-regulated in tumors (Figure 1G). In order to better explore the possible relationship between the genetic level and the expression level of pyroptosis-related regulators, we combined the CNV pattern of TCGA-STAD and its expression level for joint analysis. Interestingly, we found that the expression levels of CASP1, CASP3, CASP4, CASP5, and CASP8, all increased with increases in copy number; a similar relationship was identified for GSDMD (Supplementary Figures 2B–G). We hypothesized that changes in CNV may be an important factor that can lead to abnormal gene expression. Our analysis showed that the expression levels of pyroptosis-related regulators were related to GC, thus suggesting they may reflect different traits in patients.
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FIGURE 1. Characteristics and differences of pyroptosis-related regulators in GC. (A) An aggregate of the potential biological interaction of pyroptosis-related regulators from STRING platform. (B) The landscape of mutation profiles in 433 gastric cancer patients from TCGA-STAD cohort. Every waterfall plot represented mutation information of each pyroptosis-related regulator. Corresponding colors had annotations at the bottom which mean different mutation types. The above barplot showed mutation burden. The right numbers represented mutation frequency individually. (C) CNV frequency of pyroptosis-related regulators in GSE62717 cohort. The height of the columns showed proportions of different types. CNV, copy number variations. (D) The location of CNV alteration of pyroptosis-related regulators on chromosomes by GSE62717 cohort. CNV, copy number variations. (E) Principal component analysis for the expression of pyroptosis-related regulators to distinguish tumors (n = 300) from normal samples (n = 100) in GSE66229 cohort. (F) The expressions of pyroptosis-related regulators between normal tissues (n = 100) and gastric tissues (n = 300) in GSE66229 cohort (Wilcox test, ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ****P < 0.0001; ns, not statistically significant). (G) The mRNA levels of pyroptosis-related regulators in twenty-two pairs of GC and their paired adjacent normal tissues (n = 22) were measured by real-time PCR (Paired t-test, ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ****P < 0.0001).




Identification of a GC Classification Pattern Mediated by 11 Pyroptosis-Related Regulators

We created a queue using four GEO datasets from the same platform along with OS data and clinical information. Based on the expression levels of 11 pyroptosis-related regulators, we identified two different regulation patterns by using the unsupervised clustering method, including 267 cases in pyroptosis-related cluster 1 and 351 cases in pyroptosis-related cluster 2 (Figure 2A, Supplementary Table 2, and Supplementary Figures 3A–I). The survival advantage of cluster 1 was higher than that of cluster 2 (Figure 2B). To explore the differences in biological behavior between these two patterns, we performed GSVA enrichment analysis (Figure 2C and Supplementary Table 3). Cluster 1 showed enrichment in terms of pathways associated with immune activation, including antigen processing and presentation, TOLL, NOD, and RIG I-like receptor signaling pathways, B cells and activated T-cell receptor signaling pathways, the activated JAK-STAT signaling pathway, base excision repair, and H. pylori infection resistance. Pyroptosis is known to be converted from apoptosis with different bacterial or viral infections (Rogers et al., 2017; Zhang Z. et al., 2020; Zhou et al., 2020). Therefore, cluster 1 was also significantly enriched in the apoptotic pathway. Cluster 2 showed enrichment in carcinogenic activation pathways, such as the mTOR, TGFβ, NOTCH, and WNT signaling pathways. Subsequently, we also confirmed that the two regulatory patterns could be distinguished by the application of the 11 pyroptosis-related regulators (Figure 2D).
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FIGURE 2. Subgroups of gastric cancer related by pyroptosis-related regulators. (A) The consensus score matrix of all samples when k = 2 in GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254). Two samples were more likely to be grouped into the same cluster when there was a higher consensus score between them in different iterations. (B) OS curves for the two pyroptosis-related clusters based on 618 patients with gastric cancer from four GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254) (Log-rank test, p < 0.0001). OS, Overall survival. (C) The heatmap was used to visualize biological processes analyzed by GSVA which showed the active biological pathways in distinct pyroptosis-related clusters (Bayes moderation, ∗∗P < 0.01; ∗∗∗P < 0.001; ****P < 0.0001). (D) Principal component analysis for the expression of pyroptosis-related regulators to distinguish cluster 1 (n = 267) from cluster 2 (n = 351) in GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254).




Differences in TME Infiltration and Clinical Characteristics Between Two Pyroptosis-Related Subtypes

Next, we analyzed cell infiltration data and found that activated innate immune cell infiltration was abundant in cluster 1, including the presence of dendritic cells, M1 macrophages, B cells, along with activated CD 4 and CD 8 T cells, thus conferring a significant survival advantage. Cluster 2 was enriched with endothelial cells, mast cells, M2 macrophages, and resting T4 memory cells (Figures 3A,B). Although some tumor tissues possessed a large number of immune cells, these immune cells could not penetrate the tumor but were forced to stay in the surrounding matrix. The activation of the matrix in a tumor microenvironment was therefore considered to be immunosuppressive (Chen and Mellman, 2017). In the present analysis, the ESTIMATE score also showed that the immune score of cluster 1 was higher than that of cluster 2 (Supplementary Figure 3J). We found that these two regulatory patterns had completely different TME cell infiltration characteristics. Cluster 1 was classified as an immune-inflamed phenotype while cluster 2 was classified as an immune-excluded phenotype (Chen and Mellman, 2017). We also found that the proportion of TME cell types in the different clusters was different while the composition types were the same (Supplementary Figure 3K). These suggested that although these regulatory patterns did not increase or decrease the types of immune infiltrating cells, it was likely to change their proportion and thus change the TME.
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FIGURE 3. Different pyroptosis-related clusters showed diverse clinical features and TME cell infiltration. (A,B) The abundance of every type of TME infiltrating cells between the two pyroptosis-related clusters analyzed, respectively, by CIBERSORTx and EPIC in GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254) (Wilcox test, ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0⋅001; ****P < 0.0001; ns, not statistically significant). (C) Consensus clustering of differential expression genes between the two pyroptosis-related clusters in GSE62254 cohort. Columns of the heatmap represented 300 gastric cancer samples (Chi-square test or Fisher’s exact test, ∗∗P < 0.01; ∗∗∗P < 0.001). (D) Unsupervised clustering of differential expression genes between the two pyroptosis-related clusters in GSE62254 cohort. Columns of the heatmap represented 282 gastric cancer patients with recurrence records (Chi-square test, ∗∗∗P < 0.001).


To further explore the clinical manifestations of these two different clusters, we focused on the ACRG cohort which represents the most comprehensive study of clinical information relating to our 618 patients (Figure 3C). Most regulators were expressed at high levels in cluster 1. Patients with EMT molecular subtypes (Cristescu et al., 2015) were prominent in cluster 2, while patients with MSI subtypes were classified into cluster 1. Patient survival status also corresponded well to the survival advantages described in our previous research. Compared with other pathological types of GC, patients with signet ring cell carcinoma were mainly associated with the cluster 2 pattern. Moreover, we noticed that patients with early GC were associated with a cluster 1 regulatory pattern and that patients with advanced GC were mainly associated with the cluster 2 regulatory pattern. This explains why the cluster 1 regulatory pattern was associated with a better survival advantage. We conducted statistical analyses on 282 patients that possessed recurrence data in the ACRG cohort. The cluster 2 pattern was associated with a greater number of recurrence cases (Figure 3D). These findings showed that different pyroptosis-related patterns represented different GC features and had different TME statuses.



Development and Validation of a Gene Signature Based on Pyroptosis-Related Clusters

To better apply these subtypes to the clinical treatment of GC and determine a specific score for every patient, we next explored differences between the two patterns and determined a specific gene signature. We also quantified the gene signature so that it could be applied to the diagnosis and treatment of each patient. First, we identified 113 DEGs with an absolute value of Log2 FC < 0⋅8 and p < 0⋅05 associated with the two different regulatory patterns (Figure 4A and Supplementary Table 4). Next, univariate and multivariate Cox regression analysis identified 22 genes that could be used as an independent prognostic signature (Figure 4B and Supplementary Tables 5, 6). Ten genes, identified as the most immune response-related genes, appeared in cluster 1 while 12 genes encoding cancer occurrence proteins tended to be more prevalent with the cluster 2 pattern (Figure 4C). To build a model that would be able to quantify each patient, six of the 22 DEGs were retained by application of LASSO-Cox regression model with a minimum of λ. We used these to build a pyroptosis-related signature score which we named the “PS-score” (Figure 4D and Table 1). Next, we attempted to further determine the value of PS-score by predicting the prognosis of patients. We divided patients into high and low PS-score groups with the best cut-off value of 1⋅258. We found that the low group had a clear survival advantage over the high group (Supplementary Figures 4A,B). To prove the universal indicative value of the PS-score, we also verified this score in more cohorts and obtained the same results (Figures 4E,F). We further proved that the PS-score was a good indicator for the 3-year survival and 5-year survival of GC patients (Figure 4G and Supplementary Figure 4C). Because the prognostic labels of GC have been discussed extensively in recent years and play an important role in early diagnosis and treatment, we also compared several other rigorous prognostic models to evaluate the important function of the PS-score for evaluating prognosis. The analysis showed that the PS-score was better than other models for predicting the prognosis of GC patients (Cho et al., 2011; Cai et al., 2020Wang et al., 2020: Figure 4H). Therefore, we included PS-score as an effective indicator and other clinical characteristics, into Cox regression analysis and found that PS-score and stage were both two factors that independently affected the prognosis of GC patients (Table 2). Interestingly, we found that the combination of PS-score and GC stage could better predict the survival of patients (Supplementary Figure 4D). These findings indicated that the PS-score was a promising potential evaluation indicator for the prognosis of GC patients.


TABLE 1. Pyroptosis-related signature score (PS-score).
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TABLE 2. Analysis of factors affecting the prognosis of patients with gastric cancer.
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FIGURE 4. Generation of a gene expression signature to predict patient survival based on pyroptosis-related clusters. (A) An overview of the differential gene expression between the two pyroptosis-related clusters in GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254). (B) Multivariate Cox regression analyses of OS in GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254). The p-values were obtained by multivariate Cox regression. No Cox regression assumptions were violated assessed using the SPSS 26 software. (C) Unsupervised clustering of independent prognostic genes in GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254). Columns of the heatmap represented 618 patients with gastric cancer. (D) In the LASSO-Cox model of GSE62254, the minimum standard was adopted to obtain the value of the super parameter λ by 10-fold cross-validation. The λ value was confirmed as 0.07558 where the optimal lambda resulted in 6 non-zero coefficients. (E) OS curves for the different PS-score subgroups with the cut-off value 1,258 about 300 patients with gastric cancer from GSE62254 cohort (Log-rank test, p < 0.0001). (F) OS curves for the different PS-score subgroups with the cut-off value 1⋅258 among 618 gastric cancer samples from four GEO cohorts (GSE15459, GSE34942, GSE57303, and GSE62254) (Log-rank test, p < 0.0001). (G) The time-dependent receiver operating characteristic (ROC) analysis of the PS-score. The area under the curve (AUC) was 0.727, 0.738 at 3 years, and 5 years, respectively, in GSE62254 cohort. (H) ROC curves about PS-score ISSGC Score, Risk Score, and GPSGC Score in GSE62254 cohort (Mann Whitney tests; compared with PS-score, ****P < 0.0001).




Low PS-Scores Identified the Alleviation of Clinical Characteristics and Immune Pathway Activation

We also found that the high-score group in the TCGA-STAD cohort predicted poor survival characteristics with the same cut-off value (Figure 5A). And we were pleasantly surprised to find that PS-score not only predicted the overall survival of patients with GC but also could predict the disease-specific survival of patients specifically (Supplementary Figure 4E). Subsequently, to verify the universal applicability of PS-score for all digestive tract cancers, we collected data from seven digestive tract cancer samples including gastric cancer and divided these into two groups with the same cut-off value. We were surprised to find that the low-score group also showed a survival advantage (Figure 5B). This implied that the PS-score may have an important value as a prognostic indicator not only in GC but also in other forms of gastrointestinal cancer.
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FIGURE 5. Characteristics of the PS-score scoring model. (A) OS curves for the PS-score with the cut-off value 1,258 of gastric cancer samples in TCGA-STAD cohort (Log-rank test, p = 0.049). (B) OS curves for the PS-score with the cut-off value 1,258 of 1,698 gastrointestinal cancer patients in TCGA cohorts (CHOL, COAD, ESCA, LIHC, PAAD, READ, and STAD) (Log-rank test, p = 0.012). (C–G) PS-score in different clinical trait constituents including pyroptosis-related cluster, recurrence status, TNM staging, ACRG subtype in GSE62254 cohort, and followup treatment response in TCGA-STAD (Wilcox test, ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ****P < 0.0001; ns, not statistically significant). (H) Differential expression of pyroptosis-related regulators in low PS-score subgroup (n = 209) and high PS-score subgroup (n = 91) of GSE62254 cohort (Wilcox test, ****P < 0.0001). (I) Visualization of biological processes analyzed by GSVA in distinct PS-score subgroups (Bayes moderation, ∗P < 0.05; ∗∗P < 0.01; ****P < 0.001; ****P < 0.0001).


To determine the specificity of the PS-score in patients with different clinical manifestations, we analyzed the relationship between clinical traits and PS-score in the ACRG cohort. We found that the cluster 1 pattern, with an obvious survival advantage, presented with obviously low scores; this was consistent with our previous research (Figure 5C). Patients with high scores also experienced more relapses (Figure 5D). We were surprised to find that with an increase in patient survival stage, the PS-score showed a gradually increasing trend, thus showing that the score for patients with advanced gastric cancer was higher than that for patients with early gastric cancer (Figure 5E). This suggested that PS-score had the potential as a clinical index to quantify the survival risk of GC patients. Similarly, the EMT subtype with a poor response to treatment (Cristescu et al., 2015) also exhibited high scores (Figure 5F). We also found that different Lauren classifications and pathological types showed completely different PS-score values (Supplementary Figures 4F,G). Compared with other pathological types, patients with signet ring cell carcinoma which were mainly associated with the cluster 2 pattern, had high PS-scores. We also found that second/third-line treatment was the commonly used strategy in the clinic. However, this system lacks a suitable measurement standard. A low PS-score indicated a good response to followup treatment, thus indicating that PS-score may represent a good marker for GC treatment (Figure 5G). As the main cause of gastric cancer, the screening of H. pylori has significantly reduced the prevalence of GC (Smyth et al., 2020). Therefore, we specifically analyzed the relationship between H. pylori infection and PS-score and found that patients with positive infection may have higher scores (Supplementary Figure 4H). Although the limitation of the sample size made the statistical significance less obvious, we still observed a trend consistent with the previous results. This gave us a hint, but more verification is still needed.

In addition to different clinical phenotypes, the expression of different pyroptosis-related regulators in patients would also affect the specificity of the PS-score. We found that regardless of whether we used the ACRG cohort or the TCGA-STAD cohort, except for GSDME, the expression levels of other regulators were significantly reduced in the high-score group (Figure 5H and Supplementary Figure 4I). GSDME was generally expressed at higher levels in the high-score group; this may be related to the cytokine release syndrome (CRS) induced by patients with high GSMDE expression during treatment (Liu et al., 2020a). CRS was characterized by fever, hypotension, and respiratory insufficiency associated with elevated serum cytokines (Davila et al., 2014), which was positively correlated with GSDME expression level (Liu et al., 2020a). Therefore, treatments for GSDME should be used with caution to avoid undesirable side effects (Ibrahim et al., 2021). Although GSDME is considered to be a probable tumor suppressor gene (Wang et al., 2017), its precise function needs to be explored further. We were unable to judge the prognosis of patients by considering only the level of GSDME expression. Similarly, it would be unscientific to predict the survival ability of GC patients solely by considering the expression of pyroptosis-related regulators. Our research aimed to create a quantitative pyroptosis-related model to comprehensively predict prognosis and the value of treatment. Based on the specificity data supporting the PS-score, we explored the pathway enrichment associated with the PS-score to identify the internal mechanisms involved. We found that the low-score group was significantly enriched in inflammatory signaling pathways. The PS-score showed a positive response to base damage repair and response to H. pylori infection and was also related to ubiquitination modification and drug metabolism regulation. However, the high-score group was mainly enriched in signal pathways related to cancer development (Figure 5I and Supplementary Table 7). These findings showed that PS-score exerted specificity in different patients associated with different patterns of signaling pathway activation and could be used to evaluate certain clinical characteristics and therapeutic effects in GC patients.



The PS-Score Could Predict Prognosis in Clinical Scenarios and Represent TME Differences

Given the importance of the PS-score in predicting the prognosis of GC patients, we next attempted to explore its value for clinical application. We constructed a nomograph featuring seven clinical features that were easily accessible and generally believed to have a certain impact on the prognosis of GC and the ability of the PS-score to predict the survival rates of GC patients at 3, 5, and 8 years (Figure 6A). A C-index of 0⋅764 indicated that the nomogram had a good predictive value (Figure 6B). When we used the PS-score as a separate indicator to distinguish patients with GC, we found the 300 patients of the ACRG cohort were divided into a high group and a low group (Figure 6C). An alluvial diagram was used to visualize the changes in patient characteristics (Figure 6D).
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FIGURE 6. The clinical application value of the PS-score scoring model and TME of different PS-score subgroups. (A) Nomogram for predicting 3, 5, and 8 years overall survival for gastric cancer patients in GSE62254 cohort. (B) Calibration curves of nomograms in terms of the agreement between predicted and observed 3, 5, and 8 years of outcomes in GSE62254 cohort. (C) Principal component analysis for the expression of the PS-score signature genes to distinguish low and high PS-score subgroups in GSE62254 cohort. (D) Alluvial diagram showing the changes of pyroptosis-related clusters, PS-score, Lauren type, TMN staging, sex, age, and ACRG subtypes in GSE62254 cohort. (E–G) The correlation between every type of TME infiltrating cells and PS-score analyzed, respectively, by CIBERSORTx, ESTIMATE score, and EPIC in cohorts (GSE15459, GSE34942, GSE57303, GSE62254, and TCGA-STAD; Consolidation was the cohort consolidating four GEO cohorts) (Spearman test, ∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001; ****P < 0.0001). Sizes of circles represented relevant correlation coefficients. (H) Tumor burden (TMB) of low PS-score subgroup (n = 215) and high PS-score subgroup (n = 153) in TCGA-STAD (Wilcox test, ****P < 0.0001).


Based on these results, we found that PS-score could play an important role in clinical prediction. Next, we investigated whether PS-score would have a guiding value for clinical treatment, especially immunotherapy. We analyzed the infiltration of TME cells with different PS-scores (Figures 6E–G). Immune activation-related cells, such as activated T cells, NK cells, M1 macrophages, dendritic cells, neutrophils, showed significant negative correlations with PS-score. The higher scores were closely related to resting memory cells, monocytes, mast cells, cancer-associated fibroblasts, and endothelial cells. The immunescore from ESTIMATE analysis decreased as the PS-score increased, while the stromalscore showed the opposite effect. These data showed that the low-score group had a stronger immune response than the high-score group. The differences in TME cells may be the main reason for the heterogeneity of PS-score. Tumors that could attract more T cell infiltration are referred to as “hot tumors” and are more sensitive to immunotherapy and showed better immunotherapy effects (Li et al., 2018). Clinical trials and preclinical studies have also revealed that patients with higher somatic tumor mutational burden (TMB), when treated with immune checkpoint blockade therapy, were associated with enhanced responses, long-term survival, and lasting clinical benefits (Zhang B. et al., 2020). Fortunately, we explored the TMB of different PS-scores and found that the lower group had a higher TMB, which suggested a better immunotherapy response (Figure 6H). These results proved that PS-score may have an application value for predicting the prognosis of GC patients, and would reflect the response of immunotherapy to a certain extent.



The Role of PS-Score in Anti-PD1/PD-L1 Immunotherapy

Previous studies have shown that PS-score may suggest the effect of immunotherapy. There is also evidence that patients with a high TMB status show long-lasting clinical responses to anti-PD1/PD-L1 immunotherapy (Zhang B. et al., 2020). Recent studies have shown that there was a clear connection between the expression of PD-L1 and pyroptosis. Therefore, we speculated that there may be a connection between PS-score and immunotherapy (Hou et al., 2020). We first checked the expression changes of immune checkpoints. We compared the differences in the expression levels of immune checkpoint genes in the ACRG cohort and the TCGA-STAD cohort (Figure 7A and Supplementary Figure 5A). We found that the low-score group showed higher expression levels of immune checkpoint genes, thus suggesting a better response to immunotherapy. Tumor Immune Dysfunction and Exclusion (TIDE) is a computational framework to model two primary mechanisms of tumor immune evasion which can provide predicted results about immunotherapy (Jiang P. et al., 2018; Chen et al., 2021). High TIDE may predict patients with suppressive cells inhibiting T cell infiltration as non-responders. To better illustrate the predictive power of the PS-score for immunotherapy, we applicated TIDE in ACRG cohort. We were pleasantly surprised to find a positive correlation between TIDE and PS-score (Figure 7B). Furthermore, predicted responses suggested that PS-score may be a good predictor of immunotherapy in GC (Figure 7C). As we all know, “hot tumor” is more sensitive to immunotherapy (Galon and Bruni, 2019). We had also verified the higher PS-score represented worse prognostics in “hot tumor” such as breast cancer and kidney cancer (Figures 7D,E). Due to the lack of published data on anti-PD1/PD-L1 immunotherapy in GC, we investigated published three datasets: IMvigor210, NCT01358721, and GSE78220 (Choueiri et al., 2016; Hugo et al., 2016; Mariathasan et al., 2018). Interestingly, when we analyzed the prognosis of patients with these three cancers, we found that PS-score could be a good predictor for melanoma patients and metastatic renal cell carcinoma patients with 1-year survival, and metastatic urothelial cancer patients’ 2-year survival rate (Figure 7F and Supplementary Figures 5B,C). So we guessed that PS-score had a connection with immunotherapy in other cancers. Then we detected changes in the expression of immune checkpoints presented by different PS-scores and also found that the low-score group had higher expression (Figure 7G), thus suggesting that PS-score may be an important indicative index that plays the same important role in other cancers. As we hypothesized, we found that patients who responded to immunotherapy also showed a lower PS-score (Figure 7H and Supplementary Figures 5D,E). In metastatic urothelial cancer, different immunological subtypes may lead to a completely different therapeutic response. We also found that they represented different levels of PS-score (Figure 7I). These results explained the potential value of PS-score in immunotherapy, and to a certain extent proved that PS-score may be used as a predictor of immunotherapy responses.
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FIGURE 7. A powerful role of the PS-score scoring model in PD1/PD-L1 immunotherapy. (A) Differential expression of immune checkpoint genes in low PS-score subgroup (n = 209) and high PS-score subgroup (n = 91) of GSE62254 cohort (Wilcox test, ****P < 0⋅0001). (B) The relationship between TIDE and PS-score in GSE62254 cohort (Spearman test, p < 0⋅0001). (C) Different PS-score in responder group (n = 112) and non-responder group (n = 188) in GSE62254 cohort (Wilcox test, ****P < 0.00001). (D,E) OS curves for the PS-score with the cut-off value 1,258 of samples in TCGA-ACC cohort (Log-rank test, p = 0.0017) and TCGA-BRCA cohort (Log-rank test, p = 0.023). (F) ROC curves about PS-score in IMvigor210. (G) Differential expression of immune checkpoint genes in low PS-score subgroup (n = 126) and high PS-score subgroup (n = 222) of IMvigor210 cohort (Wilcox test, ∗∗P < 0.01; ****P < 0.0001). (H). Different PS-score in CR/PR group (n = 68) and SD/PD group (n = 230) in IMvigor210 cohort (Wilcox test, ∗P < 0.05). SD, stable disease; PD, progressive disease; CR, complete response; PR, partial response. (I) Different PS-score in IMvigor210 cohort’s immune phenotypes (Kruskal-Wallis test, P = 1.8e-06).




DISCUSSION

Chronic infection of the gastric mucosa leads to the gradual development of atrophic gastritis and intestinal metaplasia, thus promoting the progression of GC (Smyth et al., 2020). Molecular signatures associated with distinct clinical outcomes have been delineated in various solid tumors to improve clinical management through the development of personalized medicine (Sorlie et al., 2001; Cho et al., 2011; Higgins and Baselga, 2011; Li et al., 2013; Roepman et al., 2014). Therefore, we need to explore the changes in the status and mechanisms of GC cells associated with the immune environment to facilitate treatment.

Pyroptosis occurs in cells infected by pathogens, as an embodiment of programmed cell death, thus inducing the body’s inflammatory response (Bedoui et al., 2020). Under the stimulation of pathogens, apoptosis can thus be converted into pyroptosis. Pyroptosis plays various roles in many cancers. It has the effect of inhibiting tumor growth in colorectal cancer, liver cancer, and skin cancer (Zaki et al., 2010; Ellis et al., 2011; Ma et al., 2016), but a two-way effect in breast cancer (Chen et al., 2012). So we cannot judge the prognostic value of GC based on the expression of several gasdermins alone. Therefore, we explored all the pathways directly related to pyroptosis and explored a prognostic signature by analyzing the influence of the involved pathways on the tumor microenvironment. Gasdermins blocker is under development, but there is insufficient evidence to support it. Our signature provides potential targets for targeted therapy of pyroptosis, especially CASP1 and GZMB. At present, pyroptosis has been considered for use in anti-tumor therapy, and our research suggests that pyroptosis combined with immunotherapy to improve the prognosis of patients may be an effective treatment direction.

The classification of samples based on predefined gene expression characteristics is a proven method (Cristescu et al., 2015). Our subtyping strategy drew on this method and classified GC patients based on the expression of pyroptosis-related regulators. We showed that the expression of these regulators was completely different when compared between the two clusters due to various heterogeneities. These regulators were also significantly associated with different survival risks. Our analysis culminated in several consensuses: (1) most pyroptosis-related regulators showed high expression levels in cluster 1; (2) cluster 2 was a separate subtype which showed a worse prognosis; (3) cluster 1 was determined to be an immune-inflamed phenotype and cluster 2 was determined as an immune-excluded phenotype; and (4) collectively considering clinical information and RNA data was more likely to reflect the cellular phenotypes.

Clinical trials have tested anti-tumor molecular targeted drugs in all GC types regardless of the molecular subtypes involved. For example, the expression of immune checkpoint molecules differs across different subtypes, therefore immunotherapy should be distinguished. To create a better clinical application value, we developed a scoring model (PS-score) to quantify the prognostic risk based on the two clusters. Our study provided strong evidence for the clinical management of GC. First, the PS-score takes into account the heterogeneity of patients. Second, this score can link pyroptosis and prognosis. Specifically, the PS-score featured both tumor suppressor genes and tumor-promoting genes and allocated these with different weightings. The PS-score included but was not limited to pyroptosis-related regulators such as GZMB and CASP1. Third, the PS-score represented patients with different clinical traits and was related to immunotherapy. A high PS-score showed worse clinical traits and a lower predicted survival time. TME cell infiltration data demonstrated that the PS-score holds important value for immunotherapy. More activated immune cell infiltration in patients with a low PS-score led to a better response to immunotherapy. Compared with TMB and PD-L1 expression data, the PS-score is affordable and provides more informative outcomes. Fourth, the PS-score may also apply to other gastrointestinal tumors and immune-related tumors. Finally, compared with other models, the PS-score is directly focused on the death mode of GC cells. Researchers have investigated prognostic models of GC in hypoxia or under modified conditions of m6A already or have considered the immunoscore (Jiang Y. et al., 2018; Liu et al., 2020b; Zhang B. et al., 2020). Our study was more focused on the factors that directly caused tumor cell death and changed the tumor microenvironment. In this manner, our model is more valuable for facilitating treatment.

Viral and bacterial infections in the stomach can trigger downstream signaling pathways through pattern recognition receptors (PRRs) such as NLRs and TLRs. The activated caspases cleave the pyroptosis-related genes, causing cell dilation and death, and releasing mature inflammatory factors, especially IL-18 and IL-1. This process not only responds to infection but also alters the tumor microenvironment. More immune cell infiltration means more favorable immunotherapy. At the same time, the occurrence of pyroptosis, such as the increase of GSDMD splice, can inhibit MAPK, mTOR, and Wnt signaling pathways to various degrees. We speculate that it plays an anti-tumor role and improves prognosis mainly by inhibiting cell proliferation. In the process of chemotherapy, GSDME cleavage can promote the transformation of cells from apoptosis to pyroptosis and promotes TIL function, thus creating conditions for immunotherapy. GSDMB cleaved by GZMA also can convert apoptosis into pyroptosis, and IFN-γ promoted GZMA- or NK cell-induced pyroptosis in several target cells. High-level expression of GSDMB in cancer cells enhanced tumor clearance in a mouse model. These also mean that pyroptosis-related genes may be able to predict the prognosis and prompt immunotherapy.

Our study aimed was to classify patients with GC into subtypes, identify DEGs and build a prognostic model, and link pyroptosis with patient prognosis. Although we had performed multi-angle and multi-database verifications, this study still had limitations that need to be considered. The model created did not have a good predictive value in terms of all-time survival stages in patients undergoing immunotherapy. This may have been caused by the specificity of different cancers and requires more extensive research. Tumor heterogeneity is indeed a problem that cannot be ignored, and more targeted improvements for different types of tumors may be proposed with the development of pyroptosis-related researches. There is also a need for excavating or building more gastric cancer immunotherapy data and H. pylori infection data. The results of some single-cell sequencing should be able to explain the specific changes in the tumor microenvironment, which is also an aspect of our attention in the future. Moreover, our model should be validated further by performing both in vitro and in vivo experiments to better evaluate the relationship between the PS-score and pyroptosis of cells after infection. These have not only increased the challenges but also added hope for us to make us more motivated to continue digging.
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Cancer patients usually suffer from unfavorable prognosis, particularly with the occurrence of brain metastasis of lung cancer. The key incident of brain metastasis initiation is crossing of blood-brain barrier (BBB) by cancer cells. Although preventing brain metastasis is a principal goal of cancer therapy, the cellular mechanisms and molecular regulators controlling the transmigration of cancer cells into the brain are still not clearly illustrated. We analyzed the mRNA expression profiles of metastatic brain tissues and TNF-α treated cancer cells to understand the changes in adhesion molecule expression during the tumor phase. To imitate the tumor microenvironment, an in vitro model was developed and the low or high metastatic potential lung tumor cells (A549 or H358) were cultured with the human brain microvascular endothelial cells (hBMECs) under TNF-α treatment. The analysis of online database indicated an altered expression for adhesion molecules and enrichment of their associated signaling pathways. TNF-α treatment activated hBMECs via up-regulating several adhesion molecules, including ICAM1, CD112, CD47, and JAM-C. Meanwhile, TNF-α induced an increased expression of adhesion molecule ligands such as ALCAM and CD6 in both A549 and H358. Moreover, the expression of adhesion molecules and the ligands were also increased both in A549- or H358-hBMECs mixed culture system, which promoted tumor cells adhesion to endothelial cells. These results suggested that the enhanced interaction between tumor cells and brain microvascular endothelium might facilitate the incidence of metastatic brain tumors and further offer a better comprehension of brain metastasis prevention and treatment.




Keywords: tumor, brain metastasis, adhesion molecules, adhesion molecule ligands, human brain microvascular endothelial cells 



Introduction

The metastatic tumor is a pathological change that migrated from the original site to new tissues or organs. Among malignant tumors, metastasis was responsible for about 90% of cancer deaths (1, 2), which indicated a serious public health concern around the world. However, brain metastasis accounts for about 25% of all the metastatic cancers (3). As an organism’s immune privilege area, the blood-brain barrier (BBB) restricts the passage of medicine or immune cells to the brain, which might be one reason of patients to deteriorate and even to death upon the occurrence of brain metastasis.

Solid tumor cells undergo a series of complicated processes to spread to the circulatory system (4). The adhesion of the circulating tumor cells to the BBB is a critical step of brain metastasis (5). The BBB and blood-cerebrospinal fluid barrier separate the central nervous system from the circulatory system. The BBB is structurally composed of endothelial cells, pericytes, astrocyte endfeet, and neurons, while the endothelial cell tight junctions combined with pericytes form the basic structure of BBB (6). The endothelial cells play an important role in maintaining the BBB, thus, the cell dysfunction always indicates a change of BBB permeability. Many diseases, such as neoplasia and viral infection, can induce the BBB breakdown (7, 8). However, brain metastasis often starts with endothelial cell activation. A recent study suggested that solid tumors changed the microenvironment and resulted in system inflammation (9). The induction of various inflammatory factors such as vascular endothelial growth factor C (VEGFC) could mediate endothelial cell activation during colorectal cancer invasion (10). Endothelial cell activation shows various changes, including the expression of adhesion molecules, cell morphologic alteration, cytokine production, and loss of barrier function. Previous studies indicated that inflammatory factors such as interleukin 8 (IL-8), tumor necrosis factor α (TNF-α), and VEGF mediated endothelial cell activation (11, 12), inducing the expression of adhesion molecules such as intercellular cell adhesion molecule 1 (ICAM-1), vascular endothelial cell adhesion molecule 1 (VCAM-1), and E-selectin, which were considered to promote leukocyte migration (13, 14). However, tumor cells may also spread to other organs under this mechanism.

Lung cancer is highly heterogeneous and known to spread to the brain in about 40%-50% of the metastatic cases, while breast cancer was about 15%~20% (15, 16). Tumor cells may create a chronic inflammatory microenvironment, producing various inflammatory factors such as CCL2, TNF-α, and S100A8/A9 (17–19). TNF-α stimulated the expression of cluster of differentiation 62E (CD62E, E-selectin) on human brain endothelium (hCMEC/D3) which affected the brain metastasis of non-small cell lung cancer via the interaction of CD15s with CD62E (20). Furthermore, the co-culture of human lung adenocarcinoma cell CL1-5 with human umbilical vein endothelial cells (HUVECs) altered the morphological structure of the latter (21). Thus, the inflammatory factors of the tumor microenvironment may be associated with the metastatic brain tumor.

The interaction of adhesion molecules and ligands is pivotal
for tumor cells adherence to the endothelial cells, but the specific
adhesion mechanism and the role of inflammatory factors in this
process still need to be clarified. Through bioinformatics
analysis, it was found that the adhesion molecules and their associated signaling pathways were up-regulated both in brain
metastasis tumors and TNF-a stimulated cells. To verify these results, we used a mixed culture of lung tumor cells (A549 and
H358) with brain microvascular endothelial cells (HBMECs) under TNF-a treatment to imitate the in vivo interaction. The
A549 and H358 represented low and high metastatic potential lung tumor cells, respectively. A panel of genes associated with cell adhesion was screened with real-time PCR to assess the molecular event during the interaction systematically. The
adhesion assay further indicated that the change of adhesion molecules and their ligands was associated with brain metastasis. These results may provide insights for preventing brain metastasis during tumor progression.



Materials and Methods


Publicly Available Data

The transcriptomic data of three different experiments uploaded to the Gene Expression Omnibus (GEO) database were studied. The first experiment concerned primary lung cancer from non-small cell lung cancer patients with or without brain metastasis. The second experiment specifies the expression array profiling data of human endothelial cells. Human umbilical vein endothelial cells (HUVECs) were treated with various Staphylococcus aureus or TNF-α (100 ng/ml, 3.5 h). Only the data from mock and TNF-α stimulated groups were analyzed in this study. The third experiment concluded the RNA sequencing data of TNF-α treated A549, and only the TNF-α treated (10 ng/ml, 6 h) or vehicle were extracted and considered in this research (22). The data for the three studies were downloaded from the GEO using the following accession numbers GSE126548, GSE82036, and GSM3538200, respectively.



Cell Lines

Human lung adenocarcinoma A549 and non-small cell lung carcinoma H358 cells (American Type Culture Collection, Manassas, VA) were amplified and stored in the laboratory. Cells were maintained in Dulbecco modified Eagle medium (DMEM) containing 10% fetal bovine serum (Gibco, Grand Island, NY) and 1% penicillin-streptomycin (Beyotime, China). The human brain microvascular endothelial cells (hBMECs) isolated from the children′s cerebral microvessels were kindly provided by Prof. Xiangru Wang in the College of Veterinary Medicine, Huazhong Agricultural University, and originally obtained from John Hopkins University. hBMECs were cultured in RPMI 1640 medium supplemented with 10% fetal bovine serum, 1% penicillin-streptomycin, l-glutamine, sodium pyruvate, amino acid and vitamin in 37°C incubator with 5% CO2 and passaged every three days.



Treatment of TNF-α on Various Cells

Confluent hBMECs, A549 or H358 were seeded on 6-well plates at a concentration of 5×105 cells/ml. After overnight culture, hBMECs were stimulated with mouse recombinant TNF-α (R&D Systems, Minneapolis, MN, USA) at a concentration of 40 ng/ml, while A549 and H358 were stimulated with 5 ng/ml TNF-α. For the mixed culture system, 5×105 cells/ml of hBMECs were seeded overnight, then 5×105 cells/ml of A549 or H358 were added. The mixed cells were treated with DMEM medium containing 5 ng/ml TNF-α. After 24 h or 48 h, the supernatants were removed, and the cells were collected with TRIPure reagent (AidLab, China).



Quantitative Real-Time PCR (qRT-PCR)

Total cell mRNA was extracted according to the manufacturer’s instructions of TRIPure reagent. Then the cDNA was synthesized with 5× All-In-One RT MasterMix (Applied Biological Materials, ABM, Canada). The qRT-PCR was performed with RealUniversal PreMix (TIANGEN, China) accordingly, and operated on a ViiA™ 7 Real-Time PCR System (Applied Biosystems, Foster City, CA). A series of adhesion molecules and adhesion molecule ligands were screened with qRT-PCR. The data was analyzed by the comparative CT method as previously described (23). The primer pairs used in this research are as follows: ICAM1 (5′-GCACATTGGTTGGCTATCTTCT-3′ and 5′-GCCCGAAGCGTTTACTTTGA-3′), ICAM3 (5′-CGAGTTCTTGCACAGGAACA-3′ and 5′-CCTGAAGACGTACATTAAGGCC -3′), JAM-A (5′-GTGCCTTCAGCAACTCTTCC-3′ and 5′-GAGCCGATATCCGTTTGGTC-3′), JAM-B (5′-GTCTCCTTTGTCTACTATCAAC-3′ and 5′-GGAGCCACTAATACTTCCAG-3′), JAM-C (5′-AAGGACGACTCTGGGCAGTA-3′ and 5′-CGCCAATGTTCAGGTCATAG-3′), ALCAM (5′-TCCTGCCGTCTGCTCTTCT-3′ and 5′-TTCTGAGGTACGTCAAGTCGG-3′), CD6 (5′-GTGACCTGAAGGAGAATCTGC-3′ and 5′-CCGGAGTGCAATCCTCTGG-3′), CD47 (5′-GGCAATGACGAAGGAGGTTA-3′ and 5′-ATCCGGTGGTATGGATGAGA-3′), CD99 (5′-AACCCACCCAAACCGATGC-3′ and 5′-TGAAAAGCTACCGGAGGAACTA-3′), CD112 (5′-GTCCTTCGTCTCTGCCAAGCA-3′ and 5′-CACTGCGTGGATGACCAGCTG-3′), SLC44A1 (5′-GGACCGTAGCTGCACAGAC-3′ and 5′-GCCACAAATAAATCCCATCCCA-3′), SIGLEC10 (5′-AAGGGACTCATCTCAACGGC-3′ and 5′-CCGTCTCTTCGGTAGAATCTTCA-3′), and ITGB2 (5′-TGCGTCCTCTCTCAGGAGTG-3′ and 5′-GGTCCATGATGTCGTCAGCC-3′).



Cell Adhesion Analysis

The hBMECs were seeded on a 24-well plate. Then the cells were treated with TNF-α (40 ng/ml) or DMEM (control) for 24 h after the monolayers formed. Before adhesion assay, the A549 cells and H358 cells were suspended on PBS and labeled with CFSE tracer (Life Technologies, C34554, Eugene, USA) for 7 min of 3.75 μM, which was optimized according to manufacturer’s instructions. The cells were washed with DMEM, and the labeled cells were visualized with the inverted fluorescence microscope (EVOS Cell Imaging Systems, Life Technologies) at the excitation/emission of 488 nm/517 nm. Then 200 μl of A549 and H358 cells (containing 2×105 cells) were incubated with hBMECs for 2 h. After three washes with PBS, the adherent tumor cells were observed and analyzed on the inverted fluorescence microscope.



RNAseq Data Analysis

The downloaded RNAseq data were analyzed. The reads were confirmed to quality by FastQC, mapped, and assembled to the human reference genome GRCh38 (hg38) using HISAT2 and featureCounts, respectively (24). The DESeq2 R package was used to obtain the differentially expressed genes (DEGs), with a 5% p-adjusted value, and “apeglm” tool for log fold change shrinkage (25, 26). The R package clusterProfiler and DOSE were selected for the Gene ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis. While the figures were visualized using the R package enrichplot and ggplot2 (27).



Statistical Analysis

The data are representative results from three independent experiments and shown as means ± SEMs. The significance was assessed with a two-tailed Student t-test or one-way ANOVA analysis, followed by Tukey’s post hoc tests with the GraphPad Prism software (v7.0; GraphPad, La Jolla, CA).




Results


Targeted Gene Expression of Brain Metastasis Accompanied Lung Cancer Cells

To explore brain metastasis’s molecular events, RNA sequencing data were analyzed which were obtained from the GEO database for the primary tumor isolated from non-small cell lung cancer patients with brain metastasis (BM+) or without brain metastasis (BM-). The output results using the DESeq2 package indicated 488 differentially expressed genes (DEGs), among which 277 up-regulated genes and 211 down-regulated genes for the primary lung tumor cells of the BM+ patients over the BM- were observed. In the analysis, the DEGs were cut off to a log2FC of 2 and a p-value was adjusted to less than 0.05. The over-representation analysis (ORA) using clusterProfiler R package displayed the top 30 biological processes on a dotplot. The terms recording the highest gene ratio included the epidermic development (24/297, padj= 0.0007), epidermic cell differentiation (18/297, padj= 0.0083), skin development (23/297, padj= 0.0007), collagen-containing extracellular matrix (17/319, padj= 0.037), and keratinocyte differentiation (15/297, padj= 0.026) (Figure 1A). This result explains the active process of division, differentiation, and adhesion for lung cancer accompanied by brain metastasis. The gene expression distribution was observed with a ridge plot that elucidated a positive regulation of cornification, keratinization, and neuron differentiation. Negative modulation of signaling cascades, such as extracellular signal-regulated kinases (ERKs) and mitogen-activated protein kinase (MAPK) signal (Figure 1B), suggested the initiation of inflammation. Consistent with Figures 1A, B, however, the gene set enrichment analysis (GSEA) revealed the top activated and inhibited GO terms, in which cornification and keratinization were significantly activated while there was an obvious suppression regarding the negative regulation of cell proliferation and vessel diameter (Figure 1C). The linkage of genes and associated pathways indicated that cornification, skin development, epidermal development, hormone metabolic process, and thyroid hormone pathways are interconnected and overlapped among their functional genes. The up-regulated genes such as DSG3 and LGR5 might facilitate tumor metastasis, while the downregulation of ITGA3 changed the extracellular matrix and might promote tumor expansion (Figure 1D). The volcano plot showed significant DEGs. In BM+ tumor cells CCL20 exhibited a dramatic increase (Figure 1E), while cytokines/chemokines such as CCL8, IL-6, and tumor necrosis factor superfamily members also showed an increasing trend. There was also a substantial downregulation of extracellular matrix (ITGA3 and ITGA10) and tight junction (CLDN3) transcripts (Figure 1E). Among the six biological processes of GO term enrichment, EGFR1, cell adhesion molecules, collagen, GPCR signaling, and Wnt signaling were possibly associated with tumor brain metastasis (Figure 1F). These results suggested that the change in cell division and cell differentiation might be associated with tumor progression. However, the ultimate suppression of the extracellular matrix and inflammation activation were probably responsible for tumor brain metastasis.




Figure 1 | Transcriptome analysis summary of patients with brain metastasis (BM+) vs patients without brain metastasis (BM-). (A) Over representation analysis (ORA) for the enriched gene ontology (GO) terms obtained using the list of differentially expressed genes. The X-axis represented gene ratio, and the Y-axis represented GO terms organized upon the number of genes giving rise to each term indicated in the size of dots and adjusted p-value shown in the color range (Blue to Red) of the dots. (B) Ridge plot of enriched terms visualizing the expression distributions of core enriched genes for GSEA enriched categories. The positive and negative value refers to whether each term was up- or down-regulated. (C) Gene ontology based GSEA dot plot indicates the top 10 activated and suppressed GO terms and plotted in the order of gene ratio. The X-axis points to the gene ratio while the Y-axis specifies the enriched terms, and p-value is visualized in the dot color. (D) The cnetplot indicates the biological complexities among enriched GO terms and the overlapped genes in more than one term. The gray plots were the enriched pathways, while other plots represented genes. (E) Volcano plot exhibited the differentially expressed genes restricted to log2Foldchange (log2FC) of 1 and false discovery rate (FDR) ratio of 0.05. Red dots exhibit the significantly changed genes. (F) Pie chart of top 6 enriched GO terms that might be directly linked to the incidence of brain metastasis was presented.





TNF-α Induced the Expression of Adhesion Molecules and Adhesion Molecule Ligands on Human Endothelial Cells and Tumor Cells

To figure out the role of microenvironment inflammatory factor on endothelial cells and tumor cells, the data of TNF-α treated human umbilical vein endothelial cells (HUVECs) and TNF-α treated A549 data from the GEO database were analyzed. The TNF-α treated HUVECs induced the upregulation of adhesion molecules, including ICAM1, VCAM1, CLEC2D, JAM2 (JAM-B), CD47, and ALCAM (Figure 2A). On the other hand, TNF-α stimulated A549 enhanced the mRNA expression of both adhesion molecules and adhesion molecule ligands such as SELE, ICAM1, ICAM4, ITGAM, SL-1, SELL, SIGLEC10, and SIGLEC11 (Figure 2B). Moreover, TNF-α treatment modulated the expression of migration-related genes on A549, which included MMP10, EGFR, COX2 and EREG (Figure 2B). It revealed that adhesion molecules and their ligands on endothelial cells and tumor cells induced by TNF-α might promote tumor adhesion.




Figure 2 | High throughput data analysis of HUVECs and A549 cells. (A) The heatmap indicates the mRNA adhesion molecules on HUVECs induced by TNF-α, and (B) adhesion associated genes on A549 determined in the presence of TNF-α. Each group (Mock and TNF-α) represented the average value of three duplicates. Data were shown as log2 fold change to mock.





TNF-α Induced Human Brain Microvascular Endothelial Cells (hBMECs) Activation

In vascular disease, numerous inflammatory cytokines and other factors are associated with endothelial cells activation (28). To identify whether cytokines could activate hBMECs, we applied a DMEM culture medium supplemented with 40 ng/ml TNF-α to the cultured cells. The mRNA levels of adhesion molecule genes were quantified with qRT-PCR. The expression of ICAM3 was significantly decreased at 24 h but increased at 48 h compared to control after TNF-α treatment (Figure 3A). CD112 (nectin-2) showed no changes at 24 h, but significantly up-regulated at 48 h (Figure 3B). However, the expression of CD47 and JAM-C (junctional adhesion molecule C, also known as JAM3) began to elevate at 24 h and markedly increased at 48 h after TNF-α treatment (Figures 3C, D). These results suggested that variation in microenvironment mediated the activation of endothelial cells, and further exhibited a significant expression change of the adhesion molecules.




Figure 3 | Activation of hBMECs after TNF-α treatment. Confluent hBMECs monolayers were treated with DMEM or DMEM containing 40 ng/ml TNF-α. Total RNA was collected at 24 h and 48 h. The quantification of cell adhesion molecule genes was detected with real-time PCR (A–D). The fold change of treated cell adhesion molecule genes compared to the control over time was shown after normalized to β-actin. The data are representative of three independent experiments and expressed as mean ± SEMs. *p < 0.05; **p < 0.01; ***p < 0.001.





Alteration of the Microenvironment Led to Upregulation of Adhesion Molecule Ligands on Tumor Cells

Inflammatory cytokines could induce cell-surface ICAM1 expression on tumor cells as previously described (29, 30). Human lung adenocarcinoma A549 cells were isolated from the solid tumors (31), while the non-small cell lung carcinoma H358 cells were originated from a metastatic tissue, the cells of which had low and high metastatic potential, respectively. Interaction of cell adhesion molecules and the ligands is a critical step of tumor metastasis (2). Hence, the expression of adhesion molecule ligands in A549 and H358 were detected in the presence of 5 ng/ml TNF-α. The mRNA level of ALCAM (activated leukocyte cell adhesion molecule), CD6, and SIGLEC10 (sialic acid-binding Ig-like lectin 10) on A549 cells were substantially elevated at 24 h and peaked at 48 h compared to the control (Figures 4A, C, D). However, the SLC44A1 (encoding CD92) dramatically increased on the mRNA level at 48 h but not at 24 h (Figure 4B). ALCAM expression on H358 markedly increased at 24 h and 48 h after treated with TNF-α, which was consistent with the result of ALCAM on A549 (Figure 4E). Similarly, the expression of CD6, CD99 and ITGB2 (encoding a subunit of LFA-1) on H358 cells showed no or slight change at 24 h but significantly up-regulated at 48 h compared with the control group (Figures 4F–H). These results indicated that inflammatory microenvironment could (such as TNF-α) mediate both low and high metastatic potential tumor cells expressing adhesion molecule ligands.




Figure 4 | Change within the microenvironment induced the expression of adhesion molecule ligands on tumor cells. A549 and H358 cells were processed with TNF-α at 5 ng/ml concentration. Total RNA was extracted after 24 h and 48 h. The relative amounts of mRNAs expression were determined with real-time PCR (A–H). The graph depicted the fold change of altered expression of the genes for treated cells compared to the control after normalized to β-actin. Data are shown as mean ± SEMs from three individual experiments. *p < 0.05; **p < 0.01; ***p < 0.001.





Mixed Culture of A549 With hBMECs Induced the Expression of Adhesion Molecules and Adhesion Molecule Ligands in the Presence of TNF-α

To imitate the internal tumor migration environment, A549 cells and hBMECs were incubated on a culture medium supplemented with 5 ng/ml TNF-α. As receptors and ligands of adhesion molecules mutually interact, the expression of adhesion molecules and their ligands was determined on mixed cells. The expression of CD6 was memorably elevated both at 24 h and 48 h after TNF-α treatment (Figure 5A). The mRNA of ICAM1, JAM-B (JAM2) and SIGLEC10 showed no marked change at 24 h but significantly increased at 48 h compared to the control (Figures 5B–D). Taken together, it is suggested that TNF-α mediated the expression of adhesion molecules and their ligands after incubation of tumor cells with endothelial cells.




Figure 5 | Mixed culture of A549 with hBMECs up-regulated the expression of adhesion molecules and adhesion molecule ligands. hBMECs were seeded overnight, and then A549 cells were added at a ratio of 1:1 under 5 ng/ml TNF-α treatment. Mixed cells were collected for RNA isolation at 24 h and 48 h. The altered gene expression of adhesion molecule and adhesion molecule ligand mRNAs were detected with real-time PCR (A–D). The data are representative results from three independent experiment and displayed as mean ± SEMs. *p < 0.05; **p < 0.01.





Mixed Culture of H358 With hBMECs Mediated Adhesion Molecules and Adhesion Molecule Ligands mRNA Expression Under TNF-α Treatment

To demonstrate whether high metastatic potential tumor cells could interact with endothelial cells, lung carcinoma H358 cells were incubated with hBMECs in a culture medium containing 5 ng/ml TNF-α. The expression of adhesion molecules and their ligands of mixed cells were quantified with real-time PCR. CD47 and CD99 only showed a substantial increase at mRNA level after TNF-α treated for 48 h (Figures 6A, B). Both ICAM3 and JAM-A (JAM1) were dramatically elevated at 24 h and 48 h compared to control after treated with TNF-α (Figures 6C, D). Surprisingly, the ICAM3 displayed a declining trend from 24 h to 48 h. These results, consistent with previous data, indicated that the microenvironment changed the adhesion molecules′ and their ligands′ expression during tumor-endothelial cell interaction.




Figure 6 | Mixed culture of H358 with hBMECs mediated the upregulation of adhesion molecules and adhesion molecule ligands. hBMECs were seeded overnight, and then H358 cells were added at a ratio of 1:1. The mixed cells were treated with 5 ng/ml TNF-α, and total RNA was extracted at 24 h and 48 h. Relative expression of mRNAs was determined with real-time PCR (A–D). The data are representative results from three independent experiment and shown as mean ± SEMs. *p < 0.05; **p < 0.01.





Microenvironment TNF-α Enhanced Adhesion of Tumor Cells to Endothelial Cells

Since TNF-α up-regulated adhesion molecules and their ligands on tumor cells and endothelial cells, we wondered whether this inflammatory factor was associated with tumor cells adhesion. CFSE was used to trace the adhesion of A549 and H358 cells, which showed almost 100% labeling efficiency (Figure 7A). Adhesion assay demonstrated that both A549 and H358 could adhere to hBMECs to some extent (Figure 7B). Once stimulated with TNF-α, the adherent A549 and H358 cells increased dramatically, which were 253% and 357% (Figures 7B, C), respectively. By linking the current result with previous experiments, it is suggested that the overexpressed adhesion molecules and their ligands on endothelial cells and tumor cells by microenvironment TNF-α were responsible for tumor metastasis.




Figure 7 | TNF-α promoted adhesion of tumor cells to endothelial cells. (A) A549 and H358 cells were labeled with CFSE dye, and the staining efficiency was evaluated with an inverted fluorescence Microscope. (B) Adhesion of A549 and H358 cells to hBMECs was observed on an inverted fluorescence Microscope after hBMECs treated with DMEM (control) or TNF-α (40 ng/ml). (C) The relative adherent cell numbers in (B) were quantified. One representative image of three independent experiments were shown in this figure. The left and right panels in each cell were the bright field image and fluorescent image, respectively. Scale bar was 400 μm. ***p < 0.001.






Discussion

Tumor progression including growth, invasion, and metastasis, is closely related to the tumor microenvironment (32). The tumor microenvironment consists of non-tumor cells, such as endothelial cells, tumor-associated macrophages (TAMs), myeloid-derived suppressor cells (MDSCs), tumor-associated neutrophils (TANs), and various other cells, as well as cytokine interferon α (IFN-α), TNF, IL-1β and IL-6 to sustain an inflammatory environment (33). TAMs served as a potential anti-cancer therapeutic target because of its protumor functions (34). On the other hand, TAMs produced TNF-α both in vivo and in vitro, indicating that TAMs affected systemic inflammatory state (35). To mimic the in vivo tumor metastasis, a mixed culture model was utilized to incubate the tumor cells with hBMECs under TNF-α treatment. Obviously, there is an increased expression of adhesion molecules and their ligands in the mixed culture system with TNF-α treatment. It was speculated that these changes played a critical role in tumor brain metastasis during tumor progression.

Diverse humoral factors, including cytokines, lipopolysaccharides, polar phospholipids, homocysteine, and viral infection stimulated endothelial activation (14, 36–38). The activated cells were accompanied by adhesion molecules VCAM-1, ICAM-1 and E-selectin expression (39). IL-1α, IL-1β, IL-4 and TNF-α induced endothelial activation by mediating VCAM-1 production and promoting monocyte adhesion to endothelial monolayers, but nitric oxide limited this process (40). These studies suggested that endothelial activation was possibly involved in tumor brain metastasis. Indeed, TNF-α promoted adhesion of lung cancer cells to brain endothelium via a CD15s-CD62E manner, while blocking CD15s decreased this process (20). This result is consistent with our results. Moreover, the mixed culture of cancer cells with endothelial cells promoted angiogenesis and increased migration-related genes, indicating a boost of metastasis (21).

The interaction of adhesion molecules and adhesion molecule ligands widely existed during adhesion and migration of leukocytes. It was reported that ICAM-1- lymphocyte function-associated antigen 1 (LFA-1) interaction was essential for T or NK cells adhering to the target cells (41). ALCAM--CD6 mediated T cells adhering to dendritic cells and induced T cell proliferation (42). The specific interactions between adhesion molecules and their ligands were important for immune cell migration and activation. Similarly, the interaction of mutual adhesion molecules had multiple functions. ICAM-1-ICAM-1 homophilic interaction was associated with breast cancer metastatic amplification (43), while ALCAM-ALCAM interaction was an assistant for T cell adhering to dendritic cells (42). The interaction of identical adhesion molecules might become favorable in some pathological processes, such as tumor metastasis. In this study, we found an altered expression of adhesion molecules on endothelial cells and their ligands on tumor cells in the presence of TNF-α. This interaction might facilitate tumor-endotheliocyte adhesion, rolling, crossing, and contribute to tumor brain metastasis.

The specific mechanism of how tumor cells intruding into the central nervous system was ambiguous, but the current research could provide some cues. The possible routes of metastasis included the seed and soil hypothesis (44), the blood-brain barrier theory (45), and the tumor stem cell theory (46). However, the BBB theory was exquisite and much more attractive. Breast cancer cells infiltrated into the brain using a surface glycosylation α2,6-sialyltransferase ST6GALNAC5 to interact with and cross the BBB (47). Acute lymphoblastic leukemia cells (ALLs) invaded the central nervous system via crawling along the emissary vessels of subarachnoid space in an integrin-α6-laminin manner without breaching the BBB (48). JAM-A was believed to cause unfavorable prognosis in breast cancer patients via the ligand β1-integrin (49). However, Naik et al. demonstrated that JAM-A downregulation induced breast cancer cells to spread from the primary tumor site (50), which might due to the different tumor models and dynamic expression in different progression stages. The decrease of adhesion molecules induced tumor cells to disperse from the original site. However, upregulation of adhesion molecules enhanced tumor cells adhesion to endothelial cells and promoted tumor metastasis, which was generally presented in this study.

These findings attracted our attention to the effect of adhesion molecules on tumor brain metastasis, as previously mentioned (5). As shown in Figure 8, our results suggested that the microenvironment TNF-α activated hBMECs endothelial cells, induced adhesion molecules expression, and mediated the expression of adhesion molecule ligands on tumor cells. It was indicated that TNF-α up-regulated adhesion molecules and their ligands in the mixed culture system and facilitated the interaction of tumor cells with endothelial cells that might further promote brain metastasis. Future research may focus on identifying the specific molecules that are associated with brain metastasis. Prospectively, a combination of inflammatory factors (such as TNF-α) and adhesion molecules (such as ICAM1 and ALCAM) neutralizing antibodies might be a useful adjuvant therapy to prevent tumor metastasis in the process of tumor treatment.




Figure 8 | A schemata of tumor brain metastasis. The tumor cells could secrete many inflammatory factors. Some tumor cells could migrate to the circulatory system, which is called circulating tumor cells. Microenvironment inflammatory factors such as TNF-α could stimulate both brain endothelial cells and tumor cells, resulting in the upregulation of adhesion molecules and their ligands on endothelial cells and tumor cells, respectively. Consequently, the tumor cells adhered and invaded to endothelial cells, leading to brain metastasis.





Data Availability Statement

The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found in the article/supplementary material.



Author Contributions

Experiment was design by KW, MC, SD and LJ. The experiments of this study were performed by LJ, QZ and HC. The profile data were analyzed by DH, and the other data were analyzed by LJ, and KW. KW wrote this manuscript, while MC, AI, SD and SH kindly revised it. All authors have full access to this data and complete the responsibility part. All authors contributed to the article and approved the submitted version.



Funding

The authors are grateful for the financial support provided by the National Program on Key Research Project of China (2016YFD0500406), the National Natural Sciences Foundation of China (Grant No. 31172294), the Fundamental Research Funds for the Central Universities Grant 2662018PY016, and Natural Science Foundation of Hubei Province (2019CFA010).



Acknowledgments

We thank Dr. Xiangru Wang (Huazhong Agricultural University) who generously provided hBMECs cells in this research.



Abbreviations

hBMECs, human brain microvascular endothelial cells; BBB, blood-brain barrier; TNF-α, tumor necrosis factor α; VEGF, vascular endothelial growth factor; ICAM-1, intercellular cell adhesion molecule 1; ALCAM, activated leukocyte cell adhesion molecule; JAM-A, junctional adhesion molecule A.



References

1. Chaffer, CL, and Weinberg, RA. A Perspective on Cancer Cell Metastasis. Science (2011) 331:1559–64. doi: 10.1126/science.1203543

2. Guan, X. Cancer Metastases: Challenges and Opportunities. Acta Pharm Sin B (2015) 5:402–18. doi: 10.1016/j.apsb.2015.07.005

3. Svokos, KA, Salhia, B, and Toms, SA. Molecular Biology of Brain Metastasis. Int J Mol Sci (2014) 15:9519–30. doi: 10.3390/ijms15069519

4. Berghoff, AS, and Preusser, M. The Inflammatory Microenvironment in Brain Metastases: Potential Treatment Target? Chin Clin Oncol (2015) 4:21. doi: 10.3978/j.issn.2304-3865.2015.06.03

5. Achrol, AS, Rennert, RC, Anders, C, Soffietti, R, Ahluwalia, MS, Nayak, L, et al. Brain Metastases. Nat Rev Dis Primers (2019) 5:5. doi: 10.1038/s41572-018-0055-y

6. Sweeney, MD, Sagare, AP, and Zlokovic, BV. Blood-Brain Barrier Breakdown in Alzheimer Disease and Other Neurodegenerative Disorders. Nat Rev Neurol (2018) 14:133–50. doi: 10.1038/nrneurol.2017.188

7. Ballabh, P, Braun, A, and Nedergaard, M. The Blood-Brain Barrier: An Overview: Structure, Regulation, and Clinical Implications. Neurobiol Dis (2004) 16:1–13. doi: 10.1016/j.nbd.2003.12.016

8. Wang, K, Wang, H, Lou, W, Ma, L, Li, Y, Zhang, N, et al. Ip-10 Promotes Blood-Brain Barrier Damage by Inducing Tumor Necrosis Factor Alpha Production in Japanese Encephalitis. Front Immunol (2018) 9:1148. doi: 10.3389/fimmu.2018.01148

9. Demers, M, Suidan, GL, Andrews, N, Martinod, K, Cabral, JE, and Wagner, DD. Solid Peripheral Tumor Leads to Systemic Inflammation, Astrocyte Activation and Signs of Behavioral Despair in Mice. PloS One (2018) 13:e0207241. doi: 10.1371/journal.pone.0207241

10. Tacconi, C, Correale, C, Gandelli, A, Spinelli, A, Dejana, E, D’alessio, S, et al. Vascular Endothelial Growth Factor C Disrupts the Endothelial Lymphatic Barrier to Promote Colorectal Cancer Invasion. Gastroenterology (2015) 148:1438–51.e1438. doi: 10.1053/j.gastro.2015.03.005

11. Mechtcheriakova, D, Schabbauer, G, Lucerna, M, Clauss, M, De Martin, R, Binder, BR, et al. Specificity, Diversity, and Convergence in VEGF and TNF-Alpha Signaling Events Leading to Tissue Factor Up-Regulation Via EGR-1 in Endothelial Cells. FASEB J (2001) 15:230–42. doi: 10.1096/fj.00-0247com

12. Rondaij, MG, Bierings, R, Kragt, A, Van Mourik, JA, and Voorberg, J. Dynamics and Plasticity of Weibel-Palade Bodies in Endothelial Cells. Arterioscler Thromb Vasc Biol (2006) 26:1002–7. doi: 10.1161/01.ATV.0000209501.56852.6c

13. Adams, DH, and Shaw, S. Leucocyte-Endothelial Interactions and Regulation of Leucocyte Migration. Lancet (1994) 343:831–6. doi: 10.1016/S0140-6736(94)92029-X

14. Li, F, Wang, Y, Yu, L, Cao, S, Wang, K, Yuan, J, et al. Viral Infection of the Central Nervous System and Neuroinflammation Precede Blood-Brain Barrier Disruption During Japanese Encephalitis Virus Infection. J Virol (2015) 89:5602–14. doi: 10.1128/JVI.00143-15

15. Barnholtz-Sloan, JS, Sloan, AE, Davis, FG, Vigneau, FD, Lai, P, and Sawaya, RE. Incidence Proportions of Brain Metastases in Patients Diagnoseto 2001) in the Metropolitan Detroit Cancer Surveillance System. J Clin Oncol (2004) 22:2865–72. doi: 10.1200/JCO.2004.12.149

16. De Sousa, VML, and Carvalho, L. Heterogeneity in Lung Cancer. Pathobiology (2018) 85:96–107. doi: 10.1159/000487440

17. Hiratsuka, S, Watanabe, A, Sakurai, Y, Akashi-Takamura, S, Ishibashi, S, Miyake, K, et al. The S100A8-Serum Amyloid A3-TLR4 Paracrine Cascade Establishes a Pre-Metastatic Phase. Nat Cell Biol (2008) 10:1349–55. doi: 10.1038/ncb1794

18. Kim, S, Takahashi, H, Lin, WW, Descargues, P, Grivennikov, S, Kim, Y, et al. Carcinoma-Produced Factors Activate Myeloid Cells Through TLR2 to Stimulate Metastasis. Nature (2009) 457:102–6. doi: 10.1038/nature07623

19. Said, N, Sanchez-Carbayo, M, Smith, SC, and Theodorescu, D. RhoGDI2 Suppresses Lung Metastasis in Mice by Reducing Tumor Versican Expression and Macrophage Infiltration. J Clin Invest (2012) 122:1503–18. doi: 10.1172/JCI61392

20. Jassam, SA, Maherally, Z, Smith, JR, Ashkan, K, Roncaroli, F, Fillmore, HL, et al. Cd15s/Cd62e Interaction Mediates the Adhesion of Non-Small Cell Lung Cancer Cells on Brain Endothelial Cells: Implications for Cerebral Metastasis. Int J Mol Sci (2017) 18:1474. doi: 10.3390/ijms18071474

21. Cheng, HW, Chen, YF, Wong, JM, Weng, CW, Chen, HY, Yu, SL, et al. Cancer Cells Increase Endothelial Cell Tube Formation and Survival by Activating the PI3K/Akt Signalling Pathway. J Exp Clin Cancer Res (2017) 36:27. doi: 10.1186/s13046-017-0495-3

22. Manjur, A, Lempiainen, JK, Malinen, M, Palvimo, JJ, and Niskanen, EA. IRF2BP2 Modulates the Crosstalk Between Glucocorticoid and TNF Signaling. J Steroid Biochem Mol Biol (2019) 192:105382. doi: 10.1016/j.jsbmb.2019.105382

23. Schmittgen, TD, and Livak, KJ. Analyzing Real-Time PCR Data by the Comparative C(T) Method. Nat Protoc (2008) 3:1101–8. doi: 10.1038/nprot.2008.73

24. Kim, D, Langmead, B, and Salzberg, SL. HISAT: A Fast Spliced Aligner With Low Memory Requirements. Nat Methods (2015) 12:357–60. doi: 10.1038/nmeth.3317

25. Love, MI, Huber, W, and Anders, S. Moderated Estimation of Fold Change and Dispersion for RNA-seq Data With Deseq2. Genome Biol (2014) 15:550. doi: 10.1186/s13059-014-0550-8

26. Zhu, A, Ibrahim, JG, and Love, MI. Heavy-Tailed Prior Distributions for Sequence Count Data: Removing the Noise and Preserving Large Differences. Bioinformatics (2019) 35:2084–92. doi: 10.1093/bioinformatics/bty895

27. Wickham, H. ggplot2: Elegant Graphics for Data Analysis. New York: Springer (2009).

28. Hunter, LW, Jayachandran, M, and Miller, VM. Sex Differences in the Expression of Cell Adhesion Molecules on Microvesicles Derived From Cultured Human Brain Microvascular Endothelial Cells Treated With Inflammatory and Thrombotic Stimuli. Biol Sex Differ (2019) 10:26. doi: 10.1186/s13293-019-0241-y

29. Hiramatsu, R, Fukuhara, S, Mitsuda, S, Yokomichi, T, and Kataoka, T. Betulinic Acid and Oleanolic Acid, Natural Pentacyclic Triterpenoids, Interfere With N-Linked Glycan Modifications to Intercellular Adhesion Molecule-1, But Not Its Intracellular Transport to the Cell Surface. Eur J Pharmacol (2015) 767:126–34. doi: 10.1016/j.ejphar.2015.10.017

30. Harada, M, Morimoto, K, Kondo, T, Hiramatsu, R, Okina, Y, Muko, R, et al. Quinacrine Inhibits Icam-1 Transcription by Blocking Dna Binding of the NF-κb Subunit p65 and Sensitizes Human Lung Adenocarcinoma A549 Cells to TNF-α and the Fas Ligand. Int J Mol Sci (2017) 18:2603. doi: 10.3390/ijms18122603

31. Giard, DJ, Aaronson, SA, Todaro, GJ, Arnstein, P, Kersey, JH, Dosik, H, et al. In Vitro Cultivation of Human Tumors: Establishment of Cell Lines Derived From a Series of Solid Tumors. J Natl Cancer Inst (1973) 51:1417–23. doi: 10.1093/jnci/51.5.1417

32. Quail, DF, and Joyce, JA. Microenvironmental Regulation of Tumor Progression and Metastasis. Nat Med (2013) 19:1423–37. doi: 10.1038/nm.3394

33. Kim, J, and Bae, JS. Tumor-Associated Macrophages and Neutrophils in Tumor Microenvironment. Mediators Inflamm (2016) 2016:6058147. doi: 10.1155/2016/6058147

34. Komohara, Y, Fujiwara, Y, Ohnishi, K, and Takeya, M. Tumor-Associated Macrophages: Potential Therapeutic Targets for Anti-Cancer Therapy. Adv Drug Delivery Rev (2016) 99:180–5. doi: 10.1016/j.addr.2015.11.009

35. Chen, Y, Wen, H, Zhou, C, Su, Q, Lin, Y, Xie, Y, et al. TNF-Alpha Derived From M2 Tumor-Associated Macrophages Promotes Epithelial-Mesenchymal Transition and Cancer Stemness Through the Wnt/beta-catenin Pathway in SMMC-7721 Hepatocellular Carcinoma Cells. Exp Cell Res (2019) 378:41–50. doi: 10.1016/j.yexcr.2019.03.005

36. Gimbrone, MA Jr., Nagel, T, and Topper, JN. Biomechanical Activation: An Emerging Paradigm in Endothelial Adhesion Biology. J Clin Invest (1997) 99:1809–13. doi: 10.1172/JCI119346

37. Pober, JS, and Sessa, WC. Evolving Functions of Endothelial Cells in Inflammation. Nat Rev Immunol (2007) 7:803–15. doi: 10.1038/nri2171

38. Wu, F, Liu, L, and Zhou, H. Endothelial Cell Activation in Central Nervous System Inflammation. J Leukoc Biol (2017) 101:1119–32. doi: 10.1189/jlb.3RU0816-352RR

39. Liao, JK. Linking Endothelial Dysfunction With Endothelial Cell Activation. J Clin Invest (2013) 123:540–1. doi: 10.1172/JCI66843

40. De Caterina, R, Libby, P, Peng, HB, Thannickal, VJ, Rajavashisth, TB, Gimbrone, MA Jr., et al. Nitric Oxide Decreases Cytokine-Induced Endothelial Activation. Nitric Oxide Selectively Reduces Endothelial Expression of Adhesion Molecules and Proinflammatory Cytokines. J Clin Invest (1995) 96:60–8. doi: 10.1172/JCI118074

41. Reina, M, and Espel, E. Role of LFA-1 and ICAM-1 in Cancer. Cancers (Basel) (2017) 9:153. doi: 10.20944/preprints201709.0146.v2

42. Zimmerman, AW, Joosten, B, Torensma, R, Parnes, JR, Van Leeuwen, FN, and Figdor, CG. Long-Term Engagement of CD6 and ALCAM is Essential for T-cell Proliferation Induced by Dendritic Cells. Blood (2006) 107:3212–20. doi: 10.1182/blood-2005-09-3881

43. Dhawan, A, Friedrichs, J, Bonin, MV, Bejestani, EP, Werner, C, Wobus, M, et al. Breast Cancer Cells Compete With Hematopoietic Stem and Progenitor Cells for Intercellular Adhesion Molecule 1-Mediated Binding to the Bone Marrow Microenvironment. Carcinogenesis (2016) 37:759–67. doi: 10.1093/carcin/bgw057

44. Talmadge, JE, and Fidler, IJ. AACR Centennial Series: The Biology of Cancer Metastasis: Historical Perspective. Cancer Res (2010) 70:5649–69. doi: 10.1158/0008-5472.CAN-10-1040

45. Wilhelm, I, Molnar, J, Fazakas, C, Hasko, J, and Krizbai, IA. Role of the Blood-Brain Barrier in the Formation of Brain Metastases. Int J Mol Sci (2013) 14:1383–411. doi: 10.3390/ijms14011383

46. Brabletz, S, Schmalhofer, O, and Brabletz, T. Gastrointestinal Stem Cells in Development and Cancer. J Pathol (2009) 217:307–17. doi: 10.1002/path.2475

47. Bos, PD, Zhang, XH, Nadal, C, Shu, W, Gomis, RR, Nguyen, DX, et al. Genes That Mediate Breast Cancer Metastasis to the Brain. Nature (2009) 459:1005–9. doi: 10.1038/nature08021

48. Yao, H, Price, TT, Cantelli, G, Ngo, B, Warner, MJ, Olivere, L, et al. Leukaemia Hijacks a Neural Mechanism to Invade the Central Nervous System. Nature (2018) 560:55–60. doi: 10.1038/s41586-018-0342-5

49. Mcsherry, EA, Mcgee, SF, Jirstrom, K, Doyle, EM, Brennan, DJ, Landberg, G, et al. JAM-a Expression Positively Correlates With Poor Prognosis in Breast Cancer Patients. Int J Cancer (2009) 125:1343–51. doi: 10.1002/ijc.24498

50. Naik, MU, Naik, TU, Suckow, AT, Duncan, MK, and Naik, UP. Attenuation of Junctional Adhesion Molecule-A Is a Contributing Factor for Breast Cancer Cell Invasion. Cancer Res (2008) 68:2194–203. doi: 10.1158/0008-5472.CAN-07-3057



Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Wang, Dong, Higazy, Jin, Zou, Chen, Inayat, Hu and Cui. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 17 June 2021
doi: 10.3389/fcell.2021.702451





[image: image]

Immune Cell Infiltration as Signatures for the Diagnosis and Prognosis of Malignant Gynecological Tumors
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Background: Malignant gynecological tumors are the main cause of cancer-related deaths in women worldwide and include uterine carcinosarcomas, endometrial cancer, cervical cancer, ovarian cancer, and breast cancer. This study aims to determine the association between immune cell infiltration and malignant gynecological tumors and construct signatures for diagnosis and prognosis.

Methods: We acquired malignant gynecological tumor RNA-seq transcriptome data from the TCGA database. Next, the “CIBERSORT” algorithm calculated the infiltration of 22 immune cells in malignant gynecological tumors. To construct diagnosis and prognosis signatures, step-wise regression and LASSO analyses were applied, and nomogram and immune subtypes were further identified.

Results: Notably, Immune cell infiltration plays a significant role in tumorigenesis and development. There are obvious differences in the distribution of immune cells in normal, and tumor tissues. Resting NK cells, M0 Macrophages, and M1 Macrophages participated in the construction of the diagnostic model, with an AUC value of 0.898. LASSO analyses identified a risk signature including T cells CD8, activated NK cells, Monocytes, M2 Macrophages, resting Mast cells, and Neutrophils, proving the prognostic value for the risk signature. We identified two subtypes according to consensus clustering, where immune subtype 3 presented the highest risk.

Conclusion: We identified diagnostic and prognostic signatures based on immune cell infiltration. Thus, this study provided a strong basis for the early diagnosis and effective treatment of malignant gynecological tumors.

Keywords: diagnosis, malignant gynecological tumors, immune cell, prognosis, biomarker, survival analysis


INTRODUCTION

Malignant gynecological tumors are the main cause of cancer-related death in women worldwide. Typically, common malignant gynecological tumors, including uterine carcinosarcomas, endometrial, cervical, and ovarian cancer and breast cancer, are also considered (Fahad Ullah, 2019). These cancers are closely related to reproductive factors and share common characteristics, suggesting similar etiological pathways or mechanisms (Kelsey et al., 1993; Bates and Bowling, 2013). Breast cancer surpassed lung cancer among all the cancer types to become the most frequently diagnosed cancer and cause of mortality. Moreover, the mortality of other female reproductive cancers should not be underestimated (Sung et al., 2021). Thus, it is of great significance to determine the effective biomarkers for promoting the diagnosis and prognosis of patients with these cancers.

The main treatments of malignant gynecological tumors include surgery, chemotherapy, and radiotherapy (Denschlag and Ulrich, 2018; Chandra et al., 2019; Koh et al., 2019; Rossi et al., 2019). Among them, radical surgery is usually the intervention of choice. Chemotherapy and radiotherapy have also been performed as adjuncts to surgery, for reducing the size of tumors and ameliorating their recurrence (Wang et al., 2011; Bestvina and Fleming, 2016; Matei et al., 2019). Occasionally, local palliative treatments are necessary for alleviating the pain that patients experience (Davidson et al., 2018).

Nevertheless, many needs remain unaddressed; advanced stage diseases are still incurable, with numerous patients dying of gynecological tumors annually. With the deepening of the research on the immune system, immunotherapy has become a very promising treatment method that can be used after surgery and chemotherapy. Different immunotherapy strategies are adopted for different categories of immunocompromised patients. However, complications such as specific antigen recognition and the treatment of adverse reactions remain unresolved (Tagliabue et al., 2018). Developing methods to improve toxicity to cancers, identify more specific targets, and improve their efficacy and safety are the difficulties we must overcome (Pandolfi et al., 2018).

Recently, the use of immunotherapies to treat cancer patients has become a reality (Gajewski et al., 2013). More studies are increasingly focused on the tumor microenvironment, which can act as potential biomarkers to increase the accuracy of diagnoses and prognoses and provide opportunities for new cancer therapy strategies (Masugi et al., 2019; Yang et al., 2019). The infiltrating immune cells are an essential part of the tumor microenvironment and may exhibit tumor-antagonizing or tumor-promoting effects (Wang et al., 2019; Lei et al., 2020). While the immune microenvironment was analyzed in various cancer studies (Stanton and Disis, 2016; Karn et al., 2017; Zhang et al., 2020), few comprehensively analyze the role of immune cell infiltration in malignant gynecological tumors.

CIBERSORT (Cell-Type Identification by Estimating Relative Subsets of RNA Transcripts) is a new algorithm for calculating the quantity of immune cells. It contains 547 genes and 22 types of common human immune cells in Newman et al. (2015). Moreover, it can also determine the immune cell landscape of various tumors and select related biomarkers for diagnosis and prognosis (Yang et al., 2019). Much research has been carried out with CIBERSORT to study the tumor microenvironment (Blum et al., 2018) further.

Our study estimated the proportion of 22 immune cells in malignant gynecological tumors based on the CIBERSORT algorithm using the sample expression data downloaded from TCGA. We further constructed the diagnosis and prognosis models, which provided a strong basis for early diagnosis and effective treatment of malignant gynecological tumors.



MATERIALS AND METHODS


Data Acquisition

The data used in the study were all obtained from open-source databases. The cohort of the female reproductive system used to determine the immune signature consisted of endometrial, uterine, ovarian cancer, cervical, and breast cancer data. For more comprehensive results, female breast cancer data were also included. We retrieved all RNA-seq transcriptome cancer data from The Cancer Genome Atlas (TCGA) database1 (Blum et al., 2018).

Due to the shortage of normal samples in the TCGA database, data from the GTEx database (mainly from autopsies) were selected to expand the subset of normal data samples2. Then, the RNA-seq transcriptome data were normalized by fragment per kilobase of exon model per million (FPKM, mean fragment per kilobase million). The exact sample number, data sources, and primary organs are listed in Table 1, and a total of 2,562 data samples and 25,496 genes were obtained.


TABLE 1. Samples’ basic characteristics.

[image: Table 1]Furthermore, we downloaded the patients’ clinicopathological information which consisted of their age, gender, survival time, outcome, and TNM stage from the TCGA database with the approval of the TCGA. The samples with missing or incorrect follow-up data and less than 30 days follow-up time were removed and excluded from the prognostic analysis; however, they were included in the diagnostic analysis.



Analysis of Infiltrating Immune Cell Components

To estimate the immune cell components in each sample, CIBERSORT3 was used with the LM22 signature and 1,000 permutations (Newman et al., 2015). We used a panel of 22 immune cells consisting of B cells, T cells, natural killer cells, macrophages, dendritic cells, and myeloid subsets. CIBERSORT acquires a probability, P for the deconvolution of each sample via Monte Carlo sampling, providing a measure of confidence in the results. In our analysis, P < 0.05 means the results calculated by the CIBERSORT are accurate, subsequently, only 506 samples (P < 0.05) were used in the follow-up analysis. The final output estimates were normalized for each sample, and the summary of each immune cell component was 1.



Diagnostic Analysis

The diagnostic analysis was carried out among the eligible samples, which were randomly split into training and validation cohorts with a 5:5 ratio using the R package “caret”4. Logistic regression was used to construct the diagnostic signature of the training group, and step-wise regression was used to screen the variables. Receiver operating characteristic (ROC) curves were used to analyze the predictive efficacy of the signatures, and the area under the curve (AUC) was calculated. This result was further tested and verified in the training cohort, the validation cohort, and for all datasets.



Prognostic Analysis

Only the samples that met the inclusion criteria with complete clinical and follow-up information were included in the prognostic analysis. The eligible patients were separated into training and validation cohorts in a 7:3 ratio using the R package “caret,” and then the LASSO analysis was conducted to obtain a predictive signature from the training cohort. The coefficients characterized the risk score according to the least absolute shrinkage and selection operator (LASSO) algorithm by using the R package “glmnet”5. A risk score was calculated by applying the following formula (Huang et al., 2020):risk score =
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where Codfi is the coefficient and xi is the relative expression value of each of the candidate immune cells. The samples in the training- and validation- groups were divided into high- and low-risk groups, and the median risk score was used as the cut-off point. A Kaplan–Meier analysis was conducted to assess the difference in overall survival between the training set, validation set, and datasets.



Validation of Diagnostic Signature and Prognostic Signature in Geo Datasets

We constructed other cohorts from Gene Expression Omnibus (GEO) to further demonstrate the effectiveness of the diagnostic signature and prognostic signature. These cohorts were selected with a search scope limited to “Homo sapiens,” and the chip platform limited to GPL57, GPL7759, and other common platforms. Furthermore, the cohort that met the following exclusion criteria was not selected: (i) datasets that used cell lines or animal samples; (ii) the patients’ survival information was not complete. After confirmation, CIBERSORT was again used to confirm the immune components, followed by verification of the reliability and validity of the diagnostic, and prognostic signatures.



Nomogram Construction

Nomograms are simplified models for predicting the cancer prognosis as a single numerical value. The length of the line represents the indicator’s impact on the results, and a longer line represents a greater impact. The nomogram application is achieved by adding together all the point scales of each variable. The total points projected on the bottom scales represent the probability of 3-year, and 5-year overall survival. The R package “rms”6 was used to draw the nomogram, and the R package “survivalROC” was to compile the ROC curve.



Identification of Immune Subtypes

We performed an unbiased grouping of all patients using consensus clustering analysis with the R package “ConsensusClusterPlus”7 to explore the correlation between different immune cell infiltration subtypes and the prognosis of patients. In addition, we conducted a survival analysis of various immune subtypes.



Statistical Analysis

R software (Version 4.0.3) was used for all statistical analyses, and the data were shown as mean ± standard deviation. The default Wilcoxon test and one-way analysis of variance (ANOVA) were used to analyze the differences between the two groups and among multiple groups, respectively. The overall differences in survival rate among groups were quantified via Kaplan–Meier analysis and a log-rank test. Results were regarded statistically significant when P < 0.05.



RESULTS


Patient Characteristics

Immune cell infiltration is necessary for the initiation and progression of cancer. We developed selection criteria to assess the biological role of immune cell infiltration in malignant gynecological tumors and downloaded them from the TCGA database and GTEx database. The resulting P < 0. 05 samples in CIBERSORT were used for further analysis. In total, 2,057 patients were diagnosed with female reproductive system tumors (181 UCEC samples, 306 CESC samples, 427 OV samples, and 1,099 BRCA samples), and 494 normal samples were selected. The detailed distribution of the patients in each group is summarized in Table 1, and the workflow of the study is illustrated in Figure 1.


[image: image]

FIGURE 1. Workflow chart of data generation and analysis.




Composition of Immune Cells in Malignant Gynecological Tumors

The distribution of the immune cells in and across clinical groups of the malignant gynecological tumors is shown in Figure 2A. We can deduce that the five most common immune cell fractions were follicular helper T cells, activated CD4 memory T cells, CD4 memory resting T cells, resting Dendritic cells, and resting mast cells. The total proportion of the five immune cells were more than 60% in all clinical subgroups (Supplementary Figure 1).
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FIGURE 2. Composition of immune cells in gynecological malignant tumors. (A) Summary of inferred immune cell subsets. (B) Volcano plot visualized the differentially infiltrated immune cells between tumor tissues and normal tissues. Red represents up-regulated, while blue represents down-regulated.


However, in normal tissue, follicular helper T cells, resting Dendritic cells, resting CD4 memory T cells, memory B cells, and gamma delta T cells were the five main immune cells; and their total proportion surpasses 70%. In addition, we further distinguished the discrepancy between each immune cell within tumor, and normal tissues. As shown in Figure 2B, the follicular helper T cells, activated CD4 memory T cells, CD4 memory resting T cells, resting Dendritic cells, and resting mast cells were all up-regulated in the cancer group, while the M2 Macrophages were down-regulated. Here, P < 0.05 was considered to be a statistically significant result (Supplementary Table 1).



Diagnostic Signature Building

All selected samples were spilt into a training cohort (1,007 samples) and a validation cohort (1,006 samples). A logistic regression model was built based on the training set, and variables were screened using step-wise regression (see Supplementary Table 2). We observed that the resting NK cells, M0 Macrophages, and M1 Macrophages all satisfied the condition that P < 0. 05. Thus, they were chosen as variables for building the diagnostic signature. We also predicted that the results of the tumor and normal tissues in the training, validation, and entire cohorts to further verify the diagnostic value of our model. The ROC curve suggested that our model had high accuracy (AUC = 0.898, 0.769, and 0.914, respectively; Figures 3A–C).
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FIGURE 3. Receiver operating characteristic (ROC) curves of diagnostic signature in the training (A), validation (B), and entire (C) cohorts. AUC, area under ROC curve.




Prognostic Signature Building

Based on our screening criteria, 1,731 patients with over 30 days follow-up time were first distributed randomly into the training cohort (1,127 samples) and validation cohort (604 samples) at a 7:3 ratio. Next, it was used to construct the prognostic signature using LASSO-Cox analysis (Figures 4A,B). Six important immune cells were identified, including CD8T cells, activated NK cells, Monocytes, M2 Macrophages, resting Mast cells, and Neutrophils (Supplementary Table 3).
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FIGURE 4. Construction of prognostic signature in patients with gynecological malignant tumors. (A) Least absolute shrinkage and selection operator (LASSO) coefficient profiles of the fractions of 22 immune cell types. (B) Tenfold cross-validation for tuning parameter selection in the LASSO model. (C–E) Kaplan-Meier curves for survival in the training cohorts (C), validation cohort (D), entire cohort (E).


The training cohort’s risk scores were then estimated using the LASSO algorithm coefficients. The formula was as follows: risk score = (−4.638 ∗ expression level of B cells naive) + (−0.259 ∗ expression level of T cells CD8) + (11.463 ∗ expression level of NK cells activated) + (22.048 ∗ expression level of Monocytes) + (2.841 ∗ expression level of M2 Macrophages) + (−4.073 ∗ resting Mast cells) + (68.399 ∗ expression level of Neutrophils). The training group samples were then split into high- and low-risk groups, and the median value was used as the dividing line. The Kaplan-Meier curves were assessed to ensure that patients scoring as high-risk had a higher survival possibility in the training cohort (Figure 4C).

To ensure the prognostic model’s consistency in predicting results in different groups, we used the same formula to calculate risk factors and for validation of the whole cohorts. Median risk scores were also treated as the cut-off value for distinguishing between the high- or low-risk groups, and the results were consistent with those in the training cohort. A higher risk score corresponded to short survival probability in both the validation cohort (P = 0.046, Figure 4D) and the entire cohort (P < 0.0001, Figure 4E).



Validation of the Diagnostic Signature and Prognostic Signature Using the GEO Datasets

The following datasets: GSE21422+GSE42568 (BRCA), GSE54388 (OV), GSE54388+GSE14407 (OV), and GSE63514 (CESC) were downloaded from the GEO database to test the value of the diagnostic signature (Supplementary Table 4). In each group, there was a high diagnostic accuracy for the tumor samples; subsequently, the AUCs were 0.8523, 0.83, 0.67, and 0.71, respectively.

Furthermore, the GSE20685 (BRCA), and GSE53963 + GSE32062 (OV) datasets were both treated as a group to verify the prognostic value of our signature (Supplementary Table 5). Consistent with our TCGA database results, the higher risk scores represented a lower possibility of survival in patients. However, the result showed a notable difference in BRCA; here, patients with a high-risk score experienced good survival. Thus, as mentioned above, both results were statistically significant.



Multivariate Cox Regression Analyses

To test the clinical indicators, a multivariate Cox model was constructed for the training, internal validation, and full data sets to estimate whether clinicopathological characteristics (including age, tumor stage, cancer status, residual tumor, and tumor grade) could be independent prognostic factors in malignant gynecological tumors (Table 2). In this multivariate analysis, the tumor stage and cancer status influenced all data sets (HR > 1, P < 0.05), so they were selected as effective clinical indicators for further analysis.


TABLE 2. Multivariable Cox regression analysis of prognosis signature in different cohorts.

[image: Table 2]


Identification of the Nomogram

A prognostic nomogram based on clinical information was constructed to produce a quantitative method for predicting the prognosis of patients with malignant gynecological tumors. The nomogram (Figure 5A) integrated risk factors such as risk signature, age, and stage, and the results indicated that the tumor stage had the greatest impact on the model. The later tumor stage indicated a lower survival rate in patients, while patients with higher “with tumor” and “risk score” had a higher risk of a poor prognosis.
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FIGURE 5. Construction and validation of nomogram in patients with gynecological malignant tumors. (A) Nomogram integrated risk factors such as risk signature, age and stage. (B,C) The ROC curve for 3-year (B) and the 5-year (C). (D,E) Decision curve analysis for 3-year (D) and the 5-year (E).


Moreover, the 3-year (Figure 5B) and 5-year (Figure 5C) ROC curve directly showed that the value of the risk factors. The nomogram had the highest accuracy, when the areas under the ROC curve (AUC) were 0.808 and 0.858. The decision curve analysis (Figures 5D,E) showed similar results, indicating that the nomogram has proper clinical applicability.



Immune Subtypes

We grouped all 1,731 malignant gynecological tumor cases in an unbiased way to discriminate clear types of immune infiltration by using consensus clustering analysis. The stability of the clustering increased from k = 2–10 (Supplementary Figure 2), and K = 5 was considered the most optimal choice, so five immune subtypes were determined. Furthermore, the relevance between various cancers and immune subtypes is exhibited in Table 3. BRCA patients were primarily distributed in the immune subtypes 1 and 4, while UCEC patients were mostly distributed in immune subtype 5. Nearly half of the OV patients were distributed in immune subtype 3, while CESC patients were mainly distributed in both immune subtypes 2 and 5.


TABLE 3. Relationship between cancer types and immune subtypes.

[image: Table 3]Each immune cell’s specific distribution in each immune subtype is exhibited in Figure 6A. Among them, immune subtype 1 was characterized by high levels of resting CD4 memory T cells, while immune subtype 2, immune subtype 3, and immune subtype 5 were defined by resting dendritic cells and activated dendritic cells. Immune subtype 4 was defined by both resting and activated CD4 memory T cell types.
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FIGURE 6. Immune subtypes in patients with gynecological malignant tumors. (A) Unsupervised clustering of all samples based on immune cell proportions. Stacked bar charts of samples ordered by cluster assignment. (B) Risk score in different immune subtypes. (C) Survival analysis of patients within different immune subtypes.


Also, the calculated risk scores for different subgroups (Figure 6B) indicate that the immune subtypes 3 and 4 had significantly higher risk scores than the other subtypes. Combined with the risk score distribution and Kaplan–Meier analysis (Figure 6C), immune subtype 3 was the most high-risk subtype.



DISCUSSION

Gynecological cancer is both the most common cancer in women and the leading cause of death in women. The currently treatment methods used, include surgery, radiotherapy, and chemotherapy, are gradually improving. In recent years, immunotherapy research has steadily expanded, and the research results are constantly being applied in clinical practice. However, due to untimely diagnoses and tumor invasiveness, the survival rate of advanced patients is still exceptionally low. Therefore, it is necessary to construct new and effective diagnosis or prognosis signatures for early diagnosis and to improve treatment methods.

Notably, recent developments in novel cancer treatment modalities have focused primarily on early intervention. Munoz and Plevritis (2018) presented a predictive model using the estrogen receptor and human epidermal growth factor receptor 2 status to determine potential survival outcomes. Likewise, Chen et al. (2019) used five lncRNAs data in the TCGA database to obtain a five-lncRNA signature for use as an independent risk factor for OC recurrence. Furthermore, research on tumor microenvironments in cancer has gradually become popular. Yang et al. (2019) applied immune cell infiltration in cancers of the digestive system to process an effective diagnostic and prognostic model for these cancer types. Thus, there is a need for a greater mechanistic understanding of immune cell infiltration’s varied role in tumor progression. We attempted to determine how it participates in tumorigenesis, along with the development and prognosis of malignant gynecological tumors.

First, the newly developed CIBERSORT algorithm was used to determine the composition of immune cells in each sample. We found notable differences in the proportion of immune cells between normal samples and tumor samples, different tumors, different age groups, and different stage groups. Based on the differences between the tumor and normal groups, we selected the samples with p < 0.05 and then used the step-wise regression model, resting NK cells, M0 Macrophages, and M1 macrophages to develop a structured diagnostic model. The AUC = 0.8981 value indicated that our model was accurate (89.8% of cases) at diagnosing tumors. Moreover, it also proved the immune system’s involvement in the occurrence and development of cancer.

In this article, candidate cells used to build the prognostic model were also applied according to the high-throughput gene expression generated by CIBERSORT. The LASSO-Cox analysis selected the CD8T cells activated NK cells, Monocytes, M2 Macrophages, resting Mast cells, and Neutrophils as the key biomarkers. According to the expression quantity and expression coefficient of the abovementioned cells, we obtained the risk value of each sample and divided it into high-risk and low-risk groups. The Kaplan-Meier curves confirmed that the patients with high-risk scores had a higher possibility of survival in the training cohort. The results of the internal and external verification sets were consistent with the above results. Furthermore, the multivariate Cox prognostic analysis confirmed that the tumor stage and cancer status impacted all data sets and could be used as an independent prognostic factor.

To better understand the prognosis of the patients, we simplified the models to predict cancer prognosis into a single numerical value, as the nomogram. It integrated tumor stage, cancer status, and risk score, along with the compiling 3-year, and 5-year ROC curves. The results showed that the nomogram has good clinical applicability. Reports have demonstrated a connection between the tumor’s immune microenvironment and its survival rate (Li et al., 2017; Anichini, 2019). Based on the abundance of immune cells, five immune subtypes were identified by consensus cluster analysis, and we further explored the distribution of patients among the different immune subtypes. Combined with the risk score distribution and Kaplan–Meier analysis, immune subtypes 3 was identified as the most high-risk subtype.

Many studies have reported the impacts of the tumor microenvironment on the development and prognosis of tumors, including esophageal (Lin et al., 2016), pancreatic (Wei et al., 2019), colorectal (Roelands et al., 2017), and gastric cancers (Lazãr et al., 2018), as well as melanoma (Huang et al., 2020). However, this research provided comprehensive immune profiles of malignant gynecological tumors, and the resulting diagnostic and prognostic models could serve as biomarkers for early diagnoses and therefore the early initiation of treatment, and for predicting survival.
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Due to the rarity and heterogeneity, it is challenging to explore and develop new therapeutic targets for patients with sarcoma. Recently, immune cell infiltration in the tumor microenvironment (TME) was widely studied, which provided a novel potential approach for cancer treatment. The competing endogenous RNA (ceRNA) regulatory network has been reported as a critical molecular mechanism of tumor development. However, the role of the ceRNA regulatory network in the TME of sarcoma remains unclear. In this study, gene expression data and clinical information were obtained from The Cancer Genome Atlas (TCGA) sarcoma datasets, and an immune infiltration-related ceRNA network was constructed, which comprised 14 lncRNAs, 13 miRNAs, and 23 mRNAs. Afterward, we constructed an immune infiltration-related risk score model based on the expression of IRF1, MFNG, hsa-miR-940, and hsa-miR-378a-5p, presenting a promising performance in predicting the prognosis of patients with sarcoma.
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INTRODUCTION

Sarcomas are heterogeneous malignancies of mesenchymal origin, accounting for 1% of adult cancers, which are classified into more than 175 distinct subtypes (Steele and Pillay, 2020). It is difficult to make impressive progression in new therapeutic approaches for patients with sarcoma because of the rarity and heterogeneity (Miwa et al., 2019; Gamboa et al., 2020; Grünewald et al., 2020). Although the combination of resection surgery and multidrug adjuvant chemotherapy has improved the 5-year survival probability of soft tissue sarcoma to 60–80%, about 25% of patients develop metastatic disease after curative treatment for the primary tumor, and approximately 10% of patients are found with metastatic lesions at the time of diagnosis (Gamboa et al., 2020; Hashimoto et al., 2020; Heng et al., 2020). Therefore, it is of pivotal significance to explore potential molecular mechanisms and identify critical therapeutic targets in sarcoma.

The tumor microenvironment (TME), comprising extracellular matrix (ECM) and cellular components, has been documented to be firmly associated with the initiation and progression of sarcoma (Heymann et al., 2019). Combined regimens based on immune checkpoint inhibitors (anti-PD1 or anti-CTLA4) and modified T-cell therapies are currently being tested in specific sarcoma subtypes with a significant clinical benefit for the patients (Pollack et al., 2018; Dyson et al., 2019; Heymann et al., 2020). However, the immune microenvironment in sarcoma substantially differs from other immune-responsive tumors such as melanoma. Based on a transcriptomic analysis of the cell population in TME, sarcoma can be classified into five different classes, sarcoma immune classes (SIC) from A (immune desert), C (vasculature), to E (immune and tertiary lymphoid structures), where patients with SIC A showed worse overall survival (OS) than SIC E (P = 0.025) (Becht et al., 2016). Recently, a series of novel algorithms such as ESTIMATE (Yoshihara et al., 2013) and Cibersort (Chen et al., 2018) have been publicly released to analyze the infiltrating stromal and immune cells in TME based on gene expression data, which helps to study the functioning roles of TME in tumor initiation and progression (Yoshihara et al., 2013).

Accumulating evidence has shown that transcriptional regulation between mRNAs and ncRNAs plays a crucial role in sarcoma progression, including proliferation, migration, metastasis, and multidrug resistance (Wang et al., 2018, 2019; Xie et al., 2018; Ma et al., 2019). Competing endogenous RNA (ceRNA) networks have been reported as an important mechanism to explain posttranscriptional regulation. Zhu et al. (2019) constructed ceRNA regulatory networks of both lncRNA–miRNA–mRNA and circRNA–miRNA–mRNA interactions to investigate the underlying mechanisms of chemoresistance in osteosarcoma. Zhang et al. (2019) identified three lncRNAs and two miRNAs regulating three mRNAs in a ceRNA network as promising prognostic biomarkers of osteosarcoma recurrence. The research on ceRNA networks in sarcoma was generally based on the differential genes screening between tumor and normal controls, but there were few studies reporting ceRNA networks related to TME of sarcoma.

Weighted gene co-expression network analysis (WGCNA) (Langfelder and Horvath, 2008) is a practical algorithm identifying highly related genes and aggregating them into the same genetic module, which is commonly used to investigate the correlation between gene sets and clinical characteristics, thus identifying potential biomarker candidates or new therapeutic targets from genetic data (Maertens et al., 2018). In this study, we calculated the infiltrating immune and stromal scores of sarcoma cases in The Cancer Genome Atlas (TCGA) (Grossman et al., 2016) using the ESTIMATE algorithm, identified the modules most relevant to the TME of sarcoma through WGCNA, and then established an immune infiltration lncRNA–miRNA–mRNA ceRNA network to screen genes of clinical significance. Furthermore, we constructed a prognostic risk score model and a nomogram based on the expression of immune infiltration-related genes. These findings will provide new insights for the regulatory mechanisms of the tumor immune microenvironment in sarcoma progression, as well as identify promising clues in developing the TME related therapeutic targets for patients with sarcoma.



RESULTS


Association of Immune Infiltration and Clinical Outcomes of Sarcoma

A flowchart was diagramed to demonstrate the procedure of our study (Figure 1). RNA-seq data and matched clinical information of 259 sarcoma patients were obtained from the TCGA database. The ESTIMATE algorithm was utilized to evaluate tumor purity and immune/stromal cell infiltration in the samples by calculating corresponding scores (the ESTIMATE score indicated tumor purity and the immune/stromal scores indicated immune/stromal cells infiltration). The ESTIMATE scores ranged from –3,088.65 to 5,077.57 (median = 1,320.73), the immune scores ranged from –1,953.32 to 3,212.09 (median = 339.05), and the stromal scores ranged from –1,214.15 to 2,460.46 (median = 988.55). Among the sarcoma patients, 118 (45.56%) were male and 141 (54.44%) were female. The age of patients at initial diagnosis ranged from 27 to 90 (median = 61). In the aspect of survival status, 161 (62.16%) patients were alive and 98 (37.84%) patients were dead. Other clinical characteristics including race, follow-up period, histological type, tumor margin status, tumor depth, local disease recurrence, metastasis at diagnosis, radiation therapy, and tumor necrosis percentages were all documented (Supplementary Table 1).
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FIGURE 1. A flowchart for the process of the present study.


By setting the median as cutoff values, 259 sarcoma samples were divided into low/high ESTIMATE score groups, low/high Stromal score groups, and low/high Immune score groups. Survival analysis indicated that there was no significant difference between low/high ESTIMATE score and low/high Stromal score groups (log-rank P = 0.05206 and 0.234; Figures 2A,B). However, OS probability was significantly higher in the high immune score group (log-rank P = 0.04443; Figure 2C). We further investigated the association between immune score and clinical characteristics. We found that age of initial diagnosis was positively correlated with immune score (R = 0.26, P = 2.9e-05; Figure 2D). Other clinical characteristics including tumor margin status, tumor depth, local disease recurrence, metastasis at diagnosis, radiation therapy, and tumor necrosis percentages were not significantly associated with immune score (Supplementary Figure 1).
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FIGURE 2. (A–C) Kaplan–Meier survival analysis of sarcoma patients’ overall survival according to scores calculated by the ESTIMATE algorithm: ESTIMATE (tumor purity), stromal cell infiltration, and immune cell infiltration. (D) The correlation between immune scores and the age of diagnosis in patients with sarcoma.




Identification of Differentially Expressed Genes

Differentially expressed genes (DEGs) between high and low immune score groups were analyzed following the criteria of |log2FC| > 1 and FDR value < 0.05. A total 6,701 genes (4,000 upregulated and 2,701 downregulated) were detected significantly differentially expressed in the RNA-seq data (Supplementary Figure 2), among which 3,535 were mRNAs (2,063 upregulated and 1,472 downregulated) and 1,854 were lncRNAs (1,138 upregulated and 716 downregulated) (Figures 3A,B). Besides, 110 miRNAs (86 upregulated and 24 downregulated) were detected significantly differentially expressed in the miRNA-seq data (Figure 3C). Details were documented in Supplementary Table 2.
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FIGURE 3. Heatmaps and volcano plots of differentially expressed genes and miRNAs between the high and low immune score groups: (A) mRNAs, (B) lncRNAs, and (C) miRNAs.




WGCNA and Identification of the Immune Infiltration-Related Gene Module

All lncRNAs and mRNAs with the top 50% variance among samples were included in WGCNA, with one sample detected as the outlier in the sample clustering procedure. For the retained 258 samples, all clinical characteristics and immune score were included as trait variables (Figure 4A and Supplementary Figure 3). The best β value in the co-expression network was calculated to be 7. Next, the method of dynamic tree cutting was used to further generate gene co-expression modules. The index for clustering of module eigengenes was modified to be 0.65 so that we can construct a reasonable number of merged modules (Figures 4B–D). As shown in the module–trait relationship figure, the eigengene adjacency heatmap, and the topological overlap measure (TOM) figure, the yellow-green module possessed the highest correlation with immune scores (R = 0.90, P < 0.0001) (Figures 4E–G). For the total 1,414 genes of this module, we observed a high correlation (R = 0.94, P < 0.0001) between gene significance of immune score and gene module membership (Figure 4H). Therefore, we identified the yellow-green module as the hub gene module related to immune infiltration. Moreover, we screened the top 30% genes (414 genes) in the yellow-green module as the hub gene sets for further study, by setting 0.65 of module membership as the threshold value (Supplementary Table 3).
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FIGURE 4. Identification of immune score-related gene clusters by WGCNA. (A) Sample dendrogram and trait heatmap. (B,C) Calculation and evaluation of the best β value in the co-expression network. (D) Merged dynamic gene cluster dendrogram. (E) Analysis and visualization of the module–trait relationship. (F) Eigengene adjacency heatmap with immune score included. (G) The topological overlap measure (TOM) for gene network connections (randomly selected 1,000 genes). (H) Correlation between gene module membership and gene significance for immune score in the yellow-green module (correlation coefficient = 0.94, P < 0.0001).




Construction of an Immune Infiltration-Related ceRNA Network

Based on the differentially expressed 1,854 lncRNAs, 110 miRNAs, and 3,535 mRNAs between high/low immune score groups, we constructed a ceRNA network by querying the RNA interaction relationship from databases using algorithm prediction (microT-CDS, miRDB) and experimental validated data (miRTarBase and lncbase v2). A total of 84 lncRNA–miRNA and 132 mRNA–miRNA interactions were identified, which comprised 25 lncRNAs, 33 common miRNAs, and 120 mRNAs. Besides, 778 DEGs were found in the yellow-green module of WGCNA by intersection. Genes belonging to the yellow-green module were highlighted in the ceRNA network (Figures 5A,B). By selecting these genes, an immune infiltration-related ceRNA subnetwork was constructed, which contained 14 lncRNAs, 13 miRNAs, and 23 mRNAs (Figure 5C).
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FIGURE 5. Construction of the immune infiltration-related ceRNA network. (A) A ceRNA network constructed by DEGs between high and low immune score groups (120 mRNA, 25 lncRNAs, and 33 miRNAs). (B) Intersections of DEGs and the key gene cluster (yellow-green module) identified by WGCNA. (C) A highly immune-infiltrating-related ceRNA subnetwork constructed by 23 mRNAs, 14 lncRNAs, and 13 miRNAs.




Gene Functional Enrichment Analysis and PPI Network Construction

For the gene functional enrichment analysis, we enrolled 778 genes by intersecting DEGs and the gene in the WGCNA yellow-green module. In the KEGG over-representation analysis (ORA), the top enriched entries were mainly immune-related pathways including antigen processing and presentation, and Th1/Th2 cell differentiation. In the GO ORA, enriched biological processes primarily belonged to immune-related GO terms such as T cell activation and regulation of lymphocyte activation. In the Reactome ORA, enriched pathways were also mainly immune related, such as phosphorylation of CD3 and TCR zeta chains. Besides, as shown in the gene-concept network, genes in the top enriched KEGG, Reactome pathways, and GO biological processes were mainly immune-related biomarkers (Figures 6A–F and Supplementary Table 4).
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FIGURE 6. Gene functional enrichment analysis of identified genes related to immune infiltration. For KEGG pathway analysis: (A) bar plot and (B) gene-concept network plot for the over-representative analysis (C,D) for GO analysis, and (E,F) for Reactome pathway analysis. (G) PPI analysis was constructed by utilizing the STRING database, and three core subnetworks were identified via MCODE plugin.


A PPI network via the STRING database was built to investigate the protein–protein interactions, which further identified three core clusters via the MCODE plugin. The first core PPI cluster with an Mcode score of 19.68 is composed of immune response-related proteins, such as the interferon regulatory factor (IRF) family members, human leukocyte antigen (HLA) family members, and Fc gamma receptors. The second core PPI cluster with an Mcode score of 14.28 comprises proteins highly associated with T cell immune response, such as CD3D, PDCD1, CD247, ZAP70, and ITGAL. The third core PPI cluster with an Mcode score of 14 is mainly composed of CXC chemokine receptors, C–C motif chemokine ligands, and receptors, which function in regulating lymphocyte chemotaxis and chemokine-mediated signaling pathway (Figure 6G and Supplementary Figure 4).



Construction of an Immune Infiltration-Related Risk Score Model

We extracted the matched normalized RNA-seq data, normalized miRNA-seq data, and survival follow-up data of 257 sarcoma samples. Through the Caret R package, we randomly divided the TCGA sarcoma cases to training and testing cohorts. In the training cohort (n = 129), we integrated lncRNAs, miRNAs, and mRNAs in the immune infiltration-related ceRNA subnetwork and hub genes in the WGCNA yellow-green module to construct the immune infiltration risk score model. Univariate Cox regression analysis was firstly performed to identify 67 out of the 461 genes that were significantly associated with OS. Next, we applied the Lasso penalized Cox regression to construct a risk score model with optimal number of genes (Figures 7A,B). A total of five mRNAs and two miRNAs were identified and further analyzed with a stepwise multivariate Cox regression (Supplementary Table 5). The most optimal model with two mRNAs and two miRNAs was finally confirmed with the analytical method of AIC (Figure 7C). By summarizing the normalized expression of the two mRNAs and two miRNAs and the regression coefficient calculated from multivariate Cox regression analysis, a prognostic risk score model for prediction of OS was constructed using a formula as the following: risk score = (expression level of hsa-miR-940 ∗ 0.0719 + expression level of IRF1 ∗ (–0.0818) + expression level of MFNG ∗ (–0.0568) + expression level of hsa-miR-378a-5p ∗ 0.0028).
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FIGURE 7. Construction of the immune infiltration-related risk score model and nomogram. (A,B) Plots for Lasso Cox regression analysis of genes identified by univariate Cox regression analysis. (C) Forest plot for the four genes in the most optimal model confirmed by multivariate Cox regression using the analytical method. (D) K–M survival analysis of training-cohort overall survival based on risk scores. (E–G) The risk score curve, survival status, and gene expression levels for each patient were discretely distributed in two groups. (H) Time-dependent ROC curves of the risk score model for predicting the survival probability of 1-, 3-, and 5-year and median-survival time overall survival. (I) Nomogram for predicting the survival probability of 1-, 3-, and 5-year overall survival. (J) The time-dependent calibration plots for the nomogram in the 1-, 3-, and 5-year time periods. (K) K–M survival analysis of testing-cohort overall survival according to risk score level.


Then, we calculated the risk score for each patient and divided them into high- and low-risk groups using the median as the cutoff value. As shown in Figure 7D, Kaplan–Meier (K-M) survival analysis indicated that patients in the high-risk group had significantly shorter OS (log-rank P = 2.997e-04). The risk score, survival status, and gene expression levels were discretely distributed between two groups (Figures 7E–G). We further analyzed the AUC of time-dependent ROC curves. As shown in Figure 7H, AUCs of the risk score model were 0.846, 0.774, 0.756, and 0.722 for 1-, 3-, and 5-year and median survival time of all patients (5.455 years), respectively. In addition, the C-index of the risk score model was 0.74 (95% CI: 0.67–0.81, P = 8.02e-13). The results showed that the risk score model had a good capacity in OS prediction.



Examination of the Risk Score Model as an Independent Prognostic Factor

In order to analyze the prognostic significance of the risk score model, we applied univariate and multivariate Cox regression analyses combining all available clinicopathologic factors in the training cohort, including age, gender, race, tumor depth, tumor margin status, tumor total necrosis percent, local recurrence, and metastasis at diagnosis. Univariate analysis identified that the risk scores and other five clinical characteristics were associated with OS with P-value < 0.1. Moreover, we enrolled these factors in the following multivariate analysis, which further identified that age (P = 0.004915), tumor margin status (P = 0.000628), local recurrence (P = 0.004733), metastasis at diagnosis (P = 0.002333), and risk score (P = 2.14e-05) were significantly associated with OS. Among these characteristics, risk score had the highest effect size (HR: 1.22, 95% CI: 1.11–1.33) (Supplementary Table 6). Thus, our result demonstrated that the immune infiltration-related risk score model was independent of conventional clinical characteristics.



Construction and Evaluation of a Predictive Nomogram

Based on the five independent prognostics factors (risk score, age, tumor margin status, local recurrence, and metastasis at diagnosis), we developed a nomogram model to predict OS probability of sarcoma patients in 1-, 3-, and 5-year time periods. As shown in the nomogram plot in Figure 7I, risk score was presented as a major contributor compared to the other clinical characteristics. Time-dependent ROC analysis showed that AUCs of the nomogram were 0.658, 0.76, 0.786, and 0.747 for 1-, 3-, and 5-year and median survival time of all patients, respectively (Supplementary Figure 5G). The C-index for the nomogram was 0.74 (95% CI: 0.66–0.82, P = 3.92e-09). The time-dependent calibration plots showed that the bias-corrected lines for the nomogram were close to the standard line in 1-, 3-, and 5-year time periods (Figure 7J). These results indicated that the risk score model-based nomogram had an excellent capacity and consistency for OS prediction in the training cohort.



Internal Validation of Immune Infiltration-Related Risk Score Model and Nomogram

The testing cohort (n = 128) was used for internal validation of the immune infiltration-related risk score model. The risk score for each patient was calculated using the same formula, and all patients were divided into high- and low-risk score groups likewise. The K–M survival curve showed that patients in the high-risk group also have significantly shorter OS (log-rank P = 0.03159, Figure 7K). The distribution of risk score, the survival status, and the gene expression levels were similar to those in the training cohort (Supplementary Figures 5A–C). AUCs of the risk score model were 0.62, 0.607, 0.63, and 0.619 for 1-, 3-, and 5-year and median survival time, respectively. The C-index of the risk score model was 0.61 (95% CI: 0.52–0.71, P = 0.0229). These results implied that the risk score model was validated in the testing cohort and could be used to predict OS of patients with sarcoma (Supplementary Figure 5D).

We further validated the previously constructed nomogram in the testing cohort (Supplementary Figure 5E). AUCs were 0.791, 0.749, 0.738, and 0.761 for 1-, 3-, and 5-year and median survival time, respectively, and the C-index was 0.75 (95% CI: 0.68–0.81, P = 4.92e-14) (Supplementary Figure 5F). Furthermore, the time-dependent calibration plots showed a similar proximity between the bias-corrected lines and the standard line in the 1-, 3-, and 5-year time periods (Supplementary Figure 5H). The DCA analysis was further performed by using the total sarcoma cases for assessing clinical judgment utility of the risk score model and nomogram. As shown in Supplementary Figure 5I, the nomogram curve showed the highest net benefit. Taken together, the nomogram comprising the risk score model and clinical characteristics was an excellent model for predicting short-term or long-term OS in sarcoma patients, which might guide the therapeutic strategy decision in sarcoma patients’ treatment and long-term prognosis observation.



Multidimensional Validation of the TCGA Dataset and External Databases

To further explore the significance of the risk score model, we performed multidimensional investigation using the TCGA dataset and external databases. Principal component analysis was performed using the log2(normalized counts data + 1) of the TCGA sarcoma cohorts. Furthermore, the result showed that there existed an obvious gene expression diversity between samples in the high- and low-risk groups (Figure 8A). We further explored the Oncomine database for the expression of genes in our risk score model (Supplementary Figures 6A,B). Compared to the non-tumor tissues, the expression levels of both IRF-1 and MFNG were significantly lower in 11 types of sarcoma including leiomyosarcoma, myxoid/round cell liposarcoma, and malignant fibrous histiocytoma. By accessing the online databases R2: Genomics Analysis and Visualization Platform, Serverless, and Logic, we found that both expression levels of IRF1 and MFNG were negatively associated with patients’ metastasis-free survival (MFS) and OS in various sarcomas (Supplementary Figures 6C–E, datasets: GSE42352, GSE21050, and GSE71118).
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FIGURE 8. (A) Principal component analysis for examination of the gene expression diversity between the high- and low-risk groups. (B) Gene set enrichment analysis of the high- (B1) and low- (B2) risk groups. (C) Violin plots for the difference of MANTIS and MSIsensor scores between the high- and low-risk groups. (D) Violin plots for the difference of ESTIMATE-Immune scores between the high- and low-risk groups.




Genetic Molecular Characteristics of the High- and Low-Risk Groups

Gene set enrichment analysis (GSEA) was performed to obtain a novel understanding on the diverse biological effects and specific pathways between high- and low-risk groups. We performed a standard GSEA using the normalized count data in several aspects, such as the hallmark gene sets, canonical pathways gene sets (KEGG and Reactome), and ontology gene sets (GO biological process). Samples in the high-risk group were enriched with various gene sets including DNA methylation, DNA damage response/repair, and oncogenesis-related pathways such as Wnt/β-catenin signaling, Hedgehog signaling, and TGF-β signaling pathway (Figure 8B1). However, the gene sets of the low-risk group were mainly enriched in immune-related pathways and biological processes such as interleukin production, regulation of immune response, NK cell-mediated cytotoxicity, interferon response, and TCR signaling (Figure 8B2). Detailed GSEA results are listed in Supplementary Table 7.

Microsatellite instability (MSI) is a biological characteristic indicating the genetic hypermutability of the genomic microsatellites, which is frequently studied in several types of cancer including sarcoma. To gain a further biological insight into genetic hypermutability, we used the computational scores via MANTIS and MSIsensor algorithms (Niu et al., 2014) and found no significant difference of MSI MANTIS scores between high- and low-risk groups. Although we observed a difference of MSIsensor scores between high- and low-risk groups (P = 0.0091), the overall MSI scores were relatively low (<3.5), indicating that sarcoma samples were mostly microsatellite stable (Figure 8C and Supplementary Table 7).



Immune Microenvironment Analysis Between High- and Low-Risk Groups

Recently, the important role of exosome from tumor cells or immune-infiltrating cells in ceRNA networks has drawn arising interest in exploring TME regulatory mechanisms and developing promising therapeutic targets. Thus, we accessed the exoRBase database to show higher mRNA expression levels of IRF1 and MFNG in exosomes from human blood, compared to that from multiple tumor tissues (Supplementary Figure 6F).

In aspects of immune infiltrating intensity, the immune score calculated by ESTIMATE was significantly correlated with risk score (P < 2.2e-16) (Figure 8D). For the infiltrating abundances of various immune cell types, a bioinformatic tool, CIBERSORT, was used to identify several major types of immune cell infiltration in sarcoma samples to different degrees (Figures 9A,B and Supplementary Table 7). In the high-risk group with poor prognosis, naive B cells, resting memory CD4+ T cells, and non-activated macrophages (M0) were infiltrated with relatively higher levels. Functional cells in tumor immune response such as CD8+ T cells and pro-inflammatory macrophages (M1) were infiltrated with relatively higher levels in the low-risk group. However, regulatory T cells (Treg) and anti-inflammatory macrophages (M2) which may help tumor cells in immune evasion were also found at a relatively higher infiltrating level in the low-risk group (Figure 9C).


[image: image]

FIGURE 9. The landscape of immune cell infiltration in the high- and low-risk score groups of sarcoma patients by analysis of CIBERSORT. (A) Distribution proportion of each type of immune cell infiltration in all patients. (B) Relative proportion of immune cell infiltration in each sarcoma patient. (C) Bar plot visualizing significantly differentially infiltrated immune cells between high- and low-risk score group patients. (D,E) Correlation between immune cell infiltration and gene expression/mutation levels of IRF1 and MFNG analyzed by the TIMER database. (F) Violin plots of log-scaled normalized expression of inhibitory immune checkpoints between high and low risk groups.


Moreover, exploring the relationship between immune infiltration and gene expression/mutation by TIMER database, we found that the expression levels of IRF1 and MFNG were positively correlated with the infiltration of B cells, CD8+ T cells, CD4+ T cells, and macrophages. Besides, IRF1 mutation was associated with the infiltration of B cells and CD4+ T cells; and MFNG mutation was associated with infiltration of CD8+ T cells and CD4+ T cells (Figures 9D,E).

Agents targeting immune checkpoints, such as PD-1 receptor and its ligand PD-L1, have transformed the treatment of many solid tumors by reversing immunosuppressive TME, but adoption in sarcoma has been in slow progress. Efforts are underway to determine which sarcoma patients will benefit from immune checkpoint blockade (ICB). Therefore, we investigated the expression of several inhibitory immune checkpoints between high- and low-risk sarcoma patients and found that the expression levels of most checkpoints such as PD-1, PD-L1, CTLA-4, TIM-3, LAG-3, and TIGIT in the high-risk group were significantly lower than in the low-risk group (P < 0.05), indicating higher immune cell infiltration in the TME of the low-risk group. However, the expression levels of specific inhibitory immune checkpoints such as VTCN1, B7-H3, and ADORA2A were close between high- and low-risk groups (Figure 9F).



DISCUSSION

Although most sarcoma harbors distinct biologic features, the primary treatment approach for locally advanced or unresectable disease often incorporates cytotoxic chemotherapy (Hashimoto et al., 2020; Heng et al., 2020; Lin et al., 2020). Recently, understanding of subtype-specific cancer biology has expanded and revealed distinct molecular alterations responsible for tumor initiation and progression (Grünewald et al., 2020; Steele and Pillay, 2020; Zhu et al., 2020), so has the study on cross talk between sarcoma cells and TME, as well as the heterogeneous mechanisms of tumor immune evasion (Becht et al., 2016; Pollack et al., 2018; Heymann et al., 2019; Miyake et al., 2020). These findings have motivated the development of targeted therapies in several ongoing subtype- or biomarker-specific clinical trials (Pollack et al., 2018; Dyson et al., 2019; Miwa et al., 2019; Heymann et al., 2020; Peyraud and Italiano, 2020). However, we still have not found validated biomarkers for predicting sarcoma patients’ response to immunotherapy and OS. Therefore, our study was conducted to identify prognostic biomarkers related to TME in sarcoma, so that we can harness subtype-specific insights into cancer and immune biology and bring more effective, less toxic therapeutic strategies to the clinic.

The cross talk between sarcoma cells and TME fuels the tumor progression, by inducing a local immunosuppressive environment and regulating proliferation, migration, drug resistance, dissemination, and/or dormancy of sarcoma cells (Heymann et al., 2019). In our study, we applied ESTIMATE to evaluate the tumor purity and immune/stromal cell infiltration in 259 sarcoma patients from the TCGA database, divided them into high- and low-immune score groups using median as the cutoff value, and identified DE-lncRNAs/miRNAs/mRNAs to construct a ceRNA network. Combining with the key immune infiltration-related gene modules by WGCNA, we constructed an immune infiltration-related ceRNA subnetwork (14 lncRNAs, 13 miRNAs, and 23 mRNAs), as well as a prognostic risk score model (IRF1, MFNG, hsa-miR-378a-5p, and hsa-miR-940).

The anti-tumorigenic role of interferon regulatory factor 1 (IRF1) has been reported in several types of cancer, by regulating genes related to PD-L1, DNA damage, apoptosis, and lymphocyte differentiation, also interacting multiple signaling pathways (Forero et al., 2019; Huang et al., 2019; Ohsugi et al., 2019; Wu et al., 2020). Moreover, IRF1 expression in tumor cells was also reported to be critical for the immune response to adoptive T cell therapy, as well as macrophage infiltration and memory CD4+ T cell activation (Wu et al., 2020). Zhang et al. found that Manic Fringe (MFNG) was highly expressed in Claudin-low breast cancer and functioned as an oncogene by activating Notch signaling, thereby promoting tumor cell migration, tumorsphere formation, and epithelial-to-mesenchymal transition (EMT)

(Zhang et al., 2015). Besides, MFNG was shown to be essential for optimal T and B cell development, such as promoting Th1 cell development and inhibiting Th2 cell development (Gu et al., 2012; Song et al., 2016). As for hsa-miR-378a-5p, it is reported that miR-378a can target SIRP alpha, thereby regulating the levels of inflammatory cytokines, as well as macrophage phagocytosis and polarization (Chen et al., 2019). Besides, miR-378a-5p was found to work as a tumor suppressor gene in renal cell carcinoma and colorectal cancer (Li et al., 2014; Liu et al., 2019). As for hsa-miR-940, it is reported that miR-940 can target MyD88 and inactivate MyD88/NF-κB signaling pathway, thereby regulating the inflammation through IL-1β induction (Cao et al., 2019). Meanwhile, miR-940 has also been demonstrated to be remarkably downregulated in hepatocarcinoma tissues and suppress tumor cell invasion and migration through regulating chemokine CXCR2 (Liu et al., 2018; Li et al., 2019).

Additionally, we demonstrated that risk score remained an independent prognostic factor after the modification of clinical characteristics, suggesting the promising potential of local immune status in accurate prognosis. Therefore, we combined risk score and other clinical features (age, tumor margin status, local recurrence, and metastasis at diagnosis), to develop a nomogram predicting OS probability of sarcoma patients in the 1-, 3-, and 5-year time periods. Based on the results of the calibration curves and DCA, our nomogram provides a complementary perspective on individualizing tumors, thus arising to be a promising tool for clinicians in the future.

With GSEA, we revealed that the high-risk group was enriched with various gene sets including DNA methylation, DNA damage repair, and oncogenesis-related pathways such as Wnt/β-catenin signaling, Hedgehog signaling, and TGF-β signaling pathway, while the low-risk group was mainly enriched in immune-related pathways and biological processes, such as interleukin production, regulation of immune response, interferon response, NK cell-mediated cytotoxicity, and TCR signaling. These results indicated that low-risk sarcoma patients possessed an elevated immune response state while the high-risk group presented enhanced activation of oncogenesis-related signaling pathways.

According to the cancer immunoediting hypothesis, less immunogenic cancer cells are selected (immune selection) and immunosuppressive networks are established (immune escape), thus evading antitumor immune responses and promoting tumor development in immune-competent hosts. Here, we applied CIBERSORT to analyze the infiltrating abundances of various immune cell types based on the TCGA sarcoma RNA-seq data. Consistent with our previous results, resting cells showed higher infiltration in the high-risk group while more active immune cells were abundant in the low-risk group. Although the prognostic role of CD8+ T cells is inconsistent due to high tumoral heterogeneity, macrophages have been shown to play a crucial role in tumor immunomodulation, correlating with survival of multiple sarcomas. Tumor-associated macrophages (TAMs) can mediate protumor or antitumor effects depending on M1/M2 polarization (Heymann et al., 2019; Miyake et al., 2020). Tregs and other immunosuppressive populations within the TME have been identified as the main cause of impaired response to immunotherapy. However, the controversial results of high Tregs and M2-TAM infiltration in the low-risk group need further study. To better estimate the response to immunotherapy, we investigated the expression of inhibitory immune checkpoints (PD-1, PD-L1, CTLA-4, TIM-3, BLTA, ADORA2A, LAG-3, TIGIT, IDO-1, IDO-2, NOX2, VSIR, B7-H3, and VTCN1) (Dancsok et al., 2019) between high- and low-risk sarcoma patients. Furthermore, the results indicated that poor prognosis of high-risk patients is partially due to the global low-level immune infiltration and latent function of the specific inhibitory immune checkpoints.

Since monotherapy with PD-1 or CTLA-4 inhibitors showed modest improvement in sarcoma patients’ survival, novel combinations with cytotoxic agents, anti-angiogenic agents, etc., are undergoing active investigation to induce consistent and durable responses (Pollack et al., 2018; Gamboa et al., 2020). Recent publications have highlighted that the important roles of alternative immune checkpoints such as pro-apoptotic TIM-3 or anti-proliferative LAG-3, in T-cell exhaustion, partially explained the resistance to monotherapy with PD-1 or CTLA-4 inhibitors (Dancsok et al., 2019). Also, the connection between angiogenesis and tumor immunity has aroused strong interest to the therapy for sarcoma combining an anti-VEGF agent and immunotherapy (Wilky et al., 2019). The VEGF pathway has been shown to inhibit T cell and dendritic cell development and promote suppressive immune cell populations such as Tregs and MDSCs, thus preventing tumor immune response. Moreover, normalizing the tumor vasculature helps to traffic tumor-specific T cells into the tumor bed.

Our research provides insights into the immune infiltration and inhibitory immune checkpoint expression in sarcoma. However, it is noteworthy that some limitations came out since the conclusion was drawn from data on retrospective studies, and prospective studies are warranted to further confirm our results. In addition, functional and mechanistic studies of the genes in risk score model should be conducted to support their clinical application.



CONCLUSION

In summary, for the first time, we identified and validated a risk score model based on both ceRNA network and tumor immune microenvironment. Moreover, a nomogram comprising the risk score model can assist clinicians to select individualized therapeutic strategies for sarcoma patients. Notably, the immune infiltration-related risk score model provides an immunological perspective to elucidate the mechanisms on tumor progression and potential clues in developing the immunotherapy for patients with sarcoma.



MATERIALS AND METHODS


Data Selection and Acquisition

The study reported herein fully satisfies the TCGA publication requirements1. Gene expression data and the corresponding clinical data for sarcoma samples (Project: TCGA-SARC) were acquired from the TCGA website2 through the TCGAbiolinks R package (Colaprico et al., 2016) in R software (version 4.0.23) and Rstudio software (Version 1.3.10734). Sarcoma samples of primary tumors with matched clinical data were included in the present study. Among them, available gene expression quantification data (RNA-seq) of 259 samples were downloaded through the Illumina HT-seq workflow including the count data and the normalized FPKM (Fragments Per Kilobase of transcript per Million mapped reads) data. Available miRNA isoform expression quantification data (miRNA-seq) of 257 samples were downloaded through the BCGSC miRNA profiling workflow including the count data and normalized RPM (reads per million mapped reads) data. The latest HomosapiensGRCh38 annotation file5 was used for gene symbol annotation. Besides, we obtained the MSI assessment data of the TCGA sarcoma cohorts from the cBioPortal platform (Cerami et al., 2012; Bonneville et al., 2017)6.



Identification of DEGs and miRNAs

The ESTIMATE algorithm (Yoshihara et al., 2013) (Estimation of Stromal and Immune cells in Malignant Tumor tissues using Expression data), a bioinformatic tool for assessing tumor purity and the presence of infiltrating stromal/immune cells in tumor tissues, was used to calculate the corresponding infiltrating scores of the 259 sarcoma samples in the present study. Samples were divided to two groups according to the median value of immune infiltration-related risk scores. After filtering out low-abundance data, the edgeR R package (Robinson et al., 2010) was applied to normalize the expression count data and identify differentially expressed miRNAs (DEmiRs) and DEGs including mRNAs and lncRNAs. The differential expression was defined with a |log2 fold change (FC)| > 1 and a false discovery rate (FDR) value < 0.05.



Weighted Gene Co-expression Network Analysis

Weighted gene co-expression network analysis (WGCNA) (Maertens et al., 2018) is a commonly used algorithm for analyzing high-throughput gene expression data with different characteristics. It has been most widely used in mining gene co-expression networks and intramodular hub genes based on pairwise correlations in genomic applications. In the present study, we applied the WGCNA R package (Langfelder and Horvath, 2008) as the data exploratory technique to analyze key gene clusters that were most relevant to immune infiltration-related risk scores in sarcoma samples.



Construction and Analysis of ceRNA Network

We selected differentially expressed mRNAs, lncRNAs, and miRNAs to construct the ceRNA network. For prediction of the mRNA–miRNA interaction, data from three databases—miRDB (Chen and Wang, 2020), microT-CDS (Paraskevopoulou et al., 2013), and miRTarBase (Hsu et al., 2011)—was used. These databases recorded mRNA–miRNA interactions based on both bioinformatic algorithm and experimental verification. Only mRNA–miRNA interactions recognized by all the three databases were retained. For prediction of the lncRNA–miRNA interaction, experimental verified data from LncBase v2 (Paraskevopoulou et al., 2016) (Experimental Module) was used. Then, an lncRNA–miRNA–mRNA ceRNA network was constructed based on the recognized interactions. Based on the result of WGCNA, mRNAs, and lncRNAs in the “yellow-green” module were considered to be most relevant to immune infiltration-related risk scores. All mRNAs and lncRNAs in the “yellow-green” module were used to select a ceRNA subnetwork which was considered highly correlated with immune infiltration in sarcoma samples. The TBtools and Cytoscape software (Shannon et al., 2003) (version: 3.8.1) were used for network analysis and visualization.



PPI Network Construction and Gene Functional Enrichment Analysis

Based on the result of WGCNA, we delimited genes of module membership larger than 0.65 as the hub genes, which were of relatively high correlation in the immune infiltration-related risk score-related gene cluster. The intersection of these hub genes and DEGs was used to construct a protein–protein interaction (PPI) network based on the utilization of the STRING database (Bader and Hogue, 2003). The minimum required interaction score was set to be 0.9 (highest confidence). The Cytoscape plugin MCODE was utilized to explore highly interconnected clusters in a network. Besides, the clusterProfiler R (Yu et al., 2012) package was used for gene functional enrichment analysis including both overrepresentation analysis and GSEA. Analysis of Gene Ontology (GO) (Carbon et al., 2019), Kyoto Encyclopedia of Genes and Genomes (KEGG) (Ogata et al., 1999) pathway, and Reactome (Fabregat et al., 2018) pathway was contained in the present study. An FDR value of 0.05 was considered the statistically cutoff value.



Construction and Validation of the Immune Infiltration Related Prognostic Risk Model

lncRNAs/miRNAs/mRNAs in the immune infiltration-related ceRNA subnetwork and hub genes identified by WGCNA were selected for construction of the immune infiltration-related prognostic risk model. We firstly split the sarcoma patients to training (n = 129) and testing cohorts (n = 128) randomly by using the Caret R package (Kuhn, 2008). The training cohort was used for the construction of the prognostic risk model. The testing cohort was used for internal validation.

The Survival R package (Therneau, 1997) was utilized to analyze the correlation between the normalized expression of objective gene sets and sarcoma patients’ OS. The univariate Cox regression analysis was used to screen genes of which the expression was associated with OS. Lasso (least absolute shrinkage and selection operator) regression analysis was considered a method for variable selection and regularization in order to enhance the prediction accuracy and interpretability of the statistical model. By using the glmnet R package (Friedman et al., 2010), we utilized Lasso regression for selection of key genes screened in the univariate Cox regression analysis. In the Lasso analysis, we set the maximum number of passes over the data for all lambda values as default (105). Then, the multivariate Cox regression was carried out and according to the method of Akaike information criterion (AIC) (Yamaoka et al., 1978), we selected the optimal gene sets to construct a risk score model. For each sample, the risk score equals the sum of the normalized expression of each gene multiplying the regression coefficient calculated from multivariate Cox regression analysis.

Sarcoma patients in the training cohort were divided to high- and low-risk groups according to the median risk score of the prognostic model. Then, K–M survival analysis was used to test whether risk score level was associated with prognosis. To evaluate the predictive accuracy of the risk score model, the prognostic risk score model was evaluated with time-dependent receiver operating characteristic (ROC) curve analysis in 1, 3, and 5 years and the median survival time of all samples by using the survivalROC R package. Besides, Harrell’s concordance index (C-index) was calculated by using the survcomp R package (Schröder et al., 2011).

To verify whether the risk score model was an independent prognostic factor, univariate and multivariate Cox proportional hazards regression analyses were performed using the risk score and clinical parameters including age, gender, race, tumor depth, tumor margin status, tumor total necrosis percent, local recurrence, and metastasis at diagnosis. Then, all independent prognostic factors were retained to construct a prognostic nomogram for assessment of 1-, 3-, and 5-year survival probability for sarcoma patients by using the rms (Harrell, 2015) and mstate (de Wreede et al., 2011) R packages. The discriminative efficacy of the nomogram was evaluated by analyses of the time-dependent ROC curve (Heagerty et al., 2000) and C-index. The consistency of the nomogram was tested by time-dependent calibration plots. Furthermore, the clinical judgment utility of the risk score model and nomogram was evaluated via decision curve analysis (Vickers and Elkin, 2006) by using the rmda R package (Kerr et al., 2016).

As for the internal validation, all the above methods were used to evaluate the risk score model and nomogram in the testing cohort. The principal component analysis for sarcoma samples of high- and low-risk score groups was performed and visualized by using the psych and factoextra R packages (Revelle, 2017). Multidimensional external validation of the mRNAs and miRNAs composing the risk model was performed based on the online platforms including Oncomine (Rhodes et al., 2004), cBioPortal (Cerami et al., 2012), TIMER (Li et al., 2020), exoRBase (Li et al., 2018), SurvExpress (Aguirre-Gamboa et al., 2013), LOGpc7, and R2: Genomics Analysis and Visualization Platform8.



Gene Set Enrichment Analysis

To investigate the enriched biological processes and signaling pathways that differ between sarcoma samples of the high- and low-risk score groups, the standard GSEA9 was performed by using the EdgeR-processed normalized count data. The annotated hallmark gene sets, canonical pathway gene sets (KEGG and Reactome) (Ogata et al., 1999; Fabregat et al., 2018), and Ontology gene sets (GO biological process) (Carbon et al., 2019) were selected as the reference gene sets. The threshold for GSEA was set at the nominal P-value < 0.05, FDR < 0.25, and | normalized enrichment score (NES) | >1.0. A significant positive NES presents that the gene set is mostly at the top of the ranked list of genes, which indicates the enrichment in the high-risk score group. A significant positive NES indicates the opposite.



Data Analysis

All statistical data was analyzed in the R software (version 4.0.2). An independent t-test was applied for the comparison of log-transformed normalized expression data between two groups. Immune cell infiltration scores calculated via ESTIMATE and Cibersort and MSI scores obtained from cBioPortal were compared by the Wilcoxon test between two groups. Statistical tests were two-tailed with a statistical significance level set at P < 0.05. The ggplot2 R package (Wickham, 2016) was used for visualization.
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Supplementary Figure 1 | Correlation between immune score and clinical characteristics in TCGA sarcoma patients: (A) tumor depth, (B) local disease recurrence, (C) tumor margin status, (D) radiation therapy, (E) metastasis at diagnosis, (F) tumor total necrosis percent.

Supplementary Figure 2 | Heatmap and volcano plot of differentially expressed genes between the high and low immune score groups of the whole annotated RNA-Seq data.

Supplementary Figure 3 | (A) Clustering for the detection of outlier samples in WGCNA. (B) Gene dendrogram and plot for the dynamic tree cutting. (C) Clustering of module eigengenes. (D) Eigengene expression in the yellow-green module for each sample. (E) The topological overlap measure (TOM) for gene network connections (left: all genes, right: randomly selected 1000 genes).

Supplementary Figure 4 | The total PPI network visualized via Cytoscape.

Supplementary Figure 5 | (A–C) Risk score curve, survival status and the gene expression levels for each patient were discretely distributed between two groups in the testing cohort. (D) Time-dependent ROC curves for the risk score model for predicting the survival probability of 1-, 3-, 5-year and median-survival time overall survival in the testing cohort. (E) Nomogram for predicting the survival probability of 1-, 3-, and 5-year overall survival in the testing group. (F) time-dependent ROC curves for the Nomogram in the testing group. (G) time-dependent ROC curves for the Nomogram in the training group. (H) The time-dependent calibration plots for the nomogram in 1,3,5-year time periods in the testing group. (I) The plot of DCA analysis for assessing clinical judgment utility of the risk score model and nomogram in the total TCGA sarcoma cohort.

Supplementary Figure 6 | Multidimensional validation of the risk score model in external databases. (A,B) Expression of Both IRF1 (A1–A7) and MFNG (B1–B13) were downregulated in sarcomas compared to non-tumor tissues in Oncomine database. (C) R2: Genomics Analysis and Visualization Platform: both expression levels of IRF1 and MFNG were negatively associated with patients’ metastasis-free survival and overall survival in osteosarcomas (datasets: GSE42352). (D) SurvExpress: both expression levels of IRF1 and MFNG were negatively associated with patients’ metastasis-free survival in various sarcomas (datasets: GSE21050). (E) LOGpc: expression level of MFNG was negatively associated with patients’ metastasis-free survival in various sarcomas (datasets: GSE71118). (F) the mRNA expression levels of IRF1 and MFNG in exosomes were validated in human blood exosomes compared to multiple tumor tissues by using the exoRBase database.
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Chronic inflammation generated by the tumor microenvironment is known to drive cancer initiation, proliferation, progression, metastasis, and therapeutic resistance. The tumor microenvironment promotes the secretion of diverse cytokines, in different types and stages of cancers. These cytokines may inhibit tumor development but alternatively may contribute to chronic inflammation that supports tumor growth in both autocrine and paracrine manners and have been linked to poor cancer outcomes. Such distinct sets of cytokines from the tumor microenvironment can be detected in the circulation and are thus potentially useful as biomarkers to detect cancers, predict disease outcomes and manage therapeutic choices. Indeed, analyses of circulating cytokines in combination with cancer-specific biomarkers have been proposed to simplify and improve cancer detection and prognosis, especially from minimally-invasive liquid biopsies, such as blood. Additionally, the cytokine signaling signatures of the peripheral immune cells, even from patients with localized tumors, are recently found altered in cancer, and may also prove applicable as cancer biomarkers. Here we review cytokines induced by the tumor microenvironment, their roles in various stages of cancer development, and their potential use in diagnostics and prognostics. We further discuss the established and emerging diagnostic approaches that can be used to detect cancers from liquid biopsies, and additionally the technological advancement required for their use in clinical settings.
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Background: Tumor Microenvironment, Inflammation, and Cytokines

The initiation and subsequent development of a tumor into a metastatic state are not only driven by genetic or epigenetic changes but also greatly determined by the action of the tumor microenvironment (TME) (1). Besides tumor cells, TME commonly contains other non-transformed cells, including the stromal cells such as fibroblasts, mesenchymal stem cells, endothelial cells, and pericytes, and also the immune cells such as macrophages and lymphocytes. The dynamic interactions between tumor cells and the non-transformed cells are key in determining the progression of cancer, as these could either suppress or promote cancer initiation, growth, migration, and metastasis, as well as cancer recurrence and drug resistance (2), such as stromal cell cues that help cancer growth and invasion, and endothelial cell responses that promote the generation of new blood vessels to the cancer site.

In the TME, certain immune cell infiltrates are correlated with improved cancer outcomes, however, some studies show that unresolved host immune reactivity could lead to chronic inflammation and promotes tumor growth. The unresolved host immune reactivity is mainly due to the dynamic interactions between tumor cells and the recruited immune and other non-transformed cells, mediated by cytokines. Cytokines can instruct biological processes of cells including growth, differentiation, proliferation, and migration. Cytokines are small proteins of up to 70 kDa (3). Based on their structure and function, they have been classified in distinct superfamilies including interferons (INFs), interleukins (ILs), tumor necrosis factors (TNFs), transforming growth factors (TGFs), chemotactic cytokines (chemokines), and colony-stimulating factors (CSFs) (4). Individual cytokines however have their specific spatiotemporal functions and exert their effects through autocrine and paracrine mechanisms (5). The tumor cells are known to secrete cytokines that can both in autocrine fashion generate a forward-feedback loop to stimulate self-proliferation, expansion, and drug resistance, and in paracrine fashion induce recruitment, activation, and differentiation of other cells in the TME, such as IL-6, IL-8 and even VEGF (6–8). The cytokines commonly alert immune cells to the presence of infections and tissue damage, however persistent cytokine production at a certain body site could, in turn, stimulate immune cells to secrete more cytokines that work in both autocrine and paracrine manners leading to a chronic inflammation state that promotes cancer growth (9). The inflammatory response towards tissue damage and infections shares molecular and signaling pathways with carcinogeneses, such as induction of cell proliferation and angiogenesis (10). In the TME, cytokines may build a tumor-supportive immune microenvironment, that suppresses anti-tumor immunity and exerts direct tumor-promoting signals (11). This process not only happens locally, but cytokines from TME can also exert their biological actions distantly via circulation, supporting metastasis. This chronic inflammatory condition can be exacerbated by other conditions such as obesity, sedentary lifestyle, cigarette smoking, alcohol consumption, and chronic infections, that promote low-grade systemic inflammation (12). The systemic inflammation in turn accelerates cancer progression by changing the dynamic of the TME and inducing a further cancer-supportive environment (9).

The set of cytokines involved in the pro-cancer TME inflammation at a given time during cancer development could be specific as various cells may release distinct pathogenic cytokines at a specific time of the disease progression (Figure 1). The production of cytokines is regulated at transcriptional and post-transcriptional levels, and the downstream signaling by the cytokines is dependent on the availability of the cytokine receptors that are also subject to both transcriptional and post-transcriptional regulation. In cancer cells often, cytokines and the receptors are overexpressed, not only by a direct increase in transcription but also due to abnormal RNA stabilization that promotes excessive protein expression (13), preventing the resolution of inflammation that promotes cancer growth (14). Besides promoting cell proliferation, the action of cytokines in promoting cancer development includes antagonizing anti-tumor immune response, recruiting tumor-supportive stromal cells and immune-suppressive cells, inducing angiogenesis and metastasis, and altering the responses to therapeutic agents (10, 15) (Figure 1). On the other hand, cytokine production can be triggered by oncogenic transformation, metabolic alteration, cell death, hypoxia, and the use of anti-cancer drugs (10). This thus provides an opportunity to use cytokines and the associated cytokine receptors as diagnostic and prognostic markers to detect and monitor cancer development respectively.




Figure 1 | Cytokine actions within the tumor microenvironment. Cancer cells, stromal cells and immune cells populate the tumor microenvironment and secrete cytokines to facilitate the events supporting tumor growth. These include tumor cell initiation and proliferation, immunosuppression, angiogenesis, metastasis, and resistance to anti-cancer drugs.



In the course of chronic inflammation, multiple cytokines come and go and each of them serves redundant tasks (16). A single cytokine measurement may only be useful as a confirmation marker of the presence of a recognized disease. Profiling a set of cytokines instead could be more informative to help define the presence and further the severity of complex diseases like cancer (16, 17). The tumor cells themselves may secrete cancer-specific proteins that often support cancer growth and/or metastasis. These circulating cancer-derived proteins, although are often not specific enough, have been proposed as biomarkers to indicate the presence of cancers. Other approaches for cancer diagnosis that are used at clinics include imaging-based diagnostics that would require exclusive instruments and phenotypic determination of tumor biopsy that would be invasive. Combining measurements of cancer-specific proteins with the circulating cytokines from liquid biopsies such as blood, could help accurately detect cancer, and may further determine its stage. This approach of cancer detection is not only minimally invasive and cost-effective but also could be easily accessible as various analytical technologies are available without the requirement of exclusive instruments. Here we will discuss cytokines that are involved in cancer development at different stages. We will also discuss strategies involving cytokines that can be used for cancer detection or prognosis. Additionally, we will discuss the current and emerging diagnostic tools involving cytokine detection for cancer and their potential technological challenges. The development of diagnostic tools that are simple and affordable will enable cancer screening and monitoring at the point of care especially in places with a high cancer burden.



Inflammation Induces Genetic and Epigenetic Changes Promoting Development of Tumor

The initiation and progression of cancers require activation of the oncogenic pathways and on the contrary inactivation of the tumor-suppressive pathways. The alteration of these pathways is mainly due to the accumulation of genetic mutations and/or epigenetic changes that activate or silence genes related to the oncogenic or tumor-suppressive pathways respectively. It is well accepted that those genetic mutations and epigenetic changes could be the result of inherent genetic predisposition or extensive exposure to extrinsic mutagens such as carcinogens and radiations. However, a growing body of evidence shows that local chronic inflammation by itself is a potent inducer of genetic mutations and epigenetic modifications, without the presence of genetic predisposition nor extrinsic mutagens (9). The inflammatory response predisposes cancer initiation and progression at the local tissue. Inflammatory cytokines produced in the local inflammatory site are capable of promoting the production of reactive oxygen and nitrogen species that in turn damage DNA and promote DNA mutations. They can also directly alter the epigenome of the cells, including DNA methylation, histone modifications, and regulatory RNA expressions that in turn activate the oncogenic pathways and inactivate the tumor-suppressive pathways (18). On the other hand, the inflammatory cytokines themselves are subject to epigenetic (19) and post-transcriptional dysregulations (13) in cancer. As an epigenetic signature is reversible, remodeling of the epigenetic signatures of the inflammatory cancer cells could potentially be used as a therapeutic strategy. Indeed, epigenetic remodeling of the loci of inflammation-related genes including cytokines has been shown recently to suppress cancer growth and metastasis (20). Additionally, understanding the dysregulated post-transcriptional events in cancer cells could also lead to therapeutic targets (13). Since alteration in the levels of cytokines can change cancer growth, detection of the cytokines themselves could be useful for diagnosis, determining therapy of choice, and monitoring the progression of the disease (Figure 2).




Figure 2 | Cytokines for cancer diagnosis and prognosis. Multiple cancer-derived proteins have been established and used at clinics as biomarkers to detect cancer from blood, however other approaches including detection of a set of cytokines, combining cytokines and their soluble receptors, and combining cytokines and cancer proteins may provide better accuracy for cancer diagnosis and prognosis. A highly accurate alternative cancer biomarkers have been proposed which is the cytokine secretion profile of the circulating peripheral immune cells.





Cytokines in Tumor Growth

Within the TME, cytokines mediate cell-to-cell interactions to promote tumor growth. It is now appreciated that tumor-induced cytokine production and inflammation in the TME promote and accelerate cancer development (9, 14). The first evidence of cytokine role in tumor growth is coming from a study using a model of colitis-associated cancer, whereby inactivation of NF-kB in myeloid cells diminish the expression of cytokines and reduces tumor size (21). NF-kB is the master regulator of many cytokines that involve in the induction of cell growth, proliferation, and cell recruitment, which all shape the TME (22). Signaling by the inflammatory cytokines induced by NF-kB including IL-1, IL-6, TNF, IL-8, IL-17, IFN-γ, and CCL-5 among others (23) promotes tumor growth by induction of cell proliferation (24) in both autocrine and paracrine manners (25).The local senescence cells secrete the senescence-associated secretary phenotype (SASP), which includes a vast array of pro-inflammatory cytokines including IL-1α, IL-1β, IL-6, IL-8, CXCL-1, and CXCL-2, that is capable of inducing tumorigenesis in a paracrine fashion (26).

The involvement of cytokines in tumor growth is also seen in KRAS activation. KRAS is the most frequently mutated isoform of the oncogenic RAS, occurring in approximately 20-25% of all human cancers (27). KRAS constitutively activates NF-kB and drives the expression of cytokines that belong to SASP, with the most prominent cytokine being secreted being IL-6 (28). IL-6 plays a significant role in inducing tumor growth as it interacts with the receptor, JAK, to induce STAT-3 activation. STAT-3 then activates oncogenes such as MCL-1 (29) and upregulates genes involved in proliferation such as Cyclin-D1 (30). These activities result in the induction of cancer cell proliferation. IL-6 via STAT-3 has been shown to promote tumor cell proliferation in many cancers, including oral squamous cell carcinoma via DNA hypomethylation (31), prostate cancer through androgen receptor activation (32), and colon cancer (33). The anti-inflammatory cytokine, IL-10 can paradoxically induce STAT-3 activation (34), which also leads to induction of tumor cell proliferation (35–37). Interestingly, the CMV-derived IL-10 also promotes the proliferation and migration of cancer cells (38, 39), linking chronic infections such as CMV to cancer formation (40).

The p53 tumor suppressor gene plays a central role in the induction of apoptosis, and mutations of the gene have contributed to 50% of all cancer mutations. Several studies have shown that p53 mutants can prolong TNF-induced NF-kB activation, induce SASP and promote the survival and proliferation of tumor cells (41, 42). In the ovarian organoid model, prolonged TNF exposure confers precancerous phenotypes with high expression of cancer markers (43). TNF also induces the formation of cancer stem-like phenotypes in oral squamous cell carcinoma (44, 45). Furthermore, TNF can directly stimulate breast cancer proliferation via the positive feedback loop of TNFR-1/NF-kB/STAT-3 (46) as well as be involved in cathepsin C-induced hepatocellular malignancy via MAPK signaling pathway (47). Other cytokines including IL-1β (48), IL-8 (49), IL-17 (50) and IL-11 (51) have been extensively reviewed for their involvement in tumor development and progression. In the TME, TNF can promote the secretion of IL-17 (52) and IL-11 (53) by cancer cells, indicating an indirect action of TNF in promoting tumor growth.

The presence of immune cells further complicates the unresolved inflammation state in the TME, in which cancer cells avoid destruction by the immune system and at the same time develop an immunosuppressive environment and stimulate cancer cell proliferation and metastasis. In many oncological conditions as reviewed in (26) and (54), the presence of tumor-associated macrophages (TAMs), tumor-associated neutrophils (TANs), myeloid-derived suppressor cells (MDSC), and regulatory T cells (Tregs) in the TME is associated with poor prognosis and outcome, as they produce IL-10, TGF-β, and prostaglandins that are potent immunosuppressors, suppressing the anti-tumor activities of NK, T and B cells in the TME, allowing survival and proliferation of cancer cells.



Cytokines in Cancer Metastasis and Invasion

Metastatic disease has caused 90% of cancer-related deaths. Inflammation has been underscored as the cause of the metastatic process (55). The process of metastasis is started by epithelial-to-mesenchymal transition (EMT), whereby the tumor cells lose their cell-to-cell adhesion mediated by E-cadherin, and independently capable of breaking through the tumor membrane and entering the bloodstream, invading the surrounding tissues and further reaching the lymphatics or blood vessels to further metastasize. The inflammatory mediator that strongly promotes EMT is TGF-β. Adding TGF-β induces EMT in diverse epithelial cell cultures via the SMAD signaling pathway (56). In collaboration with the canonical and non-canonical Wnt signaling, TGF-β functions in an autocrine manner to maintain the mesenchymal state (57). The cytokines IL-1β, TNF, and IL-6 can further enhance the EMT transition. IL-6 via the JAK/STAT pathway has been shown to promote EMT in head and neck cancer (58), while JAK/STAT pathway itself is required for TGF-β. -induced EMT formation in lung cancer (59). Both TNF and IL-6 activate NF-kB that directly promote EMT by upregulating transcription factors involved in EMT (60–62). Moreover, the two cytokines may synergistically enhance TGF-β. signaling by activating multiple pathways (63–66). Recently IL-1β has been shown to promote EMT via epigenetic modifications in non-small cell lung cancer (67).

Angiogenesis is crucial for the survival of the tumor colony, as the formed blood vessels will supply nutrients and oxygen to the cancer cells, and later for the spread of the cancer cells. Angiogenesis is induced by several factors including VEGF and FGF (68), IL-8 (49) and TGF-β (69), mainly secreted by cancer cells, but also TAMs, endothelial cells, and fibroblasts in the TME. IL-6 via STAT-3 is a potent inducer of the secretion of angiogenesis factors by the cells in the TME (70). Additionally, TNF promotes myeloid to endothelial differentiation required for angiogenesis (71). Similar to angiogenesis, lymphangiogenesis can be generated by cancer cells by the secretion of VEGF to induce the formation of new lymph vessels (72).

Following the formation of blood and lymph vessels, metastatic spread of the cancer cells can occur utilizing these newly formed vessels. The circulating cytokines could help in establishing and accelerating the metastatic capability of cancer cells. For example, IL-17 released by δγ-T cells that is induced by IL-1β secreted by TAMs, promotes metastasis environment in breast cancer (73, 74). Both IL-6 and TNF produced by myeloid cells in the TME can directly stimulate metastasis and invasion (58, 75–78).



Cytokines Induced Due to Therapy and Resistance to Therapy

Although may not be only originated in the TME, another important type of inflammation is cancer therapy-induced inflammation (14). This type of inflammation also exacerbates the chronic and age-related inflammation that cancer patients already have (79). Various anti-cancer therapies including chemotherapy, radiotherapy, as well as the newly developed biologic therapies and immunotherapies could induce cancer cell death and further potentiate inflammation. The inflammation that induces stronger immune responses could be beneficial for anti-tumor immunity. The use of checkpoint inhibitors to lower the immune system’s self-tolerance has been used to promote stronger immune responses (80). However certain immunostimulatory cytokines may not be beneficial to treat cancer and may unintentionally promote tumor regrowth or lead to immunosuppression (81). In this scenario, dying tumor cells may stimulate the production of cytokines that in turn promote cancer drug resistance.

Multiple drug resistance has been observed when IL-6 is highly expressed by cancer cells, suggesting the role of cytokines in cancer cell evasion to drug-induced cell death (82–84). Several studies show IL-6 and IL-8 secretion by cancer cells promote multiple drug resistance possibly via the autocrine induction of cancer stem-like cells (7) while inhibiting these cytokines can re-sensitize the tumor against the chemotherapeutic drugs (85, 86). Importantly, these studies thus suggest the prognostic values of cytokines to monitor the development of anti-cancer drug resistance.

Secretion of IL-4 and IL-10 by cancer cells has been shown to confer drug-induced resistance, by specifically inhibiting apoptotic pathways (87–89). IL-13 has also been shown to promote drug resistance in lymphoma, although the mechanism is unclear (90). These cytokines can thus be useful as predictive biomarkers, and to monitor resistance towards anti-cancer drugs. Furthermore, in renal cell carcinoma, the cytokines TNF and MMP-9 were found to be useful as a predictive biomarker for the activity of the anti-cancer drug sunitinib activity (91). IL-8 has been shown to confer sunitinib resistance, thus this cytokine can also be used as a predictive biomarker for sunitinib efficacy (92). Another study showed the predictive value of circulating IL-6 and IL1-β for gemcitabine efficacy to treat pancreatic cancer (93). In triple-negative breast cancer and ovarian cancer, TGF-β induces paclitaxel resistance, and TGF-β level measurements could be used to predict responses to chemotherapy drugs (94, 95). Moreover, the levels of circulating cytokines, IL-1α, IL-2, and IFN-α2 are useful to monitor severe, potentially life-threatening immune-related toxicity in response to the use of checkpoint inhibitors (96). Circulating CCL-27 has also been proposed to identify patients with muscle-invasive bladder cancer that will respond to Bacillus Calmette-Guerin (BCG) treatment (97).



Cytokines and Cancer-Specific Biomarkers for Diverse Cancer Types and Stages, and Their Potential Use at Clinics

With their involvement in immune response as well as cancer development, cytokines have great potential to be used to detect the presence of cancer and to monitor its subsequent severity, including during drug intervention (Figure 2). The production of tumor-elicited cytokines in cancer started at TME, which then spread into the circulation. Dysregulation in circulating cytokine levels has been correlated with the presence of many types of cancers, the severity of cancer as well as the effectiveness of a certain therapy thus may serve as quality biomarkers to support diagnosis and prognosis (Figure 2). For example in renal cell carcinoma, a high IL-6 correlates to cancer metastasis, while high IL-6 and IL-17 measurements predict cancer recurrence following radical treatment (98). Other recent examples of the use of circulating systemic protein for prognosis are serum CRP levels, in which high levels are associated with poor survival in patients with gastric cancer based on a meta-analysis, independent of country of origin, cancer stage, and study design (99), and serum CCL-2 levels, in which high levels are associated with poor prognosis and survival of patients with pancreatic cancer, independent of gender, age and the stage of cancer (100).

There is, however, functional redundancy of cytokines in diverse pathways, making individual cytokine measurements not specific enough for a certain disease. Several studies used multiple cytokine measurements for cancer diagnosis and prognosis. For example Kawaguchi et al. (101) shows 3 separate cytokine groups that could subtype breast cancers. They also showed a group of circulating cytokines that can identify metastatic breast cancer patients. Similarly,Wang et al. (102) and Semesiuk et al. (103) showed that measurements of a group of cytokines can serve as potential biomarkers to predict metastasis in breast cancers. Additionally, combined analysis of cytokines and their soluble receptors may improve the predictive capacity of the cytokines. Pilskog et al, for example, have shown the predictive value of basal IL-6 in response to sunitinib, while sIL-6 receptor, the receptor of IL-6 that mediate the trans-signaling of IL6, added the prediction of the length of progression-free survival for people with clear cell renal cell carcinoma (104).

Several studies have strategized combining the analyses of circulating cytokines with the circulating cancer-specific proteins to provide more accurate detection of cancer, especially at earlier stages. For example Li et al. (105), combined IL-6, IL-8, and TNF measurements with carcinoembryonic antigen (CEA) and cancer antigen (CA)-724, to improve the screening power of these two tumor markers, as detection rate at early stages of gastric cancer is still very low. In pancreatic ductal adenocarcinomas (PDAC), CA-19-9, the pancreatic cancer-specific protein alone shows moderate diagnostic accuracy with an area under the curve (AUC) of 0.807 to distinguish between PDAC and benign controls, while in combination with cytokine CXCL-10, gives a more accurate diagnostic value with AUC of 0.977 (106). Additionally Kampan et al. (107) show that combined IL-6 with conventional CA-125 cancer marker provides a more accurate diagnosis for high-grade serious ovarian cancer.



Dysregulated Cytokine Signaling Signature From Peripheral Immune Cells as Cancer Biomarkers

The dysregulated circulating cytokines are not the only immune biomarkers that can be detected in the circulation during cancer. Instead, in cancer patients, peripheral immune cells have dysregulated immune cytokine signaling signatures (Figure 2). Recent studies (108, 109) show dysregulated IL-6 secretion from peripheral T cells and dysregulated IFN-γ secretion from peripheral monocytes, even from patients with only localized tumors. The dysregulated cytokine signaling signatures in the immune cells strongly predict the risk of future relapse in two independent breast cancer cohorts, which point to systemic cytokine responsiveness as biomarkers to evaluate immune status in breast cancer patients. Additionally, the immune signature of peripheral T cells, analyzed by phosphorylated-STAT, can differentiate colorectal cancer patients from the healthy controls with an AUC of 0.94 (110). These studies thus point to the use of the cytokine signaling signatures of peripheral immune cells as an alternative venue for cancer diagnosis and prognosis.



The Established and Emerging Devices for Cytokine and Other Cancer-Specific Biomarker Detections and Their Potential Technological Challenges

Recently, there have been technological advancements and innovative approaches to study and measure multiple cytokines utilizing a minimum amount of blood samples. Below we will discuss the current and emerging technologies (Table 1) that could be used to detect circulating cytokines and secreted signatures of cytokines from peripheral cells, with multiplexing capacity that not only provide a high level of specificity, but also sensitivity to support cancer diagnosis and prognosis. We will further discuss the technological advancement required to improve the quantification of the cytokines and other circulating protein biomarkers in liquid biopsies.


Table 1 | Established and emerging devices for cytokine detection.




Label-Based Immunoassays

The most widely used label-based immunoassay to quantify soluble protein in liquid biopsies such as serum and plasma is the Enzyme-linked Immunosorbent Assay (ELISA) (3). ELISA platforms are widely available, making them easily accessible to be used as diagnostic and prognostic tools for patients in various demographic areas. The sandwich-type of ELISA is more specific and reproducible than the competitive ELISA, as the former requires two specific bindings of antibodies to different epitopes of the soluble proteins being measured. One antibody serves as the solid support for the assay, and the other is conjugated with reporter molecules, originally enzymes, but now other types of reporter molecules are also available, which will determine the platform used for the readout. Competitive ELISA on the other hand, measures the concentration of protein of interest, by detecting the amount of competitive reference antigen that binds to the specific antibodies after the binding of the protein of interest to the specific antibodies has occurred. Currently, many commercial ELISA kits are based on the classical colorimetric assay and use a standard absorbance-based plate reader as the readout. These kits commonly use an enzyme-based reporter molecule, such as biotin coupled with a streptavidin-horseradish peroxidase (HRP) conjugate and addition of a chemiluminescent substrate (TMB), in which many of them offer a lower limit of detection (LoD) in the low pg/mL concentrations (111).

As cytokines, cytokine receptors and cancer-related circulating proteins are commonly present below pg/mL concentrations, improvements of this classical ELISA to lower the LoD into the fg/mL or even single molecule levels are desired. One strategy is to use a much more sensitive reporter molecule. Indeed, Drukier et al. (112) has employed 125I-streptavidin as the reporter molecule and developed a multiphoton method to detect the molecule. This strategy has successfully increased the sensitivity of conventional ELISA by 200-1000 folds into the fg/mL. Recently, Cesaro-Tadic et al. (113) have used a microfluidic system and employed a fluorescent tag as the reporter molecule to measure TNF and obtained LOD of 20 pg/mL.

Another strategy is using a DNA sequence as the reporter molecule, with DNA amplification as a means to detect the amount of protein of interest captured by the DNA-labelled antibodies. The DNA sequences could be linked to the antibodies using either a step-wise assembly of biotinylated antibody, streptavidin, and biotinylated DNA, an assembly of a biotinylated antibody, and an antibiotic-DNA conjugate, or a direct synthesis of antibody-DNA conjugate (114). The immuno-PCR method is capable of providing up to 109 increase in detection sensitivity in comparison to the classical ELISA, after the advancements in the production of the DNA-labelled antibodies, assay formats, and readout methods, as reviewed in (115). Furthermore, gold nanoparticles have also been used to attach multiple DNA sequences to the antibodies, allowing for detection without DNA amplification (117). Nam et al. (118) for example have developed a gold nanoparticle-based colorimetric DNA detection, that allows simple and straightforward detection of IL-2 with 0.45 fg/mL of LOD was reported. Proximity ligation assay and proximity extension assay are other ways of detecting the reporter DNA in the immuno-PCR methodology. Two separate antigen-specific antibodies are used to detect the same protein of interest in a complex biological liquid. The two antibodies are conjugated with DNA sequences that form amplifiable sequences by ligation or by DNA polymerase extension when they are in close proximity. Gullberg et al. (119) have used this technology to detect IL-2 and other cytokines with 0.015 fg/mL of LOD. Schallmeiner et al. (120) used three instead of two antibody-DNA conjugates to detect as little as a hundred molecules of VEGF and other cancer-related proteins from biological liquids. Ke et al. (116) used digital single-molecule detection of the DNA instead of the quantitative PCR to improve the precision and detection sensitivity of this technology.

Aptamers can also be used instead of antibodies to bind to specific target molecules. They are a single nucleic acid strand of either DNA or RNA that are obtained using a procedure called systemic evolution of ligands by exponential enrichment (SELEX) coined by the Gold lab in 1990 (121). They have been used also for the detection of cytokines (122) including both, ELISA and immuno-PCR approaches (123).

Molecularly imprinted polymers have been used as the surrogate of the capture antibody. In this technology, the polymer template is designed to have cavities with a specific shape that could capture specific cytokines. The antigen-specific detection antibodies with fluorescent tags then are applied. Using the system, Deng et al. (124) developed a reusable molecular imprint polymer to detect IL-1β with a LOD of 10.2 pg/mL and could reuse the biosensing device more than three times with a coefficient of variation of 2.08%. Tao et al. (125) used molecular imprint containing luminescent reporter molecules, to directly quantify the bound IL-1 from plasma using the biosensor alone which gave 2 pg/mL LOD and >95% reversibility of the platform, even after being used more than 25 times.



Multiplexed Label-Based Immunoassays

Since cytokines commonly exert their effects as part of an overall signaling network, there are increasing interests in analyzing more than one cytokine from liquid biopsies. Indeed, the concept of the sandwich ELISA has been used to rapidly develop the multiplexing capability of immunoassays in the last few years, which has been extensively reviewed in (129). The multiplexed sandwich ELISA came in planar- and microbead-based arrays. The protein microarrays are planar-based arrays with antibodies being placed on the solid surface of the array chip. The first planar-based array was developed in 2001 to measure TNF, IFN-α, IFN-γ, IL-1α, IL-1β, IL-6, and IL-10 from a single sample of culture media of stimulated THP-1 cells. Here, cytokines detected by the array of antibodies are detected in pg/mL using HRP/TMB (130). The recent advancement in this planar technology is the measurement of 80 distinct cytokines from tear fluid (126). Recently a digital protein microarray has been developed to monitor the critically ill COVID-19 patients from having cytokine storms, with the technology provides rapid daily cytokine assays at clinics (127). It uses a fluorescence optical scanner to detect IL-6, TNF, IL-1β, and IL10 with a high sensitivity of <0.4 pg/ml.

Another popular approach of multiplexing in cytokine measurement is using bead microspheres of around 5-7 micrometer in diameter as the base of the immunoassay. These beads are uniquely colored and conjugated with specific capture antibodies, allowing the differentiation of beads that capture different target proteins. The captured proteins from a liquid biopsy sample will directly bind to another protein-specific antibody conjugated with reporters such as fluorophores. This multi-protein profiling will not only provide the list of cytokines that are present, but also the amount of the cytokines in the liquid biopsy. The analysis of the beads can be done using a particle-based flow cytometry (128) that has developed into Luminex xMAP technology in 1997 (129). This technology can perform up to 500 bioassays simultaneously from a small quantity of liquid biopsy. Using conventional flow cytometry, BD cytometric bead array could detect 30 proteins in solution simultaneously. The bead-based systems detect cytokines from the liquid biopsy with sensitivity in the low pg/mL. Several studies have shown that the combination of microfluidic-based detection technology and the bead-based immunoassay has resulted in multiplexing of the cytokine detection with sensitivity in the low pg/mL (131–134). Bead-based immunoassay has also been combined with digital Single Molecule Counting detection, in which single-molecule fluorescent signals are counted using a laser digital counter. Multiplex detection of IL-6, IL-4, and IL-10 using this method in plasma resulted in pg/mL sensitivity (135). Another approach is a single molecule array (SiMoA) that places each bead into a well before digitally analyzed the fluorescence (136). Multiplexing cytokine measurement with this method has given sensitivity up to astonishing low fg/mL concentration (137, 138).

A different format of multiplex immunoassay is recycling immunoaffinity chromatography. This format is only a single antigen-specific antibody system. The capture antibodies are immobilized in glass beads packed in capillary immunoaffinity columns. The cytokines in a biological sample are labeled with fluorescence dyes and then captured by the antibodies in the capillary system. The LOD of this technology for cytokines has been shown in pg/mL concentrations, and the bead-based antibody platform could be reused up to 200 times (139). Castle et al. (140) have developed this recycling system to analyze 24 cytokines from plasma and cervical fluid that gives a LOD of 2 pg/mL and highly reproducible results. This technology has formed the lateral flow immunochromatographic assay or also known as the rapid test for home, laboratory, and point of care testing without the need for specialized equipment. With a modification of the immunoassay format, Worsley et al. (141) have used a lateral flow assay format utilizing two distinct fluorescent beads/microspheres to detect IL-6 and TNF simultaneously in plasma with LOD of 7.15 pg/mL and 10.7 pg/mL respectively. Appleyard et al. (113) used a range of hydrogel microparticles to analyze IL-2, IL-4, and TNF in complex media, simultaneously using high-velocity microfluidic scanning and reached LOD between 1-8 pg/ml.

Despite the popularity of the multiplexing assays, only a few have been validated for IVD applications (129). Many technical challenges have been associated with multiplexing in both planar and microsphere formats, including selection and specificity of antibodies and interference between antibodies, calibration procedure, the range of linearity, inter-and intra-assay variations, as well as limitation in detection precision, quantification limits, and reference measures. These challenges have hindered the use of many multiplexed cytokine assays in clinical settings. Thus, guideline in assessing analytical multiplex assay performance needs to be established such as for analytical validation and quality control, before being used at clinics (163). In a large collaborative international study, twelve laboratories compared various immunoassays including ELISA, Luminex, and chemiluminescence assays to measure human cytokines, IL-1β and IL-6. The intra-laboratory variations were within expected values, while Luminex showed the lowest inter-laboratory variations (164).



Mass Spectrometry

While label-based immunoassays have been commonly used to measure circulating cytokines, mass spectroscopy (MS) has becoming increasingly attractive to analyze proteins in biological fluids and has gained preference for diagnostic applications, as reviewed in (171). Not only this method does not depend on target-specific antibodies, but it is also capable of identifying different isoforms of a certain protein or its post-translational modifications, that may serve unique biological functions and thus have distinct predictive values for diagnosis and prognosis. MS measures the mass to charge ratio of ions in a liquid sample. MS analysis will usually result in a spectrum plot of mass-to-charge ratios against the detected intensity of the ion signals. Measurement of multiple cytokines or secretomes that are released by cells, such as monocytes with 200 proteins (172) and macrophages with 775 proteins (173) being detected in serum-free media, have been successfully done using MS with sensitivity in low picogram. The challenge with MS is that the detection can be masked by matrix interferences and signal suppression, exemplified by a LOD of only in low ng/ml even after spiking of the biological complex fluid such as serum (174). Currently, for complex biological liquids, technology advancements of MS techniques have been proposed and resulted in highly sensitive and specific detection of certain proteins and their isoforms from the circulation. These include tandem MS and affinity capture MS.

The tandem MS combines two or more mass analyzers using a reaction step to increase the MS ability to analyze chemical samples. Usually, the first analyzer will fragment the target ions to produce a range of smaller ions, then the consecutive analyzers will analyze only the fragmented ions from the specific target ions. This method will ignore non-target ions that flow into MS, improving the specificity whilst maintaining detection accuracy. The targeted MS is a variation of tandem MS, in which the consecutive analyzers will only analyze the specific fragmented ion of interest increasing precision and sensitivity. The successful use of targeted MS and the targeted MS are exemplified by its use in clinical settings to measure hard-to-detect low-molecular-weight hepcidin and its isoforms from biological fluids of cancer patients (142, 143). Affinity-capture MS has also gained popularity. The technique involved affinity capture, using antibodies or aptamers for example that recognizes specifically the protein of interest from complex biological liquids before the samples are subjected to the mass analyzers. The strategy has been used not only to quantitate hard-to-protein such as hepcidin but also to differentiate between its isoforms (144). For example, using affinity capture MS, Nedelkov et al. (145) quantifies with precision not only the human endogenous insulin, but also most of the therapeutic insulin analogs, all with sensitivity in the low pg/mL concentrations. This is useful to test the cause of hypoglycemia or to detect insulin doping.

MS method has started to gain trust in cancer proteomic analyses as improved standardization of sample preparation, MS techniques, the statistical evaluation of the data and the reporting or publishing of the study are developing (171, 175). Many of the standardized MS measurements have been now used in clinical diagnostics, including C-peptide, insulin-like growth factor-1, angiotensin 1 among others as reviewed in (171).



Label Free Biosensing

Label-free biosensors are taking immunoassays a step forward in the diagnostic field. They rely on the combination of specific bioreceptors with transducing elements that detect in real-time the presence of analytes in the liquid samples (176). This interaction produces a readily measurable signal that can be detected due to changes in current (electrochemical), mass (piezoelectric), or the properties of light (optical), proportional to their concentration in the sample. This capability makes them very attractive analytical tools since they can achieve high sensitivities without requiring the use of any secondary fluorescent labels or amplification steps, promoting a more reliable reading while saving time and reducing costs. The ease of use of label-free biosensors has sparked a flood of analytical solutions for cytokine detection. Here we present some examples of cytokine detection based on electrochemical and optical-based label-free biosensors.

Electrochemical biosensors are based on two electrodes where cytokines can be detected using reporter molecules that produce electroactive substrates that change the properties of the electric field. They have been employed for TNF detection using either polyguanine-functionalized silica nanoparticles (146) or alkaline phosphatase-functionalized gold nanospheres (147) as electroactive substrates, achieving LODs of 5 pg/mL and 10 pg/mL respectively. A variant of electrochemical measurement is the electrochemiluminescent technique in which luminescence is produced by an electrochemical reaction in a solution. In particular, Sardesai et al. (148) have developed a novel electrochemiluminescence immunosensors featuring a capture-antibody-decorated single-wall carbon nanotube to measure IL-6 in serum that gave LOD of 0.25 pg/mL. When combined with microfluidic technology, serum IL-6 was detected with LOD of 10 fg/mL (177). Using electrochemiluminescence approaches, another group has reported TNF detection with LOD of 7 pg/mL (178). This type of label-free biosensors can also employ aptamers as the biorecognition element. Liu et al. (149) have used electrochemical DNA aptamer-based biosensor to detect IFNg in high pg/mL concentrations, while Li et al. (150) have used gold-nanoparticle modified DNA aptamer to detect platelet-derived growth factor β-chain homodimer (PDFG-BB) at 1.9 fg/mL concentrations. Additionally, aptamers for cytokines have been proposed not only for diagnostic but also for anti-cytokine therapeutic purposes (179).

Label-free optical biosensors do not require the use of any reporter molecules to detect the cytokines present in the sample. This type of biosensor can detect minute changes in the properties of light (intensity, refractive index, resonance, or wavelength) produced by cytokine interaction with a biological receptor attached to the plasmonic or silicon photonic transducer (180). This makes these sensors advantageous over electrochemical biosensors, since they are more stable to changes in pH or ionic concentration, making them easier to operate (181). Surface plasmon resonance (SPR) biosensor is the most widely used label-free optical biosensor in the biomedical field. It generates an electromagnetic wave (plasmon) at the interface between a metal (i.e. gold) and a dielectric medium by light excitation and is sensitive to the biological interactions occurring close to the metal surface. Thus, SPR offers a perfect opportunity to detect analytes in real-time and free of labels and has been employed for the detection of different cytokines, including IL-6 (151), IFN-γ (153) and TNF (152), achieving LODs in the pg/mL-ng/mL range. Nanotechnology has promoted the field of nanoplasmonics, which employs arrays of nanostructures including nanorods, nanostars, nanodisks, and nanoholes that, when excited with light, exhibit confined electromagnetic fields such as in localized SPR (LSPR) or enhanced extraordinary optical transmission effects (EOT). This is translated into more compact platforms with easier light-excitation methods that can be multiplexed for multiple cytokine detections. Several works have presented improved sensitivity of the detection of cytokines in complex biological fluids utilizing LSPR nanostructures or EOT nanohole arrays, which include detection of IL-1β, IL-18, TNF, and MMP-3 with LOD in low pg/mL and fg/mL (154–156, 182–184). The opportunities offered by these label-free optical biosensors are numerous since these devices can adopt a great variety of bioreceptors besides antibodies, including aptamers (185) and triplex-forming DNA probes (165, 185) through different chemistry approaches (166) which can improve the detection of multiple cytokines, as well as enrich the analysis with other genetic and epigenetic biomarkers (167, 168). Other label-free optical biosensors based on silicon photonics, such as micro-ring resonators, have been used for the simultaneous detection of pg/mL concentration of cytokines, including IL-2, IL-4, IL-5, and TNF (169). These types of optical biosensors employ waveguides structures where light can propagate and can be controlled with higher precision by the use of sophisticated signal interrogation approaches (170) that can improve further the sensitivity, robustness and reliability of the cytokine detection.



Detection of Cytokine Secretion From Single Cells Using Label-Based and Label-Free Approaches

Dysregulated cytokine secretion profile of the peripheral immune cells has been proposed to be an alternative cancer detection biomarker (Figure 2) studies (108, 109) 94 (110), and could be explored using the different label-based and label-free approaches explained above. The detection of the secreted cytokines from a single cell could be performed indirectly using flow cytometry, by blocking the secretion of the proteins and measure the intracellular cytokine levels within the cells. The enzyme-linked immune spot assays (ELISpot) and the variant FluoroSpot have been used to directly detect cells that are capable of secreting certain cytokines following activation, however, this technique does not provide the amount of cytokines secreted from a single cell (157). Several new technologies have been developed to directly measure cytokine secretion from a single cell. Microfluidic devices capable of capturing specific single cells followed by detection of multiple cytokines using specific antibodies and various biosensors have been developed (158–161), that could currently detect the cytokines in ng/mL range. Recently, Li et al. have successfully developed such technology utilizing label-free optical biosensors based on nanoplasmonics to detect cytokine secretion from a single cell, reaching LODs in pg/mL range in real-time (162). They were able to do that from a very low volume of sample (180 nL) using a unique microfluidic device that allowed to isolate the single cell in a specialized compartment that kept the appropriate conditions such as humidity and avoided sample evaporation. This allowed to keep the cell alive for up to 72 hours and facilitated the sensitivity detection required to achieve single-cell resolution.



Sample Handling and Other Improvement Required for the Applications of Circulating Cytokine Measurements for Diagnosis and Prognosis Strategy in Clinical Settings

The use of a minimally invasive liquid biopsy for the detection of cancers is a promising strategy to provide diagnostic tools at the point of care. However, before a cytokine measurement methodology can be used at clinics, standardization of the methodology itself needs to be in place to provide an accurate diagnosis. Sample handling is the key to perform a reliable quantitative analysis. For any quantitative analysis, it is important to have a representative and sufficiently homogeneous sample collected for the analysis. Moreover, storage conditions between sampling and analysis need to be properly controlled to ensure there is no loss of analytes due to degradation. Further, calibration using standards to measure the range of analyte levels and quality controls to measure intra- and inter-assay variations need to be in place. Standardization of the measurement between different laboratories especially when employing different technologies needs to be assessed before specific cut-off values can be determined for specific analytes in a specific disease. For example, the standardization of the cytokine flow cytometry method has achieved a good interlaboratory precision, which will allow precision when using cytokine signatures of peripheral immune cells as diagnostic biomarkers. Another example of standardization is the use of an algorithm for ovarian cancer diagnosis, including RMI (Risk of Malignancy Index) and ROMA (Risk of Ovarian Malignancy Algorithm) to improve the inherent characteristics of CA125 and HE4 ovarian cancer biomarkers (186). In this regard, research in microfluidic devices is focused toward the goal of standardizing the analyses and minimizing human errors, and different strategies have been already demonstrated, including fluid handling automation (187) and sample purification approaches (188) that could be easily coupled to the different analytical tools discussed in this review to monitor cytokine concentrations more efficiently.




Conclusion

Cytokines are produced by diverse types of cells and commonly mediate intercellular communication within the TME to support cancer development. Accumulating data show that a cytokine storm created within the TME is responsible for cancer formation, metastasis, and further drug resistance. Additionally, cancer cells also produce cancer-specific proteins that potentially play a role in cancer survival, growth, metastasis, and recurrence. On the other hand, there are also cytokine receptors that can either positively or negatively regulate cytokine activity. The soluble form of the receptors is common for many cytokines as part of the homeostatic process to prevent cytokine storms. Detection of circulating cytokines, soluble cytokine receptors, and cancer-related proteins in the circulation could help provide cost-effective and accessible diagnosis and prognosis of cancer and the treatment outcome.

Cytokine, cytokine receptor, and cancer-specific protein quantification in the circulation hold the potential application for cancer diagnosis and prognosis and have become the current forefront research topics in cancer. This is because they are relatively easy to measure and could provide a non-invasive alternative for diagnosis, especially for cancers in which biopsy approaches are contraindicated, such as glioma. Additionally, since cytokines mostly work in a network system at a certain time and place, measurement of multiple cytokines from a single sample might be necessary for accurate diagnosis and prognosis. Currently, some technologies could be used to measure multiple cytokines from a small quantity of biological fluids to provide a minimally invasive diagnostic procedure. However, several requirements, especially standardization of sample handling and measurement procedures need to be addressed before the test could be brought into clinical settings.
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Osteosarcoma (OS) is a common malignant bone tumor that commonly occurs in children and adolescents. Long noncoding RNAs (lncRNAs) are recognized as a novel class of regulators of gene expression associated with tumorigenesis. However, the effect and mechanism of lncRNAs in OS tumorigenesis and drug resistance have not been characterized. The purpose of the study is to screen potential biomarker and therapeutic target against OS. We compared the lncRNA expression profiles between OS cell lines with different drug resistance levels using RNA-seq analysis and found that lncRNA DICER1-AS1 was significantly differentially expressed in multi-drugresistant OS cells SJSA-1 versus multi-drugsensitive OS cells G-292. Bisulfite Sequencing PCR (BSP) assay was performed to analyze the differential methylation status of the promoter region of DICER1-AS1 in four OS cells. Subsequently, in vitro gain- and loss-of-function experiments demonstrated the roles of DICER1-AS1 and miR-34a-5p in the multi-drugresistance of OS cells. The main findings is that DICER1-AS1 directly binds to miR-34a-5p, and their expression has a negative correlation with each other. The hypermethylation of the promoter region of DICER1-AS1 silenced its expression in the drugresistant cells SJSA-1 and MNNG/HOS. Moreover, we found that growth arrest and DNA damage-inducible alpha (GADD45A) participates in the DICER1-AS1/miR-34a-5p-regulated drug resistance of OS cells, probably via the cell cycle/pRb-E2F pathway. Our results revealed DICER1-AS1/miR-34a-5p-regulated drug resistance of OS cells, a new lncRNA-regulated network in OS tumorigenesis, suggested that DICER1-AS1 can be considered as a potential biomarker and therapeutic target against OS cells.
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Introduction

Noncoding RNAs, especially microRNAs (miRNAs) and long noncoding RNAs (lncRNAs), are reported to participate in the proliferation, apoptosis, metastasis, invasion and drug resistance of tumors (1, 2). Increasing evidence has shown that miRNAs are related to oncogenes and tumor suppressor genes, as well as the biological behaviors of tumor cells, such as invasion, metastasis, proliferation, and apoptosis (3–5). LncRNAs are defined as a class of RNAs longer than 200nt without coding potential, although some lncRNAs can encode functional small peptides (6, 7). In recent years, an increasing number of studies have demonstrated that lncRNAs are key regulators of diverse biological processes (8). More importantly, lncRNAs play roles in regulating gene expression at different levels, including chromatin modification, transcriptional and posttranscriptional processing (9, 10). Notably, some lncRNAs are involved in various diseases, including cancers, leading to carcinogenesis and the development of cancer (11, 12). To date, distinct mechanisms have been proposed for lncRNA-regulated gene expression. For example, lncRNA HULC acts as a scaffold or guide to regulate interactions between proteins and genes (13), whereas lncRNA ROR acts as a decoy to bind to proteins or miRNAs (14). By contrast, some lncRNAs function as enhancers to modulate transcription of their targets after being transcribed from enhancer regions or their neighboring loci (15). In 2013, Karreth et al. reported a new lncRNA regulatory circuitry in which lncRNAs may function as competing endogenous RNAs (ceRNAs) and crosstalk with miRNAs by competitively binding to their common miRNAs (16). An increasing number of studies have demonstrated the functional roles of lncRNAs in OS tumorigenesis. For example, lncRNA FOXC2-AS1 and its antisense transcript FOXC2 form an RNA-RNA structure that regulates doxorubicin resistance in OS cells (17). LncRNA PVT1 is upregulated in OS cells and contributes to cell metastasis via the miR-497/HK2 pathway (18). These reports suggest the important roles of lncRNAs in OS tumorigenesis.

DNA methylation (methylation of 5’-carbon atom of cytosine ring in CpG island) epigenetically modifies gene expression and participates in regulating various cellular processes (19, 20). Abnormal DNA methylation in cancer cells is closely related to the formation of drug resistance in clinical chemotherapy (21, 22). Notably, Hundreds of cancer-related genes contain CpG islands, indicating that their transcription may be regulated by DNA methylation (23). Recent studies showed that hypermethylation of lncRNA C5orf66-AS1 promoter may serve as a potential prognostic marker in predicting gastric carcinoma patient survival (24). A previous study showed that doxorubicin and cisplatin could induce similar genomic methylation levels in breast cancer cell MCF-7, suggesting that abnormal DNA methylation may confer the drug resistance of breast cancer cells (17).

Osteosarcoma (OS) is a common malignant bone tumor that displays highly aggressive and early systemic metastasis (25). It remains the leading cause of mortality among children and adolescents (26). Drug resistance hampers the efficacy of clinical therapies for OS patients. Therefore, it is urgently needed to identify reliable biomarkers for early diagnosis and more efficient treatment of human OS. Increasing evidence has shown that the dysregulation of lncRNAs is associated with OS pathogenesis and drug resistance. For example, the downregulation of tumor suppressor lncRNA TUSC7 (tumor suppressor candidate 7, TUSC7) could promote OS cell proliferation in vitro (27). Notably, it was found that lncRNA ODRUL may reduce the sensitivity against doxorubicin in OS cells by inducing the expression of ABCB1, which is classically related to multi-drugresistance (28). LncRNA LINC00161 was shown to play an essential role in cisplatin-induced apoptosis and thus attenuates OS drug resistance (29). Despite the increasing number of studies, the mechanism underlying lncRNA-mediated OS drug resistance remains poorly understood. In the present study, we compared the lncRNA expression profiles between OS drugsensitive and drugresistant cell lines using RNA-seq analysis and found that lncRNA DICER1-AS1 was significantly differentially expressed in multi-drugresistant OS cells SJSA-1 versus multi-drugsensitive OS cells G-292. Subsequently, we showed that DICER1-AS1 plays a pivotal role in OS drug resistance by gain- and loss-of-function experiments. Mechanistically, we demonstrated that DICER1-AS1 interacts with miR-34a-5p and affects the expression of growth arrest and DNA damage-inducible alpha (GADD45A) for the regulation of apoptosis and cell cycle. Our results not only provide novel insights into the drug resistance of OS, but also offer hints for developing new biomarkers and therapeutic targets of OS.



Materials and Methods


Cell Lines and Culture Condition

Four osteosarcoma cancer cell lines—G-292 (CRL-1423), 143B (CRL-8303), SJSA-1 (CRL-2098) and MNNG/HOS (CRL-1547) were purchased from ATCC. Cells were added 10% fetal bovine serum (PAN biotechnology), 100 U/ml penicillin and 100 mg/ml streptomycin (WISTENC) to DMEM or RPMI1640 (biological industry) medium, and 5% CO2 was added to humidified air at 37°C.



RNA Extraction and qRT-PCR Analyses

Total RNA was extracted from cultured cells with Trizol reagent (Tiangen biotechnology). For qRT-PCR, RNA was retrieved to the cDNA using a reverse transcription kit (Takara). In addition, the RNA levels of DICER1-AS1 and GADD45A genes were quantified by qRT-PCR analysis, and the TaqMan probes with different fluorescence intensity were used in the FTC-3000p PCR instrument (Funglyn Biotech). The level of beta-actin was normalized by 2−ΔΔCt before comparing the relative levels of target genes. For miR-34a-5p expression detection, reverse transcription was performed according to the applied biological system TaqMan microRNA analysis protocol (Takara). The primer sequences are listed in Supplementary Figure 1 of Supplementary Materials.



RNA-Sequencing

SJSA-1 or MNNG/HOS cells were infected with pEZ-lv201.1-DICER1-AS1 or pEZ-lv201.1 before large-scale RNA sequencing. Total RNA was extracted by Trizol reagent, and DNA was produced by gene specific primers or random primers. Illumina-Hiseq 4000 system was used for RNA sequencing and Illumina-Hiseq 2000 system was used for library sequencing (BGI Technology Company). A single-ended library was prepared according to the Illumina-Truseq RNA sample preparation kit (Illumina) scheme, which has been described in our previous report (30).



Fluorescence In Situ Hybridization

The cells were washed with PBS and fixed with 4% paraformaldehyde for 15 min at room temperature. Cells were permeated into PBS containing 0.5% Triton X-100 for 15 min at 4°C, and then washed in PBS for 5 min. After that, 70%, 85% and 100% ethanol were used to dehydrate for 3 min. The FISH probe was hybridized in a humid chamber at 75°C for 5 min to denaturate, and then the fluorescence in situ hybridization kit (Gene Pharma) was used overnight in the darkness at 37°C. The slides were washed three times with buffer F (20×SSC with 0.1% Tween-20). The slides were washed at room temperature for 5 min with 2×washing buffer C (40×SSC) and washing buffer C (20×SSC), respectively. The slides were dyed with DAPI for 20 min in darkness. The DICER1-AS1 FISH probe was designed and synthesized with Genemarma. 18S FISH probe were used as cytoplasm control. All images were obtained by fluorescence microscopy or confocal microscopy (Nikon).



Cell Transfection

Using riboFECT CP transfection kit provided by Guangzhou Ribobio, China, miRNA mimic, inhibitor, short hairpin RNA (shRNA) or DNA plasmid transfection was carried out on 24-well plate. In the functional analysis of DICER1-AS1, 100 nM shRNA-DICER1-AS1 and 100 nM shRNA were introduced into the cells in the culture medium, and then harvested for further detection. In luciferase analysis, small RNA inhibitor (100 nM) or mimic (100 nM) and psicheck-2 (500 ng per pore) containing WT or mutated DICER1-AS1 sequence were introduced into cells. Cell harvesting was used for 48 h of double luciferase analysis. The mimic, inhibitor, shRNA sequences are listed in Supplementary Figure 1 of Supplementary Materials.



Drug Resistance Profiling (IC50 Measurements)

The clinical grade chemotherapeutic drugs used in this paper of are Etop (etoposide) supplied by Hengrui, Jiangsu, China, MTX (Methotrexate) supplied by Lingnan, Guangdong, China, CDDP (cisplatin) supplied by Haosen, Jiangsu, China, Carb (carboplatin) supplied by Qilu, Shandong, China and Dox (doxorubicin) supplied by Haizheng, Zhejiang, China.

Cells viability was measured using cell counting kit 8 (CCK-8) (Bimake). The IC50 values with the no-drug control as the reference were calculated. The relative drug resistance was presented as the fold change in the IC50 of the cell lines relative to the lowest IC50 (Supplementary Figure 2).



Cell Apoptosis and Cell Cycle Analysis

Cells were diluted with 150 μl of 1×annexin-binding buffer, and then 5 μl of FITC-labeled enhanced-annexin V and 5 μl (20 μg/ml) of propidium iodide (PI) were added. Then the cells were incubated in the dark for 15 min at room temperature. Flow cytometry was conducted on a FACSCalibur instrument (FACSVerse).

Cells were fixed in 70% cold ethanol for 24 h at 4°C. Then were stained with 50 µg/ml PI at room temperature for 30 min in the dark. The cell cycle was evaluated and the results were analyzed.



DNA Methylation Analysis

Genomic DNA was isolated by standard phenol/chloroform purification method, identified by 0.7% agarose gel electrophoresis, and then transformed into bisulfite by EZ-DNA methylation gold Kit (ZYMO research, USA). The bisulfite modified DNA was amplified by Qiagen HotStarTaq DNA polymerase and the amplified fragments were sequenced. The original sequence data file was processed, and the area ratio of C/C+T of primary CpG dinucleotides was calculated by the percentage of methylation, then the curve was drawn (31–33) (Supplementary Figure 3).



Western Blot Analysis

Total cell solutes were dissolved in a solution buffer (60 mM Tris-HCl, pH 6.8, 2% SDS, 20% glycerol, 0.25% bromophenol blue and 1.25% 2-mercaptoethanol) and heated for 10 min at 95°C before electrophoresis. The proteins were separated by SDS-polyacrylamide gel electrophoresis (SDS-PAGE) and transferred to PVDF membrane (microporous). Immunoblotting was performed on the cell membrane with the first-order antibody. The AffiPuror goat was then incubated with IgG AffiPury or peroxidase coupled AffiPury goat to resist rabbit IgG. GAPDH was used as a control, which was normalized for the quantitation of target proteins. All the full-length unprocessed gels of immunoblots were provided in Supplementary Figure 4 of Supplementary Materials.



Luciferase Reporter Assay

Luciferase reporting is based on psiCHECK2 vector (Promega). In order to construct psiCHECK2-DICER1-AS1-WT or mut, a partial length sequence of DICER1-AS1-WT or mut containing a presumed miR-34a-5p binding site was synthesized and cloned into psiCHECK2 vector. Luciferase reporter was co-infected with miR-34a-5p mimic, miR-34a-5p-mut mimic, miR-34a-5p inhibitor, miR-34a-5p-mut inhibitor or NC in OS cells, according to manufacturer’s guidelines. Relative luciferase activity was measured by double Luciferase Report Analysis System (Promega) and Proega glomerular 20/20 photometer. As mentioned above, the activity of related luciferase was analyzed (5, 30).



Statistical Analysis

The data are presented in the form of average, and the error bar indicates that S.D. Statistical analysis was carried out with graphpad prism 5 and Excel. Statistical analysis between groups was conducted by double-tailed t-test and one-way ANOVA, p<0.05 with statistical significance.




Results


DICER1-AS1 Is Involved in the Regulation of OS Cell Drug Resistance

We have previously identified that miR-34a-5p is involved in the drug resistance of OS cells (5, 30, 34). To further investigate the underlying mechanism of OS drug resistance, we performed lncRNA-seq and screened the differentially expressed lncRNAs in multi-drugresistant SJSA-1 cells versus multi-drugsensitive G-292 cells (GEO accession number: GSE153786), putative lncRNAs expressed higher in G-292 cells were identified (Supplementary Figure 5A). Among the putative lncRNAs, we predicted the potential miR-34a-5p targets using the following online databases: targetScan, miRanda and picTar, which might be negatively correlated with the expression of miR-34a-5p (Supplementary Figure 6), twelve lncRNAs (such as LRP4-AS1, C21orf90, DICER1-AS1 et. al.) were the proposed as the targets of miR-34a-5p, as demonstrated in the hierarchical clustering profiling (Supplementary Figure 5B). We further verified the expression of these 12 lncRNAs and confirmed 7 of them, including LRP4-AS1, DICER1-AS1, TERC, ANK3, LINC00693, TTN-AS1 and CRHR1-IT1. Among them, DICER1-AS1 had the most significant difference in expression between SJSA-1 and G-292 cells (Figure 1A). Next, we examined the expression of DICER1-AS1 in osteosarcoma cancer sample, in TCGA and target database, osteosarcoma samples have neither with differentiation of drug resistance with drug sensitivity, nor normal control data, so we choose the surrounding normal tissues as the control, we extract their FPKM data and make comparison, the results revealed that it was significantly downregulated in osteosarcoma cancer samples and then surrounding normal tissues (Figure 1B, Supplementary Figure 3). RNA fluorescence in situ hybridization results showed that DICER1-AS1 was localized in both the cytoplasm and nucleus, with nucleus localization being predominant (Figure 1C, Supplementary Figure 4). Thereafter, we compared the expression profile of DICER1-AS1 in multi-drugresistant OS cells (SJSA-1 and MNNG/HOS) and multi-drugsensitive OS cells (G-292 and 143B) by lncRNA-seq and qRT-PCR analysis. The results demonstrated the lower expression of DICER1-AS1 in multi-drugresistant OS cells compared with that in the multi-drugsensitive OS cells (Figure 1A), indicating that DICER1-AS1 might function in the multi-drugsensitivity of OS.




Figure 1 | DICER1-AS1 is involved in the regulation of OS cells drug resistance. (A) The relative lncRNA-seq and real-time PCR analyse level (fold) of DICER1-AS1 in drugsensitive G-292 and 143B cells versus drugresistant SJSA-1 and MNNG/HOS cells. (B) Relative expression levels of the DICER1-AS1 FPKM data in 88 cases osteosarcoma cancer samples and 396 cases surrounding normal tissues. (C) RNA fluorescence in situ hybridization showing the localization of DICER1-AS1 in G-292 cells. Cells were incubated with DICER1-AS1 sense probes (5' GCCCA+A+CGCCA+AGGTCCA+GTCCA 3'). After DAPI staining, fluorescence was observed under a fluorescence microscope. Scale bar, 25μm. (D, F) The relative DICER1-AS1 expression level (fold) in G-292(D) and 143B(F) cells transfected with shDICER1-AS1 versus the negative control(NC). (E, G) CCK8 assay showing cell death triggered by an IC50 dose of drug in G-292 (E) and 143B (G) cells transfected with shDICER1-AS1 versus the negative control(NC) assayed 72 h after treatment with the IC50 dose of drugs. (H, J) The relative DICER1-AS1 expression level (fold) in SJSA-1(H) and MNNG/HOS(J) cells infected with DICER1-AS1-OE versus the negative control (NC). (I, K) CCK8 assay showing cell death triggered by an IC50 dose of drug in SJSA-1(I) and MNNG/HOS(K) cells infected with DICER1-AS1-OE versus the negative control(NC) assayed 72 h after treatment with the IC50 dose of drugs. The data are mean±SD of three separate experiments. “-” indicates no detection in the array analysis. ***p value < 0.001.



To further verify that DICER1-AS1 is involved in the regulation of OS drug resistance, we mandated to reverse the expression of DICER1-AS1 in OS cells. We knocked down the expression of DICER1-AS1 by transfection with shDICER1-AS1 in either G-292 or 143B cells, the multi-drugsensitive OS cells (Figures 1D, F). Downregulation of DICER1-AS1 increased the drug-resistance ability, as revealed by the relative cell survival, against the following drugs: etoposide (Etop), cisplatin (CDDP), and carboplatin (Carb) in G-292 cells (Figure 1E), and etoposide (Etop), methotrexate (MTX), carboplatin (Carb) and doxorubicin (Dox) in 143B cells (Figure 1G). On the contrary, when we upregulated the DICER1-AS1 level by lentivirus-infection of DICER1-AS1 in SJSA-1 or MNNG/HOS cells, the multi-drugresistant OS cells, as revealed by real-time PCR (Figures 1H, J), the drug-resistance capability against Carb and Dox was reduced in SJSA-1 cell (Figure 1I) and this is also the case in MNNG/HOS cell except for Dox (Figure 1K). These results showed that DICER1-AS1 indeed involves in the inhibition of the multi-drugresistance of OS cells.



DICER1-AS1 Hypermethylation in Tumor Tissues and the Multi-Drugresistance of OS Cells

To further elucidate the regulation mechanism of DICER1-AS1, we analyzed the DICER1 gene in the UCSC database. The physical location of the DICER1 coding gene overlaps with DICER1-AS1, and the methylated DICER1 was reported to be involved in endometrial carcinoma invasion (35). Meanwhile, DICER1-AS1 is rich in CpG islands as analyzed by the UCSC database (Supplementary Figure 5B), suggesting that DICER1-AS1 may be associated with methylation. Therefore, we first compared the DNA methylation levels of DICER1-AS1 in the tumor and normal tissues via the Cancer Genome Atlas (TCGA) datasets (http://cancergenome.nih.gov) (Figure 2A). The results showed that DICER1-AS1 in the tumor tissues has a general hypermethylation status, as compared to the normal tissues.




Figure 2 | Differential methylation of the DICER1-AS1 gene in SJSA-1, MNNG/HOS, G-292 and 143B cells. (A) The methylation of DICER1-AS1was upregulated in tumor (TCGA data, red dot for tumor tissue, n=265; blue dot for normal tissue, n=4). (B) The CpG dinucleotides and the BSP primers of the DICER1-AS1 gene are shown. (C) The original reverse sequencing results of the bisulfite-converted DNA of the four OS cells are shown. (D–F) The percentage of CpG methylation of the four OS cells was summarized in the plot.



The differential methylation status of the promoter sequence of DICER1-AS1 was analyzed in four OS cells by the Bisulfite Sequencing PCR (BSP) assay. The analyzed sequence contained 20 CG points (Figure 2B), among which the sixth to seventeenth points were considered valid because of the instability of the peaks on both ends during sequencing (Figures 2C, D). The average methylation ratios of the DICER1-AS1 gene in SJSA-1 and MNNG/HOS were 38.5% and 35.3%, respectively, much higher than those in G-292 and 143B cells (Figures 2E, F and Supplementary Figure 5). The methylation degree was negatively correlated with its expression value, strongly indicating that the expression of DICER1-AS1 might be conducted by dual regulation via DNA methylation and miR-34a-5p.



DICER1-AS1 Promotes OS Cells Apoptosis and G2/M Arrest

We performed both gain- and loss-of-function studies to investigate the pathological role of DICER1-AS1 in OS cells. The forced knockdown of the DICER1-AS1 level decreased the percentage of apoptotic cells from 13.50% to 6.40% in G-292, and 17.20% to 12.50% in 143B cells, respectively (Figures 3A, B). Furthermore, FACS analysis showed that knockdown of DICER1-AS1 increased the cell quantity in the G2/M phase, thus inhibiting DNA replication in G-292 and 143B cells (Figures 3C, D). These results imply that DICER1-AS1 could play a role in arresting cells in the G2/M phase to facilitate the necessary repair of cellular damage induced by stress, such as anti-cancer drugs.




Figure 3 | DICER1-AS1 is involved in OS cells apoptosis and G2/M arrest. (A, B) The effects of the forced reversal of DICER1-AS1 level on the apoptosis of G-292 and 143B cells by FACS analysis in plot and in the original with a graph of the analyzed data and plots of the original FACS data. (C, D) The effects of the forced reversal of DICER1-AS1 level on the cell cycle distribution of G-292 and 143B cells by FACS analysis in plot and in the original. (E) The protein levels of cell apoptosis related gene PCNA in SJSA-1 and MNNG/HOS cells infected with DICER1-AS1-OE versus the negative control(NC) determined by western blot analyses. (F) The protein levels of cell cycle related gene p53 in SJSA-1 and MNNG/HOS cells infected with DICER1-AS1-OE versus the negative control(NC) determined by western blot analyses.



Generally, overexpression of DICER1-AS1 might down regulate the expression of genes in the apoptosis-related signaling pathway. We found that PCNA was down regulated following the overexpression of DICER1-AS1 in both SJSA-1 and MNNG/HOS cells (Figure 3E). Additionally, following the overexpression of DICER1-AS1, p53 expression was drastically down regulated in SJSA-1 and MNNG/HOS cells (Figure 3F). The results clearly suggest that DICER1-AS1 is involved in the regulation of the cell cycle and apoptosis pathway.



DICER1-AS1 Regulates the Expression of Growth Arrest and DNA Damage-Inducible Alpha (GADD45A)

To further identify the target genes of DICER1-AS1, we first detected the activities of seventeen signaling pathways with overexpressed DICER1-AS1 in SJSA-1 and MNNG/HOS cells. In the two independent experiments, only the cell cycle/pRb-E2F pathway showed similar changing trends in both SJSA-1 and MNNG/HOS cells (Table 1). Next, we profiled mRNA-seqs that were differentially expressed between DICER1-AS1-overexpression and control vector in SJSA-1 and MNNG/HOS cells, and got the GEO accession number of GSE153787 (Figure 4A). The results showed that dozens of genes were differentially expressed in both cells. Among these genes, we screened the mRNAs that might participate in the cell cycle/pRb-E2F pathway in both SJSA-1 and MNNG/HOS cells (Supplementary Figure 6). The results showed that growth arrest and DNA damage-inducible alpha (GADD45A) expression was significantly downregulated in both SJSA-1 and MNNG/HOS cells (Table 2, Supplementary Figure 7), as further confirmed by qRT-PCR assays (Figure 4B).


Table 1 | The activities of seventeen signaling pathways with overexpressed DICER1-AS1 in SJSA-1 and MNNG/HOS cells.






Figure 4 | DICER1-AS1 interacts with growth arrest and DNA damage inducible alpha (GADD45A) in OS cells. (A) Hierarchical clustering analysis of mRNAs that were differentially expressed between DICER1-AS1-overexpression with control vector in SJSA-1 and MNNG/HOS cells respectively. (B) The relative GADD45A levels (fold) of DICER1-AS1-overexpression compared with control vectors measured by both RNA-seq and qRT-PCR analyses in MNNG/HOS and SJSA-1 cells, respectively. (C) The GADD45A protein levels with DICER1-AS1-overexpression compared with control vector (pEZ-lv201.1) in SJSA-1 and MNNG/HOS cells, respectively, and in the shDICER1-AS1-transfected versus the sh-NC-transfected G-292 and 143B cells, respectively. (D) The levels of GADD45A protein levels determined by western in the three different region’ siRNAs transfected into G-292 and 143B cells versus the NC-transfected cells, respectively. (E, F) The CCK8 assays showing cell death triggered by an IC50 dose of drug in G-292 and 143B cells transfected with GADD45A three different siRNAs versus the negative control (NC) assayed 72 h after treatment with the IC50 dose of drugs. *p value < 0.05; **p value < 0.01.




Table 2 | GADD45A expression in SJSA-1 and MNNG/HOS cells.



To test whether GADD45A is indeed regulated by DICER1-AS1, we detected the protein level of GADD45A in different OS cells. With DICER1-AS1-overexpression in SJSA-1 and MNNG/HOS cells, the GADD45A level was significantly downregulated. By contrast, downregulation of DICER1-AS1 in G-292 and 143B cells upregulates the expression of GADD45A (Figure 4C). These results clearly demonstrated that GADD45A negatively correlates with the DICER1-AS1 level and might be a target of DICER1-AS1.

To test the role of GADD45A in OS drug resistance, we performed drug-resistance profiling with transfection of si-GADD45A in both G-292 and 143B cells. Consistently, transfection of each of the three siRNAs that are complementary with the different regions of GADD45A in both G-292 and 143B cells to downregulate GADD45A expression (Figure 4D). Downregulation of GADD45A by three different si-GADD45A increased the drug resistance for four drugs except CDDP in G-292 cell, indicating a higher cell survival rate (Figure 4E). Similar results were also found in 143B cell despite of the discrepancy of CDDP (Figure 4F), the similar trend of the IC50 changes in G-292 cells transfected with three different si-GADD45A (Supplementary Figure 8). The results suggest that GADD45A is involved in the drug resistance of OS cells.



DICER1-AS1 Interacts With miR-34a-5p Through Direct Binding

To further investigate whether DICER1-AS1 is the target of miR-34a-5p, we reversely changed the expression level of DICER1-AS1 and miR-34a-5p. As shown in Figure 6, transfection of an inhibitor against miR-34a-5p into SJSA-1 or MNNG/HOS cells increased the expression levels of DICER1-AS1 to 12.25 or 20.17 folds, respectively (Figure 5A). Alternatively, we overexpressed DICER1-AS1 by transfection with DICER1-AS1-OE and found that the expression of miR-34a-5p was significantly reduced (Figure 5B). A similar effect of the expression profile of DICER1-AS1 and miR-34a-5p was also found in G-292 and 143B cells (Figures 5C, D). The results suggest that miR-34a-5p and DICER1-AS1 antagonize each other.




Figure 5 | DICER1-AS1 interacts with miR-34a-5p through direct binding in vitro experiments. (A) The relative DICER1-AS1 expression level in the miR-34a-5p inhibitor-transfected SJSA-1 and MNNG/HOS cells versus the negative control (NC), as determined by qRT-PCR analyses. (B) The relative miR-34a-5p expression level in SJSA-1 and MNNG/HOS cells infected with DICER1-AS1-OE versus the negative control (NC). (C) The relative DICER1-AS1 expression level in the miR-34a-5p mimic-transfected G-292 and 143B cells versus the negative control (NC). (D) The relative miR-34a-5p expression level in G-292 and 143B cells transfected with shDICER1-AS1 versus the negative control (NC). (E) The relative miR-34a-5p level (fold) in G-292 and 143B cells versus SJSA-1 and MNNG/HOS cells measured by both miR-omic and qRT-PCR analyses were shown, “—” indicates no detection in the omic analysis. (F) Luciferase reporter constructs: WT and mut miR-34a-5p in the DICER1-AS1-binding sites were inserted into psiCHECK-2 vector. The red base region is the binding site. (G) Luciferase reporter constructs: WT and mut DICER1-AS1 in the miR-34a-5p-binding sites were inserted into psiCHECK-2 vector. The red base region is the binding site. (H, J) The relative luciferase activity of psiCHECK-2 containing WT-DICER1-AS1 co-transfected with NC, miR-34a-5p-inhibitor or miR-34a-5p-mut inhibitor in SJSA-1 and MNNG/HOS cells. (I, K) The relative luciferase activity of psiCHECK-2 containing WT or mutated DICER1-AS1 co-transfected with miR-34a-5p-inhibitor in SJSA-1 and MNNG/HOS cells. (L, N) The relative luciferase activity of psiCHECK-2 containing WT DICER1-AS1 co-transfected with NC, miR-34a-5p mimic or miR-34a-5p mut mimic in G-292 and 143B cells. (M, O) The relative luciferase activity of psiCHECK-2 containing WT or DICER1-AS1-mut co-transfected with miR-34a-5p-mimic in G-292 and 143B cells.






Figure 6 | DICER1-AS1/miR-34a-5p/GADD45A involved in Cell cycle/pRb-E2F signaling pathway. (A) GADD45A mRNA level in the miR-34a-5p inhibitor-transfected SJSA-1 and MNNG/HOS cells versus the negative control (NC), as determined by qRT-PCR analyses. (B) GADD45A mRNA level in the miR-34a-5p mimic-transfected G-292 and 143B cells versus the negative control (NC). (C) The relative GADD45A expression level in SJSA-1 and MNNG/HOS cells infected with miR-34a-5p inhibitor versus the negative control (NC). (D) The relative GADD45A expression level in G-292 and 143B cells infected with miR-34a-5p mimics versus the negative control (NC). (E) The relative GADD45A expression level in SJSA-1 and MNNG/HOS cells infected with DICER1-AS1-OE versus the negative control (NC-OE). (F) The relative GADD45A expression level in G-292 cells infected with shDICER1-AS1versus the negative control (NC-OE).



Previously, we reported the results of miR-34a-5p from miR-omic analysis of the G-292 and SJSA-1 cell lines and qRT-PCR analysis in SJSA-1, MNNG/HOS, G-292 and 143B cells and found that miR-34a-5p is upregulated in SJSA-1 and MNNG/HOS cells but is downregulated in G-292 and 143B cells (30, 34). Thus, the expression of miR-34a-5p is negatively correlated with that of DICER1-AS1 (Figures 1A, 5E).

To examine if miR-34a-5p directly binds to DICER1-AS1, we performed a luciferase screening. First, we predicted the interaction region of DICER1-AS1 with miR-34a-5p using online databases. Next, we constructed luciferase reporter assays using the psiCHECK-2 vector with the insertion of wild-type or mutant DICER1-AS1 in the miR-34a-5p-binding sites (Figures 5F, G). The results indicated that miR-34a-5p might target DICER1-AS1 and down regulates DICER1-AS1. To further prove this, we systematically tested the miR-34a-5p-mediated effect of DICER1-AS1 expression using luciferase reporter assays. Cotransfection of DICER1-AS1 and the miR-34a-5p inhibitor into either SJSA-1 or MNNG/HOS cells significantly increased the luciferase activity, indicating an elevated expression of DICER1-AS1 following inhibition of miR-34a-5p (Figures 5H, J). By contrast, cotransfection of DICER1-AS1 and the miR-34a-5p-mut inhibitor showed almost no effect compared to that in the control cells. Similarly, when we mutated DICER1-AS1, no drastic differences were found even with cotransfection of the miR-34a-5p inhibitor (Figures 5I, K). Moreover, cotransfection of DICER1-AS1 and the miR-34a-5p mimic significantly downregulated the expression of DICER1-AS1 in G-292 and 143B cells, whereas either the DICER1-AS1 or miR-34a-5p mutant diminished this effect (Figures 5L–O). These results clearly suggest that DICER1-AS1 can interact with miR-34a-5p through direct binding.



Regulatory Network of DICER1-AS1 in OS

The above results (Figures 6A–D) suggest that miR-34a-5p and DICER1-AS1 antagonize each other. Next, we detected the RNA and protein expression level of GADD45A accompanied by changing the level of either miR-34a-5p or DICER1-AS1. Following downregulation of miR-34a-5p in SJSA-1 and MNNG/HOS cells, the RNA expression level of GADD45A was upregulated (Figure 6A). However, following upregulation of miR-34a-5p in G-292 and 143B cells, the RNA expression level of GADD45A was also upregulated, although to a less extent (Figure 6B). With the transfection of miR-34a-5p inhibitor, where the miR-34a-5p will be downregulated, the GADD45A protein level was downregulated in MNNG/HOS cell, but showed a minor change in SJSA-1 cell (Figure 6C). Similarly, upregulation of miR-34a-5p in G-292 and 143B cells upregulated the GADD45A protein level (Figure 6D). The results suggest no direct correction between miR-34a-5p and GADD45A, similar results were confirmed by informatics analysis using predicted target genes websites of Targetscan, miRDB and microRNA.org. On the other hand, overexpression of DICER1-AS1 in SJSA-1 and MNNG/HOS cells resulted in reduced expression of GADD45A (Figure 6E), whereas downregulation of DICER1-AS1 in G-292 cells upregulated the expression of GADD45A (Figure 6F). The results revealed that the GADD45A level is negatively correlated with DICER1-AS1.

Considering that GADD45A is involved in cell cycle and apoptosis, we checked the expression of several pivotal proteins involved in these pathways (Supplementary Figures 9 and 10). As showed in Figures 3E, F following the overexpression of DICER1-AS1, the expression of p53 and PCNA was drastically downregulated in both SJSA-1 and MNNG/HOS cells. The results clearly suggest that DICER1-AS1 is indeed involved in the regulation of the cell cycle and apoptosis pathway. In summary, these results confirmed the regulatory network of DICER1-AS1/miR-34a-5p/GADD45A in OS tumorigenicity.




Discussion

Cancer chemotherapy tolerance is a complex pathological process involving genetic and epigenetic changes of multiple genes (36, 37). Abnormal DNA methylation in cancer cells has been found to be closely related to the formation of drug resistance (38). Cancer cells suffer from a wide range of the epigenetic defects that are more tightly linked to the cancerous phenotypes.

DNA methylation is the best-characterized epigenetic mechanism in the regulation of gene expression, genomic imprinting, genome stabilization, and chromatin modification. The hypermethylated state of the promoter and enhancer regions tightly correlates with the transcriptionally silenced state of genes. Therefore, detection of the DNA methylation state of the promoter regions in patient samples promises a better way for both early detection and rationale personalized therapy of cancer. Notably, the aberrant DNA methylation has been reported to be involved in cancers. Recent studies have shown that expression alterations of lncRNA-encoding genes mediated by methylation can subsequently affect their downstream targets. Promoter hypermethylation of the lncRNA PLUT is predictive in patients with early stage I adenocarcinoma at high risk for early recurrence (39).

Moreover, recent studies have demonstrated that lncRNAs act as pivotal regulators of OS tumorigenicity because they participate in the pathogenesis process of OS, including cell growth, proliferation, invasion, migration, metastasis and cell prognosis (40–44). In this study, we found a lncRNA, DICER1-AS1, which negatively correlates with the expression of miR-34a-5p, a well-known regulator in OS drug resistance (5, 31, 35). Through gain- and loss-of function assays, we found that DICER1-AS1 suppresses the tumorigenicity of OS cells. Though, Dox may not affect cell survival in G-292 and MNNG/HOS cells drug resistance (Figures 1G, J). The discrepancy may be caused by different conditions and materials used in cell and animal experiments.

Similarly, our previous results suggested that miR-34a-5p plays roles in OS tumorigenicity, indicating the complicated network for noncoding RNA-regulated OS biology. Further in vivo and in vitro investigations revealed a central regulatory network of miR-34a-5p/DICER1-AS1/GADD45A. In detail, DICER1-AS1 and miR-34a-5p directly bind to each other and synergistically regulate OS drug resistance. Notably, a previous report found another miRNA, miR-30b, acts as a target of DICER1-AS1 to synergistically regulate OS proliferation, invasion and autophagy (44). Another report found the expression level of DICER1-AS1 in osteosarcoma tissues were significantly higher than those in corresponding noncancerous bone tissues, higher DICER1-AS1 had significant association with clinical stage and distant metastasis (45). This further suggests a complicated regulatory network for lncRNA-regulated cancer tumorigenicity. We further identified that GADD45A is one of the targets of DICER1-AS1 using mRNA profiling. These results enable us to propose a complicated regulatory pathway of OS drug resistance that involves DICER1-AS1, miR-34a-5p and GADD45A.

GADD45A, a ubiquitously expressed and DNA damage-responsive protein, a p53-regulated and DNA damage-inducible gene, is implicated in the protection against tumor malignancy. It plays important roles in suppressing cell proliferation, mediating cell cycle arrest, promoting apoptosis, inducing DNA repair, and stabilizing genomics (46–48). In accordance with previous reports, we found that up- or downregulation of DICER1-AS1 indeed altered the expression of the p53-regulated pathway. On the other hand, it is noteworthy that GADD45A promotes DNA demethylation through thymine DNA glycosylase (49–51), which correlates with the hypermethylation of DICER1-AS1 in drug-resistant OS cells. These results indicated a sophisticated feed-back regulation of GADD45A in OS drug resistance. The detailed mechanism underlying the biological functions of GADD45A involved in OS drug resistance remains to be elucidated in the near future.

Taken together, our findings in this work establish that targeting the miR-34a-5p/DICER1-AS1/GADD45A axis is a potential clinical strategy for therapeutic intervention in OS drug resistance. Our findings further support the notion of miR-34a-5p as a prospective drug to treat OS. Additionally, these results showed great promise for developing feasible diagnostic or prognostic biomarkers and prospective therapeutic targets based on DICER1-AS1. Further investigation and identification are still needed to elucidate the detailed mechanism of DICER1-AS1-mediated OS tumorigenesis.

In conclusion, our study demonstrated that DICER1-AS1 interacts with miR-34a-5p and targets GADD45A for the regulation of the cell cycle and apoptosis. Our results not only provide novel insights into the drug resistance of OS, but also offer hints for developing new biomarkers and therapeutic targets in OS.



Conclusions

Our study demonstrated that DICER1-AS1 interacts with miR-34a-5p and controlling GADD45A for the regulation of the cell cycle and apoptosis. Our results not only provide novel insights into the drug resistance of OS, but also offer hints for developing new biomarkers and therapeutic targets in OS.
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Toll-like receptor (TLR) agonists have received considerable attention as therapeutic targets for cancer immunotherapy owing to their ability to convert immunosuppressive tumor microenvironments towards a more T-cell inflamed phenotype. However, TLRs differ in their cell expression profiles and intracellular signaling pathways, raising the possibility that distinct TLRs differentially influence the tumor immune microenvironment. Using single-cell RNA-sequencing, we address this by comparing the tumor immune composition of B16F10 melanoma following treatment with agonists of TLR3, TLR7, and TLR9. Marked differences are observed between treatments, including decreased tumor-associated macrophages upon TLR7 agonist treatment. A biased type-1 interferon signature is elicited upon TLR3 agonist treatment as opposed to a type-2 interferon signature with TLR9 agonists. TLR3 stimulation was associated with increased macrophage antigen presentation gene expression and decreased expression of PD-L1 and the inhibitory receptors Pirb and Pilra on infiltrating monocytes. Furthermore, in contrast to TLR7 and TLR9 agonists, TLR3 stimulation ablated FoxP3 positive CD4 T cells and elicited a distinct CD8 T cell activation phenotype highlighting the potential for distinct synergies between TLR agonists and combination therapy agents.




Keywords: TLR - toll-like receptor, TLR3 agonist, TLR7 agonist, TLR9 agonist, IFN - interferon, tumor, scRNA-Seq



Introduction

Toll-like receptors (TLRs) represent a first-line in host defense, providing a means by which signals derived from invading pathogens or host insult initiate activation of the innate immune system (1). Activation of macrophages and dendritic cells through TLRs elicits inflammatory cytokine production, upregulates antigen presentation machinery, and instructs dendritic cells (DCs) to migrate to tissue draining lymph nodes, initiating adaptive immune processes (2). In mice and humans, the TLR family of receptors is represented by 10 and 12 members, respectively. These distinct receptors differ in their ligand selectivity, subcellular localization, and cell subset distribution, enabling the detection of a diverse range of insults. Besides TLR3, mouse and human TLRs all interact with the adapter protein MyD88 leading to nuclear factor-κB (NF-κB) dependent expression of inflammatory cytokines. Additional TLR-induced signaling pathways proceed via the TRIF, TRAM, and TIRAP adapter proteins, ultimately leading to interferon (IFN) regulatory factor (IRF) and NF-κB dependent gene expression (3, 4). Thus, stimulation of distinct TLRs induces overlapping gene expression profiles, yet notable differences do exist between receptors (5).

The immune-stimulatory properties of TLRs have led to their exploration as cancer immunotherapy agents (6) and FDA approvals have been granted for several TLR agonists in oncology. These include the BCG vaccine for non-metastatic bladder cancer whose effects are largely mediated via TLR2/4 (7), and the TLR7 agonist imiquimod which is approved for the treatment of acidic keratosis and basal cell carcinoma (8). Many other agonists targeting TLRs have been considered for use as clinical oncology agents, including agonists targeting TLR2, TLR3, TLR7, TLR8, and TLR9, see (9) and (6) and references within. Single-agent trials with these compounds have typically shown modest signs of clinical efficacy mimicking findings from the pre-clinical setting. Reasons for their incomplete clinical benefit include dose-limiting toxicity and the requirement for intra-tumoral delivery (9). Furthermore, as TLR agonists engage innate immunity, the absence of adaptive immune de-repression of cytotoxic T-cells may mask potential efficacy. Indeed, the rationale that TLR agonists will polarize the tumor microenvironment from an unfavorable ‘cold’ state to an immune-stimulatory ‘hot’ state, providing synergy with checkpoint inhibitors that influence adaptive immunity has led to the inception of numerous clinical trials combining these agents (6, 10, 11).

More needs to be done to understand the immunomodulatory role of individual TLRs in the tumor, and the influence of TLR agonists on the immune microenvironment. An improved understanding in this area may aid in the design of rational combinations of TLR agonists with additional immunotherapies. Here we treat B16F10 melanoma with agonists of the endosomal TLRs TLR3, TLR7 and TLR9 to understand the influence of these agents on immune polarization in a ‘cold’ tumor model. Transcriptomic profiling using single-cell RNA-Seq unveils considerable differences in the tumor-immune microenvironment between TLR agonists. Most notably, we identify the presence of a type-1 interferon dominated gene signature and the absence of regulatory CD4+ Foxp3+ Tregs in response to TLR3 stimulation. These effects may be attributed both to the DC selective-expression of TLR3 and its unique intracellular signaling characteristics.



Materials and Methods


Animals

Six- to eight-week-old female C57BL/6 mice were purchased from Jackson Laboratories (Bar Harbor, ME). All animals were housed in a pathogen-free vivarium facility at Rinat/Pfizer Inc (South San Francisco, CA), and experiments were conducted according to protocols in accordance with the Institutional Animal Care and Use Committee (IACUC) guidelines.



Cells

B16F10 melanoma cells were cultured in Dulbecco’s Modified Eagle Medium supplemented with 10% fetal bovine serum and 100 IU/mL penicillin-streptomycin at 37°C in an atmosphere of 5% carbon dioxide and IMPACT tested for pathogens at the Research Animal Diagnostic Laboratory (Columbia, MO). Pathogen-free cells in the exponential growth phase were harvested and used for tumor inoculation.



Subcutaneous Tumor Models in Mice

C57BL/6 mice were inoculated subcutaneously with 5 × 105 B16F10 cells in 0.1 mL of phosphate-buffered saline (PBS). Three animals were recruited into each treatment arm 10 days post-inoculation, at which point tumors volume were approximately 150 mm3. Tumor size was measured in two dimensions using a digital caliper. The volume was expressed in cubic millimeters using the formula V= 0.5 x (L x W2), where L and W are the long and short diameters of the tumor, respectively. 50 µL of each TLR agonist was delivered by intratumoral injection in PBS, or PBS vehicle control was used. The following agonists were used in this study: TLR3 agonist Poly I:C (100 µg total, Invivogen, CA), a TLR7/8 agonist (150 µg total) lacking the C18 lipid moiety (12) and referred here within as TLR7 due to the known inactivity of murine TLR8, and TLR9 agonist CpG1826 (13) (100 µg total).



Single-Cell RNA-Seq and Gene Expression Quantification

Harvested tumors were dissociated to obtain single-cell suspensions using the mouse tumor dissociation kit (Miltenyi Biotec; Bergisch Gladbach, Germany) according to the manufacturer’s protocol and cells from three individual mouse tumors pooled for each TLR treatment condition. Cells were counted using a Vi-CELL (Beckman Coulter; Brea, CA), and stained using fluorescently labeled anti-mouse CD45 antibody (clone 30F11, Thermo Fisher Scientific; Waltham, MA) to allow purification of live CD45+ cells using a FACSAria II cell sorter (BD Biosciences; San Jose, CA). Purified CD45+ cells were counted using the Cellometer K2 Viability Cell Counter (Nexcelom; Lawrence, MA) before to loading on a Chromium Single Cell Chip (10x Genomics; Pleasanton, CA) per manufacturer’s guidelines. Library construction was performed using 50 ng cDNA following the Chromium Single Cell 5’ Library and Gel Bead Kit protocol (10x Genomics). Libraries were sequenced using the NovoSeq 6000 platform (Illumina; San Diego, CA). Data were processed using the Cell Ranger v2.1.1 (10x Genomics) to generate count-level data for further analysis. Each lane of cells was processed independently using the Cell Ranger count. The unique molecular identifier (UMI) counts for each sample were then merged using Seurat v2.3.1, requiring that the number of expressed genes for each cell was > 500 and < 5000. Cells with > 5% of UMI originated from mitochondrial genes were removed. Genes expressed in at least three cells were kept and then normalized and scaled using the default setting in Seurat. Raw sequence data relating to this study have been deposited at Gene Expression Omnibus under accession number GSE179449.



Single-Cell Clustering, Annotation, Differential Expression, and GSEA

For each sample, we selected the top 2000 highly variable genes (HVG). These genes were combined into 3,756 HVG for downstream analysis. Canonical correlation analysis (CCA) (14) was then performed to align cells across different samples using the top 20 CCA components. Cell clustering was performed on the aligned CCA space using Seurat. In total 16 cell clusters were generated at resolution 1.2. The cell identity was determined by a manual review of top differentially expressed genes in each cell cluster. To identify genes that were differentially regulated upon TLR treatment, we performed differential gene expression (DGE) analysis between treatment conditions within clusters using the Wilcoxon rank-sum test. Functional enrichment of DE genes within each cluster was performed using fGSEA by considering the ranked gene lists generated in the comparison between TLR treatment arm and vehicle control. Visualization of single-cell RNA-Seq data was performed using Seurat, or in R using ggplot2 and heatmap.2.




Results


Single-Cell RNA-Seq Defines the Immune Infiltrate of B16F10 Melanoma

To assess the influence of TLR agonists on tumor immune activation profiles, B16F10 melanoma was chosen as a poorly immunogenic ‘cold’ tumor model to understand whether different TLR agonists differentially affect the tumor immune microenvironment. We focused our analysis at 24 hours post-treatment to understand the effects of TLR treatment on myeloid and DC polarization and gain insight into potential downstream processes that occur as a result of this activation. Subcutaneous B16F10 melanoma tumors were grown to 150 mm3 then injected I.T. with selective agonists targeting TLR3, TLR7or TLR9, or vehicle control respectively (Figure 1A). Twenty-four hours post-treatment CD45+ cells were FACS purified from three independent biological replicates, pooled and processed for 10x single-cell RNA-Sequencing. mRNA profiles belonging to 3,756 cells spanning all four conditions were clustered, defining 16 tumor-associated immune cell subsets (Figure 1B). Tumor-associated myeloid populations were identified including one tumor-associated S100a9 positive neutrophil population (TAN); six macrophage (TAM)/monocyte populations expressing Csf1r, CD64 (Fcgr1) and CD11b (Itgam); one cDC1 population expressing Batf3 and Clec9a; one cDC2 population marked by Cd209a expression, a migratory DC subset expressing Ccr7 and Ly75 and a Siglech positive pDC population (Figures 1C, D). Additionally, two CD8 T cell populations were identified that express activation and exhaustion-associated markers including Pdcd1, Lag3, Tim3 and Tigit, these were found to differ in their proliferation signatures as determined by differential Mki67 and Top2a expression. One NK cell population expressing Ncr1 was present alongside one CD4 T cell population co-expressing Cd4 and Foxp3; finally another CD3 positive T cell population putatively classified as CD4 positive yet possessing low CD4, somewhat higher CD8 expression and higher levels of Cd7 and may thus be naïve CD8 T cells (15). Myeloid cells, consisting of tumor-associated monocytes and macrophages, represented 58.7% of the total tumor immune infiltrate and were by far the most abundant component of the immune cell infiltrate. CD4 and CD8 T cells accounted for 7.4% and 15.7%, respectively, NK cells represented 4.4%, and dendritic cells comprised 12.8% (Figure 1E). To identify populations that respond to TLR stimulation within the tumor microenvironment, we assessed TLR3, 7 and 9 expression within clusters (Figure 1F). TLR expression was restricted to myeloid populations with very low levels observed in NK and T cell subsets. Within the myeloid compartment expression profiles were found to be notably distinct. TLR3 was restricted to the classical dendritic cell (cDC) population Xcr1+ cDC1s, whereas TLR7 was highly expressed across TAM populations and pDCs, but less abundant in cDCs. TLR9 was generally less abundant than TLR7, however, it was observed in pDCs, both DC1 and DC2 subsets, and across monocyte and macrophage subsets 9, 10, and 11. Thus, the tumor immune landscape is characterized by abundant tumor-associated myeloid populations that differentially express TLRs and the major adaptive and innate cytotoxic lymphocyte subsets.




Figure 1 | Schematic overview of experiment. (A) B16F10 tumors were grown to ~150 mm3 and intra-tumorally injected with TLR agonists. 24 hours post injection tumors were harvested and prepared for scRNA-Seq to profile tumor immune landscape following treatment. (B) tSNE plot showing the presence of tumor associated immune cell subsets identified by scRNA-Seq. (C) Gene expression intensities for key lineage marker genes plotted on tSNE biaxial plot demarcating major T cell (CD3e, CD4, CD8a), NK cell (Ncr1) dendritic cell (Batf3, Xcr1, Ly75, Ccr7, Siglech) neutrophil (S100a9) and macrophage (Fcgr1, Csf1r) subsets. (D) Dot plot showing expression distribution of a wider panel of phenotypic markers for major immune cell subsets identified in (C). (E) Pie chart showing the frequency distribution between cells in clusters identified in (B) across all tumor samples. (F) Dot plot showing the expression of Tlr3, Tlr7 and Tlr9 genes in tumor-infiltrating CD45+ cells.





Characterization of Intra-Tumoral TLR Expressing Cell Subsets

To better understand the characteristics of the TLR expressing monocyte and macrophage populations we surveyed the expression profiles of prototypical (Figure 2A) and subset-specific marker genes (Figure 2B and Supplemental Table 1) for the four TAM (clusters 2, 3, 9 and 10) and two monocyte clusters (8 and 11). All subsets expressed high levels of Cd11b, Csf1r, Csf2ra, Cd14, Cd64 and Cd68 confirming their initial classification as tumor-associated macrophages and monocytes (Figure 2A). The relative expression of Adrge1 (F4/80) and Cd206 were higher in TAM clusters 2 and 3, implying that these are mature TAMs. Phenotypic clustering identified markers that distinguished TAM populations (Figure 2C), cluster 2 was classified by expression of Vegfa and Il7r while Vcam and Ccl8 (MCP-3) demarcated cluster 3 (Figure 2C). TAM cluster 9 possessed abundant MHCII-associated gene expression, including H2-Ab1 and Cd74 suggesting that these cells may have a role in CD4 T cell activation. Myeloid cluster 10 expressed few unique genes but did express the transcription factor Spic alongside monocyte cluster 8, which we defined as nonclassical (Ly6c-) monocytes based on previously defined profiles that include selective Ceacam1 and Ace expression (16). Finally, monocyte cluster 11 were determined to be classical (Ly6c+) inflammatory monocytes based upon Vcan and Ly6C2 expression (17). To explore relationships between these TAMs, we used single-cell trajectory analysis (Figure 2D). Classical and nonclassical monocytes were adjacent, while Vegfa and Vcam1 positive TAMs were distal to the monocytes. MHCII+ and Spic+ TAMs occupied an intermediate branch of the trajectory tree. We also identified intra-tumoral DC subsets, including two Flt3+, Batf3+ cDC1 populations that differentially express Dec205 (Ly75) and Clec9a, pDCs expressing Siglech and Spib, and the CD11b positive cDC2 population expressing Cd209a and high levels of MHCII (Figure 2E). These findings establish the presence of multiple discreet DC and TAM populations possessing distinct differentiation states that may respond differently to TLR stimulation.




Figure 2 | Transcriptional phenotyping of tumor-associated macrophage populations. (A) The expression of canonical macrophage lineage markers denotes a large cluster of TAMs comprising the bulk of the CD45+ infiltrate, (B) Hierarchical clustering of TAM subset marker genes identified during Seurat subset clustering, (C) Expression distribution of TAM-subset specific marker genes, (D) Pseudotime plot showing relative distances of TAMs to one another, split by cluster, denoting transcriptional relationships between TAM subsets, and, (E) tSNE plot showing marker distribution of key cDC-subset associated genes.





Tlr3 Agonist Elicits a Type 1 Interferon Signature Within the Intratumoral Myeloid Compartment

To address whether distinct TLR agonists impart similar effects on the tumor microenvironment, we assessed the responses of individual TAM and DC subsets to TLR treatment. First, we assessed changes in cell frequencies within the DC compartment. TLR3, 7 and 9 agonists moderately decreased DC frequencies to a similar degree, however, the relative abundance of individual subsets was not affected potentially reflecting DC activation and migration to draining lymph nodes (Figure 3A). However, within the TAM compartment, we found that TLR7 agonism led to a profound reduction in TAM frequencies 24h post-treatment (Figure 3B), while TLR3 and TLR9 stimulation had little impact on overall numbers. Instead, TLR3 and TLR9 agonists altered TAM subset composition, with both treatments decreasing in the number of Vegfa and Vcam1 positive macrophages (Figure 3B). This reduction was offset by a relative increase in Ly6Clow monocytes by 3.4 and 4.8-fold for TLR3 and TLR9 and 2.8 and 2.0 for Spic positive macrophages. In order to understand potential chemoattractants contributing to this recruitment we evaluated the expression of Ccl2 and Ccl5. We found that TLR3 agonist increased, while TLR9 agonist decreased Ccl2 expression in TAM and that DCs did not express this chemokine at an appreciable level (Figures 3C and S1A). Ccl5 was expressed at a low level by TAMs (Figure S1B) but highly by DCs, specifically we found that the activated migDC subset expressed high levels of Ccl5 in response to treatment with all TLR agonists (Figures 3D and S1B). Thus, TLR agonists elicit Ccl2 and Ccl5 expression within the myeloid compartment, potentially underpinning the recruitment of monocytes following TLR agonist treatment.




Figure 3 | Functional profiling of TAM populations during TLR treatment. (A, B) The frequency of tumor-associated (A) dendritic cell and (B) macrophage subsets amongst CD45+ cells 24 hours post injection of TLR agonist, (C, D) Violin plots showing the expression distribution of (C) Ccl2 mRNA between treatments for all TAM subsets, and (D) Ccl5 mRNA within the activated migDC subset. (E) fGSEA pathway enrichment of Reactome pathways of TAM-associated genes compared to vehicle control, (F) Violin plots showing expression distribution of antigen-presentation associated genes in TAM subsets for TLR3-treated (red) and TLR9-treated (blue) tumors, (G) Hierarchical clustering of differentially expressed genes upregulated upon TLR3-treatment (clusters 5 and 11 from Figure S1E) showing uniform induction of gene expression in non-TLR3 expressing TAM subsets, and (H) Dotplot showing the relative expression of differentially expressed IgG and TNF receptor family members in nonclassical monocytes upon TLR agonist treatment. Statistical p values for panels (C, D, F) derived from Wilcoxon test; n.s., not shown, *p <= 0.05, **p <= 0.01, ***p <= 0.001, ****p <= 0.0001.



To understand differences in TAM gene expression resulting from TLR agonist treatment we combined TAM subsets to obtain an aggregated view of TLR treatment. Pathway analysis identified differences in antigen presentation, immune signaling pathways, and chemokine signaling between treatment conditions (Figure 3E). Relative to TLR7, TLR3 and TLR9 agonists both increased antigen presentation gene expression (Figure 3E). Consistent with this TLR3 and TLR9 agonists enhanced interferon pathway utilization, however, while TLR3 increased type-1 interferon pathway (IFNα/β) genes, TLR9 possessed a type-2 interferon (IFNγ) biased gene signature (Figure 3E). At the individual TAM subset level, we found that TLR3 and TLR9 agonists both upregulated antigen-presentation genes compared to vehicle control (Figures S1C, D). TLR3 stimulation showed relatively higher expression of genes involved in MHC-I antigen presentation, including B2m, Tap1, H2-D1 and H2-K1 compared to TLR9. At the same time TLR9 demonstrated higher expression of intracellular antigen processing apparatus, including immunoproteasome components Psmb8/9/10 and Psme1/2 (Figure 3F). Furthermore, TLR3 agonist increased antigen presentation-associated gene expression across TAM subsets, whereas the effects of TLR9-dependent gene expression were biased towards myeloid populations expressing higher levels of TLR9, notably clusters 9, 10 and 11.

The relatively uniform induction of antigen presentation genes across TAM subsets by TLR3 agonist contrasted with the restricted expression of TLR3 by cDC1 subset 16 (Figure 1F). We questioned whether this was representative of TLR3-induced gene expression and if TLR3-dependent effects differ from TLR7 and TLR9 induced changes in TAM gene expression. To address this, we performed differential expression analysis between TLR ligand and vehicle control-treated samples for each TAM cluster and evaluated patterns of differential gene expression by hierarchical clustering (Figures 3G and S1E). TLR3 agonist-induced gene expression was generally consistent across TAM subsets, supporting a model of indirect activation. Increased MHC-I antigen presentation genes and IFNα/β pathway utilization are consistent with a role of DC1-derived type 1 interferon in regulating TAM gene expression. Consistent with its broad expression, TLR7 agonist widely affected gene expression, albeit impacting an overlapping, but distinct gene set to the TLR3 agonist poly I:C. TLR9 stimulation was found to influence similar genes to TLR7 (Figure 3G). However, induced expression levels in TLR9 high classical and nonclassical monocyte subsets were higher than those in TLR9 low Vegfa and Vcam1 positive TAMs (Figure 3G). Finally, we assessed differential gene expression amongst members of the TNF and IgG gene families as critical gene modulators of immune activation. Multiple genes were differentially regulated (Figure S1F), and expression typically trended in the same direction relative to vehicle control independent of agonist treatment. Surprisingly however, nonclassical monocyte cluster 8 demonstrated a unique expression pattern upon TLR7 and TLR9 treatment (Figure 3H) characterized by lower levels of Fcgr1 and higher levels of the inhibitory receptors Cd274 (PD-L1), Pirb and Pilra as well higher expression of Trem3, Treml4, Cd300ld, Cd300e. These data indicate that the main effects of TLR7 and TLR9-dependent gene expression occur in the TME via interactions with their cognate TLR and involve the upregulation of inhibitory receptors on nonclassical monocytes. TLR3-dependent gene expression however, appears to be independent of TLR expression and may result indirectly from interferon IFNα/β secreted by TLR3 expressing cDC1 cells.



TLR3 Agonist Decreases Signature of CD4+ Regulatory T Cells in the TME

Type-1 interferons profoundly influence adaptive immune responses by regulating antigen presentation thus influencing the activation and survival of effector T cells (18). We hypothesized that the TLR3-induced IFNα/β response distinctly affected the adaptive immune compartment to that induced by TLR7 and TLR9 agonists. As MHCI presents antigen to CD8 T cells, we first assessed changes in CD8 T cell gene expression. Hierarchical clustering of differentially regulated CD8 T cell genes showed that TLR3 agonist does indeed impart a unique transcriptional signature (Figure 4A). All TLR ligands induced gene signatures consistent with early T cell activation indicated by enhanced cell cycle pathway utilization (Figures S2A, B). However, TLR3 treatment selectively increased gene expression terms associated with translational and ribosome utilization. Changes in T cell phenotypes at this 24-hour timepoint are not consistent with de novo priming and trafficking of naïve cells from the lymph node to the tumor. Rather we expect these distinct transcriptional signatures reflect differences in the quality of TCR engagement mediated by myeloid-T cell interactions within the tumor upon treatment with these distinct TLR agonists.




Figure 4 | Effects of TLR treatment on adaptive immune cell populations. Hierarchical clustering of differential expressed genes between treatment conditions for, (A) CD8 T cell subsets 6 (activated, non-proliferative) and 7 (activated, proliferative), and (B) CD4 T cell subset 12. (C) Ridge plot showing Foxp3 mRNA expression in CD4 T cell cluster 12 upon TLR agonist treatment, (D) The relative expression of Treg-associated genes in CD4 T cells (cluster 12) from TLR3-treated samples compared to the average expression of these genes in the same cluster for TLR7 and TLR9-treated samples, and (E) the total frequency of tumor-infiltrating CD4 T cells as a percentage of CD45+ cells upon treatment with TLR agonists.



Similar effects of TLR3 were observed within the CD4 T cell compartment (cluster 12), TLR3 stimulation with Poly I:C led to a distinct gene expression profile characterized by increased type-1 interferon signaling associated genes including Isg15, Irf7 and Bst2 (Figures 4B and S2C). As TLR-induced inflammatory cytokines are known to induce regulatory T cell (Treg) expansion (19), we questioned whether this could be explained by altered Treg polarization. Strikingly, we found that Foxp3 expression was considerably lower in TLR3- treated CD4 T cells than in vehicle control. In contrast, TLR7 and TLR9 agonists both upregulated Foxp3 expression on CD4 T cells (Figure 4C). To affirm this observation, we plotted the expression of tumor-specific Treg signature genes (20) comparing TLR3 gene expression against TLR7 and TLR9 induced gene expression in CD4 T cell cluster 12 (Figure 4D). These results show lower expression of Treg signature genes upon TLR3 stimulation 24h post treatment, consistent with a relative reduction in the number of Foxp3+ regulatory CD4 T cells upon TLR3 stimulation (Figure 4E). Thus, TLR3 treatment leads to a unique intra-tumor T cell phenotype characterized by distinct CD8 RNA expression profile and the loss of a regulatory T cell gene signature 24 hours post-treatment.




Discussion

We set out to compare the influence of intra-tumoral TLR agonist delivery on tumor immune composition. Because TLR agonists provide essential co-stimulation to the innate immune system, they can convert the TME from ‘cold’ to ‘hot’, making these compelling candidates for cancer immunotherapy. To our surprise, we observed substantial differences in immune response profiles to treatment with distinct TLR agonists targeting TLR3, TLR7 and TLR9. These effects were most evident within the tumor-associated macrophage compartment, likely due to their relatively high TLR expression. TAM subsets were found to differ in the absolute and relative expression of distinct TLRs, which also signal via distinct pathways. TLR7 and TLR9 were found to be more broadly expressed, and both commonly elicit the MyD88-NF-κB axis, whereas TLR3 expression was restricted to the cDC1 population and signals via TRIF-IRF pathway (3).

Most notably, we observed that TLR7 drove a profound loss of TAMs 24 hours post-treatment, which was not observed for TLR9 despite their redundant intracellular signaling pathways. As TLR7 is more abundant than TLR9, this difference may be explained by receptor expression. However, distinct ligand properties may also influence downstream TLR biology (21). TLR3 and TLR9 agonists decreased the frequency of mature TAMs expressing F4/80 and CD206, leading to a concomitant increase in monocyte frequencies. The transient loss of mature macrophages is a common feature of acute inflammation and has been postulated to allow infiltrating inflammatory monocytes to differentiate and orchestrate appropriate inflammatory responses (22). In this regard, TLR3 and TLR9 agonists increased mRNA expression of chemokines Ccl2 and Ccl5 within intra tumoral myeloid populations that may influence subsequent cell recruitment and activation.

Increased TAM MHCI expression and signatures of early CD8 activation were a common feature of TLR agonist treatment. However, TLR7 and TLR9 agonists both elicited a parallel increase in Foxp3 positive CD4 T cells, one explanation for which could be TAM derived IL-10 produced because of Myd88-NF-κB signaling (23, 24). TLR3-dependent effects mediated by Poly I:C did not possess this Treg signature at the 24 hr timepoint yet did maintain abundant antigen presentation and early CD8 T cell activation gene signatures. TLR3 treatment coincided with a type 1 interferon pathway gene signature, which was observed broadly within the tumor immune microenvironment. As cDC1 cells most abundantly express TLR3 and were found to be the only major source of TLR3 within the tumor, our findings are consistent with DC-derived type 1 interferon-mediated polarization of the tumor immune microenvironment. An alternative interpretation is that poly I:C elicits these broad effects through the ubiquitously expressed intracellular RNA-sensing RigI-Mda5 pathway rather than indirectly via TLR3-IFNα/β pathway (25). Indeed, our pathway analysis identified a RigI-Mda5 gene signature upon poly I:C treatment (Figure 3C). However, the genes contributing to the RigI-Mda5 pathway signature overlap with type 1 interferon pathway signature genes. Furthermore, our pathway analysis identified a stronger association between the RigI-Mda5 pathway and the TLR9 agonist CpG, which is not a ligand for either the RigI or Mda5 receptors (26), arguing that the RigI-Mda5 association may be a false positive. Finally, we did not observe TLR3, TLR7 or TLR9 expression in previously published RNA-Seq data of in vitro cultured B16F10 melanoma (data not shown), ruling our direct effects of agonist treatment on the tumor itself (27). Ultimately our data demonstrate that the TLR3 agonist poly I:C elicits fundamentally distinct immunologic effects compared to TLR7 and TLR9 agonists.

Here, using a system-wide interrogation of the tumor immune microenvironment following treatment with three distinct TLR agonists, we demonstrate that three distinct tumor immunophenotypes are elicited within the TAM compartment. It should be noted that one limitation of our study is that these effects are only reported for a single tumor model and at a single timepoint. Additional studies will be necessary to determine the extent to which these observations translate into different models. As cancer immunotherapy approaches frequently rely upon combinations (6, 28), these findings highlight the importance of appreciating the broader implications of agents’ effects on the tumor immune microenvironment in order to ensure such combinations are both rational and complementary.
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Despite accumulating cell- or animal-based experiments providing the relationship between Gasdermin E (GSDME) and human diseases, especially in malignant cancers, no pan-cancer analysis about the function of GSMDE in cancer management can be available up to date. Our research, for the first time, explored the potential carcinogenic role of GSDME across 33 tumors from the public platform of TCGA (The cancer genome atlas) database. GSDME is highly expressed in most malignant cancers, and obvious relationship exists between GSDME level and survival prognosis of cancer patients. The expression of GSDME was statically associated with the cancer-associated fibroblast infiltration in diverse cancer types, such as BLCA, CHOL, GBM, KIRC, LIHC, MESO, STAD, and UCEC. Furthermore, pyroptosis, sensory perception of sound, and defense response to bacterium were involved in the functional mechanisms of GSDME expression from GO analysis. Last but not the least, in vitro experiments were also performed to identify GSDME-induced pyroptosis. Our first pan-cancer analysis of GSDME not only broadens the understanding of the carcinogenic roles of GSDME but also provides a promising therapeutic strategy for benefiting an increasing number of cancerous patients based on GSDME-induced pyroptosis.
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Introduction

As ranking second among human diseases in the United States, malignant cancer has become a major threat to human life worldwide, which has raised great attention of scientists in different fields (1, 2). In view of the sophistication of carcinogenesis, it is extremely urgent to accomplish a pan-cancer analysis of any interested genes and exploit their association with potential molecular mechanisms and underlying clinical prognosis (3). Although great efforts have been devoted in early diagnosis of diverse kinds of cancers and the adoption of innovative approaches to decrease the mortality, the incidence of malignant cancer remains a major concern of human health (4, 5). Fortunately, with the advanced progress of genome-wide sequencing technology, an amount of functional genomics databases can be available from public platforms, such as The Cancer Genome Atlas (TCGA) project (6–9).

The Gasdermin E (GSDME), originally known as deafness, autosomal dominant 5 (DFNA5), was discovered on chromosome 7p15.3 with a peculiar form of autosomal dominant, progressive, sensorineural, and non-syndromic deafness (10). GSDME is one of the Gasdermin (GSDM) families, which possesses its nomenclature to the high-expression pattern along the gastrointestinal tract and skin (dermis) (11–16). It is interesting that GSDME can be cleaved by caspase-3 into pore-formation GSDME-N domain, as a result converting noninflammatory apoptosis to inflammatory pyroptosis in cancer cells (17). On one hand, GSDME is low expression in most cancers and decreased GSDME levels are also related to reduced survival prognosis, indicating that GSDME might function as a role of tumor suppressor (18, 19). However, on other hand, the inflammatory factors released during dysregulation of pyroptosis are widely associated with the tumorigenesis, as well as their drug resistance to chemotherapy (20–22). The function of GSDME in cancer has been increasingly prominent as the investigations has advanced. The structure and function research of GSDME has also been carried out from the aspects of physiology and pathology in various cancers; however, there is still no pan-cancer analysis about association between GSDME and different cancer types from public clinical information.

Our research, for the first time, utilized the TCGA database to perform a pan-cancer expression analysis of GSDME and included a series of relevant studies, including GSDME expression, clinical survival prognosis, immune cell infiltration, and potential signaling pathway, to explore the underlying mechanism in the tumorigenesis and tumor suppression across different cancer species. We strongly believe that the analysis of GSDME could assist in predicting the survival of cancer patients and further deepen our understanding of the individual management for cancer precision therapy.



Materials And Methods


Raw Data Acquisition and Processing

We entered DFNA5 into the “Gene_DE” module of TIMER2 website (http://timer.cistrome.org/). Then we scanned DFNA5 expression difference between malignant cancers and corresponding normal tissues for diverse cancers and certain subtypes. To solve the imbalance between the tumor and normal data, which can cause inefficiency in various differential analyses, TCGA and GTEx gene expression data were available from GEPIA (Gene Expression Profiling Interactive Analysis) web server (http://gepia.cancer-pku.cn/#analysis) that are re-computed from raw RNA-Seq data by the UCSC Xena project based on a uniform pipeline, thus allowing for the formation of the most comprehensive expression information (23). Herein, for specific cancers with limited normal and without normal tissues, we applied the “Expression analysis-BoxPlot” module and clicked “Match TCGA normal and GTEx data” module of GEPIA to analyze DFNA5 level between the malignant cancers and adjacent normal tissues.



Survival Analysis and Relationship With Clinical Stage

The overall survival (OS) and disease-free survival (DFS) information of GSDME within all TCGA cancers were obtained from the “Survival Map” module of GEPIA2. Cutoff-high (50%) and cutoff-low (50%) values were utilized to be thresholds to separate the high- and low-expression cases. In addition, the log-rank test was applied for the hypothesis test, and the survival curves were then graphed via the “Survival Analysis” module. Furthermore, the violin images of the GSDME in various pathological stages were also required from the “Pathological Stage Plot” module.



Genetic Alteration Analysis of GSDME

The genetic alteration features of DFNA5 were queried from the “TCGA Pan Cancer Atlas Studies” module of cBioPortal web (https://www.cbioportal.org/) (24, 25). The information of the alteration frequency, mutation type, and copy number alteration (CNA) were shown in the “Cancer Types Summary” module.



GSDME-Related Immune Infiltration Analysis

The immune infiltration cells of CD4+ T-cells and cancer-associated fibroblasts were chosen for immune infiltration evaluation by through TIMER, CIBERSORT, XCELL, EPIC, QUANTISEQ, MCPCOUNTER, and TIDE algorithms. Correlation (cor) values and P-values were also calculated by purity-adjusted Spearman’s rank correlation test.



GSDME-Related Gene Enrichment Analysis

The determined GSDME-binding proteins were downloaded from STRING (https://string-db.org/). We picked up the top 100 GSDME-binding genes from TCGA all cancers and adjacent normal tissues via “Similar Gene Detection” module. Then the “correlation analysis” module was used for achieving a pairwise gene Pearson correlation analysis of GSDME and these correlated genes. Furthermore, we applied the “Gene_Corr” module to image the heatmap information of these determined genes. Finally, these gene lists were uploaded into DAVID website (database for annotation, visualization, and integrated discovery) to perform the (gene ontology) enrichment and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis. The results with P <0.05 were considered as statistically significant, providing credibility for the data analysis.




Results

As graphed in Figure 1A, the expression level of GSDME in malignant cancers of cholangiocarcinoma (CHOL), glioblastoma multiforme (GBM), head and neck squamous cell carcinoma (HNSC), kidney renal papillary cell carcinoma (KIRP), liver hepatocellular carcinoma (LIHC), lung squamous cell carcinoma (LUSC), pheochromocytoma and paraganglioma (PCPG), stomach adenocarcinoma (STAD) is higher than their adjacent normal tissues (P<0.05). After including the normal cases from GTEx project as controls, our group proceeded to perform the expression analysis of GSDME level between the adjacent normal and cancer tissues of adrenocortical carcinoma (ACC), lymphoid neoplasm diffuse large B-cell lymphoma (DLBC), acute myeloid leukemia (LAML), brain lower grade glioma (LGG), ovarian cancer (OV), skin cutaneous melanoma (SKCM), testicular germ cell tumors (TGCT), sarcoma (SARC), thymoma (THYM), and uterine carcinosarcoma (UCS) (Figure 1B, P<0.05).




Figure 1 | (A) The expression difference of the GSDME in diverse cancers or certain cancer subtypes was analyzed via TIMER2 algorithm. (B) For ACC, DLBC, LAML, LGG, OV, SARC, SKCM, TGCT, THYM, and UCS in the TCGA database, the adjacent normal tissues of the GTEx project were included as controls. The box plots were then graphed. *P < 0.05, **P < 0.01, ***P < 0.001.




Clinicopathological Stages and Prognostic Value of GSDME in Cancers

The “Pathological Stage Plot” module of GEPIA was used to analyze the relationship between GSDME expression and the pathological stages of different cancers, including BLCA, ESCA, KICH, KIRC, KIRP, READ, and UCEC (Figure 2A, all P value <0.05). We separated the cancer species into high- and low-expression groups, and then explored the association between GSDME level and the clinical prognosis of patients bearing various malignant cancers. As displayed in Figure 2B, high expression of GSDME was related to poorer prognosis of overall survival (OS) for malignancies, such as COAD (P=0.032), KIRC (P=0.0021), and KIRP (P=0.0081) across the TCGA database. Disease-free survival (DFS) analysis information revealed an association of high GSDME expression with poorer prognosis of COAD (P=0.0082) and KIRC (P=0.0012). Furthermore, low expression of the GSDME was also associated with poorer OS prognosis for ACC (P=0.026) and DFS prognosis for ACC (P=0.0019) and KIRP (P=0.0099). The abovementioned results suggested that GSDME expression is differentially correlated to the survival prognosis of patients bearing diverse cancers.




Figure 2 | (A) Expression status of GSDME in various pathological stages (stage I, stage II, stage III, and stage IV) of BLCA, ESCA, KICH, KIRC, KIRP, READ, and UCEC. (B) Correlation of GSMDE expression with overall survival and disease-free survival across different TCGA cancers.





Genetic Alteration Analysis Information

We studied genetic alteration features of GSDME across the TCGA all cancers. The more than 5.5% mutation frequency of GSDME existed in patients with uterine corpus uterine corpus endometrial cancers. The “amplification” was the dominant type in the esophageal adenocarcinoma types (Figure 3A). Moreover, we investigated the possible relationship between the GSDME alteration and relevant survival prognosis. The graphs of Figure 3B indicated that CUEC cases with mutated GSDME revealed no association with disease-free survival (P=0.232), disease-specific survival (P=0.790), overall survival (P=0.558), and progression-free survival (P=0.368), as compared with species without GSDME alternation.




Figure 3 | (A) Alteration characterizes of GSDME in diverse cancers in TCGA project. (B) The potential relationship between mutation status and disease-free, disease-specific, and progression-free survival from the cBioPortal tool.





Immune Infiltration Analysis

As important components of the tumor microenvironment, tumor-infiltrating immune cells were widely associated with the occurrence, development, or metastasis of malignant cancers (26, 27). Tumor-associated fibroblasts in the tumor microenvironment were shown to take part in regulating the function of different cancer-infiltrating immune cells (28, 29). We applied a series of algorithms to study the potential correlation of GSDME expression with the infiltration level of immune cells in different cancers form TCGA project. We found a positively correlated of GSDME expression with the estimated infiltration value of tumor-associated fibroblasts for BLCA, CHOL, KIRC, LIHC, STAD, and UCEC, and found a negative correlation for GBM and MESO (Figure 4A). The scatter plots of these cancers generated by one algorithm are graphed in Figure 4B. According to the TIDE algorithm, for instance, the expression of GSDME in BLCA is positively associated with the status of tumor-related fibroblasts infiltration (Figure 4B, cor =0.219, P = 2.29e-05).




Figure 4 | (A) The potential correlation between GSDME expression and immune cell infiltration of cancer-associated fibroblasts in all TCGA cancers. (B) The scatter plots of related cancers generated by one algorithm, including BLCA, CHOL, GBM, KIRC, LIHC, MESO, STAD and UCEC.





Enrichment Analysis and In Vitro Experiments

To deeply understand the potential mechanism of the GSDME underlying the carcinogenesis or antitumor therapy, our group further made great efforts to pick up the GSDME-related proteins and genes for subsequent enrichment analyses. We acquired the interaction network of 10 GSDME-related proteins, which have been supported by determined evidence (Figure 5A). The GSDME expression was statistically related to that of FEZ1 (R=0.51), GNA12 (R=0.54), MAP4 (R=0.53), SEPT7 (R=0.52), and TPST1 (R=0.51) genes (all P values <0.001) (Figure 5B). We employed the GEPIA2 tool to require the top 100 GSDME-binding genes (Figure 5C). The GO enrichment analysis revealed the majority of binding genes were associated with the cellular biology or pathways of pyroptosis, sensory perception of sound, sensory perception of mechanical stimulus, defense response to bacterium, defense response to other organism, and response to bacterium (Figure 5D). Unfortunately, any biological information related to KEGG has been found in our study. Moreover, it is very profound for us to perform in vitro experiments to verify GSDME expression for inducing pyroptosis. We used human MCF-7 cells with high expression of GSDME under the stimulation of apoptosis, MCF-7 cancer cells were characterized by cellular swelling, cytoplasmic membrane pore formation, and balloon bulging of membrane rupture (Figure 5E). Lactate dehydrogenase (LDH) and adenosine triphosphate (ATP) release are typical characterizes of pyroptotic induction, and we found that the release of LDH and ATP is significantly higher in GSDME expression MCF-7 cells as compared with 4T-1 cells, which can strongly support our points that GSDME expression is a crucial executor for pyroptosis occurrence (Figures S1, 2).




Figure 5 | (A) The available determined GSDME-related proteins from the STRING website. (B) The correlation between GSDME and selected binding genes, such as PEZ1, GNA12, MAP4, SEPT7 TPST1, and TBL2 from the GEPIA2 tool. (C) The corresponding heatmap data of different cancer types are graphed in detail. (D) GO analysis was displayed based on the GSDME-binding genes. (E) The typical morphology of pyroptosis in MCF-7 cells after apoptotic stimuli. Error bar: 200 nm.






Discussion

Accumulating evidence has been documented the unique GSDME protein is involved in a series of biological processes in various cancer types, including ontogeny, homeostasis, and pathological processes. Emerging literatures have reported there is a closely relationship between GSDME expression and human diseases, particularly for malignant cancers (30). Unfortunately, the role of GSDME in the cancer pathogenesis and underlying molecular mechanism deserve further investigation. Through previous publications, it is unable to retrieve any available reports about a pan-cancer analysis of GSDME across all tumors. Thus, we carried out a comprehensively screen of GSDME expression, the genetic alteration, immune cell infiltration, and possible signal pathway.

Immunotherapy has completely revolutionized the management of tumor therapy, which restarts and maintains the tumor immune cycle to restore the normal anti-tumor immune activity (31). Unfortunately, currently, immunotherapy only benefits a subset of patients, and one of the reasons is that cancer cells may effectively evade the host immune system caused by inherently immunosuppressive microenvironment (32–36). GSDME is important pore-formation protein for pyroptosis induction, which could be cleaved by caspase-3 into N-terminal fragment of GSDME to squeeze into the lipid contents, form pores in the surface membrane, and drive the cell pyroptosis (37–39). Pyroptosis, an inflammatory programmed cell death (PCD) is triggered by Gasdermin proteins including GSDMA, GSDMB, GSDMC, GSDMD, and GSDME (16, 40–43). Gasdermin proteins have been documented to possess inherent toxic activity of the Gasdermin-N terminal fragments, which are frequently masked by inhibitory Gasdermin-C terminal fragments (19, 44, 45). Proteolytic cleavage the hinge loop between these terminals to unleash the necrotic Gasdermin-N fragments to squeeze the inner leaflet of membrane and form nanopores with a size of ~18 nm in the cellular plasma membrane (44, 46–48). Physical rupture of pyroptotic cells causes the leakage of inflammatory factors IL-18, IL-1β, and DAMPs to amplify the local and systemic inflammatory response, suggesting the immunogenic potential of pyroptosis (49, 50). Pore formation of pyroptosis may lead to the release of immune stimulants, including HMGB1, which can cause dendritic cell (DC) activation and, in turn, propagate antitumor T-cell activity. Moreover, cleaved GSDME can also permeate the mitochondria to positively feedback to the intrinsic apoptotic pathway (16, 51). Thus, therapeutic induction of pyroptosis in tumor cells can be of important value to stimulate a “cold” immunosuppressive microenvironment into “hot” immunogenic microenvironment, thereby eliciting high performance of inhibiting and eliminating malignant tumors (52).

However, despite lots of efforts have made in investigating and integrating information from available TCGA projects, there were still some limitations in the current investigation. First, although bioinformatic analysis offered us some significant insights of GSDME in cancers, it is necessary to conducted biological experiments in vitro or in vivo for checking on our findings and accelerating clinical application. Further mechanistic explorations will be helpful for clarifying the role of GSDME at the molecular levels. Second, posttranslational modifications are of great value in regulating the activity of intracellular signal transduction and regulatory factors, but post-translational modification data of GSDME is not available in these databases. Third, GSDME expression was found to be associated with cancer immunity and clinical survival prognosis; however, we were not sure that GSDME influenced clinical survival via definite signal pathway. Therefore, we are only just beginning to understand the molecular mechanisms of GSDME and its emerging role in cancer research, a great deal of work requires to be done to further broad the applications of GSDME in human cancers.



Conclusion

In summary, our pan-cancer analysis of GSDME not only broadens understanding of the carcinogenic roles of GSDME, but also provides a promising therapeutic strategy for benefiting an increasing number of cancer patients based on GSDME-induced pyroptosis.
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Tumorigenesis and metastasis have deep connections to inflammation and inflammatory cytokines, but the mechanisms underlying these relationships are poorly understood. Leukemia Inhibitory Factor (LIF) and its receptor (LIFR), part of the interleukin-6 (IL-6) cytokine family, make up one such ill-defined piece of the puzzle connecting inflammation to cancer. Although other members of the IL-6 family have been shown to be involved in the metastasis of multiple types of cancer, the role of LIF and LIFR has been challenging to determine. Described by others in the past as enigmatic and paradoxical, LIF and LIFR are expressed in a diverse array of cells in the body, and the narrative surrounding them in cancer-related processes has been vague, and at times even contradictory. Despite this, recent insights into their functional roles in cancer have highlighted interesting patterns that may allude to a broader understanding of LIF and LIFR within tumor growth and metastasis. This review will discuss in depth the signaling pathways activated by LIF and LIFR specifically in the context of cancer–the purpose being to summarize recent literature concerning the downstream effects of LIF/LIFR signaling in a variety of cancer-related circumstances in an effort to begin teasing out the intricate web of contradictions that have made this pair so challenging to define.
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Introduction

The interleukin-6 (IL-6) family cytokine LIF was originally discovered as an inducer of differentiation and inhibitor of proliferation in a murine myeloid leukemia cell line, where it originally received its name (1). However, LIF has since been demonstrated to be expressed by a variety of different cell lines with diverse downstream effects. The most well-known function of LIF is its role in maintaining murine embryonic stem cells (mESC) in culture by maintaining their totipotency and enhancing their self-renewal (2), an effect that is not seen in human ESCs. LIF has essential activities outside of ESC self-renewal and has been demonstrated to play an important role in mediating interactions between the embryo and the maternal environment. During development, LIF signaling is necessary for human blastocyst implantation (3) through mediating the invasiveness of trophoblastic cells (4). As such, LIF may represent a target for non-hormonal contraception (5), and has been suggested as a potential biomarker for the success of in vitro fertilization (6). Additionally, LIF expression is important in suppressing the maternal immune response during embryological implantation (3).

Discovered shortly after the ligand for which it is named, LIFRβ is a subunit of both the LIFR and the ciliary neurotrophic factor receptor (CNTFR) (Figure 1). The LIFR is a heterodimer consisting of LIFRβ and glycoprotein 130 (gp130), while CNTFR is a trimer of LIFRβ and gp130 with an additional CNTF-α receptor subunit. LIF is only one of a whole host of cytokines known to bind to LIFRβ (Figure 1). These include ligands that are part of the interleukin-6 (IL-6) cytokine family: namely, oncostatin M (OSM), ciliary neurotrophic factor (CNTF), cardiotrophin-1 (CT-1), and cardiotrophin-like cytokine (CLC) (7). Recently, interleukin-like EMT inducer (ILEI) was determined to be a ligand of LIFRβ, though further studies will be necessary to determine the precise receptor complex that ILEI utilizes (8).




Figure 1 | Receptor complexes and ligands utilizing LIFRβ. The left depicts the LIFR complex, and right depicts the CNTFR complex. Ligands are shown associated with their designated receptor complexes. It is confirmed that ILEI can bind to and elicit signaling through LIFR,  though it is not clear if ILEI can signal through the CNTFR as well.



It is apparent that LIFRβ plays a significant role in post early embryological development stages, as indicated by the rare congenital disease Stüve-Wiedemann Syndrome (SWS), which is caused by a truncated LIFRβ subunit. SWS is characterized by skeletal deformities, cardiac and respiratory distress, temperature dysregulation, and mild cognitive impairment (9, 10). To what degree these symptoms are due to impaired LIF signaling is challenging to determine, though, as LIFRβ has other ligands as previously mentioned. To further illustrate this point, LIFRβ knockouts in mice, while not embryonically lethal, result in premature death shortly after birth—likely due to significant neural, metabolic, bone, and placental defects (11). LIF knockouts on the other hand are not lethal, implying the potential for functional redundancy among ligands for LIFRβ with regards to development.

It is this very concept of functional redundancy, in addition to the fact the LIF and LIFRβ exhibit such clear polyfunctionality, that make the pair so obscure within the context of our understanding of cancer. The following will discuss LIF-LIFR signaling from a general perspective, and then transition to a more precise conversation regarding these signaling pathways within cancer. In addition, the review hopes to also touch on how our perspectives of LIF-LIFR signaling have grown more nuanced—with the addition of signaling pathways such as the Hippo pathway, the possible overlap with other LIFR ligands, the mechanisms through which LIF and LIFR have been classified as either pro-tumor growth/metastasis, or tumor growth/metastasis suppressive.



LIF-LIFR Signaling

The LIFR complex is a heterodimer consisting of gp130 and LIFRβ. Intracellularly, the LIFRβ/gp130 receptor complex famously signals through the JAK/STAT pathway and is constitutively associated with a janus associated kinase (JAK) family member—JAK1, JAK2, and TYK3 (12). The most demonstrably important is JAK1, as various knockout models for JAK1 exhibit significantly dampened responses to LIF as well as other IL-6 cytokines (13). Unlike other IL-6 family members, LIF has a high affinity for both gp130 and LIFRβ, and it is hypothesized that an ordered binding process is unlikely (14). Once bound to either subunit, LIF induces receptor heterodimerization, leading to the activation of a JAK1. Once activated, JAK1 phosphorylates tyrosine residues on both LIFRβ and gp130, which provide docking sites for various signal cascade components including signal transducer and activator of transcription 3 (STAT3) and the cytokine signaling inhibitor phosphatase SHP2. The activation of SHP2 by JAK1 is generally thought to be the mechanism through which the MAPK and PI3K pathways are activated, as SHP2 activation is required for the downstream phosphorylation of ERK1/2 (15). Although LIFR-mediated activation of PI3K/AKT pathway is less understood than others discussed in this review, it is generally accepted that SHP2, and perhaps GAB1, bind to the p85 subunit of PI3K in ESCs (16). This ultimately leads to the activation of the downstream transcriptional regulator mTOR. Of these three discussed pathways thus far (JAK/STATs, MAPK, and PI3K/AKT), JAK/STAT3 appears to be dominant, as STAT3 has 4 binding sites on both the LIFRβ and gp130, whereas SHP2 has one. As such, study of LIF and its receptor have been primarily focused on the JAK/STAT pathway. More information on the biochemical nature of this process can be found in an excellent review published by Nicola and Babon (7). Once phosphorylated, STAT3 forms a homodimer with another STAT3, and enters the nucleus where it acts as a transcription factor for various genes associated with increased proliferation and enhancing stem cell self-renewal, most notably Myc and Nanog (Figure 2) (17).




Figure 2 | LIF-LIFR Signaling Network Schematic demonstrating the three primary signaling pathways activated by LIF-LIFR interaction: JAK/STAT3, MAPK, and PI3K/AKT. Murine embryonic stem cells (mESCs) and murine mammary tissue cells (mMTCs) have apparently different downstream effects of LIF signaling, demonstrating the pleiotropic nature of this cytokine.




Downstream LIFR Signaling and Crosstalk

Activation of STAT3 is followed by the rapid upregulation of the inhibitory protein, suppressor of cytokine signaling 3 (SOCS3). As the name implies, SOCS3 acts to inhibit the JAK/STAT pathway by binding to and leading to the ubiquitination of JAK1 and gp130, as well as competing with SHP2 for binding sites on the LIFRβ-gp130 heterodimer, inhibiting MAPK signaling (18, 19). Regulation of LIFR signaling, though, does not seem to be solely dependent on transcriptional activity.

Research into early developing mouse embryos suggest that the PI3K and JAK/STAT pathways exist in a tentative balance with MAPK, with the prior necessary for ESC self-renewal and survival, and the latter with differentiation (7, 20), (Figure 2). LIF-induced pluripotency is highly dependent on the activation of STAT3 (21, 22) and cells expressing a non-functional STAT3 and grown in the presence of LIF are induced to differentiate (22).

In contrast to mESCs where the JAK/STAT is acting as a suppressor of differentiation, in developing murine mammary tissue JAK/STAT acts as a pro-apoptotic signal, and MAPK as a pro-survival signal. During post lactational regression, elevated levels of LIF were shown to induce cellular apoptosis in a STAT3-dependent manner via lysosomal mediated cell death (23–25), and LIF-induced STAT3 also leads to an upregulation of OSM and the OSM receptor (26). During ductal elongation, LIF was demonstrated to signal primarily through ERK1/2 as a survival signal. This is relevant in that it shows outcomes of LIF signaling are markedly different across tissue types—a concept that will be developed further as we begin to discuss LIF in cancer.




LIF And LIFRβ Expression in Cancer

As summarized in Table 1, LIF and LIFRβ expression are linked to a variety of human cancers, many of which are associated with both negative and positive prognostic outcomes. As a whole, it appears that LIF activation of both the JAK/STAT and PI3K/AKT pathways are associated with the promotion of tumor growth and metastasis. On the other hand, LIFRβ expression seems to be connected to the tumor suppressor pathway Hippo, and thereby is correlated with decreased tumor growth and metastasis.


Table 1 | Cancers where LIF or LIFRβ are demonstrated to have an effect on human cancer cells in vitro and/or in vivo.



Despite conflicting evidence as to the precise role of LIF across cancer types, some interesting patterns have emerged, including the role of LIF in maintaining cancer stem cells (CSCs) in glioma, chordoma, melanoma, osteosarcoma, and glioblastoma (Table 1). Generally speaking, cancer stem cell maintenance by LIF and LIFR seem to follow a similar trend as that seen in mESCs: LIF signaling leads to the activation of STAT3, which increases the stem cell like properties in solid tumors through transcriptional regulators. LIF is not always the sole cause, though, as in ovarian cancer IL-6 and LIF work together to stimulate STAT3 phosphorylation and stemness, while the loss of either LIF or IL-6 highly abrogates this process (50). To add to this point, glioma initiating cells (which exhibit stem cell like qualities in glioma) are stimulated to produce LIF following signaling via TGF-β, leading to an increase in STAT3 phosphorylation (39).

Another pattern seen is the propensity for LIF signaling to result in migration and metastasis, something seen in its close relative OSM and IL-6 in multiple cancers, most notably, breast cancer (74, 75). In both instances, metastasis is highly dependent on the activity of STAT3, though other pathways such as MAPK, PI3K/AKT, and the Hippo pathway have also been linked to LIF/LIFRβ dependent effects on the oncogenic process. Aberrant JAK/STAT signaling has been linked to a variety of pathological states, including but not limited to various immune disorders such as rheumatoid arthritis, as well as cancers such as prostate and breast cancer (76, 77). Specifically, STAT3 overactivity has been associated with the invasion and proliferation of a significant variety of cancer cells both in vitro and in vivo, and as such has been recognized to be a strong oncogene.

But LIF does not seem to be solely dependent on STAT3 activation in order to be pro-oncogenic, and some have even pointed to tumor cell dormancy induction via a LIF : LIFR : STAT3 axis in breast cancer to bone marrow metastasis (62). For example, PI3K overactivation is commonly associated with the increased survival and proliferation of cancer cells. Activation of this pathway via LIF stimulation is correlated with apoptotic resistance in cholangiocarcinoma, but not with increased growth or metastasis (78). Furthermore, in the breast cancer cell lines MDA-MB-231 and T47D, treatment with, as well as transient overexpression of LIF led to increased mTOR activity and the phosphorylation of 4EBP1 and p7056K, which are downstream targets of this pathway and play roles in apoptotic resistance as well as protein synthesis (31). Overall, in these cell lines investigators found that LIF activity was correlated with increased growth in vivo and metastatic qualities in vitro (31). LIFR influences the PI3K/AKT pathway in a variety of cancers including prostate (79, 80), gastric (66), hepatocellular (70), nasopharyngeal (81) and rhabdomyosarcomas (57). In some instances, LIFRβ expression has been associated with decreased PI3K/AKT activity. Interestingly, while LIF has been demonstrated to exert effects on lipid metabolism in both the brain and in adipocytes via the PI3K/AKT pathway, little research has been done to evaluate how LIF signaling influences cancer metabolism in both glioblastoma and glioma, or in other cancer related pathological states.


LIF-Induced Immunosuppression

The relationship between tumor cells and the immune system is a highly complex process, and extensive evidence suggests that many tumors actively suppress the host immune response as a way to prevent immune-mediated tumor destruction. LIF-induced immunosuppression has been recently demonstrated in prostate cancer cells (55) and glioblastoma (82).

LIF as an immunomodulator/suppressor in cancer represents an important potential target for treatment. In a study of glioblastoma, the presence of high levels of LIF in the tumor microenvironment (TME) was associated with an increased number of tumor-associated macrophages (TAMs). Higher levels of TAMs in the TME was shown to prevent the invasion of CD8+ T cells via the repression of CXCL9 secretion, thus hindering an effective immune response to cancerous tissue (82). To examine this phenomenon in vivo, glioblastoma patient xenograft models in immunocompromised mice were treated with a neutralizing monoclonal antibody (nAb) for LIF. Treatments with LIF nAb greatly reduced TAMs, as well as led to an increased accumulation of CD8+ T cells. Overall, the study found that high levels of LIF were associated with decreased response to anti-PD1 therapies, and that LIF nAb when used in conjunction with anti-PD1 therapy could be a potential therapeutic option for patients with solid tumors exhibiting high LIF expression (82). In 2019, a humanized LIF nAb called MSC-1 entered phase 1A clinical trials and has been recommended to enter phase 2 dose trials for patients with relapsing or non-responsive solid-state tumors (83). Clearly, LIF and the LIFRβ have relevant connections to cancer growth and metastasis that warrant additional research and definition.



Tumor and Metastasis Suppression

In contrast to LIF typically being associated with the increased invasion and metastasis of cancer, LIFRβ expression has been shown to be correlated with the opposite. While LIFRβ is typically downregulated in a variety of cancers, it’s co-receptor gp130 is ubiquitously expressed in the human body, even detectable in serum, and it’s expression pattern across types of cancer is highly variable (84–86). In a variety of cancers, LIFRβ expression has been associated with higher patient survivability, and increased metastasis-free survival (Table 1), and that depletion of this receptor is somehow linked to decreased cellular adhesion and more aggressive cancer phenotypes through the inactivation of the Hippo pathway. We will discuss the Hippo pathway in further depth later on in this review.

Although LIFRβ signaling and its downstream targets have been well studied, how this receptor is regulated in cancer is poorly understood. Some have postulated that decreased LIFRβ expression occurs via an epigenetic mechanism such as LIFRβ promoter methylation, which has been observed in breast (87), clear renal cell carcinoma (64), hepatocellular carcinoma (68, 69), and colorectal cancer (88). Unfortunately, there is little research overall in regard to the mechanisms by which LIFRβ is regulated in cancer. Expression of LIFRβ is downregulated by miR-125a (58), miR-125b (89), and miR-9 (59) in a variety of human cancer cell lines. There is also some evidence pointing to hypoxia downregulating LIFRβ, as hypoxic conditions decreased LIFRβ expression in breast cancer cells and multiple hypoxic responsive elements have been identified in the LIFRβ promotor (62).That same group also identified histone deacetylase (HDAC) as a potential mechanism for LIFRβ downregulation, which is supported by evidence indicating that LIFRβ is upregulated when breast cancer cells were treated with HDAC inhibitors (28) (62). Notably, LIFRβ was upregulated in gastric cancer cells in vitro following transfection with the long non-coding RNA LNC-LOWEG, and this was correlated with decreased capacity for migration (65). In myeloid and placental cell lines, the LIFRβ gene was shown to be regulated by the transcription factor RUNX1, which has been shown to be important in leukemia, as well as breast cancer (90, 91).

While LIFRβ expression seems to be negatively correlated with breast cancer growth and metastasis (59, 60, 87), high expression of LIF is positively correlated (27, 30–32). The triple negative breast cancer cell line MDA-MB-231 was shown to highly express LIF, and treatment with LIF neutralizing antibodies impeded proliferation (27). On the other hand, overexpression of the LIFRβ in this same cell line resulted in decreased metastasis in vivo, with no effect on proliferation (59). However, it should be noted that others have found that MDA-MB-231 cells are unresponsive to LIF, and that this cell line had undetectable levels of LIFRβ expression (59, 62). This is an excellent example of the challenge in discerning the role of LIF and LIFRβ in cancer, as even in a single cell line their effects are debated. Conversely, in pancreatic cancer high LIF expression is correlated with lower metastasis free survival (54), whereas induction of LIFRβ expression in pancreatic cancer cell lines in vitro and in vivo decreased proliferation and migration, increased E-cadherin expression, and was associated with more favorable patient outcomes (73).

This begs the question: Why is decreased LIFRβ expression associated with worse outcomes, especially metastasis, when the majority of its downstream signaling pathways are classically described as oncogenic in nature? High expression of LIF could potentially lead to decreased expression of LIFRβ via internalization and degradation, as LIF binds to LIFRβ with a high affinity and an over 24-hour half-life until ligand/receptor disassociation, as demonstrated in kinetic studies (92), but this is purely speculation. Although the precise reasons may differ among cancers, few have made significant forays into the underlying molecular mechanisms by which LIFRβ plays a role as a metastasis and tumorigenic suppressor. The most relevant underlying molecular mechanisms demonstrated have defined connections to the tumor suppressor Hippo pathway, and links between LIFRβ and the Hippo pathway have been demonstrated in breast (59), clear renal cell carcinoma (64), and gastric cancer (93). Although LIF-LIFR signaling activates a variety of pathways associated with cancer progression such as JAK/STAT and MAPK, more potent and significant activators of these pathways already exist and are potential targets for treatment. This is not to say that LIF and LIFRβ are not relevant; however, but rather that the focus of the conversation surrounding them in cancer should be shifted towards how LIF and LIFR can be understood through the lens of tumor suppression and promotion via the less understood Hippo pathway. The potential therapeutic and physiological significance of the relationship between LIF/LIFRβ and the Hippo pathway thus necessitates speaking of their interaction in more depth.




LIF-LIFR Activation of the Hippo Pathway


The Hippo Pathway

The Hippo pathway, first discovered in Drosophila for its role in organ development, is a signaling cascade of particular interest to researchers due to its frequent dysregulation in human cancers (94). The primary effectors of this pathway are the transcription cofactors yes-associated protein (YAP) and transcriptional coactivator with PDZ binding motif (TAZ) (Figure 3). YAP and TAZ bind to a diverse array of transcription factors, the most important of which are members of the TEA Domain (TEAD) family. The Hippo pathway is activated by a variety of upstream cellular inputs, including various growth factors, cellular adhesion, and metabolic status resulting in the activation of salvador (SAV1). The core Hippo kinase cascade is as follows: SAV1 interacts with and activates MST1/2 (the mammalian homologue of the Hippo protein in drosophila) via an autophosphorylation event in the activation domain of MST1/2. Once activated, MST1/2 phosphorylates LATS1/2, leading to the recruitment of MOB1 to LATS1/2, whereupon MOB1 is also phosphorylated by MST1/2. The LATS/MOB1 complex is what engages and phosphorylates YAP (Ser127) and TAZ (Ser89). The phosphorylation of these serine residues generates binding sites for cytoplasmic 14-3-3 proteins, which sequester YAP and TAZ to the cytoplasm leading to their degradation. Dysregulation by increased expression or activation of YAP and TAZ have been found to be associated with malignant transformation and oncogenesis in numerous cancers, and thus their regulation (both at the transcriptional and protein levels) has become an area of importance in oncology, especially breast cancer (95–98). Thus, the Hippo pathway and its core kinases are tumor suppressors, while YAP and TAZ are oncogenes. The relationship between LIFRβ and the Hippo pathway is what initially defined LIFRβ as a metastasis suppressor in breast cancer (59).




Figure 3 | Schematic of the LIF-LIFR Mediated Hippo signaling network, as well as YES-YAP activation. (A) Hippo pathway is active, leading to the inhibition of YAP1 and TAZ. It should be noted that YAP1 and TAZ do not necessarily have to associate to have a downstream effect, nor is TEAD the only transcription factor they bind to. Furthermore, there are many upstream inputs that can activate the core Hippo kinase cascade that do not involve Scribble, or LIFRβ. Such inputs include cellular adhesion, metabolism, and cytoskeletal tension.  (B) Hippo pathway is inactive; YAP1 and TAZ are active and aid in the regulation of genes associated with cell proliferation, survival, and anchorage independent growth. YAP1 has been shown to be activated by YES downstream of LIF-LIFR signaling.





Mechanism of LIFR-Mediated Hippo Activation

The activation of the Hippo pathway via the LIFR was originally discovered by Chen et al. (59) in 2012 and their findings classified LIFRβ as a metastasis suppressor in cancer. A whole genome RNAi screen by Iorns et al. that same year (60) corroborated the conclusion of LIFRβ as a metastasis suppressor in breast cancer. Chen et al. demonstrated in a breast cancer model that LIFRβ expression is positively correlated with the membrane localization of the cell polarity protein Scribble to cadherins junctions, and resulted in decreased cellular migration and invasion which was dependent on the inactivation of YAP and TAZ (59). Interestingly, membrane localization of scribble was thought to require the expression of E-Cadherin, though the results of this study indicated otherwise.

Scribble is important in the maintenance of cellular polarity and has been demonstrated to have effects on the MAPK signaling pathway, as well as the Hippo pathway (95, 99). In the context of the Hippo pathway, scribble acts as a scaffolding protein for MST1/2 and LATS1/2 and TAZ (95). Upon localization to the cell membrane, this complex is active, and can begin the phosphorylation cascade that ultimately results in the cytoplasmic sequestration of YAP and/or TAZ via binding by 14-3-3 proteins (Figure 3).

In a recent study on clear renal cell carcinoma (CRCC), LIFRβ was found to be consistently downregulated in more aggressive cancers, likely due to promoter methylation and copy number variation (64). Silencing LIFRβ expression in CRCC cell lines led to an increase in the nuclear localization of YAP and enhanced migration and invasion. Most importantly, the silencing of YAP partially reversed this phenotype, indicating that loss of LIFRβ-promoted transformation is likely due to decreased Hippo activity, and therefore, increased transcriptional activity of YAP (64). The study in CRCC did not determine the mechanism by which LIFR activated the Hippo pathway, and in the years since Chen et al. originally established the Hippo-LIFR connection, the mechanism underlying the localization of scribble to the cell membrane via LIFR activation has not been determined. This is an important gap in the literature. Loss of cellular polarity is a hallmark of EMT, and if polarity-associated proteins such as Scribble are required for LIFR to activate the Hippo pathway then this gap could partially explain how LIF-LIFR signaling can have such a stark difference in downstream effect across disparate types of tissues and especially within cancer. But this is not the only association between LIF/LIFRβ and other effectors in the Hippo pathway. Interestingly, LIF activity has also been associated with the activation of YAP via the Src family kinase YES.




LIFR Activation of YES: YAP Activity Downstream of LIF


Background in ESCs

The connection with Src family kinases is a little researched facet of LIF/LIFR signaling. One such member of this family, YES, is a tyrosine kinase that activates YAP. The activation of YES by the LIFR has been shown to be relevant to LIF-induced stem cell maintenance, and unlike other pathways discussed thus far, seems to have little to no crosstalk with other LIF signaling pathways such as MAPK and JAK/STAT, at least in the context of mESCs (100). Research has shown that LIF-induced ESC self-renewal in mice is highly dependent upon LIF-mediated YAP-TEAD4 activation via YES, and these researchers determined that YES activity downstream of LIF had more profound effects on self-renewal than LIF-STAT3 (101). Although the precise mechanism is understudied, the proposed model is as follows. YES binds to the gp130 receptor subunit of the LIFR via an SH2 domain and is activated by JAK1. The active YES then then goes on to phosphorylate and activate YAP. YAP binds to and stimulates transcription with TEAD2, leading to the expression of the pluripotency factor OCT3/4 (101).



Increased YAP Activity in Cancer

Recent studies on LIF in cancer have further demonstrated LIF-LIFR mediated YES activation. In a human in vitro pancreatic cancer model, LIF expression was highly correlated with increased YAP activity (54). In this instance, researchers were trying to understand the relationship between STAT3 and human KRAS driven pancreatic adenocarcinoma (PDAC), and this team hypothesized that LIF functioned in an autocrine manner, stimulating the growth of pancreatic cancer cells as well as their formation of 3D spheres in culture. They found that increased KRAS activity resulted in an increased expression of LIF. This effect was lost when downstream signaling proteins in the MAPK pathway were inhibited, suggesting that LIF upregulation in PDAC is dependent on MAPK activation. In general, LIF was found to be overexpressed in human pancreatic carcinomas relative to normal tissue, and that in a pan-cancer analysis LIF was significantly more upregulated in cancers with a mutation in KRAS. The silencing of LIF, though either genetic means or neutralizing antibodies resulted in an increased phosphorylation of YAP at ser127, and the activation of upstream Hippo pathway kinases (54). Furthermore, LIF nAbs used with gemcitabine significantly reduced the growth of patient-derived xenograft (PDX) tumors in vivo. These results are in stark contrast to earlier findings in breast cancer demonstrating that LIF-LIFR signaling activated the Hippo pathway, thereby inhibiting YAP and TAZ.

Additionally, a study of gastric cancer found that higher levels of LIF and LIFR were associated with increased proliferation, invasion, and metastasis (93). Interestingly they determined that LIF-LIFR signaling actually inhibited Scribble localization to cell membranes, thereby preventing the inactivation of YAP through the Hippo pathway. When YAP was inhibited via shRNA, the effect of LIF-LIFR signaling on cancer growth and migration was lost (93). In a dose dependent manner, LIF decreased the phosphorylation of MST and LATS, implying that LIF-LIFR signaling is somehow inhibiting the Hippo pathway and allowing YAP to remain active, rather than directly activating YES to activate YAP (93).

To further the complexity, in a model of nasopharyngeal carcinoma (NPC), cells constitutively expressing a cytoplasmic variant of LIF had a markedly lower expression of YAP as well as phosphorylated YAP at ser127, suggesting that although YAP expression was decreased, a higher proportion of YAP remained active relative to controls (46). Depletion of LIFRβ resulted in an increased expression of YAP, and a higher level of pYAP was also demonstrated—though, this could simply be due to the fact that more YAP was physically present in the cell. Clearly, though, this is showing another link between LIF/LIFRβ expression and YAP. There are further links between LIF/LIFRβ in YAP expression, as LIFRβ expression has been negatively correlated with YAP expression in clear renal cell carcinoma (64). In nasopharyngeal carcinoma (NPC) high levels of LIF are associated with higher degrees and radio resistance, tumor progression, and decreased DNA repair (81). Overall, the findings in both PDAC and NPC suggest that the relationship between LIF-LIFR signaling, YES-YAP activity and the Hippo pathway are significantly more nuanced than originally described in breast cancer models. Combined with the findings of LIF signaling leading to upstream inhibition of the Hippo pathway in gastric cancer, it is clear that LIF-LIFR-Hippo pathway interactions are highly tumor dependent. This should be unsurprising at this point, considering how this has been a recurring motif for LIF not only in cancer but physiologically as well. Looking across all cancers that LIF has been associated with, a closer examination of the Hippo pathway’s involvement in that cancer, if one has not been found, should be necessitated.




ILEI: a Novel Ligand for LIFRβ

Interleukin-like EMT inducer (ILEI) is a cytokine-like protein of the FAM3C family that is speculated to have a four-helical bundle structure similar to LIF and has been implicated in a number of pathophysiological contexts, including Alzheimer’s and cancer metastasis (102). A recent study by Howe and colleagues (8) identified ILEI as a ligand for LIFRβ based upon a yeast 2-hybrid screen that was confirmed with crosslinking and immunoprecipitation experiments.

A series of experiments by Howe and colleagues sought to elucidate potential mechanisms by which TGF-β induced metastasis and CSC renewal in breast cancer, in which they found chronic stimulation of normal murine mammary gland (NMuMG) cells with TGF-β led to an increase in both LIFRβ and ILEI protein expression. Furthermore, they demonstrated that that ILEI activated STAT3 in a dose-dependent manner that was dependent on LIFRβ expression.

Immunocompromised mice injected with NMuMG cells expressing LIFRβ and ILEI had significantly higher host tumor burden and metastasis relative to controls, and this effect was partially lost in mice infected with cells with LIFRβ and ILEI knocked down. Intriguingly, in mice injected with NmuMG cells originally expressing LIFRβ, expression of LIFRβ was lost in sites of tumor outgrowth, as well as metastasis. This could be alluding to the role LIFRβ seems to play in tumor initiation, and CSC renewal, while simultaneously acting as a metastasis suppressor.

The induction of ILEI and LIFRβ expression by TGF-β is particularly interesting result, as TGF-β has been associated with the increased transcription of LIF in a number of cancers including in melanoma (72), thymic epithelium (103), glioblastoma (39), and in tumor associated stromal fibroblasts (104). Furthermore, there are some lines of evidence suggesting that TGF-β works in conjunction with the oncogenic transcriptional regulator c-Myc and OSM to cause the malignant transformation of human mammary epithelial cells (105–107). The relationship between OSM, TGF-β, and STAT3 implies there may be a crucial connection between the downstream effects of IL-6 cytokines and TGF-β.



Looking Forward


LIFR-HIPPO Activation via Alternative Ligands

As to date, published studies have only pursued a link between LIF/LIFR-mediated activation of the Hippo pathway, and one may be inclined to wonder if other LIFRβ ligands (especially OSM, considering both LIF and OSM can utilize the LIFR complex) also have the capacity to activate the Hippo pathway. Evidence of a role for other ligands is supported by the fact that transgenic mice who are LIF -/- (thought the LIFR is intact) exhibit only mild physiological deficits, whereas LIFRβ -/- die shortly after birth. Furthermore, in trophoblastic cell lines, it was shown that there is some degree of functional overlap between OSM and LIF in downstream effect (108). While hereditary LIFRβ mutations result in the rare developmental disease Stüve-Wiedemann syndrome, women who have a deficiency in LIF expression face the problem of infertility with little other apparent physiological differences. Therefore, if there is in fact LIFR activation of the Hippo pathway across multiple cell lines, it is highly likely that other ligands have the capacity to result in pathway activation, especially considering the Hippo pathway’s significant importance during development.

There is at least some tangential evidence of a relationship between other IL-6 cytokines and the Hippo pathway, especially YAP. In a murine heart failure model, YAP-TEAD activity was demonstrated to result in the upregulation of OSM and the OSMR and was directly associated with the dedifferentiation of cardiomyocytes. Interestingly, there was also a link between OSM activity, and a further upregulation of YAP, indicating there may be a potential positive feedback loop between OSM and YAP (109). In a murine model of breast cancer to bone metastasis, OSM was demonstrated to cause the upregulation and secretion of amphiregulin (AREG), a growth factor that lead to the differentiation of osteoclasts (75). Although the authors of this study did not elucidate the mechanism of AREG upregulation, separate studies have shown that YAP-TEAD activation in a human breast cancer model directly lead to an AREG increase (110), and similarly TAZ-TEAD induced migration and invasion of BC cells is partially abrogated when AREG is knocked down (111). Although this potential mechanism is purely speculative, this certainly begs the question as to whether or not OSM is modulating AREG expression through YAP, as there is already some evidence indicating that LIFRβ/gp130 complex has the capacity to activate YAP through the protein YES.



Alternative LIF and LIFRβ Transcripts

On a final note, very few studies (both in cancer and in other fields) make a clear distinction between the intracellular and secreted forms of LIF. There have been three transcripts of the LIF gene identified in both mouse and human cells: LIF-T, LIF-M, and LIF-D (112, 113); to this point we have been almost exclusively discussing the secreted form LIF-D. Regulation of these transcripts is centered around the alternative transcription of the first exon, which contains the secretory signal sequence. While LIF-M can exist in the cytoplasm or can be secreted, LIF-T completely lacks the first exon containing the secretory sequence and is localized to the cytoplasm. Early research showed that alternative LIF transcripts had both a tissue-dependent expression profile, as well as unique functions, with the intracellular transcripts LIF-T and LIF-M demonstrated to initiate proapoptotic signaling independent of the LIFR (113, 114). There has been some recent data on these alternative transcripts, though, including a recent study of the African elephant which identified a LIF-M “like” protein participating in p53-mediated apoptosis. The African Elephant genome contains multiple copies of this LIF-M-like gene and was postulated by the authors to be a partial example of a solution to Peto’s paradox (115). Interestingly, high expression of an intracellular LIF mutant was associated with more invasive and aggressive tumors in nasopharyngeal carcinoma (46).

LIFRβ has an alternative structure as well — there is both a membrane bound and secreted form (116). Generally, it is hypothesized that soluble LIFRβ is that it is meant to bind up latent LIF in the extracellular matrix. As to what regulates this alternative transcript is unknown, though one could speculate that this is a response to a high LIF environment.




Conclusion

The IL-6 family cytokine LIF and its receptor subunit LIFRβ have come to represent a challenge to understanding the role of inflammatory cytokines in cancer. Despite significant advances in our knowledge of how inflammation drives cancer progression and metastasis, LIF and LIFRβ provide particularly poignant demonstrations of how much there is to learn about the processes involved. There has been a significant focus throughout the years on STAT3 being the causal driver of LIF mediated effects in cancer, and not without cause—our primary understanding of LIF is derived through its effects on mESCs via STAT3. Other cytokines, specifically IL-6 and OSM, clearly have more profound effects in cancer through STAT3—this has left LIF in the proverbial wayside, as more potent activators of STAT3 have been targeted for study. Even the case for STAT3 being a driver of metastasis and tumor growth in breast cancer has been challenged, as there have been studies that have shown both LIF and OSM suppressing tumor growth and metastasis via STAT3 in breast cancer cell lines (62, 117, 118). In recent years, though, the apparent connection of LIF and specifically LIFRβ to the Hippo pathway have opened up a new avenue for our broadening understanding of how this cytokine functions. This has, in many ways, left us with more questions than answers: what could explain the data demonstrating that LIF activates YAP via the YES/gp130 pathway, while other studies show that LIFRβ inhibits YAP through the Scribble/Hippo pathway? Furthermore, is it possible for other ligands in the IL-6 family to activate these downstream signaling pathways as well? Indeed, all IL-6 family cytokines can bind to gp130, and many can bind to LIFRβ. These are just a small sample of many unanswered questions when it comes to LIF and LIFRβ in cancer, many of which are enticing avenues of research. With ILEI being a new ligand for LIFRβ and considering the development of a nAb against LIF in solid tumors in a clinical trial — there is a significant need in the field of immuno-oncology to more readily define the relationship to the Hippo pathway. Hopefully, this review will act as an aid to any researcher looking to further develop our emerging perspectives of LIF and its receptor in cancer.
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Background: Head and neck squamous cell carcinoma (HNSCC) is one of the most common malignancies worldwide. Checkpoint blockade immunotherapy has made tremendous progress in the treatment of a variety of cancers in recent years. Costimulatory molecules constitute the foundation of cancer immunotherapies and are deemed to be promising targets for cancer treatment. This study attempted to evaluate the potential value of costimulatory molecule genes (CMGs) in HNSCC.

Materials and Methods: Based on The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) dataset, we identified the prognostic value of CMGs in HNSCC. Subsequently, CMGs-based signature (CMS) to predict overall survival of HNSCC patients was established and validated. The differences of downstream pathways, clinical outcomes, immune cell infiltration, and predictive immunotherapy responses between different CMS subgroups were investigated via bioinformatic algorithms. We also explored the biological functions of TNFRSF12A, one risk factor of CMS, by in vitro experiments.

Results: Among CMGs, 22 genes were related to prognosis based on clinical survival time in HNSCC. Nine prognosis-related CMGs were selected to establish CMS. CMS was an independent risk factor and could indicate the survival of HNSCC patients, the component of tumor-infiltrating lymphocytes, and the immunotherapy response rate. Functional enrichment analysis confirmed that CMS might involve immune-relevant processes. Additionally, TNFRSF12A was related to poor prognosis and enhanced malignant phenotype of HNSCC.

Conclusion: Collectively, CMS could accurately indicate prognosis, evaluate the tumor immune microenvironment, and predict possible immunotherapy outcomes for HNSCC patients.

Keywords: immunotherapy, head and neck squamous cell carcinoma, prognosis, risk model, costimulatory molecule, tumor microenvironment


INTRODUCTION

Head and neck cancer ranked as the seventh most common cancer overall (Bray et al., 2018), with an estimated 888,000 new cases globally in 2018. Head and neck squamous cell carcinoma (HNSCC) accounts for more than 90% of all head and neck tumors (Gupta et al., 2016). HNSCC is a disease with biological diversity and genomic heterogeneity, which originates from the squamous mucosa lining of the upper respiratory tract, including lip and mouth, nasal cavity, paranasal sinus, nasopharynx, oropharynx, larynx, and hypopharynx (Marur and Forastiere, 2016; Siegel et al., 2017).

More than 60% of HNSCC patients were diagnosed with cancerous lesions that were locally advanced or metastatic at the first visit. For patients suffering from locally advanced or metastatic disease, the 5-year overall survival (OS) rate is less than 50% (Lefebvre, 2005), with a local recurrence rate of 15–40% and a high risk of developing distant metastasis (Chow, 2020). Surgery remains the major treatment of choice for resectable HNSCC. For cases with unresectable tumors or in which surgery may lead to severe organ dysfunction, concurrent chemoradiotherapy is recommended as the standard treatment (Colevas et al., 2018). However, concurrent chemoradiotherapy may lead to serious long-term adverse events, including pharyngeal dysfunction, ototoxicity, neurotoxicity, and nephrotoxicity (Sklan and Collingridge, 2017).

As a new therapeutic pillar in various cancers, the PD-1 monoclonal antibody was approved by the FDA for the first-line treatment of unresectable recurrent or metastatic HNSCC in 2019 (Cohen et al., 2019). Since then, a new era of immunotherapy has begun. However, despite the advancements in cancer immunotherapies to date, there are still some unmet needs: the overall response rate was still suboptimal, and immunotherapeutic resistance also resulted in substantial barriers (Luke et al., 2017). In view of the status quo that current immunotherapy is largely based on affecting T cell function via costimulatory molecules (Waldman et al., 2020), a better understanding of the mechanisms and the roles of costimulatory molecules in these biological processes is needed to realize the full potential of this treatment approach.

Costimulatory molecules, which are composed of the B7-CD28 family (Zhang et al., 2018) and tumor necrosis factor (TNF) families (Ward-Kavanagh et al., 2016), constitute potential molecular targets for immunotherapeutic strategies (Shekarian et al., 2017). At present, 13 molecules are classified as B7-CD28 family members (Janakiram et al., 2015). The TNF family is comprised of the TNF ligand superfamily (TNFSF) and the TNF receptor superfamily (TNFRSF) with 48 molecules (Croft and Siegel, 2017). Nevertheless, the clinical significance and genome features of costimulatory molecule genes (CMGs) in HNSCC carcinogenesis were obscure yet.

In the current research, we systematically explored the expression pattern and prognostic significances of CMGs by bioinformatics analysis. The biological functions of TNFRSF12A were also investigated by in vitro experiments. Then the CMGs-based signature (CMS) was developed to predict prognosis, immunotherapy response, and immune cell infiltration for HNSCC patients.



MATERIALS AND METHODS


Cell Culture and Transfection

The HNSCC cell line 6-10B and Tu 686 were purchased from the Cell Bank of the Chinese Academy of Sciences (Shanghai, China) and were grown under the recommended conditions. The vectors of plko-Puromycin-EGFP-shRNA-TNFRSF12A and plko-Puromycin-EGFP-NC were purchased from Ruoji Technology (Shanghai, China) and were transfected into 6-10B and Tu 686 cells. The shRNA1 sequences are GCAGGAGAGAGAAGTTCACCA(F) & CAAA TGCTGCAGTTCCTTAGT(R), and the shRNA2 sequences are AGGAGAGAGAAGTTCACCACC(F) & GGTGGTGAACTTC TCTCTCCT(R). These two target sequences were mixed with the same proportion. Subsequently, the cells with suitable fluorescence expression were screened with puromycin at a concentration of 4 μg/ml.



Real-Time PCR

Total RNA was purified using Mini BEST Universal RNA extraction KIT (TaKaRa, Japan) and cDNA was synthesized using the Prime-Script RT Master Mix (TaKaRa, Japan) according to the manufacturer’s instructions. Real-time PCR was performed using SYBR Green Realtime PCR Master Mix (Yeasen, China). Samples from each experiment were analyzed in triplicate. The primer sequences used in this study were as follows:

GAPDH: GGACTCATGACCACAGTCCA(F) & CCAGTAG AGGCAGGGATGAT(R);

TNFRSF12A: TTTGGTCTGGAGACGATGC(F) & GGCTCT AGAATGGATGAATGAA(R);

CXCL2: CTCGCTGCGCCGGTTGCTGC(F) & GCTGCAGC GCAGCCCAGGCA(R);

CXCL11: GACGCTGTCTTTGCATAGGC(F) & GGATTTA GGCATCGTTGTCCTTT(R);

CCL19: CTGCTGGTTCTCTGGACTTCC(F) & AGGGATG GGTTTCTGGGTCA(R);

CXCL17: TGCTGCCACTAATGCTGATGT(F) & CTCAGG AACCAATCTTTGCACT(R);

CXCL3: CGCCCAAACCGAAGTCATAG(F) & GCTCCCCT TGTTCAGTATCTTTT(R).



Enzyme-Linked Immunosorbent Assay (ELISA)

To detect the secreted CXCL2, CXCL11, and CCL19 levels, cell culture supernatants were harvested after 48 h and analyzed using CXCL2, CXCL11, and CCL19 Human enzyme-linked immunosorbent assay (ELISA) Kit (Yuanmin Biotechnology, Shanghai, China) according to the manufacturer’s protocols.



Western Blot

Werstern Blot was performed according to previous research (Song et al., 2016). Specifically, the antibodies utilized in this research were listed as follows:

TNFRSF12A (1:1000, abs137500, Absin, Shanghai, China);

GAPDH (1: 1000, AF1186, Beyotime, Shanghai, China);

HRP-conjugated secondary antibodies:(1:1000, A0208, Beyotime, Shanghai, China).



Cell Proliferation Assays and Migration Assays

Cell proliferation was detected by the cell counting kit-8 (CCK-8) and clone formation assays. In brief, cells were inoculated into 96-well plates (1000 cells/well). At each time point (1st, 2nd, 3rd, 4th, and 5th day), 10 μl of CCK-8 solution (Yeason, Shanghai, China) was added to the sextuplicate wells. The plates were incubated for 1.5 h and detected.

For clone formation assays, cells were seeded in a six-well plate (1000 cells/well) with the culture medium refreshed every 3 days for 2 weeks. Following the 2 weeks, the cells were washed with PBS, fixed, stained, and counted.

For migration assays, cells were incubated using 24-well transwell plates (8-μm pore size, Corning, NY, United States). Certain cells suspended in serum-free medium were plated in the upper chambers, and 0.6 ml of RPMI-1640 medium with 10% FBS was added to the lower chamber. After incubation for a suitable amount of time, the cells were fixed, stained, and counted under a microscope.



mRNA Expression Datasets and Clinical Information

The expression profile of HNSCC and corresponding clinical information were downloaded from the Cancer Genomics Browser of University of California Santa Cruz (UCSC). This prognostic feature was further validated based on an independent data set (GSE65858) from the Gene Expression Omnibus (GEO) database (Wichmann et al., 2015). For the genes with several probes, mean expression values were recognized as the expression data. The clinical characteristics of these patients from multiple institutions are summarized in Table 1.


TABLE 1. Clinical characteristics of enrolled groups.
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The cBio Cancer Genomics (Cerami et al., 2012), Gene Expression Profiling Interactive Analysis (GEPIA) (Tang et al., 2019), and Human Protein Atlas database (HPA) (Uhlén et al., 2015) were also used to validate DNA, mRNA, and protein expression level of CMGs in HNSCC.



Differentially Expressed Genes Analysis and Function Enrichment Analysis

By package limma (Ritchie et al., 2015), differentially expressed genes (DEGs) were screened out with the cutoff value p value < 0.05 and log2 (| fold change (FC)|) > 0.5. Principal component analysis (PCA) was also employed to demonstrate expression patterns of CMGs in different samples. Pathway and function enrichment analysis was performed via clusterProfiler (Yu et al., 2012). Kyoto Encyclopedia of Genes and Genomes (KEGG) (Kanehisa et al., 2017), Gene set enrichment analysis (GSEA) (Subramanian et al., 2005), and Gene Ontology (GO) enrichment analyses were employed.



Estimation of Immune Cell Infiltration and Immune Therapy Response

The tumor purity and immune infiltration level were analyzed via ESTIMATE (Yoshihara et al., 2013), leucocyte fraction (Thorsson et al., 2018), CIBERSORT (Newman et al., 2015), MCP-counter (Becht et al., 2016), EPIC (Racle et al., 2017), quanTIseq (Finotello et al., 2019), and TIMER (Li et al., 2017). Immunophenoscore (IPS) (Charoentong et al., 2017) algorithms were used to assess immunotherapy responses.



Mutation Analysis and Tumor Mutation Burden (TMB) Analysis

Somatic variants data of HNSCC samples were analyzed by maftools (Mayakonda et al., 2018). Then, the tumor mutation burden (TMB) of each patient (mutations per million bases) was calculated.



Signature Identification

CMGs-based signature was constructed using 9 CMGs with a linear combination of their expression values. These inputs were weighted with the regression coefficients from the stepwise Cox regression analyses.

[image: image]



Construction and Validation of a Prognostic Nomogram

Nomogram plotted by RMS package Before constructing the nomogram, 4 patients were excluded because of undefined pathological diagnosis. Then CMS and nomogram were tested by receiver operating characteristic (ROC) curves and calibration curves. And area under curve (AUC) values of ROC were also calculated.



Statistical Analysis

The results were expressed as the mean ± standard deviation. Student’s t-test or rank-sum test was used for comparisons between groups. Categorical data were analyzed by the chi-square test or Fisher’s exact test. Correlation between two groups was determined by analysis of Pearson’s or Spearman’s correlation coefficient. Survival differences between the two groups were assessed by Kaplan–Meier method and compared using log-rank statistical methods. All statistical tests were bilateral with p value < 0.05 being statistically significant. R software (4.0.4) and GraphPad Prism 7 were used for data analyses.




RESULTS


Genomic Features and Prognostic Value of CMGs in HNSCC

After excluding TNFRSF6B for its low expression, a total of 59 CMGs were abstracted from The Cancer Genome Atlas (TCGA) HNSCC data, including 13 well-defined B7-CD28 family costimulatory molecules and 46 TNFRSF family costimulatory molecules (Table 2). The different expression levels of CMGs between HNSCC tumor and normal tissues were exhibited in Figure 1A and Table 2. Moreover, PCA exhibited that CMGs could obviously distinguish tumor samples from normal samples (Figure 1B). The correlation of CMGs was shown in Figure 1C. CMGs with genetic alterations rate >3% were demonstrated based on cBioPortal database (Supplementary Figure 1).


TABLE 2. Difference analysis and Cox analysis of costimulatory molecule genes in TCGA cohort.
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FIGURE 1. Genomic landscape of CMGs in HNSCC. (A) Volcano plot exhibited the different expression patterns of CMGs between HNSCC tumors and normal tissues. (B) PCA for the expression profiles of CMGs to distinguish HNSCC tumors from normal tissues. (C) Correlation analysis of CMGs in HNSCC by Spearman. The black cross represented the p value > 0.05.


Then, Cox regression analysis revealed that 22 genes were highly associated with OS (p < 0.05, Table 2). Among them, four genes had a high hazard ratio (HR > 1) and were defined as high-risk factors, while eighteen genes had a low hazard ratio (HR < 1) and were defined as protective factors.



Construction and Evaluation of a CMGs Based Risk Model

Following stepwise Cox proportional hazards regression analysis, nine genes were selected to construct CMS (Figure 2A). Then, we established a predictive model on the basis of coefficients and expressions.


[image: image]

FIGURE 2. Identification and validation of CMS in HNSCC. (A) A forest plot of multivariate Cox regression analysis of 9 CMGs in HNSCC. The risk score distribution of each patient (B), the survival time and status of each patient (C), and the expression of 9 CMGs in each patient (D). (E,F) Survival analysis of CMS in the TCGA and GEO dataset by performing the log-rank test. (G,H) AUC values of CMS and other clinical indices were determined in the TCGA and GEO dataset by performing ROC curve analysis.


Patients were assigned to either high- or low-risk group using the median risk score as the cutoff value. The distribution of risk scores, survival status, and survival time of patients was exhibited by scatter plots (Figures 2B,C). The expressions of nine selected genes were visualized by a heat map (Figure 2D).

Differences in clinicopathologic features between the high-risk and low-risk subgroups were displayed in Table 3. Survival analysis indicated that patients in the high-risk group exhibited poorer OS (p < 0.0001; Figure 2E). The ROC curve for CMS and other clinical indices was shown in Figure 2G. Furthermore, the accuracy of CMS was validated in another independent GSE65858 cohort (Figures 2F,H).


TABLE 3. Clinical characteristics of HNSCC patients by different CMS groups.
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Meanwhile, we calculated the correlation between clinical features and the risk score on OS, as well. Log-rank analysis manifested that higher risk scores were associated with poor prognosis in most subgroups, which was in accordance to the results in the total cohort (Figure 3).
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FIGURE 3. Clinical significance of CMS in different subgroups. Survival analyses of CMS in HNSCC patients with different T (A), N (B), M (C), grade (D), stage (E), and gender (F). (T low = T1+T2; T high = T2+T4; N low = N0+N1; N high = N2+N3+NX; M low = M0; M high = M1+MX; grade low = G1+G2; grade high = G3+G4+GX; stage low = I+II, stage high = III+IV).




CMS Was an Independent Predictor for HNSCC

Subsequently, univariate analysis was used to examine the prognostic value of risk score and several clinicopathological features (Figure 4A). Consequently, risk score (p < 0.001), age (p < 0.05), gender (p < 0.05), N (p < 0.05), and M stages (p < 0.05) were unfavorable factors for OS. To further verify the clinical implications of CMS, multivariate Cox regression analyses were performed (Figure 4B). Collectively, these results revealed that the novel prognostic model could work as an independent prognostic factor related to the OS of HNSCC (p < 0.001).
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FIGURE 4. Establishment of a novel nomogram based on CMS. Forest plots exhibited univariate (A) and multivariate (B) Cox regression analysis of clinical features and risk score in the TCGA cohort. (C) The nomogram for predicting 1-, 2-, and 3-year OS in TCGA cohort. (D) Calibration curves of nomogram on consistency between predicted and observed 1-, 2-, and 3-year survival in TCGA cohort.




Establishment of a Novel Nomogram

To provide a more accurate estimation of survival rates for HNSCC patients, a prognostic nomogram was constructed based on statistically significant factors in univariable cox regression analysis (Figure 4C). What is more, the calibration curves of the prognostic nomogram suggested the satisfying consistency between prediction and actual 1-, 2-, and 3-year survival in the TCGA cohort (Figure 4D).



CMS Related Biological Processes and Pathways

We then explored the down-stream pathways in different CMS stratification. A total of 220 DEGs were screened out. Among them, 47 genes were upregulated, while 173 genes were downregulated in the high-risk group (Figure 5A).
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FIGURE 5. CMGs-based signature (CMS)-related biological pathways. (A) DEGs in different risk groups. (B) GO and KEGG analyses based on DEGs. (C) DEGs were analyzed by GSEA. NES: normalized enrichment score.


Gene ontology analysis revealed that DEGs were highly involved in immune-relevant responses (Figure 5B), especially immune cell activation, which was validated by GSEA (Figure 5C). Besides, KEGG and GSEA analysis jointly suggested that the PI3K-AKT pathway might be implicated during these biological processes.



CMS Predicted Immune Infiltration and Responses of Immunotherapy

Despite the great achievements of immune checkpoint inhibitors (ICIs), only a fraction of patients could expect to benefit from such burgeoning agents. The development of predictive indices is needed to optimize patients’ benefit and avoid toxicity risks (Topalian et al., 2016). Hence, we evaluated the association of CMS and immunotherapy responses by accessing several biomarkers. Collectively, we enrolled five indices, including IPS, TMB, tumor purity, infiltration levels of different immune cells, and immune signature genes, to obtain a more comprehensive prospect.

Using IPS, a machine learning-based scoring scheme to predict the responses of patients to ICIs, we found that the relative probabilities of responding to anti-PD-1/PD-L1 and anti-CTLA-4 treatment were higher in the group with low-risk scores (p < 0.05, Figure 6A). This indicated that patients with low-risk scores might receive more satisfactory clinical outcomes following immunotherapy. However, no significant differences between the groups were observed for TMB, which is a biomarker for immunotherapy (Chan et al., 2019; Figure 6B).
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FIGURE 6. Analysis of immunotherapy responses in different risk groups. (A) The relationship between the risk groups and IPS. (B) TMB in different risk groups. (C,D) Leukocyte fraction and ESTIMATE score indicated that immune cells were highly enriched in the low-risk group. (E–I) Infiltrating immune cell in different groups was calculated by CIBERSORT, EPIC, quanTIseq, MCP-counter, and XCELL. (J) Expression levels of immune signature genes in different groups were exhibited by box plot. Ns: not significant, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.


Lymphocyte infiltration, specifically CD8+ T cell and NK cell infiltration, has been documented to be associated with improved survival in various cancers (Galon et al., 2006). Based on several algorithms, such as ESTIMATE, CIBERSORT, and XCELL, infiltrating immune cells in the tumor microenvironment (TME) were calculated and exhibited in Supplementary Figure 2. Results indicated that immune cells, especially CD8+ T cell and NK cell, were highly enriched in the low-risk group (Figures 6C–I).

Besides, we compared the expression levels of immunotherapy-related genes between the high-risk score group and the low-risk score group (Figure 6J). Patients with low-risk scores had significantly elevated expression of PD-1 (p < 0.0001), CTLA-4 (p < 0.0001), and other signature genes.



TNFRSF12A Was a Tumor Promoter in HNSCC

To investigate the significance of our risk model, we then compared the expression levels of 9 factors in CMS and found TNFRSF12A demonstrated the most significant difference between tumor and normal tissues (Table 2 and Figure 1A). Its clinical implication was further validated by GEPIA and HPA database (Supplementary Figures 3A–C). Hence, we chose TNFRSF12A for further investigation.

Short-hairpin RNA (shRNA) was used to inhibit TNFRSF12A expression in two typical HNSCC cell lines to evaluate biological functions of TNFRSF12A. The transfection efficacies were validated by real-time PCR (Figures 7A,B) and Western Blot (Figures 7C,E). By performing CCK-8 (Figures 7D,F) and clone formation (Figures 7G–J) assays, we found that proliferation was dampened when the expression of TNFRSF12A was inhibited. Transwell assays verified that downregulation of TNFRSF12A reduced migration abilities of HNSCC cell lines in the sh-TNFRSF12A group compared to those in the negative control (NC) group (Figures 7K–N).
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FIGURE 7. TNFRSF12A was a tumor promoter in HNSCC. (A,B) Expression levels of TNFRSF12A, CXCL2, CXCL11, CCL19, CXCL3, and CXCL17 were detected via real-time PCR. (C,E) Transfection efficacies were validated by Western Blot. (D,F) Knockdown of TNFRSF12A in HNSCC cell lines inhibited cell proliferation was determined by CCK-8. (G,I) Clone formation assays revealed the effects of TNFRSF12A down-regulation on proliferation. (H,J) Representative images of clone formation. (K,M) Tranwell assays detected migration abilities in different groups. (L,N) Representative images of the transwell (Scale bar = 100 μm). (O,P) ELISA exhibited that TNFRSF12A regulated expressions of CXCL2, CXCL11, and CCL19. n = 3/group for all assays; ns: not significant, **p < 0.01, ***p < 0.001, ****p < 0.0001.


Moreover, in order to further explore the relationship between TNFRSF12A and TME, we investigated the relevance between the expression levels of TNFRSF12A and chemokine genes, which were deemed to cast a crucial role in shaping TME and influence clinical outcomes of immunotherapy (Nagarsheth et al., 2017). Correlation analysis revealed that 5 chemokine genes, out of a total of 43 chemokine genes, exhibited significant correlations with TNFRSF12A (Supplementary Figure 3D). Among these 5 chemokine genes, CXCL2, CXCL3, and CXCL11 showed positive correlation with TNFRSF12A (R > 0.25, p < 0.05), while CXCL17 and CCL19 showed negative correlation (R < −0.25, p < 0.05). Real-time PCR revealed that TNFRSF12A could regulate expressions of CXCL2, CXCL11, and CCL19 (Figures 7A,B). ELISA further validated that TNFRSF12A was the up-stream regulator of CXCL2, CXCL11, and CCL19 (Figures 7O,P).




DISCUSSION

Immune escape and T cell exhaustion are reckoned as features in the TME, closely associated with patients’ survival (Chen and Mellman, 2017). By inhibiting the immune checkpoints, immune cells could be rejuvenated to eliminate cancer cells, which becomes a potential target for cancer immunotherapy (O’Donnell et al., 2019).

In the current study, we synchronously inspected the genome landscape and prognostic value of 59 costimulatory molecules in HNSCC patients. Through TCGA RNAseq data, 22 CMGs were discovered to be related to prognosis. Most of these CMGs had been reported to be involved in various diseases, including cancer. For instance, TNFRSF12A could result in cancer, chronic autoimmune diseases, and acute ischemic stroke via the TWEAK-TNFRSF12A axis (Winkles, 2008). Overexpression of TNFSF14 could contribute to the expansion of functional T cells to prevent the growth of human papillomavirus 16-induced tumors (Kanodia et al., 2010). High expression of ICOS in leukemia was associated with poor prognosis and might contribute to tumor proliferation by assisting tumor cells in evading antitumor immune responses (Tamura et al., 2005).

Among 9 CMGs in CMS, TNFRSF12A showed the most notable difference between tumor and normal tissues. And two independent databases also verified its clinical manifestations. Thus, TNFRSF12A was chosen for subsequent experiments. By knocking down TNFRSF12A in two typical HNSCC cell lines, we found that reduced expression of TNFRSF12A significantly inhibited cellular proliferation in vitro. Simultaneously, downregulation of TNFRSF12A also dampened the migration ability of HNSCC cell lines, consolidating its role as a tumor promoter in HNSCC carcinogenesis. Moreover, we analyzed the association between TNFRSF12A and TME, from the perspective of chemokines. By correlation analysis, we found 5 chemokines were highly associated with TNFRSF12A in HNSCC tissues. What is more, real-time PCR and ELISA verified that TNFRSF12A could regulate CXCL2, CXCL11, and CCL19 expression, highlighting the role of TNFRSF12A in modulating TME.

Following this, the risk model based on CMGs was constructed by the TCGA data set and validated by the GEO data set. The survival analysis showed that patients with low-risk scores tended to have a higher OS rate in both validation and training cohorts. Similar results amongst HNSCC patients of different stages, grades, genders, and ages highlighted the CMS’s accuracy. Moreover, cox regression analysis confirmed the independent prognostic value of CMS, henceforth emphasizing the reliability of our risk model. To further enhance the accuracy of prognostic prediction, a novel nomogram combining clinical characteristics and CMS was constructed, which not only helped to predict the specific survival risk of specific patients but also contributed to individualized treatments for HNSCC patients. Then, pathway enrichment analyses were used to provide additional insights into the downstream pathways distinct in two groups. The GO and GSEA analyses jointly showed that DEGs were related to immune responses. And the KEGG analysis suggested that PI3K–AKT pathway, which has been reported to induce specific immune-inhibitory molecules’ expression (Pardoll, 2012), might be involved in these biological processes.

Preliminary data from trials of ICIs in the treatment of metastatic or recurrent HNSCC led to encouraging results (Ferris et al., 2016; Gillison et al., 2016; Mehra et al., 2018). Nevertheless, with the rapid augment in the utilization of ICIs, immune-related adverse events and the limited response rate for the majority of HNSCC ensued (Lyon et al., 2018; Postow et al., 2018). As a consequence of these results, biomarkers to guide patient selection for immunotherapy are attached to most priority (Bruni et al., 2020), which prompted us to investigate how our risk model would relate to immunotherapy response. Nevertheless, it is not feasible to accurately predict the response probability for ICI immunotherapy based on merely one parameter and without taking other factors into consideration (Havel et al., 2019). This is probably due to the heterogeneity of HNSCC and its TME. Thus, through integrating a series of promising indices in immunotherapy, including IPS, TMB (Samstein et al., 2019), tumor purity (Fridman et al., 2012), immune cell component (Galon et al., 2006), and immune genes (Andrews et al., 2017; Rowshanravan et al., 2018; Wolf et al., 2020), we came to the conclusion that patients with high-risk scores were inclined to acquire miserable therapeutic outcomes of ICI immunotherapy, in accordance to the results of OS.

However, there are some limitations in our study. Firstly, although an earnest endeavor was made to recruit as many HNSCC patients as possible to establish and validate this CMS model, especially considering the relatively low incidence rate of HNSCC compared to other cancers like colon cancer, this study was still a retrospective analysis. Secondly, because of the limited accessibility to acquire paired mRNA expression data from HNSCC samples before and after immunotherapy, the prediction of immunotherapy response based on CMS was estimated indirectly. The accuracy was remained restricted. Future prospective studies based on genome data could depict a more delicate landscape of the CMGs in HNSCC.



CONCLUSION

This study identified expression pattern and prognostic value of CMGs in HNSCC. TNFRSF12A was found to be a tumor promoter via in vitro experiments. A novel scoring system based on CMGs was established to predict the clinical outcomes of HNSCC patients. It could serve as a biomarker and immunotherapy indicator for doctors to assign individualized therapeutics for patients in future clinical practices.
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Although immune therapy can improve the treatment of clear cell renal cell carcinoma (ccRCC) significantly, there are still a large proportion of ccRCC patients who progress to metastasis. Targeting the pro-metastatic immune cell in the ccRCC microenvironment could provide a solution to this problem. In this study, B cells in ccRCC biopsies were identified by using scRNA-seq and flow cytometry. The findings indicated the presence of a pro-metastatic B cell type which could be further classified into 3 subpopulations, MARCH3, B2M and DTWD1, based on their large-scaled genetic profiles, rather than traditional Immature/Mature ones. Although all of the 3 subpopulations appeared to contribute to distant metastasis, B cell (B2M) was deemed to be the most essential. Moreover, STX16, CLASRP, ATIC, ACIN1 and SEMA4B, were genes found to be commonly up-regulated in the 3 subpopulations and this was correlated to a poor prognosis of ccRCC. Furthermore, the heterogeneity of plasma cells in ccRCC was also found to contribute to metastasis of the disease. This study offers potential novel therapeutic targets against distant metastasis of cancers, and can help to improve the therapeutic efficiency of ccRCC patients.




Keywords: tumor microenvironment, scRNA-seq, B cells, flow cytometry, metastasis, clear cell renal cell carcinoma



Introduction

Clear cell renal cell carcinoma (ccRCC) is a common tumor of the urinary system which comprises almost 80% of total renal cell carcinomas (1) and usually develops from the nephron epithelial cells (1, 2). Although the clinical treatment of ccRCC has improved significantly with the advent of immunotherapy, metastasis of this type of cancer is still a “bottle neck” that hampers therapeutic efficiency (3). Since it is known that the tumor microenvironment (TME) regulates tumor progression and distant metastasis (4), extensive studies in different cancers including ccRCC (1, 5, 6), have been initiated to explore the intra-tumor cellularity and its related molecules (7, 8), in order to optimize and improve the therapeutic strategies against metastasis.

In recent years, great progress has been made in delineating the heterogeneity of immune cells in ccRCC, especially with respect to the pathological roles played by intra-tumor immune cells. Mapping the TME has shown that numerous immune cell types exist in ccRCC biopsies, including T cells, NK cells, DC, monocytes/macrophages and B cells (6). Further research has also shown that within ccRCC there are exhausted CD8+ T cells which can resist therapeutic intervention, NK cells that exhibit a significant inhibitory immune phenotype due to up-regulated expression of CD48, CD85J, CD45 and PD-1 factors, highly 6-sulfo LacNAc expressing DCs that can predict poor prognosis as well as monocytes/macrophages which exhibit extremely heterogeneous immune phenotypes and genotypes. Previously these would have simply been classified as either pro- or anti- inflammatory cells (6, 9, 10). As for the B cells usually found in ccRCC, due to their low numbers (6), their biological roles in the development of the disease, have long been overlooked.

Recently, it was observed that infiltrated B cells correlate to poor prognosis in renal cancer patients (11), indicating that these cells are implicated in the development of kidney tumors. Therefore, this study was initiated in order to explore the pathological roles of B-lineage cells in ccRCC. Due to their genetic profiles, B cells were classified into 3 subpopulations and plasma cells were classified into 2. The results were validated by flow cytometry analysis of freshly isolated ccRCC biopsies. Furthermore, this study investigated whether the B-linage cells could contributed significantly to ccRCC metastasis.



Material and Methods


scRNA-Seq Bioinformatics Analysis

The scRNA-seq data were retrieved from the NCBI GEO database. Expression data of genes relating to healthy kidneys and those of immune cells from ccRCC biopsies were downloaded under the accession IDs GSE131685 (12) and GSE121636 (6), respectively. SCTransform wrapper was used to minimize the technical variations between different panels and platforms. R package Seurat (v4.0.2) was used to analyze scRNA-seq data and a resolution of 0.6 was set for clustering genes/cells. Violin plots and gene nebula maps were used to show specific gene expression levels. Enhanced volcano plots were used to demonstrate differentially expressed genes (DEGs, ccRCC vs. control). The gene concept network was analyzed by using R package clusterProfiler (v4.0.0).



Human Biopsies

To validate the subpopulations of either B or plasma cells, human renal biopsies were dissected after surgery. Control kidney biopsies were collected from patients who underwent radical nephrectomy, and had no clinical record of renal diseases. The human tumor biopsies were isolated from ccRCC patients after surgery.



Single Cell Preparation

Single cell suspensions were prepared for flow cytometry analysis as described below. After surgery, the biopsies were cut into small pieces in cold PBS and digested with collagenase IV (25mg/mL, Gibco, #17104-019) at 37°C for 40 min. Then PBS/0.5%BSA/2mM EDTA was added and incubated another 10 min after which cells were collected by filtering through a 70-μm stainless strainer.



Flow Cytometry Analysis

Antibodies used for flow cytometry analysis were: anti-human/mouse CD45 (Invitrogen, # 17-0451-82), anti-human CD20 (Invitrogen, #25-0209-42), anti-human MARCH3 (Invitrogen, #PA5-60351), biotin-anti-B2M (Abcam, #ab269365), anti-human DTWD1 (Invitrogen, #MA5-27492), anti-human IgG1 (Abcam, #ab99776), anti-human RPS12 (Abcam, #ab175219) and anti-human IgG4 (Abcam, #ab1930).

The detailed staining procedure of flow cytometry analysis has been described previously (13). Briefly, nonspecific binding was blocked with Fcγ receptor blocker (Invitrogen, #14-9161-73). For surface staining, cells were incubated on ice with fluorescent-coupled antibodies for 15 min and then washed twice with cold PBS. For intracellular staining, cells were treated using a Cytofix/Cytoperm kit (BD, #554717) according to manufacturer’s introductions and then incubated at 4°C with the relevant fluorescent-coupled antibodies for 15 min. After two washes with cold PBS, cells were re-suspended with PBS/0.5%BSA/2mM EDTA. Samples were then measured with a flow cytometer (Thermal Fisher Attune NxT).



Statistical Analysis

The results were statistically analyzed using the nonparametric test with Graphpad Prism. P <0.05 was considered statistically significant and *, ** and *** represent p <0.05, p <0.01 and p <0.001, respectively.




Results


Identification of B-Lineage Cells

With the retrieved scRNA-seq data, the genes from normal human kidney cells and the immune cells from the ccRCC biopsies were grouped into 17 and 22 clusters, respectively (Figure 1A and Supplementary Video 1). MS4A1, which codes for CD20, was used to identify B cells (14). This gene was preferentially expressed in Cluster 13 in control cells, while it was preferentially expressed in Cluster 19 in ccRCC biopsies (Figure 1B), indicating that both these two clusters were B cells. When comparing the frequency of B cells in the control group, it was found to have increased by 2.4 fold in the ccRCC biopsies (Figure 1C), indicating that B cells play an important role in the development of cancer. Indeed, a follow-up study showed that the patients with high B cell numbers had a bad survival rate when analyzed from the database using TIMER2.0 (Figure 1D). Moreover, immature B cells, which expressed the IGHM gene but not the IGHD as well as matured B cells (expressing IGHD) and plasma cells (expressing IGHG1) (15) were also identified and calculated (Figures 1E, F).




Figure 1 | Characterization of B-lineage cells. (A) UMAP plots showing the cellular components in control kidneys and ccRCC biopsies. (B) Left panel: Violin Plots showing the expression level of MS4A1 in control kidneys and ccRCC biopsies; right panel: gene nebula maps showing the expression pattern of MS4A1 in control kidney and ccRCC biopsies. (C) Pie Plots showing the frequency of B cells in control kidneys and ccRCC biopsies. (D) Survival curves showing the correlation between B cell density to prognosis. (E) Gene nebula maps showing the distribution of B cell development marker genes (IGHM, IGHD and IGHG1) in control kidneys and ccRCC biopsies. (F) Pie plots showing the frequency of immature B cells, matured B cells and plasma cells in control kidneys and ccRCC biopsies. (G) Flow cytometry analysis of B-lineage cells in control kidneys and ccRCC biopsies. The left panel shows the gating strategy of immature B and matured B cells; the right panel shows the gating strategy of plasma cells. (H) Scatter plots showing the statistical analysis of B cells and plasma cells in control kidneys and ccRCC biopsies. Each dot represents one readout. The data represent 3 independent experiments. *p<0.05, ***p<0.001.



Interestingly, the frequency of plasma cells was increased by more than 3.2 fold in ccRCC biopsies when compared to controls, indicating that these cells could potentially play an “active” role in ccRCC. The flow cytometry analysis also showed increases in B and plasma cell frequencies when compared to normal cells (Figures 1G, H). This prompted us to further explore the molecules that are expressed by B-lineage cells in ccRCC. However, the frequency of immature and mature B cells was similar in both controls and ccRCC biopsies (Figures 1F, G). This led us to seek other methods to explore B cell heterogeneity, rather than to simply classify B cells into either immature or matured phenotypes.



B Cell Heterogeneity Based on scRNA-Seq Data

B cell heterogeneity was determine based on their genetic profiles using the scRNA-seq data. After integration of B cells isolated from control and ccRCC biopsies, 3 subpopulation of B cells were found (Figure 2A). From the gene nebula maps, 3 genes (MARCH3, B2M and DTWD1) were enriched in specific subpopulations respectively, and each could serve as a feature gene to distinguish the three subpopulations (Figures 2A, B). Obviously, these 3 subpopulations produce significant level of TGF-β1, and could produce IL-10 on a baseline level (Figure 2C), but neither IL-6 nor IL-17 was detected, indicating these cells could be anti-inflammatory. To explore the disparity of genetic profiles among these 3 subpopulations, the top 10 genes in each subpopulation were exhibited in a heatmap (Figure 2D). A significant expression of IGHD in B cell (MARCH) indicated this subpopulation has greater similarity to matured B cells, while the other two subpopulations, B cell (B2M) and B cell (DTWD1), could be sub-classed as immature B cells. Although the heatmap showed the differences of the genetic profiles among these 3 subpopulations, it also indicated that they all shared partial genetic profiles, but with different expression levels of various genes. With genetic profiles, these B cell subpopulations exhibit distinguished biological features, for example, B cell (MARCH3) plays an important role in inducing apoptosis, B cell (B2M) is critical for antigen presentation, and B cell (DTWD1) could potentially modulate the formation of neutrophil extracellular traps (Supplementary Figure 1A).




Figure 2 | Analysis of B cell Subpopulations By using scRNA-seq And Flow Cytometry. (A) A UMAP plot showing the subpopulations of B cells after performing integration of control kidney and ccRCC B cells. (B) Gene nebula maps showing the distribution of the three featured genes (MARCH3, B2M and DTWD1) in integrated B cells. (C) Violin plots showing the expression of TGF-β1 and IL-10 in B cell subpopulations. (D) A heatmap showing the heterogeneity of the top 10 genes expressed among B cell subpopulations. (E) Stacked bar plots showing the comparison of B cell subpopulations in control kidneys and ccRCC biopsies. (F) Flow cytometry analysis of B cell subpopulations in control kidneys and ccRCC biopsies. (G) Scatter plots showing the statistical analysis of B cell subpopulations in control kidneys and ccRCC biopsies. Each dot represents one readout. The data represent 2 independent experiments. **p < 0.01; NS, not significant.



By using a mathematical method, the frequency of the 3 subpopulations were isolated and compared. Stacked bar plots showed that the frequency of the B cell (B2M) increased markedly, indicating this subpopulation is correlated with a poor prognosis and metastasis. However, in these patients, the B cell (MARCH3) subpopulation was increased only slightly and B cell (DTWD1) was decreased (Figure 2E). The flow cytometry analysis confirmed that B cells could be separated into 3 subpopulations with the above 3 genes (Figure 2F). Furthermore, there was a tendency for the 3 subpopulations of cells to show the same patterns as observed from analysis of the scRNA-seq data (Figure 2G).



B Cell Derived Factors Contributed to Poor Prognosis and Distant Metastasis

In comparison to control kidney cells, newly identified B cell subpopulations showed a large number of differentially expressed genes (DEGs) (Supplementary Tables 1–3). In this study, those DEGs with p < 0.05 and |Log2FC| > 0.3 were considered as significant ones. Volcano plots were adopted to present the DEGs according to the B cell subpopulations (Figure 3A). In the plots, the significant DEGs were labelled in either red or blue. In brief, 1596, 1771 and 1750 DEGs were found in the MARCH3, B2M and DTWD1 B cell subpopulations, respectively (Figure 3A).




Figure 3 | Isolation of Key Genes Associated With Poor Prognosis. (A) Volcano plots showing the distribution of common DEGs (ccRCC vs. control) among B cell subpopulations. (B) A Venn diagram showing the 53 genes up-regulated among the three B cell subpopulations. (C) Survival curves showing the 5 up-regulated genes which correlate with poor prognosis in ccRCC patients. In each panel, the expression level of related genes was presented with box plot. *p<0.05; **p<0.01.



In order to explore those genes relevant to distant metastasis, the lists of DEGs were formatted for gene ontology analysis (Supplementary Figures 1B–D). The genetic profiles showed that B cell (MARCH3) in the ccRCC biopsies could potentially contribute to the development of adult fibrosarcoma (Supplementary Figure 1B). B cell (B2M) could potentially contributed to adult classical Hodgkin lymphoma, cutaneous T cell lymphoma, Ki1+ anaplastic large cell lymphoma and T cell leukemia (Supplementary Figure 1C). It was also found that B cell (DTWD1) could contributed to mantle cell lymphoma (Supplementary Figure 1D). The data also showed that B cell (B2M) had more genes that were associated with distant metastasis in ccRCC patients.

In order to find the genes which could contribute to poor prognosis of ccRCC patients, the more commonly expressed genes among the 3 subpopulations were examined and 53 of these were found (Figure 3B and Supplementary Table 4). These genes were tested in the database Gene Expression Profiling Interactive Analysis (GEPIA), based on long term follow-up studies of ccRCC patients. 5 genes, STX16, CLASRP, ATIC, ACIN1 and SEMA4B, were identified to be the most relevant to poor prognosis of ccRCC patients (Figure 3C).



Plasma Cell Heterogeneity of ccRCC Patients

Using scRNA-seq data, the heterogeneity of plasma cells that contributed to metastasis was also studied. Plasma cells from control kidneys and ccRCC biopsies were integrated and could be sub-clustered into 2 populations (Figure 4A) featuring RPS12 and IGHG4 genes, respectively (Figure 4B). These plasma cells showed low or no expression of MKI67 (which codes for Ki67, Supplementary Figure 2) thus indicating that they were not plasmablasts. A heatmap of the top 10 enriched genes from the two subpopulations showed distinct disparity between their genetic profiles (Figure 4C). In comparison to controls, although the frequency of the subpopulations in ccRCC changed slightly, their ratios were reversed. In control cells, the ratio of plasma cell (RPS12)/plasma cell (IGHG4) was less than 1, but in ccRCC biopsies, the ratio was found to be greater than 1 (Figures 4D, E). Interestingly, these two subpopulations could also be identified through flow cytometry analysis, and the changes seen were consistent with the scRNA-seq data (Figures 4F, G).




Figure 4 | Analysis of Plasma Cell Subpopulations By scRNA-seq And Flow Cytometry. (A) A UMAP plot showing the subpopulations of plasma cells after performing integration of control kidney and ccRCC plasma cells. (B) Violin plots showing the distribution of the two featured genes (RPS12 and IGHG4) in integrated plasma cells. (C) Heatmap showing the heterogeneity of the top 10 genes expressed in the two plasma cell subpopulations. (D) Split UMAP plots showing the comparison of plasma cell subpopulations between control kidneys and ccRCC biopsies. (E) Stacked bar plots showing the comparison of plasma cell subpopulations between control kidneys and ccRCC biopsies. (F) Flow cytometry analysis of plasma cell subpopulations in control kidneys and ccRCC biopsies. (G) Scatter plots showing the statistical analysis of the two plasma cell subpopulations in control kidneys and ccRCC biopsies. Each dot represents one readout. The data represent 3 independent experiments. (H) Volcano plots showing the distribution of DEGs (ccRCC vs. Control) in the two plasma cell subpopulations. **p<0.01.



In comparison to control kidneys, RPS12 and IGHG4 plasma cells exhibited 1850 and 1124 DEGs, respectively (Figure 4H and Supplementary Tables 5, 6). After gene ontology analysis, it was found that plasma cell (RPS12) could potentially contribute to the development of anaplastic carcinoma (Supplementary Figure 3A), while plasma cell (IGHG4) could contribute to Burkitt lymphoma (Supplementary Figure 3B).




Discussion

Poor prognosis and metastasis are serious problems in tumor therapy which can often develop from unstable genetics but could also be promoted by the immune environment (16, 17). The advent of immune therapy against tumors, for example, the targeting of PD-1 and CTLA4 signaling pathways (18), have revolutionized clinical treatment of various cancers, including ccRCC (3). However, there are still a significant number of patients who fail to respond to the combined therapy due mainly to malignant metastasis (19). This situation reflects on the urgent need to identify potential new biomarkers for metastasis.

Currently, with respect to metastasis inhibition, most of the promising research have focused on tumor-associated macrophages (TAMs) and has been aimed at targeting on pro-metastatic factors such as CSF1 and CCL2 (16, 20, 21). The basis for this is that the TAMs, could potentially migrate to and participate in the establishment of pre-metastatic niches in distant tissues (22, 23). Although promising results has been obtained (22, 23), there is still a need to develop novel strategies against the pro-metastatic immune cells in the primary tumors.

In this study, the B cells in ccRCC biopsies were isolated and analyzed and it was found that a high density of these cells correlates with poor prognosis of ccRCC patients. This is consistent to a previous report (11). However, up to now, B cells were simply classified as immature/matured cells which referred to their developmental stage. This type of classification was based on the presence of surface markers, such as IgM and IgD. This was mainly due to the limitations of flow cytometry, which could only detect a limited number of possible markers. With new technology, scRNA-seq, has provided the possibility of measuring thousands of markers in a single cell. With the advantage of this technique, in this study, B cells were re-classified into 3 subpopulations based on the similarity/disparity of their genetic profiles (Figure 2A), which is a function-related attribute. In addition, these newly reported B cell subpopulations in ccRCC could be identified by flow cytometry with antibodies to specific featured genes. This technique could provide a convenient method for further in-depth research into specific cell lineages in different cancers.

Based on the above method, 5 genes, including STX16, CLASRP, ATIC, ACIN1 and SEMA4B, were identified to be relevant to poor prognosis of ccRCC patients. It has been reported that high serum levels of STX16 was associated with esophageal squamous cell carcinoma (24), CLASRP was associated with head and neck cancers (25), ATIC promoted the development of hepatocellular carcinoma (26) and hyper-methylated ACIN1 was observed in lung adenocarcinoma and acute lymphoblastic leukemia (27, 28). This correlates with the observations from long-term follow-up studies that cancer patients carrying these up-regulated genes exhibited poor prognosis (Figure 3C). However, SEMA4B, has been reported to inhibit the growth of some types of non-small lung cancer cells in vitro and in vivo (29). This contradicts our analysis that patients with low levels of SEMA4B exhibited a better prognosis (Figure 3C). It is possible that SEMA4B could play a dual role in the development of certain cancers. Further research should be initiated to delineate the biological roles of SEMA4B. As for the role of plasma cells in ccRCC, this study was able to find 2 subpopulations of these based on their genetic profiles. Although plasma cells comprise only a small percentage of the cells in ccRCC biopsies, it possible to use the ratio of the two types seen as a way to determine the likelihood of forming distant metastases in ccRCC patients.

This study emphasizes the role that B-lineage cells play in primary tumors, and sheds light on discovering key factors relevant to poor prognosis and distant metastasis, which could help identify novel therapeutic target against ccRCC.
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Opposite Roles of Tumor Cell Proliferation and Immune Cell Infiltration in Postoperative Liver Metastasis of PDAC
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Background: Recurrence of liver metastasis after pancreatectomy is often a predictor of poor prognosis. Comprehensive genomic analysis may contribute to a better understanding of the molecular mechanisms of postoperative liver metastasis and provide new therapeutic targets.

Methods: A total of 67 patients from The Cancer Genome Atlas (TCGA) were included in this study. We analyzed differentially expressed genes (DEGs) by R package “DESeq2.” Weighted gene co-expression network analysis (WGCNA) was applied to investigate the key modules and hub genes. Immunohistochemistry was used to analyze tumor cell proliferation index and CD4+ T cells infiltration.

Results: Functional analysis of DEGs between the liver metastatic and recurrence-free groups was mainly concentrated in the immune response. The liver metastasis group had lower immune and stroma scores and a higher TP53 mutation rate. WGCNA showed that the genes in key modules related to disease-free survival (DFS) and overall survival (OS) were mainly enriched in the cell proliferation process and tumor immune response. Immunohistochemical analysis showed that the pancreatic cancer cells of patients with early postoperative liver metastasis had higher proliferative activity, while the infiltration of CD4+ T cells in tumor specimens was less.

Conclusion: Our study suggested that increased immune cell infiltration (especially CD4+ T cells) and tumor cell proliferation may play an opposite role in liver metastasis recurrence after pancreatic cancer.

Keywords: pancreatic cancer, liver metastasis, weighted gene co-expression network analyses, immune cell infiltration, cell proliferation


INTRODUCTION

Pancreatic ductal adenocarcinoma (PDAC) is the fourth leading cause of cancer-related death in the United States (Siegel et al., 2021). Surgical resection is the only curative treatment for PDAC. However, the poor postoperative prognosis is usually common for most patients because of the locoregional recurrence and distant metastasis (Mizrahi et al., 2020). Several studies have investigated recurrence after curative resection of PDAC. And more than half of patients with pancreatic cancer develop hepatic recurrences after surgery, according to the literature (Sperti et al., 1997; Van den Broeck et al., 2009). In another study, which evaluated 692 patients with comprehensive and detailed follow-up data, more than a quarter of patients had only liver metastasis after surgery, with a median duration of 6.9 months. Meanwhile, the author also found that the lung-only recurrence occurred later, with a median time of 18.6 months (Groot et al., 2018b). Similar results were confirmed in another study, suggesting that early liver metastasis after surgery is a risk factor for shorter survival in pancreatic cancer patients (Kolbeinsson et al., 2020). Thus, it indicated that postoperative liver metastasis (especially liver-only recurrence) is one of the reasons for the poor prognosis of pancreatic cancer patients after surgery. Moreover, the molecular phenotype and biological behavior of tumors may vary significantly among different types of metastases.

As a result, accurate prediction of the risk of postoperative liver metastasis and identification of therapeutic targets are of great significance for guiding the postoperative treatment of pancreatic cancer, and gene-level analysis can be the most profound interpretation of the molecular characteristics associated with liver metastasis. Therefore, the purpose of this study was to investigate the possible molecular mechanisms of postoperative liver metastasis of pancreatic cancer to find potential molecular targets.



MATERIALS AND METHODS


Acquisition of Datasets

Clinical information (n = 67) of PDAC samples and corresponding mRNA sequencing data (n = 65) were downloaded from The Cancer Genome Atlas (TCGA).1 In addition, normalized reverse phase protein array (RPPA) data were obtained from cBioPortal,2 which measured 218 proteins in 49 out of 67 PDAC samples (Figure 1).
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FIGURE 1. Flowchart of data acquisition, processing, and analysis.




Patients and Samples

Twenty-seven patients who underwent pancreatectomy for PDAC in our center between June 2015 and December 2016 were considered suitable for this study. By the last follow-up, 13 patients had liver metastases recurrence (disease-free survival (DFS) of 10 patients was less than 12 months, and the other 3 patients had a DFS of 13, 15, and 22 months, respectively), while 14 patients had no recurrence (follow-up time of these patients was no less than 36 months). There were no significant differences in age, sex, smoking, alcohol consumption, diabetes mellitus, TNM stage, tumor weight, positive lymph nodes, maximum tumor dimension, pathological stage, and postoperative chemotherapy between the two groups (Table 1). Surgically resected specimens were fixed with 10% formalin and cut into 5 mm thick continuous sections for subsequent studies. This study was approved by the Ethics Committee of the First Affiliated Hospital of Nanjing Medical University.


TABLE 1. Patient baseline characteristics.
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Immunohistochemical Analysis

Paraffin-embedded tissue from pancreatic cancer patients was processed using standard methodology. Tissue samples were deparaffinized and rehydrated, and antigen retrieval was performed by citrate buffer (pH 6) for 15 min at 95°C. Slides were incubated overnight with primary antibody anti-PCNA (1:200, 60097-1-Ig; ProteinTech, China) and anti-CD4 (1:100, ab133616; Abcam, United Kingdom) at 4°C. The appropriate amount of secondary antibody (1:100; Beyotime, China) was added and incubated at room temperature for 2 h. Diaminobenzidine (DAB) substrate was used for color development. Slides were counterstained with Mayer’s hematoxylin for 1 min.



Identification of Differentially Expressed Genes

The R package “DESeq2” was used to identify the differentially expressed genes (DEGs). Adjusted p-value <0.05 and | Log2fold change| >1 were set as cut-off criteria.



Construction of Weighted Gene Co-expression Networks

The mRNA sequencing data from 30 postoperative liver metastasis patients were used to construct the weighted gene co-expression network by WGCNA package in R software (version 4.0.2). First, we set the soft threshold as 6 (scale-free R2 = 0.85) and establish an adjacent matrix according to the connectivity degree so that our genes can satisfy the precondition of scale-free network distribution. Then, the adjacency matrix was transformed into a topological overlap matrix (TOM), which was used to describe the similarity of gene expression, and 1-TOM represented the inter-gene heterogeneity. The TOM is clustered by dissimilarity between genes, and then the tree is cut into different modules by a dynamic tree cutting algorithm. Here, we set the cut height at 0.25 and the minimum module size to 30. Module eigengene (ME) of each module is calculated as the first principal component of a specific module.



Identification of Clinically Relevant Modules and Key Module Genes

We calculated the correlation between the clinical traits and the MEs through the Pearson correlation coefficient, and p < 0.05 was considered to be significant. Key module genes were identified in specific modules under the threshold of module membership | MM| >0.80 and gene significance | GS| > 0.2.



Functional Enrichment Analysis

We used the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis to reveal the key pathways associated with these DEGs. In addition, Gene Ontology (GO) terms enrichment analysis was used to identify the functions of these DEGs in terms of biological process (BP). The clusterProfiler package in R software conducted the analysis, and p < 0.05 was considered to have statistical significance. ggplot2 packages were utilized for the visualization of the identified DEGs.



Construction of Protein–Protein Interaction Networks

In this study, the STRING database3 was applied to construct the PPI network of DEGs and hub genes identified in specific modules. Confidence score >0.9 was set as the minimum required interaction score. Using the cytoHubba plugin based on Cytoscape (version 3.8.0), the top 10 ranked genes were considered as hub genes in the PPI network.



Identification of Hub Genes and Construction of a Prognostic Signature

We used DFS to represent the time of postoperative recurrence of liver metastasis. A univariate Cox proportional hazards regression analysis was performed to investigate the association between the top 10 ranked genes and DFS and overall survival (OS). p < 0.05 was considered as prognostic genes. The prognostic genes were further applied to stepwise multivariate Cox proportional hazards regression analysis to predict the risk value of each patient. The patients were divided into high- and low-risk groups, and the predictive value of these genes was estimated by mapping the receiver operating characteristic (ROC) curve. The sensitivity and specificity of the DFS risk model were evaluated by calculating the area under the ROC curve using the “timeROC” R package.



Statistical Analysis

The Student’s t-test was applied to compare the diverse expressions of PCNA and numbers of CD4+ T cells in the recurrence-free and liver metastases recurrence groups in our specimens. Correlation between the immune infiltration level and the DFS and OS was analyzed by using a Pearson correlation test. In addition, Kaplan–Meier curves were conducted to compare the DFS and OS between the hub genes based on the different gene expressions. The statistical analysis was performed using R software (version 4.0.2) and GraphPad Prism (version 8.4.0).



RESULTS


Comprehensive Differences Between the Recurrence-Free and Liver Metastasis Groups


Patient Baseline Characteristics

A total of 67 patients were enrolled in this study, including 34 recurrence-free patients and 33 liver metastasis patients. There were no significant differences in age, sex, smoking, alcohol consumption, diabetes mellitus, TNM stage, tumor stage, and postoperative chemotherapy between the two groups. However, patients with postoperative liver metastasis had larger tumor maximum dimension trend (3.945 ± 1.012 vs. 3.448 ± 1.065; p = 0.0689), higher histopathological grade (p = 0.0047), and more positive lymph node number (4.061 ± 3.905 vs. 1.794 ± 2.042; p = 0.0039) (Table 2). We also found that patients with postoperative liver metastasis had a higher TP53 mutation rate (p = 0.0125) (Table 3).


TABLE 2. Patient baseline characteristics from TCGA.

[image: Table 2]
TABLE 3. Patient mutation characteristics from TCGA.

[image: Table 3]


Identification of DEGs and Functional Analysis

Sixty-five patients, including 34 recurrence-free patients and 31 liver metastasis patients with mRNA sequencing data, were subsequently examined, and a total of 857 DGEs were identified (364 downregulated and 493 upregulated). All DGEs were illustrated by volcano plots and heatmap (Figures 2A,B). Then, we annotated functions of DEGs by KEGG pathway and GO analysis for biological processes (GO_BP). KEGG pathway analysis suggested that the DEGs were significantly enriched in “cytokine–cytokine receptor interaction, primary immunodeficiency, hematopoietic cell lineage, systemic lupus erythematosus, and pathway in cancer.” The results of GO_BP analysis showed that DEGs were significantly enriched in “immune response, adaptive immune response, epidermis development, B cell receptor signaling pathway, and inflammatory response” (Figures 2C,D). This enriched KEGG pathway and GO_BP terms could further help us understand functions of DEGs in the development of postoperative liver metastasis.


[image: image]

FIGURE 2. Identification of DGEs and functional analysis. (A) The volcano plot for DGEs comparing recurrence free patients with liver metastasis patients. Eight hundred fifty-seven DGEs, including 493 upregulated genes (red dots) and 364 downregulated genes (blue dots), were identified. (B) Heatmap of DGEs. Mutation status of KRAS, TP53, SMAD4, and CDKN2A was also attached. (C) KEGG pathways analysis of the DGEs. (D) GO analysis for biological processes of the DGEs.




Construction of PPI Network

The PPI network of DEGs was constructed for further analysis, including 460 nodes, 329 edges, and PPI enrichment p-value <1.0e–16. Using the cytoHubba plugin based on Cytoscape to check the first stage nodes, the top 10 ranked proteins were identified as hub genes, which may play a significant role in the development of postoperative liver metastasis. Moreover, the shortest path and the expanded subnetwork associated with the 10 hub genes were identified (Figure 3A). KEGG pathway and GO_BP analysis were carried out to annotate the 28 functions of genes. KEGG pathway analysis suggested that the function was significantly enriched in the “chemokine signaling pathway, cytokine–cytokine receptor interaction, and neuroactive ligand–receptor interaction.” GO_BP analysis showed significant enrichment in “G-protein coupled receptor signaling pathway, inflammatory response, immune response, and chemokine-mediated signaling pathway” (Figure 3B).
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FIGURE 3. PPI network and RPPA analysis along with functional analysis. (A) PPI network of DEGs including hub genes and subnetwork related to hub genes. (B) KEGG pathway and GO_BP analysis of recognized 28 genes. (C) RPPA analysis between the recurrence free group and the liver metastasis group. (D) KEGG pathway and GO_BP analysis of proteins with p-value less than 0.1 recognized in the RPPA analysis. *,#P < 0.05, ###P < 0.001.




RPPA Analysis

The differences in expression levels of specific proteins between the two groups were further analyzed in 49 specimens: 25 in the recurrence-free group and 24 in the liver metastasis group. The results showed that CCNB1, CCNE1, GSK3, PAI-1, and p-Myosin IIaS1943 were significantly increased in the liver metastasis group, and TIGAR, HER3, PTEN, and G6PD were increased considerably in the recurrence-free group (Figure 3C). Proteins with a p-value less than 0.1 were further included in the KEGG pathway and GO_BP analysis. KEGG pathway analysis suggested that the function was significantly enriched in “central carbon metabolism in cancer, prostate cancer, p53 signaling pathway, and pathways in cancer and insulin resistance.” GO_BP analysis showed significant enrichment in “cellular response in hypoxia, positive regulation of neuron death, and regulation of cell cycle” (Figure 3D).



Infiltration Level of Immune Cells

Functional analysis of DEGs suggested that there might be differences in tumor immune microenvironment between the two groups. With the estimation of XCELL, the infiltration levels of B cells, CD4+ naive T cells, myeloid dendritic cells, and natural killer T (NKT) cells were higher in the recurrence-free group, and Th2 CD4+ T cells, common myeloid progenitor cells, were higher in the liver metastasis group (Figure 4A). With the estimation of TIMER, CD4+ T cells were significantly higher in the liver metastasis group. There is no significant difference in the B cells (Figure 4B). We further measured the ESTIMATE score of these two groups, and the results suggested that the recurrence-free group had significantly higher immune and stroma scores (Figure 4C). We did not find a correlation between the ESTIMATE scores with the DFS and OS for 65 patients (Supplementary Figure 1). However, there is a significant correlation between the ESTIMATE scores with the DFS and OS in the liver metastasis group (Figures 4D,E).
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FIGURE 4. Evaluation of the infiltration level of immune cells. XCELL (A), TIMER (B), and ESTIMATE score of the two groups (C). Positive correlation between stroma score (D), immune score (E), and the DFS and OS in the liver metastasis group. *,#P < 0.05, **P < 0.01.




Co-expression Network Modules and Hub Genes Identified by WGCNA


Construction of WGCNA and Identification of Key Modules

Based on the abovementioned studies, we found that the immune response within the tumor and cell cycle may be related to the occurrence of postoperative liver metastasis in pancreatic cancer. To further explore its mechanisms, we constructed the weighted gene co-expression network analysis (WGCNA). WGCNA is a method to find out the significant cluster of genes associated with specific clinical traits. The WGCNA network comprised 30 samples with a specific time for the occurrence of postoperative liver metastasis. Clinical sample information included DFS, time of liver metastasis recurrence, and OS. All samples were clustered, and 28 samples were chosen for further analysis (Figure 5A). The soft threshold was “6” (Figure 5B), and the cluster dendrograms of samples matching the clinical traits were obtained (Figure 5C). Finally, 54 modules were obtained. We found that there were three modules positively correlated with DFS and OS. Also, there were two modules negatively correlated with DFS and OS (Figure 5D). In this study, three modules (turquoise, brown, and purple) were extracted for further analysis because they had the most significant correlation with DFS and OS. Based on the eigengene adjacent heatmap, the three modules showed independent validation to each other (Figure 5E).
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FIGURE 5. WGCNA network of the liver metastasis group. (A) Clustering dendrogram of 28 samples. (B) Determination of soft-threshold power in the WGCNA. (C) Clustering dendrograms of identified co-expressed genes in modules in the liver metastasis group. Each colored row represents a color-coded module that contains a group of highly connected genes. (D) Heatmaps of the correlation between eigengene and DFS and OS of the liver metastasis group. Each row corresponds to an ME, and each cell contains the corresponding correlation (red, positively correlated; blue, negatively correlated) and p-value. (E) Dendrogram of MEs obtained by WGCNA and heatmap plot of the adjacencies of modules. Red represents high adjacency (positive correlation), and blue represents low adjacency (negative correlation).




Functional Analysis of Key Module Genes

From the module–trait relationship heatmap, the brown module was highly correlated with clinical traits (correlation coefficient = 0.54, p = 6.3E–92; Figure 6A). The brown module contained 1,202 genes and was correlated with DFS and OS positively. The key module genes were identified in a brown module under the threshold of module membership | MM| >0.85 and gene significance | GS| >0.3. To reveal the functions of these genes, we conduct the KEGG pathway and GO_BP analysis. KEGG pathway analysis suggested that the function was significantly enriched in the “chemokine signaling pathway, osteoclast differentiation, and hematopoietic cell lineage” (Figure 6B). GO_BP analysis exhibited significant enrichment in “inflammatory response, immune response, innate immune response, regulation of immune response, cell surface receptor signaling pathway, and T cell activation” (Figure 6B).
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FIGURE 6. Functional analysis of key module genes. (A,B) Brown module and KEGG pathway and GO_BP analysis of key module genes. (C,D) Turquoise module and KEGG pathway and GO_BP analysis of key module genes. (E,F) Purple module and KEGG pathway and GO_BP analysis of key module genes.


The turquoise module contained 3,205 genes and was correlated with DFS and OS positively (correlation coefficient = 0.44, p = 7E–152; Figure 6C). The KEGG pathway analysis showed that the function was significantly enriched in “renal cell carcinoma, proteoglycans in cancer, and pathways in cancer” (Figure 6D). GO_BP analysis showed significant enrichment in “transcription, DNA-templated, positive regulation of transcription, DNA-templated, and protein ubiquitination” (Figure 6D).

The purple module contained 407 genes and was correlated with DFS and OS negatively (correlation coefficient = 0.56, p = 5.7E–35; Figure 6E). The KEGG pathway analysis showed that the function was significantly enriched in the “cell cycle, oocyte meiosis, and Fanconi anemia pathway” (Figure 6F). GO_BP analysis was significantly enriched in “mitotic nuclear division, cell division, cell proliferation, and sister chromatid cohesion” (Figure 6F).

We further constructed the PPI network of the three hub modules (Figures 7A,C,E). Moreover, the outcomes of the KEGG pathway and GO_BP analysis of the three module genes are shown in Figures 7B,D,F, respectively.
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FIGURE 7. PPI network and functional analysis of three hub modules. (A,B) Brown module. (C,D) Turquoise module. (E,F) Purple module.




Hub Genes in the Purple Module

Finally, we found that the purple module was negatively correlated with DFS and OS, and genes CDK1, PLK1, AURKB, CENPN, KIF2C, etc., played the most important role in this module. This suggests that the increased expression of these genes might play an essential role in promoting the occurrence of postoperative liver metastasis of pancreatic cancer. Survival analysis of the top five genes in the purple module showed an inverse relationship between gene expression and prognosis (Figures 8A,B). Meanwhile, we found that the expression of these five genes was elevated in pancreatic cancer (Supplementary Figure 2A). Further analysis in the TCGA database showed that the expression of these five genes was closely related to postoperative recurrence and OS (Supplementary Figures 2B,C).


[image: image]

FIGURE 8. Survival analysis of the top five genes in the purple module. (A) OS analysis of the top five genes. (B) DFS analysis of the top five genes.




Tumor Cell Proliferation, CD4+ T Cells Infiltration, and Postoperative Liver Metastasis

The above analysis indicated that increased cell proliferation could promote the occurrence of postoperative liver metastasis of pancreatic cancer and the increase of CD4+ T cells infiltration was more obvious in the group without liver metastasis recurrence. In this study, immunohistochemical analysis showed that the tumor cells of patients with early postoperative liver metastasis of pancreatic cancer had higher proliferative activity (Figure 9C) and less CD4+ T cells infiltration (Figure 9D). Moreover, the proliferative activity of tumor cells decreased with the prolongation of liver metastasis (Figure 9A). In addition, we found that most of the tumor cells were quiescent in recurrence-free patients, and that there was a significant infiltration of CD4+ T cells around the lesions of the pancreatic duct (follow-up time (FT) >3 years) (Figures 9A,B).
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FIGURE 9. Immunohistochemical analysis of tumor proliferation and CD4+ T cells infiltration. (A) (a,b) Proliferative activity of tumor cells decreased with the prolongation of liver metastasis; (c,d) Proliferative activity of tumor cells was almost undetectable in recurrence-free patients. (C) Patients with early postoperative liver metastasis of pancreatic cancer had higher proliferative activity. (B,D) Patients with early postoperative liver metastasis had fewer CD4+ T cells infiltration. **P < 0.01, ***P < 0.001.




DISCUSSION

Pancreatic cancer is a malignant tumor of the digestive system. Due to local recurrence and distant metastasis, the postoperative prognosis of most patients is poor. Distinct locations of the first recurrence have unique independent predictive values for OS, which is helpful for stratification of prognosis and treatment decision after diagnosis of recurrence (Groot et al., 2018a). Several studies have reported the recurrence patterns after pancreatectomy for PDAC. Most postoperative patients with pancreatic cancer recurred at isolated distant sites, and liver recurrence tended to occur earlier (Groot et al., 2018b). The patterns of postoperative liver recurrence could be used as a basis for specific surveillance and treatment of patients with pancreatic cancer (Tanaka et al., 2019), which was verified by a meta-analysis including 89 studies with 17,313 patients undergoing PDAC resection. In this study, we presented an integrated view of hepatic recurrence after pancreatectomy at the molecular level.

We examined TCGA gene expression profile to identify potential biomarkers for postoperative liver metastasis of pancreatic cancer. Based on the KEGG analysis of DEGs, we found that DGEs were enriched highly in cytokine–cytokine receptor interaction. GO enrichment analysis showed that DEGs were significantly enriched in immune response and adaptive immune response. Furthermore, the KEGG analysis results revealed that key genes in the PPI network regarding DGEs were mostly enriched in the chemokine signaling pathway. In GO analysis, the enrichment of these genes mainly functioned to G-protein coupled receptor signaling pathway, inflammatory response, and immune response. Muller et al. (2001) validated that chemokines and their receptors play a vital role in determining the direction of tumor cell metastasis. G-protein coupled receptor kinases and receptors are also involved in tumorigenesis and cancer aggressiveness (O’Hayre et al., 2013; Wang et al., 2017; Nogues et al., 2018; Brown and Ganapathy, 2020). The immune response is implicated in tumor progression and metastasis in various ways (Berraondo et al., 2016; O’Sullivan et al., 2019; Riera-Domingo et al., 2020). It can protect the host from virus-induced tumors (Reiche et al., 2004), inhabit the inflammatory environment of tumorigenesis (Ebbin, 1989; Elinav et al., 2013), and identify specific antigens of the tumor to eliminate cancer cells (Medzhitov, 2007; Bommareddy et al., 2018). However, as T cells (Chang et al., 2015), NKT (Keating et al., 2016; Cong et al., 2018), macrophages, and dendritic cells (O’Neill and Pearce, 2016) use glucose to support their effector functions, malignant cells can deprive tumor microenvironment (TME) of glucose, thus blocking effective anticancer immunity (Badur and Metallo, 2018). Pancreatic cancer is characterized by dense fibrotic stroma, which promotes the generation of the immunosuppressive, hypoxic, and nutrient-poor TME (Kamphorst et al., 2015).

Analysis with ESTIMATE score also suggested that the recurrence-free group had significantly higher immune and stroma scores, which showed higher infiltration levels of B cells, CD4+ naive T cells, myeloid dendritic cells, and NKT cells. However, Th2 CD4+ T cells, common myeloid progenitor cells, were higher in the liver metastasis group. These results imply that the occurrence of liver metastasis after pancreatectomy for PDAC is closely correlated with immune cell infiltration. Solid tumors, namely, breast cancer, renal cell carcinoma, melanoma, ovarian cancer, and gastrointestinal stromal tumors, have been shown to have spontaneous T cell infiltration (Zhang et al., 2003; Kreike et al., 2007; Mahmoud et al., 2011; Azimi et al., 2012; Rusakiewicz et al., 2013). In the TME of ovarian cancer, the ratio of CD8+ T cells to Foxp3+ regulatory T cells was significantly high, which was associated with a particularly favorable prognosis (Curiel et al., 2004).

Our further WGCNA showed that the brown module was correlated with DFS and OS positively. In addition, we found that the function of key module genes was highly enriched in the chemokine signaling pathway by KEGG pathway analysis and in the inflammatory response and immune response by GO analysis. However, the turquoise module and the purple module were correlated with DFS and OS negatively. The function analysis in the purple module possessed cell cycle in KEGG pathway analysis and mitotic nuclear division, cell division, and cell proliferation in GO analysis. Furthermore, in the purple module, the top five genes (CDK1, PLK1, AURKB, CENPN, and KIF2C) showed an inverse relationship between gene expression and prognosis, and their expression was closely related to postoperative recurrence and OS.

Among the top five genes, PLK1 was reported to be closely correlated with pancreatic cancer. Polo-like kinase 1 (Plk1), a serine/threonine kinase of polo-like kinases family, plays an essential role in cell mitosis, spindle assemblies, DNA damage, and so on (Lens et al., 2010; Strebhardt, 2010). Weichert et al. (2005) have reported that PLK1 was found to be overexpressed in pancreatic neoplasia as early as in pancreatic intraepithelial neoplasia III lesions and invasive pancreatic adenocarcinomas were PLK1, strongly positive in 47.7% of cases. Additionally, a study suggested that PLK1 showed >50% downregulation in gemcitabine sensitive cases and no change in the resistant cases (Jimeno et al., 2010). Correspondingly, inhibition of PLK1 also synergized with gemcitabine in gemcitabine-refractory in vitro (Jimeno et al., 2010) and in vivo models (Li et al., 2016). Moreover, the combination of PI3K/Akt pathway inhibition and PLK1 depletion can enhance chemosensitivity to gemcitabine in pancreatic cancer (Mao et al., 2018). According to the above results, PLK1 was proposed as a promising target for the treatment of gemcitabine-resistant pancreatic cancer. In a phase I trial, rigosertib, a PLK1 inhibitor, was combined with gemcitabine to treat patients with advanced PDAC (Ma et al., 2012). This phase I study determined the recommended phase II dose (RPTD), and under this, RPTD rigosertib is well tolerated with a toxicity profile similar to the gemcitabine alone. After demonstrating the safety of rigosertib, a phase II/III randomized study was then conducted (O’Neil et al., 2015). This phase II/III randomized study was designed to compare the efficacy and safety of rigosertib plus gemcitabine vs. gemcitabine alone in patients with metastatic pancreatic cancer. However, the combination of rigosertib plus gemcitabine failed to improve prognosis or response compared with gemcitabine alone in patients with metastatic pancreatic adenocarcinoma. The failure may be owed to the inherent heterogeneity of pancreatic cancer, and more comprehensive research regarding this topic is urgently needed. Hence, if overexpression of PLK1 for patients with pancreatic cancer after pancreatectomy was detected, non-gemcitabine chemotherapy would be preferred to avoid potential chemotherapeutic resistance. If gemcitabine-based chemotherapy has to be applied, PLK1 inhibitor could be considered to combine with it, and the resulting combination is safe and theoretically helpful.



CONCLUSION

Although we found that reduced immune cell infiltration was strongly associated with postoperative liver metastasis of pancreatic cancer, the internal mechanism still needs further investigation. The direct immune killing effect on tumor cells may be the main reason. Furthermore, previous studies have shown that tumor metastasis is closely related to the epithelial mesenchymal transition (EMT) process of tumor cells rather than tumor cell proliferation. However, our study showed that the proliferation of primary tumor cells was significantly increased in patients with postoperative liver metastasis. Therefore, we hypothesized that some patients with pancreatic cancer already had preclinical liver micro-metastases, which could not be detected by current detection methods. Such micro-metastases showed liver metastasis recurrence at different times after surgery due to the different proliferation abilities of tumor cells. According to our clinical tissue samples, patients with early postoperative liver metastasis had significantly more proliferative primary tumors than patients without recurrence.
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Objective

Ovarian cancer (OV) is the most fatal and frequent type of gynecological malignancy worldwide. TIMELESS (TIM), as a circadian clock gene, has been found to be highly expressed and predictive of poor prognosis in various cancers. However, the function of TIM in OV is not known. This study was designed to investigate the biological functions and underlying mechanisms of TIM during OV progression.



Methods

Cell viability assay, cell migration assay, immunohistochemistry staining, qPCR analyses, and tumor xenograft model were used to identify the functions of TIM in OV. Bioinformatics analyses, including GEPIA, cBioPortal, GeneMANIA, and TIMER, were used to analyze the gene expression, genetic alteration, and immune cell infiltration of TIM in OV.



Results

TIM is highly expressed in OV patients. TIM knockdown inhibited OV cell proliferation, migration, and invasion both in vitro and in vivo. Genetic alteration of TIM was identified in patients with OV. TIM co-expression network indicates that TIM had a wide effect on the immune cell infiltration and activation in OV. Further analysis and experimental verification revealed that TIM was positively correlated with macrophages infiltration in OV.



Conclusions

Our study unveiled a novel function of highly expressed TIM associated with immune cell especially macrophages infiltration in OV. TIM may serve as a potential prognostic biomarker and immunotherapy target for OV patients.
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Introduction

Ovarian cancer (OV) is the second leading cause of gynecologic cancer-related death in women around the world (1). The poor OV outcome is largely driven by the high rate of intraperitoneal dissemination and extraperitoneal metastasis in newly diagnosed cases (2). Survival rates for OV have only modestly changed for decades, and the 5-year survival rate remains below 45% (3). Therefore, it is very urgent to characterize the mechanisms and to identify the associated biomarkers for earlier diagnosis and treatment of OV.

More and more epidemiological evidences have suggested that a disturbed circadian rhythm was positively correlated with the risk of health disorders, such as obesity, cardiovascular disease, and cancer (4, 5). Biorhythms are essential for maintaining the whole-body homeostasis, while the disruption of biorhythms can cause the dysregulation of homeostasis and accelerate the development of diseases (6–8). Circadian rhythm disruption can contribute to suppress melatonin, which is a neurohormone known for its role in hindering cancer initiation and progression (9–11). Recent studies have demonstrated that circadian disruption might play a role in the etiology of cancers, including colorectal cancer, gastric cancer, prostate cancer, and breast cancer (12, 13). However, the mechanisms for the circadian rhythm in cancer are not well elucidated. One study has pointed out that circadian disruption led to circadian dysregulation of DNA repair genes and increased DNA damage and potentially elevated cancer risk (14).

TIMELESS (TIM), as a circadian clock gene, was originally identified in Drosophila melanogaster as an integral part of the circadian rhythm (15). TIM protein can interact with Cryptochrome (CRY) and Period (PER) proteins and has a negative effect on the circadian cycle (16, 17). In mammals, TIM is the best characterized gene in DNA replication and damage repair by controlling DNA replication and maintaining the stability of replication fork and genome (18, 19).

TIM has been reported to be highly expressed in various cancers and to be involved in the development and progression of cancer (20–22). TIM can regulate sphingolipid metabolism and promote tumor cell growth through Sp1/ACER2/S1P axis in breast cancer (23). TIM promotes the tumorigenesis of colorectal cancer by activating the β-catenin signal pathway and binding to Myosin-9, to induce its nuclear translocation (24). Accumulated studies have shown TIM has vital roles in modulating DNA damage, replication stress, and tumor growth (25). Enhanced levels of TIM and Claspin protect cancer cells from oncogene-induced replication stress in a checkpoint-independent manner, which is beneficial to tumor growth (26). However, the expression level and precise role of TIM and whether it can be treated as a novel biomarker for earlier diagnosis or treatment in OV are not defined yet.

In our study, we found that TIM expression was significantly increased in OV. Both in vitro and in vivo studies revealed that TIM promoted the OV cell growth. We have identified the genetic alteration of TIM in patients with OV. TIM co-expression network analysis revealed a wide effect of TIM on the immune cell infiltration and activation in OV. Furthermore, we showed the positive correlation between TIM expression level and the macrophages infiltration in OV. Thus, TIM might be a potential prognostic biomarker and immunotherapy target for OV patients.



Materials and Methods


Clinical Samples

Human ovarian cancer, ovarian cysts, and normal ovarian epithelium were obtained from either Department of Obstetrics and Gynecology, Fengxian Hospital, Southern Medical University, or Department of Gynecology, Changzhou Maternal and Child Care Hospital. None of them received radiotherapy, chemotherapy, and other related antitumor therapies before surgery. All human materials were obtained with informed content, and protocols were approved by the ethical review committee of the World Health Organization Collaborating Center for Research in Human Production (authorized by the Shanghai Municipal Government).



Cell Culture and Reagents

Human ovarian cancer cell lines SKOV3, OVCAR3, ES-2, OV429, A2780, CAOV3, OVCAR8 were all preserved in Shanghai Cancer Institute, Ren Ji Hospital, School of Medicine, Shanghai Jiao Tong University. All cell lines were cultured in the indicated medium according to the ATCC protocols and supplemented with 10% (v/v) fetal bovine serum (FBS) and 1% antibiotics (100 μg/ml streptomycin and 100 units/ml penicillin) at 37°C in a humidified incubator with 5% CO2. All cell lines were tested negative for Mycoplasma contamination and authenticated with short tandem repeat assays.



siRNA Transfection

Cells were plated at 60–70% confluence in 60 mm dishes. SKOV3 and OVCAR3 were transfected with si-TIM or with a non-targeted siRNA as a control. The siRNA oligonucleotides were synthesized from GenePharma (Shanghai, China), and the detailed sequences of the siRNA used in this study were shown as follows: si-TIM-1, 5’-GCUAGAGAUUGUCUCCCUUTT-3’;si-TIM-2, 5’-CCAAAUACAUCCUGGGCAATT-3’. Negative control was scrambled siRNA targeting no known gene sequence. The transfection steps were performed according to the manufacturer’s protocols using Lipofectamine® RNAiMAX (Thermo Fisher Scientific, 13778030).



Construction of Lentivirus Constructs

The recombinant lentivirus containing shRNA targeting TIM and vector controls were purchased from (GeneCopoeia). Cells were infected with 1 × 106 recombinant lentivirus-transducing units in the presence of 6 μg/ml polybrene (Sigma, H9268). Twenty-four hours after infection, cells were selected and maintained with 2 μg/ml puromycin (Gibco, A1113802, USA). The knockdown efficiency of TIM was detected by qRT-PCR.



RNA Isolation and qRT-PCR

Total RNA was extracted using Trizol reagent (Takara, a7603-1). PrimeScript RT-PCR kit (Takara, PR036A-1) was used to perform the RT according to the manufacturer’s protocol. Real-time qPCR was performed using Bestar® SybrGreen qPCR master mix (DBI, DBI-2043) according to the manufacturer’s instructions. mRNA expression was normalized to endogenous GAPDH expression in the same sample. Quantitative real-time PCR was performed with an Applied Biosystems PRISM 7500 Sequence Detection System by using the default thermal cycling conditions: one initial cycle at 95°C for 10 min and 40 cycles of 15 s at 95°C plus 30 s at 60°C. Sequences of the primers were used to amplify genes as follows:

	TIM-F: GTTTTGGCAATCTGCCTAAGGA,

	TIM-R: GCAGCTCATACAAGGTTTCACT,

	GAPDH-F: ACAACTTTGGTATCGTGGAAGG,

	GAPDH-R: GCCATCACGCCACAGTTTC.





Cell Viability Assay

SKOV3 and CAOV3 cells were plated in 96-well plates at a density of 3,000 cells per well with 100 μl of complete culture medium and cultured for 2–5 days. Each group contained four repeats. Ten μl Cell Counting Kit-8 (CCK-8, WST-8, Dojindo, Japan) solution was added to each well after 24, 48, 72, and 96 h and then cultured for an additional 1 h. The cell viability was measured at 450 nm with a Power Wave XS microplate reader (BioTek, Winooski, USA).



Cell Migration

For the cell migration assay, 2.5 × 104 cells were seeded into the upper chamber of the transwell plate (Millipore, USA). Cells were allowed to migrate for 24 h at 37°C. The migrated cells were then fixed and stained with 0.1% crystal violet, six randomly selected fields were photographed, and the cell numbers were counted.



Immunohistochemistry Staining

IHC staining was performed as described previously (27). Briefly, the formalin-fixed and paraffin-embedded liver tissue slides were deparaffinized and rehydrated for histopathological evaluation. The sections were blocked in 10% BSA and then incubated with primary antibodies (TIM, Abcam ab72458; CD68, Servicebio, GB113150) overnight at 4°C and with secondary antibodies for 1 h at room temperature. Then the sections were treated with DAB substrate liquid (Thermo, S21024-2) and counterstained by hematoxylin. All the sections were observed and photographed with a microscope (Carl Zeiss).



In Vivo Tumor Xenograft Model

Six-week-old female athymic nu/nu mice were randomly divided into two groups and injected subcutaneously in the lower back with a total of 2 × 106 sh-NC or sh-TIM SKOV3/OVCAR3 cells in 150 μl PBS. Four weeks later, mice were sacrificed, and the tumor was isolated and the tumor weight was measured. All animals received humane care according to the local or national requirements for the care and use of laboratory animals.



Data Mining Using TCGA, GTEx, TIMER, cBioportal

The gene expression data in OV were obtained using either GEPIA2 database (http://gepia2.cancer-pku.cn/#analysis) based on TCGA and GTEx cohort. The immunome of different immune cell types infiltrated into the tumors in OV was analyzed using Tumor Immune Estimation Resource (TIMER) 2.0 database (http://timer.cistrome.org/) (28). The LinkedOmics database (http://www.linkedomics.org/login.php) was applied to analyze the differentially expressed genes related to TIM from the TCGA-OV cohort through the LinkFinder module in the database (29). Function module analysis of Gene Ontology biological process (GO_BP), Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways by the gene set enrichment analysis (GSEA) were performed in the LinkInterpreter module. The genetic alterations and the network module of TIM in OV were obtained from cBioPortal (www.cbioportal.org) (30). A protein-protein interaction network analysis was conducted to analyze the expression of TIM and the potential interactions through STRING (https://string-db.org/) (31). GeneMANIA (http://www.genemania.org) was also used to indicate the predicative values of TIM (32).



Statistical Analysis

Data were presented as the means ± standard error of mean (SEM). Statistical analyses were done using GraphPad Prism 5 software (GraphPad Software Inc., San Diego, CA, USA). One-way ANOVA or two-tailed student’s T-test was used for comparison between groups. Values of P < 0.05 were considered statistically significant.




Results


TIM Expression Is Significantly Increased in Ovarian Cancer

In order to identify which circadian clock-related gene plays vital roles during OV progression, we analyzed 16 circadian clock-related genes using TCGA database and found that TIM was the most significantly upregulated gene in OV (Supplementary Figure 1). Also, by using CCLE database, TIM mRNA was widely expressed in different tissues (Supplementary Figure 2A). To explore the distinct expression of TIM in different cancers, we first analyzed the level of TIM mRNA expression in pan-cancer via GTEx and TCGA and found increased TIM mRNA expression in the majority of cancers, indicating the important role of TIM during tumorigenesis and progression (Supplementary Figure 2B). TIM mRNA expression was significantly upregulated in ovarian cancer (OV) tissues compared to normal ovarian epithelial tissues (Figure 1A). Using CPTAC samples, increased TIM protein expression was also found in ovarian cancer tissues compared to normal tissues (Figure 1B). We also found the mRNA and protein expressions of TIM were related to the disease stages and tumor grades (Supplementary Figures 2C–D).




Figure 1 | TIM expression is significantly upregulated in ovarian cancer (OV) patients. (A) Analysis of TIM mRNA expression in OV tissues compared to normal tissue using TCGA database. (B) Analysis of TIM protein expression in OV compared to normal tissue in CPTAC samples. (C) Relative mRNA level of TIM in OV patients using three independent gene expression omnibus (GEO) databases. (D) Left: Representative IHC staining showing the TIM expression in different types of ovarian cancer specimens as well as in benign ovarian cancer. Scale bar = 100 μm. Right: Graphical analyses showing the percentage of high/low expression of TIM level in a total of 176 OV patients. *p < 0.05, ***p < 0.001.



Furthermore, the gene expression data from four independent GEO databases (GDS3592, GSE18520, GSE12470, GSE26712) also showed that TIM mRNA expression was significantly increased in ovarian cancer samples (Figure 1C). We further verified the protein levels of TIM in 176 OV samples from several hospitals by immunohistochemical (IHC) analysis, and the results showed that the protein levels of TIM were upregulated in different types of ovarian cancer compared to benign tumors (Figure 1D). Among 176 ovarian cancer patients, 75.6% ovarian cancer tissues showed high TIM protein level, while 24.4% showed low TIM protein level (Figure 1D).



TIM Knockdown Inhibited OV Cell Proliferation, Migration, and Invasion Both In Vitro and In Vivo

To investigate the biological functions of TIM during OV progression, we first tested the mRNA of TIM in seven different OV cell lines including SKOV3, OVCAR3, ES-2, OV429, A2780, CAOV3, and OVCAR8 by qPCR. SKOV3 and OVCAR3 showed relatively high TIM expression, while CAVO3 and OVCAR8 showed relatively low TIM expression (Figure 2A). Therefore, we have chosen SKOV3 and OVCAR3, two cell lines, for subsequent functional experiments. To gain further insight into the oncogenic roles of TIM in OV, we knocked down the TIM expression by siRNA. We detected >80% decrease of TIM expression in mRNA levels by qRT-PCR (Figures 2B, C). CCK8 assay showed that cell proliferation of SKOV3 and OVCAR3 was significantly inhibited by TIM knockdown (Figure 2C). Also, cell migration was also inhibited by TIM knockdown (Figure 2D). Next, to explore the effect of TIM on the proliferation of OV cells in vivo, we stably knocked down TIM by short hairpin RNA (shRNA) in OV cells, which was verified in SKOV3 and OVCAR3 cell lines by qRT-PCR (Figure 2E). In the orthotopic xenograft mouse model, the tumor growth was obviously reduced in TIM knockdown group compared with control group, which was revealed by tumor weight (Figure 2F). IHC staining results showed that Ki67 staining was decreased in the tumors from TIM knockdown group compared to control group (Figure 2G). Taken together, those data suggested a promotive effect of TIM in OV growth both in vitro and in vivo.




Figure 2 | TIM promotes OV cell proliferation and migration both in vitro and in vivo. (A) The expression of TIM mRNA was detected by qRT-PCR in different OV cell lines. (B) The Interfere efficacy of TIM with either shRNA (si-TIM-1, si-TIM-2) or si-NC was analyzed by qRT-PCR. (C) The cell growth of SKOV3 and OVCAR3 in three groups (si-NC, si-TIM-1, si-TIM-2) was analyzed by CCK8 assay. (D) The migration of SKOV3 and OVCAR3 cells expressing si-TIM-1, si-TIM-2, or sh-NC was analyzed. (E) The interfere efficacy of TIM with either sh-TIM or sh-NC was analyzed by qRT-PCR in SKOV3 and OVCAR3 cells. (F) Subcutaneous xenografts transplanted with either SKOV3 or OVCAR3 cells expressing sh-NC and sh-TIM in nude mice (n = 6). (G) Ki67 staining of the subcutaneous xenograft tumors from both sh-TIM and sh-NC group. Scale bar =100 μm. **p < 0.01, ***p < 0.001.





Genetic Alteration, Expression, and Interaction Analyses of TIM in Patients With OV

The genetic alterations, correlations, and networks of TIM were analyzed using the cBioPortal online tool for OV. We found that two or more alterations were detected in TCGA-OV datasets (Figure 3A). TIM was altered in 51 samples (3%) of the total 1,680 OV patients (Figure 3B). Moreover, we conducted a protein-protein interaction analysis to explore the potential interactions with TIM with both STRING and GeneMANIA analysis (Figures 3C, D). The results showed the other circadian clock-related proteins, such as TIPIN, PER1, PER2, PER3, and CRY2, and DNA replication/repair-related proteins, such as CHEK1, RPA1, RPA2, and RPA3, were the potential interactive proteins with TIM. And those might be closely associated with TIM-related molecular functions.




Figure 3 | TIM gene mutation and expression analysis in OV. (A, B) The expression and mutation analysis of TIM in OV. TIM was altered in 51 samples (3%) of the total 1,680 patients with OV. (C) The protein-protein network of TIM was shown by STRING. (D) The protein interaction network for TIM using GeneMANIA. *p < 0.05.





The Co-Expression Network of TIM in OV

For gaining more deep knowledge about the biological functions of TIM in OV, the LinkFinder module in the LinkedOmics database was applied to check the co-expression pattern of TIM in TCGA-OV cohort. We found that 6,313 genes (red dots) positively correlated with TIM, and 4,464 genes (green dots) negatively correlated with TIM as shown in Figure 4A. The heatmaps showed that the top 50 genes positively and negatively associated with TIM, respectively (Figures 4B, C). GO biological analysis indicated that the co-expressed genes of TIM mainly participated in cell cycle, cellular defense response, interleukin-4 production, interferon-gamma production, macrophage activation, leukocyte migration, etc. (Figure 4D). Furthermore, KEGG pathways analysis indicated the co-expressed genes of TIM were mainly enriched in cell cycle, cell adhesion molecules (CAMs), antigen processing and presentation, hematopoietic cell lineage, etc. (Figure 4E). Taken together, the above results show that TIMELESS co-expression network had a wide effect on the immune cell infiltration and activation in OV.




Figure 4 | The co-expression genes with TIM in OV using online LinkedOmics database. (A) All significantly associated genes with TIM in TCGA-OV cohort were shown. Red represents positively linked genes, green represents negatively linked genes, and black indicates no correlated genes with TIMELESS. (B) Top 50 genes positively related to TIM in OV were shown in heatmap. Red represents positively linked genes, and blue represents negatively linked genes. (C) Top 50 genes negatively related to TIM in OV were shown in heatmap. (D, E) GO Biological process annotations and KEGG pathways of TIM in TCGA-OV cohort were shown.





TIM Expression Is Closely Correlated With Macrophages Infiltration in OV

We further explored whether TIM can affect the immune cell infiltration in OV. The correlations between TIM expression level and different immune cell infiltration levels were analyzed using TIMER2.0 online database. The results showed that TIM has significant positive association with B cells, neutrophils, and macrophages, while no significant correlations with CD4+ T cells, CD8+ T cells, and dendritic cells (Figure 5A). As macrophages have the best correlation with TIM expression level in OV (Supplementary Figure 3A), therefore we focused on the macrophages and checked the macrophage infiltration by using the OV tissue microarray. IHC analysis of 176 tumor tissues from OV patients revealed a positive association between TIM expression and the number of CD68+ macrophages in OV tissues (Figure 5B). In addition, chemokines, including CCL2, CCL3, CCL4, CCL5, CCL18, and CCL20, play a vital role in macrophage recruitment. We identified that those chemokines were significantly upregulated in OV compared to normal tissue (Supplementary Figure 3B). Thus, TIM might exhibit a regulatory role on macrophages infiltration in OV.




Figure 5 | The infiltration of macrophages was closely associated with TIM expression in human samples. (A) The correlation between TIM expression levels and the infiltration of different immune cell subsets were analyzed in OV by using TIMER. (B) IHC staining of TIM and macrophage marker CD68 in OV tissue samples. Scale bar = 500 μm.






Discussion

Circadian rhythm disorders are positively correlated with the risk of cancer in many types of cancer (10, 33, 34). Recent studies have demonstrated that circadian clock genes are involved in tumorigenesis, metastasis, as well as in chemotherapeutic resistance (23, 24, 26, 35). Approximately 70% of OV are found to be involved in the metastases during initial diagnosis. Most patients die of malnutrition and intestinal obstruction secondary to the abdominal metastatic niche. TIM, a core gene related to circadian clock, is aberrantly upregulated in cancers, such as breast cancer and pancreatic cancer (36, 37).

TIM knockdown suppressed the self-renewal of cancer stem cells and the cancer cell invasion and migration abilities in breast cancer (38). Another study revealed that TIM regulated the sphingolipid metabolism through Sp1/ACER2/S1P axis, promoting the tumor cell growth of breast cancer (23). TIMELESS can inhibit the breast cancer cell invasion and metastasis by downregulating MMP9 expression (39). In colorectal cancer cells, TIM expression mediated by ERK suppressed G2/M arrest (20). Furthermore, TIM activation by H3K27 acetylation promoted the tumorigenesis of colorectal cancer by binding to Myosin-9 (24). Those provide us the evidences for the different ways of TIM in promoting tumorigenesis.

In this study, we identified a novel function of TIM in OV, which may provide a new basis for the treatment of OV. TIM is highly expressed in OV tissues compared with the corresponding normal tissues. Functional study showed that TIM knockdown inhibited the OV cell proliferation and migration. By using the cBioPortal online tool, the alterations were detected in OV. Also, we found the potential interacted proteins with TIM, which are the circadian clock-related proteins and DNA replication/repair-related proteins, suggesting TIM might play its role by interacting with those proteins. This requires further investigations. Co-expression network analysis suggested that TIM had a wide effect on the immune cell infiltration and activation in OV. Therefore, we focused on the infiltrated immune cells in the tumor microenvironment (TME) of OV for our following study.

TME plays a critical role in cancer cell proliferation, migration, and metastasis and could affect tumor progression and recurrence. TME is composed by cellular and non-cellular components, including fibroblasts, endothelial cells, different types of immune cells, together with cytokines, growth factors, and extracellular matrix (ECM) et al. (40–42). Immune cells in TME showed to harbor either tumor-promoting or tumor-suppressing activities. Our study found that TIM was positively associated with B cells, neutrophils, and macrophages, while no significant correlations with CD4+ T cells, CD8+ T cells, and dendritic cells, suggesting that TIM might also affect the immune status. Therefore, it is worth to further investigate the role of TIM in the field of tumor immunotherapy.

The most frequently found immune cells within the TME are tumor-associated macrophages (TAMs), which are necessary to drive tumor progression, invasion, and metastasis (43–45). We found that macrophages have the best correlation with TIM expression in OV. By IHC staining of OV microarray, we verified the positive correlation between TIM expression and the macrophages infiltration in OV. However, how TIMELESS influences the macrophage infiltration during OV progression and the underlying mechanism are still under investigation. Previous studies have shown that TIM is involved in regulating the phagocytosis of bacteria in Drosophila (46). Whether the phagocytosis of macrophages is regulated by TIM needs to be further investigated, which will provide us more information for the macrophage function affected by TIM. In addition to the phagocytosis of macrophages, TIM might have impact on the macrophage migration and invasion, which also need to be further investigated.

In conclusion, we performed the comprehensive analysis of the expression and immune cell infiltration for TIM in ovarian cancer and revealed that TIM had an effect on the immune cell infiltration during OV, especially for macrophages. Thus, TIM might be used as a potential prognostic biomarker, and targeting TIM might constitute a new approach for the immunotherapy intervention of OV.



Data Availability Statement

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



Ethics Statement

The studies involving human participants were reviewed and approved by the World Health Organization Collaborating Center for Research in Human Production (authorized by the Shanghai Municipal Government). The patients/participants provided their written informed consent to participate in this study. The animal study was reviewed and approved by the East China Normal University Animal Care Commission. Written informed consent was obtained from the owners for the participation of their animals in this study.



Author Contributions

RZ conceived the project, and XX, DL and ZW designed the experiments and interpreted data in the manuscript. XX, FG, LH and XC performed the experiments. XX and DL performed bioinformatics analyses and wrote the manuscript. DL, ZW and RZ edited the manuscript. All authors contributed to the article and approved the submitted version.



Funding

This study was supported by grants from Fengxian District Science and Technology Commission Project (No. 20181802 to XX), Shanghai Municipal Health Commission (No. 201940506 to XX), and National Natural Science Foundation of China (No. 81974407 to RZ).



Supplementary Material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fonc.2021.732058/full#supplementary-material



References

1. Lheureux, S, Braunstein, M, and Oza, AM. Epithelial Ovarian Cancer: Evolution of Management in the Era of Precision Medicine. CA Cancer J Clin (2019) 69(4):280–304. doi: 10.3322/caac.21559

2. Torre, LA, Trabert, B, De Santis, CE, Miller, KD, Samimi, G, Runowicz, CD, et al. Ovarian Cancer Statistics. CA Cancer J Clin (2018) 68(4):284–96. doi: 10.3322/caac.21456

3. Webb, PM, and Jordan, SJ. Epidemiology of Epithelial Ovarian Cancer. Best Pract Res Clin Obstet Gynaecol (2017) 41:3–14. doi: 10.1016/j.bpobgyn.2016.08.006

4. James, SM, Honn, KA, Gaddameedhi, S, and Van Dongen, HPA. Shift Work: Disrupted Circadian Rhythms and Sleep-Implications for Health and Well-Being. Curr Sleep Med Rep (2017) 3(2):104–12. doi: 10.1007/s40675-017-0071-6

5. Haus, EL, and Smolensky, MH. Shift Work and Cancer Risk: Potential Mechanistic Roles of Circadian Disruption, Light at Night, and Sleep Deprivation. Sleep Med Rev (2013) 17(4):273–84. doi: 10.1016/j.smrv.2012.08.003

6. Gibson, EM, Williams, WP 3rd, and Kriegsfeld, LJ. Aging in the Circadian System: Considerations for Health, Disease Prevention and Longevity. Exp Gerontol (2009) 44(1-2):51–6. doi: 10.1016/j.exger.2008.05.007

7. Yu, EA, and Weaver, DR. Disrupting the Circadian clOVk: Gene-Specific Effects on Aging, Cancer, and Other Phenotypes. Aging (Albany NY) (2011) 3(5):479–93. doi: 10.18632/aging.100323

8. Zhang, S, Dai, M, Wang, X, Jiang, SH, Hu, LP, Zhang, XL, et al. Signalling Entrains the Peripheral Circadian clOVk. Cell Signal (2020) 69:109433. doi: 10.1016/j.cellsig.2019.109433

9. Bondy, SC, and Campbell, A. Mechanisms Underlying Tumor Suppressive Properties of Melatonin. Int J Mol Sci (2018) 19(8):2205. doi: 10.3390/ijms19082205

10. Group, I.M.V. Carcinogenicity of Night Shift Work. Lancet Oncol (2019) 20(8):1058–9. doi: 10.1016/S1470-2045(19)30455-3

11. Wang, F, Yeung, KL, Chan, WC, Kwok, CC, Leung, SL, Wu, C, et al. A Meta-Analysis on Dose-Response Relationship Between Night Shift Work and the Risk of Breast Cancer. Ann Oncol (2013) 24(11):2724–32. doi: 10.1093/annonc/mdt283

12. Papantoniou, K, Castano-Vinyals, G, Espinosa, A, Turner, MC, Martin-Sanchez, V, Casabonne, D, et al. Sleep Duration and Napping in Relation to Colorectal and Gastric Cancer in the MCC-Spain Study. Sci Rep (2021) 11(1):11822. doi: 10.1038/s41598-021-91275-3

13. Lozano-Lorca, M, Olmedo-Requena, R, Vega-Galindo, MV, Vazquez-Alonso, F, Jimenez-Pacheco, A, Salcedo-Bellido, I, et al. Night Shift Work, Chronotype, Sleep Duration, and Prostate Cancer Risk: CAPLIFE Study. Int J Environ Res Public Health (2020) 17(17):6300. doi: 10.3390/ijerph17176300

14. Koritala, BSC, Porter, KI, Arshad, OA, Gajula, RP, Mitchell, HD, Arman, T, et al. Night Shift Schedule Causes Circadian Dysregulation of DNA Repair Genes and Elevated DNA Damage in Humans. J Pineal Res (2021) 70(3):e12726. doi: 10.1111/jpi.12726

15. Gotter, AL. A Timeless Debate: Resolving TIM’s Noncircadian Roles With Possible clOVk Function. Neuroreport (2006) 17(12):1229–33. doi: 10.1097/01.wnr.0000233092.90160.92

16. Jang, AR, Moravcevic, K, Saez, L, Young, MW, and Sehgal, A. Drosophila TIM Binds Importin Alpha1, and Acts as an Adapter to Transport PER to the Nucleus. PloS Genet (2015) 11(2):e1004974. doi: 10.1371/journal.pgen.1004974

17. Busza, A, Emery-Le, M, Rosbash, M, and Emery, P. Roles of the Two Drosophila CRYPTOVHROME Structural Domains in Circadian Photoreception. Science (2004) 304(5676):1503–6. doi: 10.1126/science.1096973

18. Smith-Roe, SL, Patel, SS, Simpson, DA, Zhou, YC, Rao, S, Ibrahim, JG, et al. Timeless Functions Independently of the Tim-Tipin Complex to Promote Sister Chromatid Cohesion in Normal Human Fibroblasts. Cell Cycle (2011) 10(10):1618–24. doi: 10.4161/cc.10.10.15613

19. McFarlane, RJ, Mian, S, and Dalgaard, JZ. The Many Facets of the Tim-Tipin Protein Families’ Roles in Chromosome Biology. Cell Cycle (2010) 9(4):700–5. doi: 10.4161/cc.9.4.10676

20. Neilsen, BK, Frodyma, DE, McCall, JL, Fisher, KW, and Lewis, RE. ERK-Mediated TIMELESS Expression Suppresses G2/M Arrest in Colon Cancer Cells. PloS One (2019) 14(1):e0209224. doi: 10.1371/journal.pone.0209224

21. Wang, F, and Chen, Q. The Analysis of Deregulated Expression of the Timeless Genes in Gliomas. J Cancer Res Ther (2018) 14(Supplement):S708–12. doi: 10.4103/0973-1482.187382

22. Zhou, J, Zhang, Y, Zou, X, Kuai, L, Wang, L, Wang, J, et al. Aberrantly Expressed Timeless Regulates Cell Proliferation and Cisplatin Efficacy in Cervical Cancer. Hum Gene Ther (2020) 31(5-6):385–95. doi: 10.1089/hum.2019.080

23. Zhang, S, Huang, P, Dai, H, Li, Q, Hu, L, Peng, J, et al. TIMELESS Regulates Sphingolipid Metabolism and Tumor Cell Growth Through Sp1/ACER2/S1P Axis in ER-Positive Breast Cancer. Cell Death Dis (2020) 11(10):892. doi: 10.1038/s41419-020-03106-4

24. Cao, M, Wang, Y, Xiao, Y, Zheng, D, Zhi, C, Xia, X, et al. Activation of the Clock Gene TIMELESS by H3k27 Acetylation Promotes Colorectal Cancer Tumorigenesis by Binding to Myosin-9. J Exp Clin Cancer Res (2021) 40(1):162. doi: 10.1186/s13046-021-01936-4

25. Young, LM, Marzio, A, Perez-Duran, P, Reid, DA, Meredith, DN, Roberti, D, et al. TIMELESS Forms a Complex With PARP1 Distinct From ItsComplex With TIPIN and Plays a Role in the DNA Damage Response. Cell Rep (2015) 13(3):451–9. doi: 10.1016/j.celrep.2015.09.017

26. Bianco, JN, Bergoglio, V, Lin, YL, Pillaire, MJ, Schmitz, AL, Gilhodes, J, et al. Overexpression of Claspin and Timeless Protects Cancer Cells From Replication Stress in a Checkpoint-Independent Manner. Nat Commun (2019) 10(1):910. doi: 10.1038/s41467-019-08886-8

27. Li, J, Yang, XM, Wang, YH, Feng, MX, Liu, XJ, Zhang, YL, et al. Monoamine Oxidase A Suppresses Hepatocvellular Carcinoma Metastasis by Inhibiting the Adrenergic System and Its Transactivation of EGFR Signaling. J Hepatol (2014) 60(6):1225–34. doi: 10.1016/j.jhep.2014.02.025

28. Li, T, Fu, J, Zeng, Z, Cohen, D, Li, J, Chen, Q, et al. TIMER2.0 for Analysis of Tumor-Infiltrating Immune Cells. Nucleic Acids Res (2020) 48(W1):W509–14. doi: 10.1093/nar/gkaa407

29. Vasaikar, SV, Straub, P, Wang, J, and Zhang, B. LinkedOmics: Analyzing Multi-Omics Data Within and Across 32 Cancer Types. Nucleic Acids Res (2018) 46(D1):D956–63. doi: 10.1093/nar/gkx1090

30. Gao, J, Aksoy, BA, Dogrusoz, U, Dresdner, G, Gross, B, Sumer, SO, et al. Integrative Analysis of Complex Cancer Genomics and Clinical Profiles Using the Cbioportal. Sci Signal (2013) 6(269):pl1. doi: 10.1126/scisignal.2004088

31. Szklarczyk, D, Gable, AL, Lyon, D, Junge, A, Wyder, S, Huerta-Cepas, J, et al. STRING V11: Protein-Protein Assoviation Networks With Increased Coverage, Supporting Functional Discovery in Genome-Wide Experimental Datasets. Nucleic Acids Res (2019) 47(D1):D607–13. doi: 10.1093/nar/gky1131

32. Warde-Farley, D, Donaldson, SL, Comes, O, Zuberi, K, Badrawi, R, Chao, P, et al. The GeneMANIA Prediction Server: Biological Network Integration for Gene Prioritization and Predicting Gene Function. Nucleic Acids Res (2010) 38(Web Server issue):W214–20. doi: 10.1093/nar/gkq537

33. Shafi, AA, and Knudsen, KE. Cancer and the Circadian ClOVk. Cancer Res (2019) 79(15):3806–14. doi: 10.1158/0008-5472.CAN-19-0566

34. Zhang, Y, and Papantoniou, K. Night Shift Work and Its Carcinogenicity. Lancet Oncol (2019) 20(10):e550. doi: 10.1016/S1470-2045(19)30578-9

35. Tang, QM, Xie, MR, Yu, SL, Zhou, X, Xie, YL, Chen, GJ, et al. Periodic Oxaliplatin Administration in Synergy With PER2-Mediated PCNA Transcription Repression Promotes Chronochemotherapeutic Efficacy of OSCC. Advanced Sci (2019) 6(21):1900667. doi: 10.1002/advs.201900667

36. Fu, A, Leaderer, D, Zheng, T, Hoffman, AE, Stevens, RG, and Zhu, Y. Genetic and Epigenetic Assoviations of Circadian Gene TIMELESS and Breast Cancer Risk. Mol Carcinog (2012) 51(12):923–9. doi: 10.1002/mc.20862

37. Relles, D, Sendecki, J, Chipitsyna, G, Hyslop, T, Yeo, CJ, and Arafat, HA. Circadian Gene Expression and Clinicopathologic Correlates in Pancreatic Cancer. J Gastrointest Surg (2013) 17(3):443–50. doi: 10.1007/s11605-012-2112-2

38. Chi, L, Zou, Y, Qin, L, Ma, W, Hao, Y, Tang, Y, et al. TIMELESS Contributes to the Progression of Breast Cancer Through Activation of MYC. Breast Cancer Res (2017) 19(1):53. doi: 10.1186/s13058-017-0838-1

39. Li, B, Mu, L, Li, Y, Xia, K, Yang, Y, Aman, S, et al. TIMELESS Inhibits Breast Cancer Cell Invasion and Metastasis by Down-Regulating the Expression of MMP9. Cancer Cell Int (2021) 21(1):38. doi: 10.1186/s12935-021-01752-y

40. Wang, H, and Chen, L. Tumor Microenviroment and Hepatovellular Carcinoma Metastasis. J Gastroenterol Hepatol (2013) 28 Suppl 1:43–8. doi: 10.1111/jgh.12091

41. Hanahan, D, and Coussens, LM. Accessories to the Crime: Functions of Cells Recruited to the Tumor Microenvironment. Cancer Cell (2012) 21(3):309–22. doi: 10.1016/j.ccr.2012.02.022

42. Petitprez, F, Vano, YA, Becht, E, Giraldo, NA, de Reyniès, A, Sautès-Fridman, C, et al. Transcriptomic Analysis of the Tumor Microenvironment to Guide Prognosis and Immunotherapies. Cancer Immunol Immunother (2018) 67(6):981–8. doi: 10.1007/s00262-017-2058-z

43. Rivera, LB, and Bergers, G. LOVation, Lovation, Lovation: Macrophage Positioning Within Tumors Determines Pro- or Antitumor Activity. Cancer Cell (2013) 24(6):687–9. doi: 10.1016/j.ccr.2013.11.014

44. Condeelis, J, and Pollard, JW. Macrophages: Obligate Partners for Tumor Cell Migration, Invasion, and Metastasis. Cell (2006) 124(2):263–6. doi: 10.1016/j.cell.2006.01.007

45. Qian, BZ, and Pollard, JW. Macrophage Diversity Enhances Tumor Progression and Metastasis. Cell (2010) 141(1):39–51. doi: 10.1016/j.cell.2010.03.014

46. Stone, EF, Fulton, BO, Ayres, JS, Pham, LN, Ziauddin, J, and Shirasu-Hiza, MM. The Circadian Clock Protein Timeless Regulates Phagovytosis of Bacteria in Drosophila. PloS Pathog (2012) 8(1):e1002445. doi: 10.1371/journal.ppat.1002445




Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.


Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Xing, Gu, Hua, Cui, Li, Wu and Zhang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




REVIEW

published: 19 August 2021

doi: 10.3389/fonc.2021.731598

[image: image2]


Pyroptotic and Necroptotic Cell Death in the Tumor Microenvironment and Their Potential to Stimulate Anti-Tumor Immune Responses


Allan Scarpitta 1, Ulrich T. Hacker 2, Hildegard Büning 3,4, Olivier Boyer 1,5 and Sahil Adriouch 1*


1UNIROUEN, INSERM, U1234, Pathophysiology, Autoimmunity, Neuromuscular Diseases and Regenerative Therapies, Normandie University, Rouen, France, 2Department of Oncology, Gastroenterology, Hepatology, Pulmonology, and Infectious Diseases, University Cancer Center Leipzig (UCCL), University of Leipzig Medical Center, Leipzig, Germany, 3Institute of Experimental Hematology, Hannover Medical School, Hannover, Germany, 4REBIRTH Research Center for Translational Regenerative Medicine, Hannover Medical School, Hannover, Germany, 5Department of Immunology and Biotherapy, Rouen University Hospital, Rouen, France




Edited by: 

Christopher James Pirozzi, Duke University, United States

Reviewed by: 

Irina Balalaeva, Lobachevsky State University of Nizhny Novgorod, Russia

Karol M. Prieto, Pontifical Javeriana University, Colombia

*Correspondence: 

Sahil Adriouch
 sahil.adriouch@univ-rouen.fr

Specialty section: 
 This article was submitted to Molecular and Cellular Oncology, a section of the journal Frontiers in Oncology


Received: 27 June 2021

Accepted: 27 July 2021

Published: 19 August 2021

Citation:
Scarpitta A, Hacker UT, Büning H, Boyer O and Adriouch S (2021) Pyroptotic and Necroptotic Cell Death in the Tumor Microenvironment and Their Potential to Stimulate Anti-Tumor Immune Responses. Front. Oncol. 11:731598. doi: 10.3389/fonc.2021.731598



Cancer remains the second most common cause of death worldwide affecting around 10 million patients every year. Among the therapeutic options, chemotherapeutic drugs are widely used but often associated with side effects. In addition, toxicity against immune cells may hamper anti-tumor immune responses. Some chemotherapeutic drugs, however, preserve immune functions and some can even stimulate anti-tumor immune responses through the induction of immunogenic cell death (ICD) rather than apoptosis. ICD stimulates the immune system by several mechanisms including the release of damage-associated molecular patterns (DAMPs) from dying cells. In this review, we will discuss the consequences of inducing two recently characterized forms of ICD, i.e., pyroptosis and necroptosis, in the tumor microenvironment (TME) and the perspectives they may offer to increase the immunogenicity of the so-called cold tumors and to stimulate effective anti-tumor immune responses.
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Introduction

The term apoptosis was already proposed in 1972 to describe a form “of controlled cell deletion” associated with cytoplasmic condensation and cell fragmentation (1). Later, apoptosis was recognized as the archetypal form of programmed cell death involved in the main physiological processes such as embryonic development, morphogenesis, or cell turnover (2). Apoptosis is now largely described and characterized at the cellular and molecular levels. It involves the activation of initiator caspases (e.g., caspase 8, caspase 9), primarily responsible for the activation of downstream effector caspases (e.g., caspase 3) that propagate the death signal by cleaving specific cellular substrates, leading to a controlled dismantling of the cell. Morphological hallmarks associated with apoptosis include cell shrinkage, cell blebbing, formation of apoptotic bodies, and their rapid engulfment by neighboring phagocytic cells. Therefore, apoptosis has been early considered as a regulated and controlled process that avoids inflammation and, therefore, remains immunologically silent. This was opposed to the well-known necrosis, considered instead as a passive, non-programmed form of cell death, resulting in the uncontrolled release of the intracellular content which contains pro-inflammatory molecules that can initiate immune responses. Apoptosis versus necrosis have long been regarded as the only conceptual model, even if “unclassical forms” of cell death were reported. It was only recently that the spectrum of cell death mechanism has been deciphered into its broader diversity including notably pyroptosis and necroptosis that constitute the focus of this review. They represent, as for apoptosis, programmed and controlled forms of cell death, but share with necrosis the ability to release pro-inflammatory intracellular molecules that initiate immune responses. Apart from apoptosis, pyroptosis, and necroptosis, other forms of programmed cell death have been described as ferroptosis, parthanatosis, autophagy-dependent cell death, lysosome-dependent cell death, NETosis, or entosis. They will however not be discussed here even if some of them are immunogenic. Also, ICD can also be induced by mechanical or physical treatment and not necessarily from programmed forms of cell death.

First generation chemotherapeutic drugs interfere with cell cycle progression and most of them induce apoptosis in a wide range of cells (3). Consequently, rapidly dividing non-cancer cells, akin to hematopoietic and immune cells, are killed and, due to the induction of apoptosis, anti-tumor immune responses are not induced which represents as what we know now an important risk factor for relapse.

With the advent of the pyroptosis and necroptosis concept, extensive efforts have been made to identify amongst current anti-cancer treatment strategies which include next generation chemotherapeutic drugs, irradiation as well as targeted anti-cancer approaches, those that induce a non-apoptotic cell death. Specifically, the concept emerged that through immunogenic cell death (ICD) accompanied by the release of intracellular adjuvant-like molecules known as damage-associated molecular patterns (DAMPs), a potent anti-tumor adaptive immune response is induced (4).


Immunogenic Cell Death Is Associated With the Release of Danger Signals That Act as Potent Pro-Inflammatory Immune Adjuvants

In 1994, Polly Matzinger proposed the “danger” model, hypothesizing that the immune system is able to distinguish innocuous circumstances (e.g., commensal bacteria) from threatening situations that are associated with cell death and release of “danger signals” (5). Danger signals encompass, by definition, any molecule invisible to immune cells in normal conditions, which could be liberated or exposed at the cell membrane to alert the immune system in situation of cellular stress, infection, or upon rupture of the cytoplasmic membrane when cells are dying or after a tissue injury. Numerous molecules that are normally present in the intracellular compartment effectively act as danger signals and behave as potent pro-inflammatory adjuvants when released in the extracellular space. A number of molecules have been found to comply to this definition of DAMPs such as, for instance, mitochondrial or nuclear DNA, mitochondrial formylated peptides, heat shock proteins (HSP), F-actin, histones, ATP, or HMGB1 (6).

Not surprisingly, the release of some of these DAMPs has been used to document the occurrence of ICD and have become the molecular hallmarks associated with ICD. The best characterized DAMPs associated with ICD are CRT/ERp57, HMGB1, HSP 70/90, and extracellular ATP (Figure 1). During ICD, the ER-associated molecules CRT and ERp57 re-localize to the outer cytoplasmic membrane and provide an “eat me” signal that promotes phagocytosis by macrophage and dendritic cells. Additionally, exposed CRT represents a specific antigen that can be targeted by cytotoxic T cells. CRT exposure has been suggested to dictate the immunogenicity of dying cancer cells, allowing the capture of tumor antigens by dendritic cells (7). In parallel, the release of the nuclear protein HMGB1 activates dendritic cells notably through its interaction with TLR4 and facilitates the processing and presentation of antigens. Exposition of HSP 70/80 has also immunostimulatory effects mediated by TLR4 and CD14 and can facilitate antigens cross-presentation that is necessary for the presentation of captured tumor-antigens on MHC class I molecules and for the subsequent activation of CD8+ cytotoxic immune responses (8). ATP release on the extracellular space is regarded as a potent “find me” signal that is able to exert chemoattractant effects on dendritic cells through the P2Y2 receptor, as well as a potent activator of inflammasome assembly through the stimulation of the P2X7 receptor leading to IL-1β/IL-18 maturation and release (9). The exposition and/or release of these ICD-associated immunostimulatory molecules stimulate adaptive immune responses and possibly potent anti-tumor responses (10). ICD and the subsequent TLR stimulation are also accompanied by the release of cytokines notably by a robust type I interferon (i.e., IFN-α and IFN-β) response. IFNα/β have a wide range of immune-stimulatory activities and participate in the upregulation of major histocompatibility (MHC) molecules on myeloid cells, activation of natural killer (NK) cells, and stimulation and differentiation of effector T cells. Stimulation of dendritic cells has important implications for the initiation of adaptive immune responses and is associated with phagocytosis and processing of tumor antigens, migration towards the draining lymph nodes, upregulation of MHC as well as costimulatory molecules (CD80, CD86), all contributing to an efficient presentation of engulfed tumor antigens to T cells (11) (Figure 1).




Figure 1 | Immunogenic cell death in the tumor context and its consequences on the induction of adaptive immune responses. Immunogenic cell death (ICD) of tumor cell can be induced by different strategies (chemotherapy, oncolytic viruses, radiation therapy, photodynamic therapy, necroptosis, or pyroptosis) and results in the exposure of “eat me signals,” like calreticulin (CRT) and ERp57, and release of DAMPs akin to ATP, HMGB1, HSP70, and HSP90. Interaction of CRT/ERp57 with their receptors acts as “eat me signals” and facilitate engulfment of tumor cells and tumor antigens, interaction of HMGB1 and HSP70/90 with TLRs increase tumor antigens presentation, and fixation of ATP on P2X7 and P2Y2 activate and recruit dendritic cells (DC). ICD and subsequent TLRs stimulation is also accompanied by cytokines release notably by a robust type I interferon (IFNα/β) response, which have broad immune-stimulatory activities. DAMPs and cytokines further participate in the maturation and stimulation of DC leading to increased MHC and co-stimulatory (CD80/CD86) molecules expression, antigen capture and presentation, and their migration to lymph nodes. DC have important implications for the initiation of adaptive immune responses and are involved in the phagocytosis and processing of tumor antigens and their direct and cross-presentation to CD4+ and CD8+ T cells, respectively, contributing to the activation and proliferation of effector anti-tumor T cells.



As mentioned earlier, multiple compounds including classical chemotherapeutic agents, targeted cancer drugs, or irradiation have been recognized to induce ICD under certain conditions. The definition of the molecular hallmarks of ICD has slowly contributed to a shift in the methods used to screen chemotherapeutic drugs for their capacity to induce ICD and to release DAMPs. On the same line, immunocompetent animal models and guidelines to evaluate the immunogenicity of tumor cells exposed to chemotherapy drugs (12) are now replacing animal models based on human tumors engrafted in immunodeficient mice (as recommended by the US National Cancer Institute guidelines), which did not allow to evaluate immunostimulatory effects that some chemotherapeutic drugs may have. This consensual method is based on the evaluation of the ability of drug-exposed killed tumor cells to vaccinate immunocompetent mice and prevent tumor formation elicited by a secondary injection of the same living tumor cell line.

A new field in cancer research has emerged during recent years aiming at a better understanding and eliciting ICD in the tumor context with the aim to favorably manipulate its occurrence, to favor the stimulation of anti-tumor immune responses, and to improve treatment outcomes and overall survival. Given the importance of ICD in other pathophysiological context such as infection as well as in the antigenicity of tumors, studies were performed to characterize ICD morphologically and molecularly.



Mechanisms Leading to the Induction of Pyroptosis and Necroptosis

In the context of an infection, pyroptosis can be triggered by sensing distinct components of the pathogen, causing inflammasome assembly, caspase-1 activation, and cleavage of Gasdermin family proteins. These activities are eventually leading to pore formations allowing the release of mature IL-1β and IL-18 cytokines (13). Thus, pyroptosis can be defined as an inflammatory cell death involved in host defense against pathogens. It was firstly described in 1992 in infected macrophages (14). The name pyroptosis was, however, given later, after the observation that bacteria-infected macrophages undergo a lytic form of programmed cell death, dependent of caspase-1 activity, and associated with the release of pro-inflammatory IL-1β (15). It appeared, therefore, as a programmed form of cell death, akin to apoptosis, but appeared morphologically more related to necrosis, leading to membrane rupture and to the release of pro-inflammatory molecules. In the infectious context, pyroptosis is triggered by cell-derived DAMPs and/or pathogen-associated molecular patterns (PAMPs) sensed by specific and multiple membrane and cytoplasmic pattern-recognition receptors (PRRs) expressed by innate immune cells. Cytoplasmic sensors of DAMPs and PAMPs include, but are not restricted to, NOD-like receptors (NLRs), the absent in melanoma-2 (AIM2)-like receptors, and proteins of the pyrin family. Upon binding to their specific cell- or pathogen-derived ligands, these cytoplasmic sensors (such as NLRP1b, NLRP3, NLRC4, AIM2, and pyrin) assemble into an inflammasome multimeric protein complex, containing or not the adaptor proteins ASC, further leading to the recruitment and activation of pro-caspase-1 (Figure 2A). Mature active caspase-1 plays a central role in the induction of cell death and liberation of pro-inflammatory molecules. Indeed, caspase-1 not only cleaves the cytoplasmic leaderless pro-IL-1β and pro-IL-18 cytokines, leading to their maturation, but also cleaves Gasdermin D (GSDMD), the recently identified pyroptosis executioner (16). Liberation of the N-terminal pore-forming domain of GSDMD (N-GSDMD) induces its auto-oligomerization and translocation to the cell membrane to form a non-selective pore of 10–14 nm inner diameter. This further causes massive ion influx, osmotic cell swelling, and membrane rupture, allowing the release of not only mature IL-1β cytokine (that can directly exit through the pore) but also other pro-inflammatory intracellular contents (17–19). Other mechanisms leading to pyroptosis have also been described. For instance, inflammatory murine caspase-11 was found to directly bind cytoplasmic LPS, leading to its oligomerization and auto-activation (13). In what has been termed as the “non-canonical inflammasome” pathway, activated caspase-11 and, similarly, inflammatory human caspases-4/5 cleave GSDMD directly and induce pyroptosis independently of caspase-1 (16). Apart from GSDMD, other Gasdermin family members display a similar structure, composed of a pore forming N-terminal domain and an auto-inhibitory C-terminal domain. However, the presence of a caspase-1/4/5/11 cleavage site in the long loop linking these domains is unique to GSDMD, indicating that other mechanisms might be involved in the activation of the other family members. Apart from GSDMD, one of the best characterized members of this protein family is GSDME. Interestingly, caspase-3, a well-known executioner of apoptosis, was discovered to cleave and activate GSDME and trigger pyroptosis. As discussed below, this may have important implications for cancer as numerous tumor cells were found to harbor loss-of-function mutations and/or reduced expression of GSDME suggesting a tumor suppressor function. In these cells, the overexpression of GSDME was found to convert apoptosis to pyroptosis and was associated with anti-tumor immune responses (20).




Figure 2 | Molecular mechanisms leading to the induction of pyroptosis and necroptosis. (A) Cytoplasmic sensors of DAMPs and PAMPs include, but are not restricted to, NOD-like receptors (NLRs), the absent in melanoma-2 (AIM2)-like receptors, and proteins of the pyrin family. Upon binding to their specific DAMPs or PAMPs ligands, these cytoplasmic sensors, such as NLRP1b, NLRP3, NLRC4, AIM2, and pyrin, assemble into an inflammasome multimeric protein complex, containing or not the adaptor proteins ASC, further leading to the recruitment and activation of pro-caspase-1. Activated caspase-1 can cleave and activate the leaderless cytoplasmic cytokines pro-IL-1β and pro-IL-18, leading to their maturation. Active caspase-1 (an others inflammatory caspases) also cleaves gasdermin D (GSDMD), the recently identified pyroptosis executioner, resulting in the liberation of its N-terminal pore forming domain (N-GSDMD) from the auto-inhibitory C-terminal domain. Liberation of the N-GSDMD induces its auto-oligomerization and translocation to the cell membrane to form a non-selective pore that contributes to cell lysis, mature IL-1β/IL-18 release, as well as to the liberation of DAMPs in the extracellular milieu. GSDME, another member of the gasdermin family, is not cleaved by inflammatory caspases but can be cleaved by activated caspase-3 upon induction of apoptosis. Hence, the level of expression of GSDME directly determines the cellular fate between apoptosis or GSDME mediated-pyroptosis. (B) Necroptosis represents another inflammatory form of cell death and is mediated by Mixed lineage kinase domain-like (MLKL). Necroptosis can be triggered by the same death receptors (DRs) that are known to induce extrinsic apoptosis (e.g., FAS, TNFR1, DR4/DR5) but occur only when the initiator caspase-8 is blocked, as for instance in tumor or infected cells. In these circumstances, activation of death receptors results in the phosphorylation of RIPK1, RIPK3, and, finally, MLKL. Phosphorylation of MLKL culminates, as for pyroptosis, in the formation of membrane pores (although of smaller size as compared to pyroptosis). Membrane permeabilization to cations further induces cell swelling and osmolysis, ultimately leading to membrane rupture and release of proinflammatory DAMPs in the extracellular milieu, triggering immune stimulation.



Necroptosis is an inflammatory cell death mediated by mixed lineage kinase domain-like (MLKL) (21). Necroptosis, can be triggered by the same death receptors (DRs) that are known to induce extrinsic apoptosis (e.g., FAS, TNFR1, DR4/DR5) but occurs only when the initiator caspase-8 is blocked, as for instance in tumor or infected cells (22). It is considered as an alternative suicide pathway that triggers caspase-independent death when initiation of apoptosis is inhibited and, therefore, represents an additional back-up mechanism to avoid cell subversion during infection or malignant transformation (18). Downstream of DRs, the molecular pathway, involves the phosphorylation of MLKL by the RIPK1/RIPK3 complex resulting in its oligomerization and its association to the inner leaflet of the plasma membrane (Figure 2B). MLKL is the only effector protein known to be able to trigger necroptosis. Phosphorylation of MLKL culminates, as for pyroptosis, eventually in the formation of membrane pores (although of smaller size as compared to pyroptosis). Membrane permeabilization to cations further induces cell swelling and osmolysis (17). Ultimately, this induces the membrane rupture and release of proinflammatory DAMPs into the extracellular milieu, triggering immune stimulation as previously outlined (23).



Complex Role of Pyroptosis in the TME

GSDMD and GSDME are playing a complex role in TME. Depending on the tumor type and possibly other factors, their expression and function were associated with either tumor regression or tumor progression. As a first example of a possible detrimental role of GSDMD, its expression was found to be upregulated in malignant cells compared to adjacent tissues in non-small-cell lung carcinoma (NSCLC) (24). This was reported for both lung adenocarcinoma (LUAD) and lung squamous cell carcinoma (LUSC) subtypes. Multivariate analyses showed that patients with the highest GSDMD expression in the LUAD group have a lower overall survival, suggesting its potential value as a prognostic factor. This is not the case in patients with LUSC, highlighting the differential role of GSDMD in different tumor contexts. Furthermore, RNA-interference mediated knockdown of GSDMD in tumor NSCLC cell lines attenuates tumor proliferation in vitro, as well as in vivo in xenografted immunodeficient mice. Moreover, the knockdown of GSDMD favored apoptosis rather than pyroptosis in response to inflammasome activators, displayed lower production of IL-1β, and lower stimulation of the PI3K-Akt pathway (24). Whether GDSMD can regulate the pro-tumorigenic PI3K-Akt pathway in a cell intrinsic manner, directly or indirectly, remains to be explored. These data, however, underscore the detrimental effect of chronic IL-1β liberation in the TME, which is known to recruit myeloid derived suppressor cells (MDSC) and promote neo-angiogenesis. Intriguingly, these tumor cells were indeed found to express not only GSDMD, but also the upstream NLRP3-inflammasome components, akin to myeloid cells, and to display spontaneous signs of inflammasome activation and IL-1β production. Inflammasome activation is known to have detrimental effects in some cancer and associated with a poor prognosis, partly through the unfavorable role of the chronic liberation of IL-1β and IL-18 (25–27). In pancreatic cancer, for instance, NLRP3 signaling has been associated with the recruitment of MDSC and establishment of an immune-suppressive TME (28).

Downstream of inflammasome and GSDMD activation, IL-1β and IL-18 can also have a beneficial effect as they play a pivotal role in the activation of dendritic and natural killer (NK) cells, respectively, and can, thereby, promote anti-tumor immune responses. In line with this notion, the dysregulation of inflammasome signaling and/or consequent reduction of IL-1β and IL-18 production were associated with tumor growth and metastasis in colorectal cancer (28–31). GSDMD, expressed by tumor cells or by cells from the TME, might therefore also be linked to positive effects in some circumstances. In agreement, GSDMD expression in gastric cancer was found to be lower in tumor biopsies compared to adjacent tissues, and its forced lentiviral re-expression in corresponding tumor cells lines was associated with a decrease proliferation in vitro as well as in vivo following their engraftment in nude mice (32). This suggested that GSDMD expression could limit tumor cell intrinsic proliferation in this type of tumor and sensitize the cells to a pyroptotic cell death. However, the consequence that this may have on the antitumor immune responses obviously could not be evaluated in this immunodeficient mouse model.

As the induction of pyroptosis in tumor cells and cells of the TME hold promise not only to kill tumor cells, but also to induce ICD and anti-tumor responses, a direct induction of pyroptosis using viral vectors encoding the pore forming N-GSDMD represents an interesting perspective. However, the production of viral vectors encoding lytic proteins cause difficulties and generally cell death of the producing cells and a poor viral vector yield. This has, however, been overcome in a first proof-of-principle study by using a specific promoter to control the expression of the toxic gene. This study reported the use of and adeno-associated virus (AAV) vector coding for the pore forming N-GSDMD protein under the control of the P0 Schwann-cell specific promoter. Injection of the corresponding AAV1 vectors in mouse or human Schwannoma tumor implanted, respectively, into immunocompetent and immunodeficient mouse models lead to the significant decrease of tumor growth with no conspicuous signs of toxicity (33). Although immunocompetent mice were used in the syngeneic tumor model, the authors did not evaluate the precise mechanisms leading to the better tumor control and potential immune responses against the tumor.

GSDMD activation is associated with the maturation and liberation of IL-1β with the potentially detrimental effects mentioned earlier. Unlike GSDMD that is cleaved by inflammatory caspases subsequent to inflammasome activation, GSDME is activated by caspase-3. This implies that GSDME-induced pyroptosis is, in principle, not linked to the liberation of IL-1β and may thereby be associated with improved anti-tumor effects. However, a recent study demonstrated that in macrophage cell lines deficient for GSDMD, and that express low levels of GSDME, inflammasome activation can secondarily activate GSDME to form a conduit for IL-1β release without inducing pyroptotic cells death (34). Whether this newly discovered mechanism have any relevance for myeloid cells or tumor cells of the TME remains to be explored.

Caspase-3-dependant apoptosis can be converted to pyroptosis in cells that express sufficient levels of GSDME. This, in essence, holds the potential to convert any pro-apoptotic signal into pyroptosis providing that GSDME is expressed and functional. In agreements, GSDME expression is inactivated in most tumor cells through two complementary mechanisms: downregulation of expression based on epigenic hypermethylation of the promoter, or loss-of-function mutations resulting in an inactive protein unable to form a membrane pore (35–39). Furthermore, methylation of CpG motifs outside the promoter region and within the GDME gene has been described and a growing body of evidence suggests that such methylation patterns might be useful as diagnostic cancer biomarkers. On the other hand, data on GSDME expression levels between cancer and normal samples are controversial: while the majority of translational studies have found downregulated levels of GDME in cancer compared to normal tissue, others have not found such differences. Even more puzzling, there was no clear correlation between GSDME methylation and GSDME expression levels in a number of studies (40). Overall, however, GSDME appears to represent a potent tumor suppressor gene (20). This has been evidenced in primary breast cancer and colorectal cancer using data from the cancer genome atlas database, and GSDME downregulation has been associated with a decrease of overall survival (20). In tumor cell lines, knockout of the corresponding gene in EMT6 and CT26 cells that express GSDME enhances tumor growth. Conversely, lentiviral-mediated expression of full length GSDME decreases the tumor growth of 4T1 and B16 tumor cell lines when grafted into immunocompetent mice. Analysis of immune cell infiltrates underlined the importance of GSDME expression in promoting anti-tumor immune responses characterized notably by tumor-infiltrating NK and CD8+ cytotoxic T cells. Interestingly, Granzyme B (GrzB) contained in the cytotoxic granules of NK cells and cytotoxic T cells, and known to represent an important killing mechanism employed by immune cells, was found to directly cleave and activate GSDME independently of caspase-3 activation. Hence, this might be involved in a feedforward mechanism to amplify pyroptosis in the tumor context. In this scenario, a first pro-apoptotic signal induced, for example, by a chemotherapeutic agent would serve as a trigger to initiate pyroptosis in GSDME expressing cells, and secondary recruitment of cytotoxic immune cells would further amplify pyroptosis through the liberation of GrzB and, consequently, the direct activation of GSDME. Some chemotherapeutic drugs are indeed now well described to induce caspase-3 dependent pyroptosis in GSDME expressing tumors (41–43). This may, in part, explain the decreased survival of patients harboring a low GSDME expression in their tumor, which might be more resistant to pyroptotic cell death, and to secondary amplification and protection by the immune responses.



Necroptosis: Detrimental and Beneficial Consequences in the Tumor Context

In the context of cancer, necroptosis can be considered as a double-edged sword since both positive and negative effects on tumor cell growth and invasion/metastasis have been described in different preclinical models. Components of the necroptosis signaling pathway have been found to be downregulated in some cancers, and this is associated with a poor prognosis (44–47). In agreement, expression of RIPK3, one of the major components of the necrosome complex upstream of MLKL, is repressed by epigenetic mechanisms, and, notably, by methylation of the region surrounding the transcription start site. This was found to be the case in tumor cell lines, in tumor cells from patients with acute myeloid leukemia (AML), as well as in primary breast cancer (47). In the latter type of cancer, RIPK3 expression is reduced in all subtypes analyzed, including in 73% of luminal A group samples, 84% of luminal B, 90% in triple-negative, and in 95% Her2-positives samples. This suggests that the expression of RIP3 is negatively selected during oncogenic transformation, or during tumor growth, and that its down modulation correlates with resistance to chemotherapy. In line with this notion, hypomethylating agents like 5-aza-2′-deoxycytidine (5-AZA) restore RIP3 protein expression in about 70% of the tumor cell lines tested, and could sensitize refractory cell lines to TNFα induced necroptosis as well as to several chemotherapeutic agents in a RIP3-dependent manner (47). Interestingly, this was also studied in vivo in a xenograft tumor model where the combination of 5-AZA with doxorubicin was more effective than either treatment alone. However, the impact that this may have on an immunocompetent animal model on the stimulation of the anti-tumor immune response has not been addressed in this humanized model.

Although apoptosis remains the main form of cell death induced by chemotherapeutic agents, accumulating evidences suggest that some drugs, like cisplatin, also induces necroptosis (48). Interestingly, the induction of necroptosis can influence the efficacy and therapeutic effects in some circumstances. Recent works demonstrate that the expression of RIPK3 in esophageal cancer cell lines contribute to cisplatin sensitivity when the apoptotic pathway is deficient or absent (49). In this in vitro model, cisplatin treatment induces autocrine production of TNFα, a well-known inducer of the extrinsic apoptotic pathway through the TNFR1. Again, this situation illustrates the notion that blockade of apoptosis triggers necroptosis when the components of the necroptosis pathway are present. Hence, the expression of TNFR1 and of RIPK1/RIPK3/MLKL proteins by tumor cells, in conjunction with the production of TNFα in the tumor microenvironment, could represent novel biomarkers for cisplatin sensitivity in apoptosis-resistant tumors. This may not only be limited to cisplatin as other chemotherapeutic molecules have been described to induce necroptosis by different mechanisms such as shinokin and staurosporin in leukemia or refisibufogenin and 5-FU in colorectal cancer (50, 51).

Regarding the expression of the molecular effectors of necroptosis in tumors, some studies reported a decreased expression of RIPK3, but not RIPK1, in AML (52, 53), while deficiency of both RIPK3/RIPK1 has been reported in colon cancer as compared to non-malignant adjacent tissues (54). In osteosarcoma, overexpression of miR-155-5p has been reported as the mechanism leading to the inhibition of RIPK1 expression and was associated with poor prognosis and increased tumor growth (55). MLKL, the molecular executioner of necroptosis, has also been also found to be downregulated in several types of cancer. In gastric, cervical squamous, and ovarian cancers, a lower expression of MLKL has been correlated with a poor prognosis (44–46). Moreover, MLKL expression has been suggested to represent a potential predictive biomarker in gastric cancer, cervical squamous cancer, and early stage pancreatic adenocarcinoma (45, 46, 56). Taken together, these data suggest that down modulation of RIPK1, RIPK3, or MLKL is associated with poorer prognosis and/or increased tumor aggressiveness, supporting the notion that necroptosis acts as a tumor suppressor and that its repression represents a mechanism for cancer cells to evade cell death.

However, as often in cancer, evidences also exist to suggest the negative consequences associated with the expression of the main actors of necroptosis. For instance, RIPK1 expression in glioblastoma (GBM) has been correlated with a poorer prognosis. The underlying mechanism involves the activation of NF-κB by RIPK1, further leading to the inhibition of P53 activity, thereby, promoting tumor growth (57). In another important study, in the context of pancreatic ductal adenocarcinoma (PDA), contradictory effects of necroptosis were reported when studied in vitro and in vivo. While, in vitro inhibition of the formation of the RIPK1/RIPK3 necrosome complex promoted cancer cell proliferation and aggressiveness, in line with their above-mentioned tumor suppressor role. This was not the case in vivo where this was associated instead with tumor rejection (58). These apparently conflicting results were attributed to a negative influence of necroptosis on the composition of the tumor microenvironment. In the mouse model used in this study, based on a genetically inducible tissue specific Kras-dependent oncogenesis, intact RIPK1/RIPK3 signaling favored the recruitment of an immunosuppressive tumor microenvironment (58). Mechanistically, this was dependent on a necroptosis-dependent expression of the CXCL1 chemokine, on the recruitment of myeloid cells, and on their conversion to immunosuppressive and tumorigenic cells by necroptosis-dependent exposition of the nuclear SAP130 protein and consequent activation of the Mincle receptor on myeloid cells. RIPK3 deletion in this PDA model or pharmacological inhibition of RIPK1 induce the recruitment of activated immune cells and favored tumor rejection (58). Hence, in this in vivo mouse model, necroptosis seems to promote a chronic, low grade pro-inflammatory response that favors the constitution of immunosuppressive TME. In line with this study, a another report have demonstrated the positive effect in vivo of a novel selective small-molecule RIPK1 inhibitor, developed by the GSK company, in a similar mouse model of PDA as well as in organoid human models (59). In this study, RIPK1 was demonstrated to be upregulated in immunosuppressive tumor-associated macrophages (TAM). Its inhibition reprogrammed TAM towards an immunogenic phenotype, induced T cell activation and T helper differentiation into anti-tumoral Th1/Th17 phenotypes, and improved anti-tumor immunity.

These studies highlight the importance of studying necroptosis consequences not only in the tumor cells themselves but also on the cells of the TME and on the induction of anti-immune responses. As evoked earlier, necroptosis leads to the release of DAMPs and stimulation of immune cells by different molecular pathways. However, recent studies show that the release of DAMPs upon necroptosis induction is not sufficient alone to induce efficient cross-priming of CD8+ T cells and robust adaptive immunity (60). Instead, this seems to require complex and coordinated molecular signaling pathways that involve the RIPK1-dependant activation of NF-κB and transcriptional activity, despite the rapid entry into cell death, that results in the parallel expression of pro-inflammatory genes and cytokines (57, 58). Interestingly, the direct intratumoral induction of necroptosis using an AAV vector encoding for a constitutively active form of RIPK3 induce necroptosis in a part of the tumor cells, improves tumor immunogenicity, and synergizes with immune checkpoint blockade to promote a durable tumor clearance (61). In a similar strategy, the direct intratumoral delivery of mRNA coding for the necroptosis executioner MLKL, followed by in vivo electroporation at the injection site, reduced tumor growth and metastasis, synergized with immune checkpoint blockade, and improved antitumor immunity in murine melanoma and colon carcinoma models (62). In this study, MLKL mRNA electroporation in vivo was demonstrated to induce CD4+ and CD8+ T cell responses directed against tumor antigens that were responsible for tumor control. Taken together, these data in mouse models indicate that fostering necroptosis directly in tumor cells may represent an attractive novel strategy to promote tumor antigens release, their efficient presentation, and the induction of immune responses against tumor cells. Whether favoring the induction of necroptosis rather than apoptosis is associated with the induction of anti-tumor immune responses and/or better treatment outcomes in patients with established tumors remain to be fully explored.




Perspectives

Pyroptosis and necroptosis play complex and multifaceted roles, depending on the cancer type and tumor context. Yet, the majority of the mutations in the gene coding for GSDME found in tumor tissues corresponds to the loss of functions mutations, suggesting a tumor suppressor role (20). The main proteins involved in the induction of necroptosis are also found to be dysregulated in different human cancers suggesting that necroptosis represent another important factor that contributes to tumor clearance and/or to the restriction of their malignancy. As pyroptosis and necroptosis are both involved in the induction of ICD within the TME, it is tempting to speculate that they contribute to the induction of anti-tumor immune responses. The strongest evidences that the immune system can be beneficial to treat or even cure cancers come from the success of immune checkpoint blockade using monoclonal antibodies directed against CTLA-4 or PD-1/PD-L1 (63, 64). Importantly, the treatment approach is most efficient in cancers that are highly immunogenic (i.e., melanoma, renal cell carcinoma, and others). Combinatorial approaches to increase the efficacy of immune checkpoint blockade in less immunogenic and immunologically “cold” tumors are currently being tested in both preclinical and clinical trials. Given the long-term beneficial effect of the induction of anti-tumor immune responses and their potential amplification with anti-immune checkpoints, several therapeutic strategies aim to stimulate ICD rather than the tolerogenic apoptotic forms of cell death. This comprises the selection of chemotherapeutic molecules that induce ICD rather that apoptosis, the evaluation of nanoparticles based-treatments, advanced physical techniques, as well as the development of oncolytic viruses (11). Manipulation of pyroptosis or necroptosis in cancer, in conjunction with the preservation of immune functions, could represent a novel promising option to induce tumor cell death, acute inflammation, tumor antigens release, their capture and presentation by mature dendritic cells, and eventually to trigger an efficient stimulation of adaptive anti-tumor T cells. This has, at least, been proven in proof-of-concept studies in animal models, using, for instance, AAV vectors coding for the constitutively active form of RIPK3. This study elegantly demonstrates that the intratumoral induction of necroptosis using this strategy promotes effective immune responses and durable tumor clearance in combination with immune checkpoints blockade (61). Similarly, induction of pyroptosis using AAV vectors coding for the pore forming N-GSDMD protein under the control of a tumor specific promoter leads to the significant decrease of tumor growth in a schwannoma model (33). Additionally, induction of pyroptosis or necroptosis of cells that constitute the tumor microenvironment might potentially be used to rewire immunosuppressive TME and reduce tumor resistance to established therapies. However, some recent works also highlighted the potential negative consequences of pyroptosis/necroptosis in the tumor context stressing the need to further study the consequences of this strategy when used alone or in combination with other cancer treatments.
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Uveal melanoma (UVM) is the most common primary intraocular cancer in adults. Increasing evidence has demonstrated that immune cell infiltration (ICI) is crucial in predicting patient outcomes and therapeutic efficacy. Thus, describing the immune cell infiltrative landscape of UVM tumors may yield a novel prognostic marker and provide direction for immunotherapeutic selection. In this study, the gene expression data and clinical information of UVM patients were obtained from the cancer genome atlas (TCGA) and gene expression omnibus (GEO) databases. The ICI landscape of UVM was analyzed using the CIBERSORT and ESTIMATE algorithms. Two ICI phenotypes were defined, and the ICI scores were calculated by using principal component analysis algorithms. We found that a subtype with high ICI scores had poorer prognosis and increased expression levels of immune checkpoint-related genes. This study demonstrates that ICI scores are an independent prognostic biomarker and highlights their value in predicting immunotherapeutic outcomes.
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INTRODUCTION

Uveal melanoma (UVM) is an aggressive primary intraocular cancer that originates from melanocytes in the eye. Within the past few decades, the incidence of UVM has remained stable (Virgili et al., 2007). The mean age-adjusted incidence is 5.1 per million in the United States (Singh et al., 2011). UVM has a strong propensity to metastasize from the eye to other organs. Despite the significant improvements in treatment, including enucleation, resection, and radiation therapies, up to 50% of UVM patients will eventually develop metastatic disease, with many cases suffering from fatal liver metastasis (Eskelin et al., 2000; Singh et al., 2011). Extensive research has shown that UVM patients develop micro-metastases early after initial diagnosis, and the median survival of patients with metastatic progression ranges from 4 to 15 months (Eskelin et al., 2000; Kujala et al., 2003). Unfortunately, existing therapies are insufficient to treat distant metastases (Augsburger et al., 2009). Over the past several decades, targeted therapies and immunotherapy, such as immune checkpoint blockade (ICB), vaccination, and adoptive T-cell therapy, have been proven efficacious in multiple types of cancers (Curran et al., 2010; Seiwert et al., 2016). However, one major limitation of immunotherapy is that a clinical response is observed in only approximately 0 to 5% of patients (Heppt et al., 2017). Thus, it is crucial to identify novel therapeutic markers of immunosuppression in UVM.

The tumor microenvironment (TME) plays a crucial role in melanoma initiation, evolution, metastasis, and relapse. The TME in UVM contains numerous non-tumor cells and stromal cellular elements, including immune cells, inflammatory cells, endothelial cells, and mesenchymal cells (Hanahan and Coussens, 2012). For instance, proangiogenic tumor-associated macrophages (TAMs) can facilitate the homing, extravasation, and metastases to the liver in UVM (Van den Eynden et al., 2013). The density of tumor-infiltrating lymphocytes (TILs) is closely correlated with the development of metastatic UVM and predicts poor prognosis (Singh et al., 2001). TILs and the cytokines they produce dampen natural killer (NK) cell effector function (Javed and Milhem, 2020). TILs play an essential role in the response to ICB (Rosenberg et al., 2016). However, unlike cutaneous melanoma, only about 10% of primary UVM tumors express anti-programmed death-ligand 1 (PD-L1) (Kaunitz et al., 2017), though up to 50% of TILs express the receptor, PD-1 (Javed et al., 2017). However, the association between TME components and the effectiveness of immunotherapy has not been fully elucidated.

Studies have shown that genetic or epigenetic alterations are involved in the tumorigenesis and progression of UVM and can affect the TME (Li et al., 2018; Fallico et al., 2021). The frequencies of oncogenic BRAF and NRAS mutations in UVM are approximately 40 to 60% and 15 to 20%, respectively (Flaherty et al., 2010; Mandalà et al., 2014). Loss of one copy of a chromosome (monosomy 3) or BAP1 deficiency is also involved in the progression of metastatic UVM, while chromosome 8 alterations are associated with poor prognosis (Thomas et al., 2012). In addition, GNAQ and GNA11 mutations are associated with melanoma cell proliferation and metastasis (Huang et al., 2015). Aberrant DNA methylation of genes contributes to metastatic progression and poor survival (Ness et al., 2021). Moreover, non-coding RNAs (ncRNAs) have also been investigated in UM (Bande et al., 2020). The ncRNAs including microRNAs, long non-coding RNAs, and circular RNA regulate gene expression, playing important roles in UVM development and progression (Yang et al., 2018). Falzone et al. (2019) reported that a set of miRNAs could be used as biomarkers in UVM. Recent studies found that a higher tumor mutational burden is associated with elevated responses to ICB compared with tumors with a lower mutation burden (Yarchoan et al., 2017).

In the present study, we explored the intratumoral immune infiltration landscape in UVM using the cancer genome atlas (TCGA) and gene expression omnibus (GEO) databases with the CIBERSORT and ESTIMATE algorithms. We used immune cell infiltration (ICI) scores to characterize the immune cell landscape and to estimate the prognosis of UVM patients. Moreover, we also estimated the TMB pattern in patients from low- and high-ICI score groups. Previous studies have shown that gender and age are associated with the immunotherapy response and prognostic outcomes across different cancer types (Sceneay et al., 2019; Ye et al., 2020). Thus, we also investigated the feasibility of applying ICI scores to different genders and age groups in UVM.



MATERIALS AND METHODS


Data Collection From the TCGA and GEO Databases

A total of 80 UVM sample datasets from the TCGA database were downloaded via The University of California Santa Cruz (UCSC) Xena browser1, including gene expression profiles [fragments per kilobase million (FPKM) value], their clinical data, and mutation data. The gene expression profiles of the TCGA-UVM dataset (FPKM value) were then transformed into transcripts per kilobase million (TPM), which was more closely aligned with the microarray data. We selected GEO datasets with the following criteria: (1) the sample size in the dataset was more than 60; (2) the datasets contained gene expression profiling data; (3) the datasets contained patients’ clinical and prognostic data. Finally, GSE22138 with 63 samples was chosen (platform GPL570, Affymetrix Human Genome U133 Plus 2.0 Array). Strawberry Perl (version 5.32.02) was used to extract the gene expression data from the TCGA-UVM and GSE22138 datasets and construct a data matrix for further analysis. The clinical and pathological characteristics of each patient in the TCGA-UVM cohort and GSE22138 are summarized in Supplementary Table 1.



Immune Cell Infiltration Analysis

Immune cell infiltration levels in UVM tumors were estimated with the CIBERSORT (Cell-type Identification by Estimating Relative Subsets of RNA Transcripts) algorithm (Chen et al., 2018). Based on a set of reference gene expression data (LM22), the “CIBERSORT” R package was used to analyze the relative expression levels of 22 immune cell types in individual tissue samples from the TCGA-UVM and GSE22138 databases. CIBERSORT is a deconvolution algorithm, which can infer cell-type proportions in data from tumor samples with mixed cell types by using support vector regression based on LM22 datasets. LM22 includes 22 different immune cells, including naive B cells (Bn), Bm, plasma cells, CD8+ T cells, naive CD4+ T cells (CD4+ Tn), CD4+ resting memory T cells (CD4+ Tmr), CD4+ memory-activated T cells (CD4+ Tma), Tfh, Tregs, γδT, resting natural killer cells (NKr), activated natural killer cells (NKa), monocytes, M0 macrophages (M0), M1 macrophages (M1), M2 macrophages (M2), resting dendritic cells (DCr), DCa, resting mast cells (Mr), activated mast cells (Ma), eosinophils, and neutrophils.



Tumor Microenvironment Analysis

Immune and stromal contents from each UVM sample were evaluated by the “ESTIMATE” R package. Specifically, the ESTIMATE score was calculated as the sum of the immune and stromal scores, which represents the abundance of immune and stromal components, respectively. Higher ESTIMATE Scores correspond to lower tumor purity (Yoshihara et al., 2013).



Establishment of Consensus Clustering Based on Immune Cell Infiltration

The consensus clustering (CC) method was used to estimate the number of unsupervised classes in a dataset. Based on the ICI profile, we classified patients in TCGA-UVM and GSE22138 into various ICI clusters using the “ConsensusClusterPlus” R package. The procedure was repeated 1,000 times to ensure classification stability and reproducibility, which were visualized using the heat map function in R software.



Differentially Expressed Genes (DEGs) Screening

We classified all UVM patients into different ICI clusters based on the results of the CIBERSORT analysis. The “Limma” R package was utilized to identify DEGs among different ICI subtypes, and DEGs with an adjusted P value < 0.05 and |logFC| ≥ 1 were considered to show a significant difference.



Calculation of Immune Cell Infiltrating Score

The calculation of ICI scores was performed as follows. The calculation of ICI scores was performed as follows. Based on DEGs values, an unsupervised clustering was performed to categorize the patients in TCGA-UVM and GSE22138 datasets into several groups for further analysis. According to the positive and negative relationship between the DEGs and the cluster signature, the ICI genes were divided into two groups, namely ICI gene signatures A and B. Next, the “clusterProfiler” R package was used to annotate genes. The principal component analysis (PCA) was then used to reduce the dimension of the ICI gene subgroup based on the Boruta algorithms. Each patient was then assigned an ICI score and classified into a high- or low-ICI group via its corresponding median risk score of a cohort. The ICI of each UVM sample was calculated using the formula: ICI score = Σ PCIA - Σ PCIB.



Gene Set Enrichment Analysis

Gene set enrichment analysis is a computational method used to determine whether an a priori defined set of genes shows statistically significance and concordant differences between two biological states (Subramanian et al., 2005). In this study, the Kyoto encyclopedia of genes and genomes (KEGG) gene sets (v7.4) was downloaded from the Molecular Signatures Database (MSigDB3). Gene set enrichment scores were calculated based on genes in low- and high-ICI scores groups using GSEA software (v4.1.04). NOM p-value < 0.05 and FDR q-value < 0.25 was considered as statistically significant. The top 5 KEGG pathways were selected and visualized.



Somatic Alteration Analysis

The mutation status of patients in the TCGA-UVM was downloaded using the TCGA Genomic Data Commons (GDC5). The “maftool” R package was used to determine the tumor mutational burden of TCGA-UVM and to evaluate the difference in TMB between high- and low-ICI score groups.



Gene Expression and Clinical Data Sets With ICB Therapy

For the TCGA-SKCM cohort, the expression profiles (FPKM values) downloaded from the UCSC Xena browser were transformed into TPM values. A total of 470 skin melanoma samples were used to calculate ICI scores. For patients with advanced melanoma treated with MAGE-3 antigen-based immunotherapy (GSE35640, n = 55; GPL570, Affymetrix Human Genome U133 Plus 2.0 Array), gene expression and clinical data were downloaded from the GEO database. Strawberry Perl (version 5.32.0; see text footnote 2) was used to extract gene expression data from the GSE35640 datasets and construct a data matrix for further analysis.



Statistical Analysis

All analyses were performed with R version 4.0.4, 64-bit6 and its appropriate packages. We used the Kaplan-Meier survival plotter and the log-rank test to explore prognostic values and to compare the survival of patients between subgroups from each dataset. For comparison between two groups, the Wilcoxon test was used as a non-parametric method. For comparisons between more than two groups, the Kruskal-Wallis test was used as a non-parametric method. The correlation of ICI score subgroups and somatic mutation frequency was analyzed using the chi-square test. The Spearman correlation analysis was used to analyze correlation coefficients. For all statistical analyses, two-tailed p < 0.05 was considered statistically significant.



RESULTS


Characterization of the Immune Cell Landscape in UVM

The workflow of our study is shown in Figure 1. To analyze the landscape of ICI patterns and TME signatures in UVM, we used the CIBERSORT and ESTIMATE algorithms to quantify the profiles of immune cells in the TME of UVM tumor samples. As shown in Figure 2A, we used CIBERSORT to identify the proportion of 22 types of immune cells in the TCGA-UVM and GSE22138 datasets. Differential correlation patterns among the landscape of immune cells in the TME were visualized as a heatmap (Figure 2B). To further clarify the intrinsic biological differences in TME cell-infiltrating patterns, we used the “ConsensusClusterPlus” R package to select an optimal cluster number. We identified a significant reduction in delta area for k = 2 subtype clustering (Figure 2C) and delta area entered into plateau when k > 2 (Supplementary Figure 1). We confirmed that two independent ICI subtypes were sufficient for illustrating the variance between the UVM datasets. Two main ICI clusters revealed by our data showed significant differences in survival (log-rank test, p = 0.027, Figure 2D). To further characterize the intrinsic differences between immune cells and clinical data among these ICI subtypes, we used a heatmap to depict ICI phenotypes and clinical differences in the TCGA-UVM and GSE22138 cohorts (Figure 2E). Cluster-A was characterized by elevated infiltration of memory B cells, memory resting CD4+ T cells, resting NK cells, monocytes, M0 macrophages, resting mast cells, and eosinophils. Cluster-B was marked by infiltration of naive B cells, CD8+ T cells, memory activated CD4+ T cells, follicular helper T cells, gamma delta T cells, M1 macrophages, M2 macrophages, and resting dendritic cells. Additionally, Cluster-B was associated with a higher stromal score and immune score (Figure 2F). We also analyzed 12 immune checkpoint genes that were assessed in each ICI subtype. The Kruskal-Wallis test was used to measure the difference in expression levels of immune checkpoint-related genes in the ICI clusters. Our results show significantly increased expression levels among these immune checkpoint-related genes in the ICI cluster B group, suggesting a distinct reaction of ICB application in different ICI clusters (Figures 3A–L).
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FIGURE 1. Flow chart of the study.
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FIGURE 2. The landscape of ICI in uveal melanoma and the characteristics of ICI subtypes. (A) The bar plot shows the proportion of 22 infiltrating immune cells based on the CIBERSORT algorithm in the TCGA and GEO datasets. (B) The correlation matrix of all 22 infiltrating immune cells. The fraction of immune cells were positively related and are represented in red, whereas others were negatively related and are represented in blue. p < 0.05 was the cut-off. (C) Consensus matrix of all UVM cohorts for k = 2. (D) Kaplan–Meier curves for OS of all UVM patients with ICI classes. Log-rank test shows overall p = 0.027. (E) Unsupervised clustering and hierarchical clustering of ICI in UVM cohorts. Survival status, genders, ages, project, and ICI cluster group are shown as patient annotations. (F) The fraction of tumor-infiltrating immune cells in ICI clusters. We also plotted the immune and stromal scores of three gene clusters. ns, not significant; *p < 0.05; **p < 0.01; and ***p < 0.001. ICI, immune cell infiltration; UVM, uveal melanoma; OS, overall survival.
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FIGURE 3. The expression levels of immune checkpoint-related genes in different ICI clusters of UVM. (A) PD-L1. (B) PD-1. (C) CD272. (D) CD27. (E) CD28. (F) CD276. (G) TIM3. (H) IDO1. (I) LAG3. (J) OX40. (K) LIGHT. (L) GITR. *p < 0.05; **p < 0.01; and ***p < 0.001. UVM, uveal melanoma.




Identification of Immune-Related Gene Subtypes in UVM

To identify genes associated with our ICI clusters, we performed differential gene analyses to detect DEGs among these ICI subtypes by using “Limma” R packages. We performed unsupervised clustering of DEGs to select the optimal gene cluster number, which resulted from the previous analysis. Next, we sought to use “Boruta” algorithms to perform dimension reduction in the ICI-related genes to reduce redundant genes and extract phenotype signatures. The unsupervised hierarchical cluster analysis classified the TCGA-UVM and GSE22138 cohorts into three gene clusters termed gene clusters A–C (Figure 4A and Supplementary Figure 2). Moreover, differential correlation patterns among the ICI gene clusters were visualized as a heatmap (Figure 4B). As shown in Figure 4C, the boxplot indicates significant differences in tumor-related ICI and the stromal score and immune score in the three ICI gene clusters. Among the three main ICI gene clusters, we found that gene cluster A was associated with a significant level of CD8 + T cells, memory activated CD4 + T cells, follicular helper T cells, gamma delta T cells, M1 macrophages, resting dendritic cells, stromal score, and immune score. Additionally, we also analyzed the expression of immune checkpoint-related genes in each ICI gene cluster. These genes were elevated in the ICI gene A cluster group, suggesting a distinct reaction of ICB application in different ICI clusters (Figures 5A–L). UVM patients in the cluster A might exhibit a better response to immune checkpoint inhibitors, such as cytotoxic T lymphocyte-associated antigen-4 (CTLA4) and programmed cell death protein 1 (PD1) inhibiting reagents.
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FIGURE 4. Construction of ICI gene subtypes and functional annotation. (A) Consensus matrix of all UVM cohorts for k = 3. (B) Unsupervised clustering and hierarchical clustering of DEGs among UVM cohorts to classify patients into three groups: Gene clusters A–C. Survival status, genders, ages, project, and ICI cluster group are shown as patient annotations. (C) The fraction of tumor-infiltrating immune cells in ICI gene clusters. We also plotted the immune and stromal scores of three gene clusters. (D) Kaplan–Meier curves for the three gene clusters of UVM patients. Log-rank test shows overall p < 0.001. (E,F) GO enrichment analysis of the two ICI relevant signature genes: ICI signature gene A (E) and B (F). ns, not significant; *p < 0.05; **p < 0.01; and ***p < 0.001. ICI, immune cell infiltration; UVM, uveal melanoma; OS, overall survival; GO, gene ontology.
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FIGURE 5. The expression levels of immune checkpoint-related genes in different ICI genes subtypes of UVM. (A) PD-L1. (B) PD-1. (C) CD272. (D) CD27. (E) CD28. (F) CD276. (G) TIM3. (H) IDO1. (I) LAG3. (J) OX40. (K) LIGHT. (L) GITR. ns, not significant; *p < 0.05; **p < 0.01; and ***p < 0.001. UVM, uveal melanoma.


Prognostic analysis of the ICI gene clusters was conducted using the R packages “survival” and “survminer.” Using Kaplan-Meier survival analysis, we found that ICI gene clusters B and C correlated with relatively good prognosis in UVM, and ICI gene cluster A were associated with poorer prognosis (log-rank test, p < 0.001; Figure 4D). DEG expression levels that were either positively or negatively correlated with the ICI gene cluster signature were then classified as two subgroups: ICI gene signatures A and B. By using the R package “clusterProfiler,” we performed GO enrichment analysis of the ICI gene signatures. We found that ICI gene signature A was closely linked with a variety of terms, including “ammonium ion metabolic process” in the BP category, “transport vesicle membrane” in the CC category, and “histone binding” in the MF category (Figure 4E). ICI gene signature B showed enrichment of “response to interferon-gamma” in the BP category, “collagen-containing extracellular matrix” in the CC category, and “metalloendopeptidase inhibitor activity” in the MF category (Figure 4F).



Calculation of ICI Scores

To discern an indicator for the ICI landscape, we defined two aggregate scores using the PCA algorithm: ICI score A from ICI gene signature A and ICI score B from ICI gene signature B. ICI scores A and ICI scores B were then computed as the sum of relevant individual scores. Finally, we obtained the prognostic signature score that is termed ICI score. We classified the TCGA-UVM and GSE22138 cohorts into two groups, namely high- and low-ICI scores. We visualized changes in clusters using an alluvial diagram; gene clusters B and C were linked to a low-ICI score (Figure 6A) and were associated with a better prognostic outcome in UVM cohorts (Figure 6B). Furthermore, we evaluated the prognostic implications of the ICI scores by integrating them with survival data. Using Kaplan-Meier survival analysis, we found that patients in the high-ICI score group had worse survival outcomes in the TCGA-UVM cohort (log-rank test, p < 0.001; Figure 6C). We also evaluated the prognostic accuracy of the ICI scores in the GSE22138 cohort (log-rank test, p < 0.001; Figure 6D). Furthermore, we analyzed the immune activity and chemokine profiles in the high- and low ICI score groups. To evaluate this association, we selected BTLA, CD160, CD244, CD274, and CD96 as immunoinhibitory signatures; BTNL2, C10orf54, CD27, CD276, and CD28 as immunostimulatory signatures; and CCL1, CCL2, CCL3, CCL4, CCL5, CX3CL1, CXCL1, CXCL2, CXCL3, and CXCL5 as chemokine signatures. We found that most immune checkpoint signatures and chemokines, except CX3CL1, CXCL5, CD244, CCL2, BTNL2, and CCL1, were significantly overexpressed in the high-ICI score group (Figure 6E). Additionally, multiple-GSEA was performed on ICI score gene signatures. We found that VEGF signaling and T-cell receptor signaling were significantly enriched in the high-ICI score group, whereas histidine metabolism and ribosome metabolism were significantly enriched in the low-ICI score group (Figure 6F).
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FIGURE 6. Construction of ICI scores. (A) Alluvial diagram of ICI gene clusters in groups with different ICI clusters, ICI scores, and survival outcomes. (B) Kaplan–Meier curves for the high- and low-ICI scores of UVM patients in TCGA-UVM and GSE22138 cohorts. Log-rank test shows overall p < 0.001. Distribution of ICI scores in different survival status in UVM (p = 0.029). Rate of in high- and low-ICI score subgroups in UVM. (C,D) Kaplan–Meier curves for the high- and low-ICI scores of UVM patients in TCGA-UVM (C) and GSE22138 cohorts (D). Log-rank test shows overall p < 0.001. (E) The expression level of immunoinhibitory signatures genes (BTLA, CD160, CD244, CD274, and CD96), immunostimulatory signatures genes (BTNL2, C10orf54, CD27, CD276, and CD28), and chemokine signatures genes (CCL1, CCL2, CCL3, CCL4, CCL5, CX3CL1, CXCL1, CXCL2, CXCL3, and CXCL5) in the high- and low-ICI score subgroup. ns, not significant; *p < 0.05; **p < 0.01; and ***p < 0.001. (F) Enriched gene sets annotated by KEGG collection between the high- and low-ICI score subgroup. ICI, immune cell infiltration; UVM, uveal melanoma; OS, overall survival; KEGG, Kyoto encyclopedia of genes and genomes.




Correlation of ICI Score With Tumor Mutational Burden

To identify the intrinsic correlation between TMB and ICI score, we compared the TMB of high- and low-ICI score groups. We first analyzed the correlation between patient prognosis and TMB level. As shown in Figure 7A, we found no significant difference between TMB level and patient prognosis. Further correlation analyses confirmed no significant correlation between the two (Supplementary Figure 3). We next investigated the effect of ICI score and TMB level pattern in the UVM cohort. We found that patients with high-TMB and high-ICI scores had a poorer prognosis when compared to the other three subgroups (log-rank test, p < 0.001; Figure 7B). Furthermore, we analyzed the distribution of TMB in high- and low-ICI score groups by using the “maftools” R package. The top 15 genes with the highest mutational frequency were selected and visualized (Figures 7C,D). Taken together, the correlations between TMB level and ICI score in UVM implies that TMB might play an essential role in predicting patient outcomes and response to ICB therapy.
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FIGURE 7. The correlation between the ICI scores and TMB. (A) Kaplan–Meier curves for the high- and low-TMB of UVM patients. Log-rank test shows overall p = 0.108. (B) Kaplan–Meier curves for UVM patients in TMB and ICI score subgroups. Log-rank test shows overall p < 0.001. (C,D) The oncoPrint was constructed by the high- (C) and low-ICI scores (D) of UVM patients. Individual patients are represented in each column. UVM, uveal melanoma; ICI, immune cell infiltration; TMB, tumor mutational burden.




Correlation of ICI Score With Gender and Age

We performed a comprehensive analysis to investigate the feasibility of correlating ICI score with patient gender and age in UVM. The analysis involved evaluating prognostic implication of ICI score in different genders. Kaplan-Meier analysis showed that both male and female patients with high ICI scores had a significantly poorer prognosis than those with low ICI scores (log-rank test, p < 0.0001; Figures 8A,B). Next, we categorized UVM patients into two subgroups based on age (>65 and ≤65). As demonstrated in Figures 8C,D, we found that patients with high ICI scores showed a poorer prognosis than those with low ICI scores regardless of age.
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FIGURE 8. The correlation of ICI scores with patient gender and age. (A,B) Kaplan–Meier curves for the high- and low-ICI scores of female (A) and male (B) UVM patients in the TCGA-UVM and GSE22138 cohorts, respectively. Log-rank test shows overall p = 0.027 and p < 0.001, respectively. (C,D) Kaplan–Meier curves for the high- and low-ICI scores of UVM patients with age ≤ 65 (C) and age > 65 (D) in the TCGA-UVM and GSE22138 cohorts, respectively. Log-rank test shows overall p = 0.004 and p < 0.001, respectively. UVM, uveal melanoma; ICI, immune cell infiltration.




ICI Score Predicts Immunotherapeutic Benefit

We next explored the possibility of using ICI score to predict immune-checkpoint therapy response. Two transcriptomic data sets from patients treated with various types of immunotherapies from the TCGA-SKCM cohort and patients with advanced melanoma treated with MAGE-3 antigen-based immunotherapy were downloaded and analyzed to determine the predictive value of ICI score. As demonstrated in Figure 9A, we found that patients with low ICI scores showed worse survival outcomes than those with high ICI scores in the TCGA-SKCM cohort (log-rank test, p < 0.001). We also analyzed immunoinhibitory, immunostimulatory, and immune-checkpoint-relevant genes in each group in the TCGA-SKCM cohort. We found that BTLA, CD160, CD244, CD274, CD96, CSF1R, CTLA4, HAVCR2, IDO1, IL10, CD80, CD86, CXCL12, CXCR4, ENTPD1, HHLA2, ICOS, ICOSLG, IL2RA, and IL6 were significantly overexpressed in the high-ICI score group, as demonstrated in Figure 9B. Next, we sought to validate the predictive value of ICI score in SKCM patients treated with anti-MAGE-A3 antigen-specific cancer immunotherapy. Patients with high ICI scores were more likely to respond to immune-checkpoint therapy (Figure 9C). Collectively, our results suggest that ICI scores correlate well with response to immunotherapy.
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FIGURE 9. ICI scores predict immunotherapeutic benefit. (A) Kaplan–Meier curves for the high- and low-ICI scores of skin melanoma patients in TCGA-SKCM. Log-rank test shows overall P < 0.001. (B) The expression levels of immune checkpoint-related genes in different ICI score subtypes of SKCM. ***P < 0.001. (C) ICI scores in responders versus non-responders in the anti-MAGE-A3 immunotherapy cohort (Wilcoxon p = 0.06). Medians, interquartile ranges, and minimum/maximum are shown in the boxplot. ***p < 0.001. SKCM, skin cutaneous melanoma; ICI, immune cell infiltration.




DISCUSSION

Despite the remarkable progress of ICB therapy in metastatic melanoma, UVM remains immunotherapy-resistant (Wierenga et al., 2019). Over the past several years, infiltration of immune cells has been identified as a predictive and prognostic biomarker in melanoma (Nakamura and Okuyama, 2016; Leonardi et al., 2020). Recent clinical trials reported that the disease control rate among UVM patients is 71% for tebentafusp (also known as IMCgp100) therapy. Its mechanism is based on the activation of T cells, resulting in tumor cell lysis. Control rates vary for other therapies, from 64% for combined immunotherapy (CTLA-4 plus anti-PD-1) to 43% for tumor-infiltrating lymphocyte therapy. In addition, patients with metastatic UVM have been successfully treated using checkpoint inhibition, exhibiting prolonged progression-free survival and overall survival rates, or even complete remission in some cases (Falzone et al., 2018; Christofi et al., 2019; Schank and Hassel, 2019). Yet the treatment of metastatic UVM remains challenging, and further therapeutic development is needed (Kaštelan et al., 2020). Evolving a better understanding of the phenotype and function of ICI in the context of ICB therapy and other factors within the TME is crucial to identifying patients most likely to respond. Our study establishes a methodology to characterize ICI patterns in UVM using TCGA and GEO databases. Our findings indicate that ICI scores provide a robust prognostic biomarker in patients with UVM and predict response to ICB therapy. The outcomes of our study demonstrate (i) estimation of ICI patterns in patients with UVM; (ii) correlation between high ICI scores and poor prognosis; (iii) correlation between somatic alterations and prognosis; (iv) association of ICI score with the response to ICB therapy.

A myriad of evidence has demonstrated that tumor-related immune cells within the UVM microenvironment promote immunosuppression and tumor immune escape. For instance, TILs, such as CD4 + T cells and CD8 + T cells, play an essential role in tumor dissemination, relapse, metastasis, and therapeutic response to immunotherapy (Vassilakopoulou et al., 2016; Jiang et al., 2018; Zeng et al., 2018). TIL grade may be considered an independent predictor of melanoma-specific survival and recurrence-free survival (Gata et al., 2017). Thus, TILs have been supported as a therapeutic target for predicting and optimizing the response to immunotherapy in melanoma (Egger et al., 2016). A high density of CD8+ T cells has been shown to predict poor 5-year overall survival (Wang et al., 2020). In our analysis, Cluster B was marked by high densities of CD8+ T cells, CD4+ memory-activated T cells, follicular helper cells, gamma delta T cells, M1 macrophages, M2 macrophages, and dendritic cells, which were correlated with poor prognosis. This emphasizes the fact that pre-existing immune responses might affect the response to immunotherapy. In addition, a series of immunosuppressive cytokines and chemokines might affect anti-tumor responses, including transforming growth factor-beta (TGF-β), chemokines, and prostaglandin E2 (PGE2) (Gorelik and Flavell, 2001; Nicolaou et al., 2004). Blockade of TGF-β signaling in murine cancer models was found to promote tumor-specific immunity (Gorelik and Flavell, 2001). Several chemokines may act as a dual role with regards to their pro- and anti-cancer activities in melanoma tumors (Harlin et al., 2009; Bagheri et al., 2020).

We also investigated the relationship between ICI and the pattern of immune-related gene expression. We identified immune-related genes and described three novel ICI gene clusters. Our results show that ICI gene cluster A was associated with poor prognosis. We found that the TIL of gene cluster A was composed of CD8+ T cells, T follicular helper cells, gamma delta T cells, and M1 macrophages. Interestingly, gene cluster A exhibited higher stromal and immune scores. In accordance with the previous study, high immune and stromal scores were associated with poor prognosis (García-Mulero et al., 2021). Through multiple-GSEA analysis, we found that VEGF signaling (Ishikawa et al., 2021) and T-cell receptor signaling (Yang et al., 2021) was significantly enriched in the high-ICI score subgroup.

In our study, somatic variants and chromosomal aberrations were correlated with clinical outcomes. TMB (non-synonymous variants) is significantly associated with the efficacy of immunotherapy (Goodman et al., 2017). In contrast to cutaneous melanoma, UM is considered an “immune-cold” tumor due to its low TMB and its distinct TME (Galon and Bruni, 2019). Analysis of the mutation annotation files of the UVM cohort revealed that the alteration frequency of GNAQ, EIF1AX, and GNA11 was significantly different between high- and low-ICI score groups (Supplementary Table 2). Mutation of GNAQ or GNA11 occurs in more than 90% of UVMs and plays a crucial role in the activation of oncogenic pathways, including MAPK and YAP (Van Raamsdonk et al., 2010). A better understanding of UVM mutational status may help clinicians to select the most effective immunotherapy. For instance, recent studies suggest that metastatic UVM may be responsive to MEK inhibitors in GNAQ11-driven melanoma (Truong et al., 2020). We also analyzed the relationship between ICI score and TMB. However, we did not observe an independent predictive advantage for TMB. Combining TMB and ICI scores demonstrated a synergistic effect in predicting prognosis in UM patients. Our study shows that the prognostic value of ICI score is independent of TMB in UVM patients; however, further experimentation is needed to confirm this result.

Cancer immunotherapy manipulates the host’s immune system to recognize and attack cancer cells. It has shown extraordinary progress in patients with cutaneous melanoma, including PD-L1 and anti-cytotoxic T-lymphocyte antigen-4 (CTLA-4) checkpoint inhibitors (Boutros et al., 2016). However, these results have not been reproduced in UM (Rossi et al., 2019), mainly because UM is different from CM at the genetic and molecular level, necessitating the use of targeted therapy (Algazi et al., 2016). Here, we demonstrate the predictive value of ICI score for advanced melanoma patients treated with anti-MAGE-A3 blocker (Ulloa-Montoya et al., 2013). We observed that ICI scores were significantly higher in melanoma patients responding to checkpoint blockade therapy. This suggests that single-agent ICB therapy may be effective in patients with high ICI scores.

This study has several limitations. All our results were theoretical and based on sequencing data. Thus, large-scale clinical investigation is needed to validate our conclusions. The TCGA-UVM cohorts and GSE22138 cohort are the largest UVM cohorts available (80 samples and 63 samples, respectively) and are recognized by most institutions. However, this sample size is not representative of the size of the population with melanoma. Due to limited data from the melanoma cohort, the ICI signatures identified in this study require confirmation both in vivo and in vitro.

In summary, our study assessed the ICI landscape in UVM and highlights the association between ICI and tumor heterogeneity. It represents a comprehensive analysis of the TCGA and GEO databases. Finally, it may help clinicians develop novel, potent ICB therapies.
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Objectives: Uveal melanoma (UM) is the most common primary intraocular malignancy in adults, and immune infiltration plays a crucial role in the prognosis of UM. This study aimed to generate an immunological marker-based predictive signature for the overall survival (OS) of UM patients.

Methods: Single-sample gene-set enrichment analysis (ssGSEA) was used to profile immune cell infiltration in 79 patients with UM from The Cancer Genome Atlas (TCGA) database. Univariate and multivariate least absolute shrinkage and selection operator (LASSO) Cox regressions were used to determine the prognostic factors for UM and construct the predictive immunosignature. Receiver operating characteristic (ROC) curves, decision curve analysis (DCA), and calibration curves were performed to evaluate the clinical ability and accuracy of the model. In addition, the predictive accuracy was compared between the immunosignature and the Tumor, Node, Metastasis (TNM) staging system of American Joint Committee on Cancer (AJCC). We further analyzed the differences in clinical characteristics, immune infiltrates, immune checkpoints, and therapy sensitivity between high- and low-risk groups characterized by the prognostic model.

Results: Higher levels of immune cell infiltration in UM were related to a lower survival rate. Matrix metallopeptidase 12 (MMP12), TCDD inducible poly (ADP-ribose) polymerase (TIPARP), and leucine rich repeat neuronal 3 (LRRN3) were identified as prognostic signatures, and an immunological marker-based prognostic signature was constructed with good clinical ability and accuracy. The immunosignature was developed with a concordance index (C-index) of 0.881, which is significantly better than that of the TNM staging system (p < 0.001). We further identified 1,762 genes with upregulated expression and 798 genes with downregulated expression in the high-risk group, and the differences between the high- and low-risk groups were mainly in immune-related processes. In addition, the expression of most of the immune checkpoint-relevant and immune activity-relevant genes was significantly higher in the high-risk group, which was more sensitive to therapy.

Conclusion: We developed a novel immunosignature constructed by MMP12, TIPARP, and LRRN3 that could effectively predict the OS of UM.

Keywords: uveal melanoma, immune microenvironment, immunological marker, overall survival, prognostic signatures


BACKGROUND

Uveal melanoma (UM), arising from melanocytes in the uvea, is the most common primary intraocular malignancy in adults (Li et al., 2020). More than 90% of UM cases have choroidal involvement, and the remaining 10% are confined to the ciliary body or the iris (Shields et al., 2012). Genetic mutations in G protein subunit alpha q (GNAQ) and G protein subunit alpha 11 (GNA11) are suspected to be the initiating event in UM (Vader et al., 2017). Despite the advancements in diagnostics and therapies for UM, the prognosis of patients with UM remains unsatisfactory (Kashyap et al., 2016; Rantala et al., 2019). Almost 50% of UM patients develop metastasis and have an overall survival (OS) of less than 1 year (Kujala et al., 2003; Jager et al., 2020). Therefore, identifying high-risk patients at the initial diagnosis is of great importance and may guide clinicians in their therapeutic decisions.

The pathogenetic mechanisms and markers that influence the prognosis of UM patients have been extensively investigated in the past few decades (Li et al., 2020). Accumulating evidence reveals that chromosomal abnormalities in UM, including chromosome 3 monosomy (monosomy 3), gains of chromosomal arm 8q, and loss of chromosomal arm 1p, are closely related to an increased risk of metastasis (Aalto et al., 2001; Trolet et al., 2009; Damato et al., 2010), while gain of chromosomal arm 6p is associated with longer metastasis-free survival (MFS; Aalto et al., 2001). In addition, the genetic mutation of BRCA1-associated protein 1 (BAP1) was associated with higher chances of metastasis (Kalirai et al., 2014), while an alteration in splicing factor 3b subunit 1 (SF3B1) led to longer MFS (Yavuzyigitoglu et al., 2016). Interestingly, recent research has revealed that the gain of chromosomal 8q may worsen prognosis by activating macrophage infiltration, and the loss of BAP1 expression may drive T cell infiltration in UM (Gezgin et al., 2017), suggesting that immune infiltration plays a crucial role in the prognosis of UM.

Emerging evidence shows that the immune microenvironment is crucial for cancer progression and response to therapeutics (Quail and Joyce, 2013). In most malignancies, tumor cells escape immune responses by decreasing the expression of human leukocyte antigen (HLA; Garrido and Algarra, 2001). However, in UM, pronounced HLA expression is correlated with an increased risk of death (van Essen et al., 2016). In addition, some studies suggested that more infiltration of macrophages and CD8 + T cells in UM represents a higher risk for metastasis and poor prognosis (Whelchel et al., 1993; Bronkhorst et al., 2011), while natural killer cells play an important role in the prevention of UM metastases (Maat et al., 2009). However, the role of immune-related markers in the prognosis of UM is not fully understood.

In this study, we comprehensively profiled the immunological markers of 79 patients with UM from The Cancer Genome Atlas database (TCGA) and generated an immunological marker-based predictive signature for UM patients. We further analyzed the differences in clinical characteristics, immune infiltrates, immune checkpoints, and therapy sensitivity between high- and low-risk groups characterized by the prognostic model to investigate potential therapeutic targets.



MATERIALS AND METHODS


Data Source

RNA-seq data and corresponding clinical information of UM samples (n = 79) were obtained from the TCGA1 as a pilot analysis. UM samples from GSE44295 (n = 57) and GSE22138 (n = 63) datasets from the Gene Expression Omnibus (GEO2) were used for validation.



Immune Cell Infiltration Estimation

The relative infiltration levels of 24 immune cell types were quantified using single-sample gene-set enrichment analysis (ssGSEA) to interrogate the expression levels of gene set signatures (484 genes) based on published gene lists (Bindea et al., 2013). Then, we performed hierarchical clustering of the UM samples according to ssGSEA scores. Hierarchical clustering was performed with Euclidean distance and Ward linkage. Two distinct immune infiltration clusters, termed high infiltration and low infiltration, were defined according to the risk score. Furthermore, we analyzed the immune activity and tolerance condition of each group. We selected PD-L1, PD1, cytotoxic T-lymphocyte associated protein 4 (CTLA4), T-cell immunoglobulin mucin family member 3 (TIM3), indoleamine 2,3-dioxygenase (IDO), and lymphocyte-activation gene 3 (LAG3) as immune checkpoint-relevant signatures and CD8 antigen (CD8A), C-X-C motif chemokine ligand 10 (CXCL10), CXCL9, granzyme A (GZMA), GZMB, perforin 1 (PRF1), T-box transcription factor 2 (TBX2), and tumor necrosis factor (TNF) as immune activity-related signatures (Zhang et al., 2020).



Survival Analysis

Kaplan–Meier survival curves were drawn using the “survival” package in R 3.5.1 to analyze the survival differences between subgroups, and the major outcome is OS, and the secondary outcome is progress-free survival (PFS). Metastasis, and tumor-related death were modeled as major outcomes (dependent factors), and patients who were alive at the end of follow-up or who died of other causes were considered censored. The survival proportions of subgroups were compared using a two-sided log-rank test.



Prognostic Model Construction and Validation

To identify the possible correlates of the OS, 484 immunological markers of 24 immune cell types were compared using univariate Cox proportional hazards regressions. The significant factors were further applied to least absolute shrinkage and selection operator (LASSO) Cox regression analysis. The LASSO regression model analysis was performed using “glmnet” package in R 3.5.1, and non-zero coefficients and minimum of lambda were used for gene cut-off. The risk scores were estimated from the coefficients of the genes, which were calculated in accordance with the highest lambda value. Patients were stratified into the high-risk or low-risk group according to the median value of the risk score.

Receiver operating characteristic (ROC) curves and decision curve analysis (DCA) were performed to assess the clinical usefulness of the prognostic model on survival probability using the “survivalROC” and “ggDCA” packages in R 3.5.1. Higher values of area under curve (AUC) indicated better classification ability. Calibration curves of the prognostic model for the OS were examined to assess the agreement between the predicted and observed outcomes. The concordance index (C-index) of the immunosignature and the Tumor, Node, Metastasis (TNM) staging system of American Joint Committee on Cancer (AJCC) were compared using “CsChange” package in R 3.5.1.



Functional Enrichment Analysis

Differentially expressed genes (DEGs) between the high- and low-risk groups were identified with | log2 (fold change)∣ >1.5 and adjusted p-value < 0.05. Gene ontology (GO) and the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses of the high- and low-risk groups were performed using the “clusterprofiler” package in R 3.5.1. Gene set enrichment analysis (GSEA) was assessed the differences in signaling pathways between the high- and low-risk groups to predict the phenotypes and signaling pathways related to prognosis. The “clusterprofiler” package implements a hypergeometric test for each pathway and returns a p-value. A cutoff of 0.05 was used to identify enriched pathways. And the adjusted p-value was generated by the Bonferroni correction (“Bonferroni”) in which the p-values are multiplied by the number of comparisons (Benjamini and Hochberg, 1995).



Therapeutic Sensitivity Prediction

To explore the sensitivity of therapy in the high- and low-risk groups, we predicted the drug sensitivity using the Genomics of Drug Sensitivity in Cancer (GDSC) database3 (Yang et al., 2013). The prediction process was implemented using the “pRRophetic” package to estimate the half maximal inhibitory concentration (IC50) of drugs by ridge regression and the prediction accuracy was evaluated by 10-fold cross-validation based on the GDSC training set (Geeleher et al., 2014).



Statistical Analysis

All statistical analyses were performed in R 3.5.1. Mean ± standard deviation (SD) and frequency (percentage) were reported for the description of categorical variables and continuous variables. Means and proportions were compared using Student’s t-test, the non-parametric Mann–Whitney U test and the chi-square test (or Fisher’s exact test, if appropriate), respectively. Univariate Cox regression and LASSO Cox regression were used to determine the significant factors, and hazard ratios with 95% confidence interval (CI) were recorded. The survival and metastasis rates of subgroups were compared using a log-rank test. The comparison between immunosignature and TNM staging system was evaluated by C-index. A model with a larger C-index was considered to have a greater discrimination ability. All statistical tests were two sided, and p < 0.05 was considered statistically significant.



RESULTS


Identification of Prognostic Signature in UM

We used ssGSEA to quantify 24 immune cell types in the TCGA cohort and noted heterogeneity in the infiltration of immune cell types in UM patients (Figure 1A). Through hierarchical clustering, we found two distinct groups with different immune infiltration patterns. Mutation status of GNAQ, GNA11, SF3B1, and BAP1, sex, survival, and clinical stage are annotated in the lower panel (Figure 1A). Further, the Kaplan–Meier curve showed that the cumulative survival rate of patients with high infiltration status was significantly lower than that of patients in the low infiltration group (p = 0.024, Figure 1B). Similarly, this phenomenon was further validated in the GSE44295 cohort: infiltration heterogeneity also appeared in UM patients (Figure 1C), and patients with high infiltration status showed lower OS (p = 0.047, Figure 1D).
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FIGURE 1. Immune landscape of uveal melanoma (UM). (A) Unsupervised clustering was applied to 79 UM patients from the The Cancer Genome Atlas (TCGA) database using the single-sample gene-set enrichment analysis (ssGSEA) scores of 24 immune cell types. Mutation status of G protein subunit alpha q (GNAQ), G protein subunit alpha 11 (GNA11), splicing factor 3b subunit 1 (SF3B1), and BRCA1-associated protein 1 (BAP1), sex, survival, and stage are annotated in the lower panel. (B) Kaplan–Meier curves for the overall survival (OS) of UM patients in the TCGA dataset grouped by high and low infiltration levels. (C) Unsupervised clustering was applied to 57 UM patients from the GSE44295 dataset using the ssGSEA scores of 24 immune cell types. Metastatic status, sex, and survival are annotated in the lower panel. (D) Kaplan–Meier curves for the OS of UM patients in the GSE44295 dataset grouped by high and low infiltration levels.


To further investigate the immune-related biomarkers that could predict the prognosis of UM, univariate Cox regression and LASSO Cox regression were used to analyze the roles of 484 immunological markers of 24 immune cells. After univariate Cox regression analyses, 219 factors were further analyzed by LASSO Cox regression. After 10-fold cross-validation, we used non-zero coefficients for gene cut-off and the minimum criteria for lambda was 0.17646, which is the value of lambda that gives the most regularized model such that the cross-validated error is within one standard error of the minimum (Figures 2A,B and Supplementary Figure 1). Three genes were identified: matrix metallopeptidase 12 (MMP12), TCDD inducible poly (ADP-ribose) polymerase (TIPARP), and leucine rich repeat neuronal 3 (LRRN3). The hazard ratio of MMP12, TIPARP, and LRRN3 was 1.23 (95% CI, 1.1–1.37), 0.26 (95% CI, 0.1–0.65), and 1.47 (95% CI, 1.1–1.94), respectively (Figure 2C). Then, we constructed a risk signature based on the expression of specific genes [transcripts per kilobase of exon model per million mapped reads (TPM)] and the coefficients from the Cox regression. The risk score formula was calculated as follows:
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FIGURE 2. Identification of an optimal marker model for prognostic prediction in the TCGA dataset UM patients. (A) 10-fold cross-validation for tuning parameter selection in the least absolute shrinkage and selection operator (LASSO) model. The first vertical line equals the minimum error (lambda = 0.05265), whereas the second vertical line shows the cross-validated error within one standard error of the minimum (lambda = 0.17646). (B) LASSO coefficient profiles of the fractions of 219 immune cell markers. Each curve corresponds to a variable. It shows the path of its coefficient against the L1-Norm of the whole coefficient vector as lambda varies. The axis above indicates the number of non-zero coefficients at the current lambda, which is the effective degrees of freedom (df) for the LASSO. (C) Forest plots showing associations between different immune cell markers and OS in the TCGA cohort. Unadjusted hazard ratios are shown with 95% confidence interval (CI). (D) Characteristics of the 3-gene pair prognostic signature. (top): the risk score of each UM patient; (middle): OS and survival status of UM patients; (bottom): heat map of gene expression profiles of UM patients in the TCGA cohort. (E) Kaplan–Meier curves for the OS of UM patients in high- and low-risk groups. (F) Kaplan–Meier curves for the progress-free survival (PFS) of UM patients in high- and low-risk groups.


To explore the optimal cutoff value that could be used to stratify patients into the high- and low-risk groups, the time-dependent ROC curve analysis was used, and the optimal cutoff value was determined to be 0.43 (Figure 2D). The heat map showed the expression level of the three genes in each UM patient (Figure 2D). We further investigate the prognosis of patients in high- and low-risk groups characterized by the prognostic model. Kaplan–Meier curves revealed that patients in the high-risk group had lower OS (p < 0.001, Figure 2E) and PFS (p < 0.001, Figure 2F) than patients in the low-risk group.



Validation of Prognostic Signature in UM

To assess the clinical usefulness of the prognostic model on the survival probability of UM patients, ROC, calibration plots, and DCA curves were performed. The AUC values for the 1− and 3-year OS in the TCGA dataset were 0.869 (95% CI, 0.767–0.971) and 0.911 (95% CI, 0.827–0.995), respectively (Figure 3A). The calibration plots displayed fair agreement between the predictions and actual observations for the 1− and 3-year OS in the TCGA dataset (Figure 3B), and the DCA showed that using the prognostic signature to predict the OS had more benefit than either the “treat-all” model or the “treat-none” model for most of patients in the TCGA dataset (Figure 3C). In the GSE44295 validation dataset, AUC values of 0.917 (95% CI, 0.827–1.000) and 0.734 (95% CI, 0.592–0.877) were obtained for the 1− and 3-year OS, respectively (Figure 3D). The calibration plots displayed favorable agreement between the predictions and actual observations (Figure 3E), and the DCA showed that using the prognostic signature to predict the OS was more beneficial for most of patients in the GSE44295 dataset (Figure 3F). The prognostic signature has also been proven effective in the GSE22138 validation dataset (Supplementary Figure 2).
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FIGURE 3. Validation of prognostic model in UM. (A) Time-dependent receiver operating characteristic (ROC) curves, (B) calibration plots, and (C) decision curve analysis (DCA) for the OS predicted with the prognostic model in the TCGA cohort. (D) Time-dependent ROC curves, (E) calibration plots, and (F) DCA for the OS predicted with the prognostic model in the GSE44295 cohort. The x-axis of calibration plot is the immunosignature-predicted probability of OS, and the y-axis is the actual OS.


We further compared the accuracy of the immunosignature with the conventional TNM staging system. The immunosignature has a more stable discrimination ability than TNM staging system (Supplementary Figure 3). The C-index of the immunosignature was 0.881 (95% CI, 0.823–0.939), whereas for TNM staging, the C-index was limited to 0.619 (95%CI, 0.482–0.756). The details of the comparisons are summarized in Table 1.


TABLE 1. The comparison of predictive discrimination ability of the immunosignature and Tumor, Node, Metastasis (TNM) staging system.
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The Comparisons of Clinical and Pathologic Characteristics of Patients Between High- and Low-Risk Groups

Furthermore, we investigated the clinical and pathologic characteristics of patients in high- and low-risk groups. There were no significant differences in age (p = 0.148) or sex (p = 1.000) between the high- and low-risk groups. More than half of the patients in the high-risk group were in stage III or IV, while 60% of the patients in the low-risk group were in stage II (p = 0.038). Moreover, in terms of histological type, patients in the high-risk group mainly had more epithelioid cell type than those in the low-risk group (p = 0.011). In addition, the status of chromosomes 3, 8q, 6p, and 1p in the different subgroups was assessed. The proportion of monosomy 3 accounted for 85% in the high-risk group but only 12% in the low-risk group (p < 0.001). The gains of 8q and 6p were 79 and 26%, respectively, in the high-risk group, while the proportions in the low-risk group were 35 and 78% (all p < 0.001). Furthermore, the mutation status of SF3B1, BAP1, GNAQ, and GNA11 in the different risk subgroups was assessed. The mutation of SF3B1 was significantly higher in the low-risk group (p = 0.004). The clinical and pathologic characteristics of patients are detailed in Table 2.


TABLE 2. Clinical and pathologic characteristics of patients in the high- and low-risk groups.
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Functional Annotation Between High- and Low-Risk Groups of UM Patients

To explore the underlying biological mechanisms of distinct immunophenotypes, we performed differential and functional analyses to identify DEGs and pathways between the high- and low-risk groups. The result of principal component analysis (PCA) was consistent with the risk classification (Figure 4A). We identified 1,762 genes with upregulated expression and 798 genes with downregulated expression in the high-risk group (Figure 4B and Supplementary Table 1). And GO analysis, including biological process (BP), cellular component (CC), and molecular function (MF), and KEGG functional enrichment analysis were further performed. The GO analysis revealed that the DEGs were mostly enriched in immune responses, such as the humoral immune response, lymphocyte mediated immunity, and the T cell receptor complex (Figure 4C). Moreover, KEGG analysis also revealed that DEGs were significantly enriched in immunity-related pathways (Figure 4D), such as Cytokine–cytokine receptor interaction, Graft-versus-host disease, and Allograft rejection (Supplementary Figure 4). A detailed table of KEGG terms is provided in Supplementary Table 2. Besides, GSEA analysis also revealed that the DEGs were mostly enriched in immune responses, including Allograft rejection, Asthma, and Intestinal immune network for IgA production (Figures 4E,F).
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FIGURE 4. Functional enrichment analysis between high- and low-risk UM groups. (A) principal component analysis (PCA) successfully separated the high- and low-risk UM patients. (B) Volcano plot displaying the differentially expressed genes (DEGs) between the high- and low-risk groups. The log2 (fold change) of TCDD inducible poly (ADP-ribose) polymerase (TIPARP), leucine rich repeat neuronal 3 (LRRN3), and matrix metallopeptidase 12 (MMP12) was –1.46, 2.46, and 5.86, respectively. (C) Gene ontology (GO), (D) Kyoto Encyclopedia of Genes and Genomes (KEGG), and (E,F) Gene set enrichment analysis (GSEA) analyses compared the difference between the high- and low-risk UM groups.


To further analyze the immune activity and tolerance condition of each group, the variations of immune cells and checkpoints between the high- and low-risk groups were investigated. In general, the degree of cell infiltration was lower in the low-risk group than in the high-risk group, except for eosinophils and T helper 17 (Th17) cells (Figure 5A). In addition, we found that most of the immune checkpoint-relevant and immune activity-relevant genes were significantly higher in the high-risk group, except for TBX2 (Figure 5B).
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FIGURE 5. Immune cell and checkpoint analysis between the high- and low-risk UM groups. (A) Differential proportions of immune cells between high- and low-risk groups in the TCGA cohort. (B) Differential expression of immune checkpoint immune checkpoints between the high- and low-risk groups in the TCGA cohort. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001; and n.s, no significant.




High-Risk Group Was More Sensitive to Therapy

To explore the differences of drug sensitivity between the high- and low-risk groups, we used GDSC database to estimate the IC50 of drugs. Twelve therapeutic drugs were identified, including BMS-536924, PF4708671, Sunitinib, MK2206, Gefitinib, Lapatinib, Parthenolide, Motesanib, PLX4720, BMS754807, Sorafenib, and MS-275, as the estimated IC50 of these chemotherapeutic drugs were lower in the high-risk group than those in the low-risk group (Figure 6).
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FIGURE 6. Differential sensitivity to drugs between the high- and low-risk groups. *p < 0.05; **p < 0.01; ***p < 0.001; and ****p < 0.0001.




DISCUSSION

In the present study, we initially identified MMP12, TIPARP, and LRRN3 as crucial immunological markers related to the prognosis of UM and generated an immunological marker-based predictive signature for UM patients. MMP12 is one of the immunological markers of immature dendritic cells (iDCs), and this gene is located on chromosome 11 at 11q22.2. MMP12 is an elastolytic MMP and capable of degrading extracellular matrix components (Chelluboina et al., 2018). MMP12 plays a pivotal role in inflammatory diseases, such as colitis (Nighot et al., 2021) and chronic obstructive pulmonary disease (Baggio et al., 2020). In addition, MMP12 has been regarded as a potential prognostic biomarker for ovarian cancer (Guo et al., 2020) and gallbladder cancer (Zhao et al., 2019). Our results initially identified MMP12 as a negative prognostic biomarker for UM. TIPARP is one of the immunological markers of eosinophils, and its gene is located on chromosome 3 at 3q25.31. TIPARP is a transcriptional repressor of aryl hydrocarbon receptor (AHR; MacPherson et al., 2013), which plays an important role in the immune system (Stevens et al., 2009). We firstly identified TIPARP as a favorable prognostic biomarker for the OS of UM. In line with our results, higher TIPARP expression has been reported to be related to better survival in breast cancer (Cheng et al., 2019). LRRN3 is one of the immunological markers of Th1 cells, and this gene is located on chromosome 7 at 7q31.1. Chou et al. (2013) found that reduced LRRN3 gene expression correlates with the senescent phenotype of CD8 + T cells. In neuroblastomas, low expression of LRRN3 is associated with a lower survival rate (Akter et al., 2011). In our study, LRRN3 is a negative prognostic biomarker for OS in UM.

Accumulating evidence shows that monosomy 3 and gain of chromosomal arm 8q are closely related to an increased risk of metastasis (Aalto et al., 2001; Trolet et al., 2009; Damato et al., 2010), while gain of chromosomal arm 6p and genetic alteration of SF3B1 correlate with longer MFS (Aalto et al., 2001; Yavuzyigitoglu et al., 2016). Consistent with the results of previous studies, the high-risk group characterized by the immunological marker-based prognostic model mainly had more epithelioid cell type, monosomy 3, 8q gains, but less 6p gains, and mutant in SF3B1. These clinical characteristics further prove that this immunological prognostic model could complement the molecular mechanism of UM.

It is well known that the eye is considered an immune privileged region (Forrester and Xu, 2012). There are many soluble immune suppressors in the aqueous humor, including transforming growth factor-beta (TGF-β) (Wilbanks et al., 1992), macrophage migration inhibitory factor (MIF; Apte et al., 1998), IDO, and CTLA (Li et al., 2020). In contrast to many other malignancies, the presence of an immune infiltrate in UM is associated with a poor prognosis (Bronkhorst et al., 2012), which is consistent with our findings. However, our results also suggested that eosinophils and Th17 cells were associated with better OS. Consistently, Heppt et al. (2017) found that a relative eosinophil count <1.5% was an independent risk factor for poor survival in UM. Th17 cells are known to characteristically secrete IL-17A, IL-17F, and IL-22 (Tian et al., 2021). Martin-Orozco et al. (2009) found that IL-17A-deficient mice were more susceptible to develop lung melanoma, suggesting that Th17 cells may exert the protective effect from metastasis. These results confirmed that the immune response played an important role in the prognosis of UM patients. However, to date, the efficacy of immune checkpoint blockade in UM is poorer than that in cutaneous melanoma (Li et al., 2020). In our study, we found that the expression of immune checkpoint-relevant genes, including PD-L1, PD1, CTLA4, TIM3, IDO, and LAG3, was significantly higher in the high-risk group, which suggests that patients in the high-risk group may be more sensitive to immunotherapies. TBX2 is a member of the T-box family of transcription factors, which is associated with a poor prognosis in multiple tumors, such as gastric (Lu et al., 2020), breast (Wang et al., 2012), and colorectal (Han et al., 2013) cancers. In addition, Wansleben et al. (2013) found that TBX2 overexpression was related to chemotherapeutic drug resistance and that targeting TBX2 could improve the efficacy of anticancer treatments. However, no studies have been reported on the expression of TBX2 in UM patients. Our study revealed that the expression of TBX2 was higher in the low-risk group of UM patients, suggesting that targeting TBX2 in combination with anticancer drugs may be an effective treatment for patients in the low-risk group. The selective use of immune checkpoint blockade may be a future direction of UM management, and our study provides the basis for an exploration of precision medicine approaches.

Numerous studies suggest that calcium homeostasis dysfunction may be strongly associated with the malignant and metastatic phenotype of UM (Li et al., 2019; Piaggio et al., 2019). S100, a calcium-binding protein, plays an important role in the development of UM (Keijser et al., 2006). Our study revealed that the expression of S100A1, S100A2, S100A3, S100A4, and S100A6 was significantly upregulated in the high-risk subgroup than the low-risk group (Supplementary Figure 5), suggesting that immune infiltration may influence UM development by regulating calcium homeostasis. However, further investigations are required to explore the mechanisms underlying these associations.

In this study, we developed a novel immunosignature constructed by MMP12, TIPARP, and LRRN3 that could effectively predict the OS of UM. In addition, our results suggested that eosinophils and Th17 cells may have a protective effect on the prognosis of UM, and calcium homeostasis may play an important role in immune infiltration. Future studies and clinical trials are warranted to further validate our findings.
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Hypoxia-induced chemotherapy resistance is the main hindrance for solid tumor treatment. Hypoxia inducible factor-1α (HIF1α), an adaptive gene of hypoxia condition, played an important role in affecting chemotherapy sensitivity for many cancer types and various therapeutic regimens. This study focused on the impact of HIF1α on predicting response and survival of taxane-based neoadjuvant therapy (NAT) for breast cancer (BC) patients and the concrete mechanism that HIF1α mediated paclitaxel chemo-insensitivity. We evaluated HIF1α expression immunohistochemically from biopsies of 108 BC patients receiving paclitaxel–cisplatin NAT. Univariate and multivariate logistic regression analysis revealed that high HIF1α expression led to lower rate of pathological complete response (pCR) and worse prognosis. Analysis of GEO datasets also indicated negative association between HIF1α expression and response of taxane-based NAT in BC patients. The Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment of differential expression genes (DEGs) in different HIF1α expression groups from TCGA database showed that HIF1α participated in interleukin 17 (IL-17) signaling pathway. Correlation analysis suggested that HIF1α was positively related to the IL-17 pathway. CXC motif chemokine ligand 10 (CXCL10) was the only DEG in the IL-17 pathway inversely relating to NAT response. Experiments in vitro verified that HIF1α/IL-17 pathway influences paclitaxel sensitivity to BC cells. Correlation analysis between HIF1α/IL-17A/CXCL10 and infiltration of immune cells in BC uncovered that high expression of all the above three genes were positively correlated to neutrophil infiltration in BC. Collectively, our findings shed novel insight into the mechanism of chemotherapy resistance and implied that HIF1α inhibitor may be a promising drug combined with traditional chemotherapeutic drug to increase the chemotherapy efficacy.
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INTRODUCTION

Breast cancer (BC) is the most common malignancy and the leading cause of cancer death in women. Neoadjuvant therapy (NAT) is widely used in locally advanced BC patients as well as patients with early-stage BC for the sake of breast-conserving surgery (BCS) (Guarneri et al., 2006). Pathological complete response (pCR) after NAT predicts the clinical outcomes in BC and can be recognized as the candidate biomarkers for treatment efficacy (Fisher et al., 1998; Kuerer et al., 1999). Taxane-based chemotherapy has been a valuable therapeutic option for both metastatic breast cancer (MBC) (King et al., 2009) and early-stage BC (Bedard et al., 2010) with improved progression-free survival and overall survival (OS) of patients (Caparica et al., 2019). Taxane is also a regular neoadjuvant chemotherapy regimen showing high clinical response rate and pCR rate (Nowak et al., 2004). Nevertheless, inherent and acquired drug insensitivity are the impediment for the better application of taxane for BC patients. As a result, exploring the potential drug resistance mechanisms and blocking them to improve the pCR rate of taxane-based NAT in BC is an imperative mission.

Tumor microenvironment (TME) consists of tumor cells and non-tumor cells such as immune cells and infiltrating inflammatory cells that contribute to tumor development, progression, and response to therapy (Sathe et al., 2020). Hypoxia, destroying microcirculation in structure and function, can significantly alter TME to drive cancer progression by regulating many different pathways (Harris, 2002; Balamurugan, 2016). Hypoxia inducible factor-1α (HIF1α) is an important transcription factor regulating cell adaptation to hypoxia (Rankin and Giaccia, 2016). It has been reported that HIF1α activation in BC patients is a major risk factor for late stage, metastasis, short survival, and poor treatment response (Generali et al., 2006). In terms of BC treatment response, HIF1α expression is associated with endocrine therapy resistance in BC (Jogi et al., 2019; Morotti et al., 2019) and also lapatinib resistance in HER2-positive BC (Karakashev and Reginato, 2015). Furthermore, the stability of HIF1α was closely related to the chemoresistance for triple negative breast cancer (TNBC) patients (Xiong et al., 2018). Overexpression of HIF1α is tightly linked to the insensitivity of MCF-7 cells to doxorubicin treatment (Cao et al., 2013). However, the investigation about the correlation between HIF1α expression and taxane-based NAT efficacy and the role of HIF1α in paclitaxel response for BC is still insufficient.

Tumor microenvironment often occurs in inflammation that can promote cancer cell growth, motility, and metastasis (Mantovani et al., 2008). Pro-inflammatory interleukin 17 (IL-17) has attracted attention for its contribution to reshaping TME (Gorczynski, 2020). It is a cytokine family composed of six interleukins (IL-17A to F) with the ability to promote inflammation (Gaffen, 2009). IL-17A is the hallmark member of IL-17 family relating to BC growth and metastasis (Du et al., 2012). The γδ T cell producing IL-17A can increase neutrophil accumulation in BC TME to promote BC metastasis (Coffelt et al., 2015). Whether IL-17A actively take part in chemotherapy sensitivity is an interesting topic worth investigating.

In this study, we revealed that HIF1α expression was a negative predictor of pCR and survival for BC patients after receiving paclitaxel-based NAT in a registered clinical trial. Then we performed Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis of different HIF1α expression group based on the TCGA database and found that HIF1α was involved in IL-17 pathway. Further correlation between HIF1α expression and differential expression genes (DEGs) participating in IL17 pathway was analyzed. GEO data analysis also confirmed that HIF1α expression was tightly correlated to pCR of taxane-based chemotherapy for BC patients, and IL-17-regulated gene CXC motif chemokine ligand 10 (CXCL10) was the only factor negatively relating to pCR after NAT. In vitro experiments demonstrated that HIF1α/IL-17 pathway indeed partially influenced paclitaxel chemosensitivity. Finally, the correlation of HIF1α/IL-17A/CXCL10 and immune cell infiltration in BC was analyzed, and neutrophil infiltration was found to be positively correlated with all three gene overexpression.



MATERIALS AND METHODS


Patient Cohort

Breast cancer patients from two registered clinical trials SHPD001 (NCT02199418) and SHPD002 (NCT02221999) were enrolled in this study. All procedures conducted in this study referring to the human participants were in line with the ethical standards of the institutional and/or national research committee and with the 1964 Helsinki Declaration and its later amendments or comparable ethical standards.

Patients were all qualified with the following criteria: 18 to 70 years old, with large operable BC (pathologically confirmed with biopsy), and without previous systemic therapy for BC or tolerating with chemotherapy. Neoadjuvant chemotherapy regimens were as follows: paclitaxel was administered weekly on day 1 for 16 weeks with a dose of 80 mg/m2, and cisplatin was given weekly on days 1, 8, and 15 with a dose of 25 mg/m2. Concurrent trastuzumab was administered to the patients if they were HER2 positive. For ER or PR-positive patients, patients in SHPD001 received chemotherapy, while for patients in SHPD002, aromatase inhibitor with or without gonadotropin-releasing hormone agonist was randomized according to their menstrual status. Planned surgery was performed sequentially after NAC. The primary outcome of SHPD001 and SHPD002 was pCR, which was defined as the absence of invasive tumors in the breast and axillary lymph node samples after NAT. Detailed information of the clinical trial is also described in a previous article and ClinicalTrials.gov.



Immunohistochemical Staining

Immunohistochemistry of HIF1α was conducted according to a previous study (Jiang et al., 2019). Mouse monoclonal HIF1α primary antibody was employed (Abcam, United States). HIF1α expression was evaluated according to the following criteria: += less than 29% positive cells, ++= 30–59% positive cells, +++= 60–89% positive cells, or ++++= more than 90% positive cells. Low HIF1α expression was defined as “+” and “++,” while high HIF1α expression was defined as “+++” and “++++.” The staining intensity of HIF1α was performed by two experienced examiners who were blinded to the clinical data.

Estrogen receptor (ER), progesterone receptor (PR), Ki-67, HER2, and HIF1α were performed on paraffin-embedded BC tissues from biopsy. ER, PR, HER2, and Ki-67 were stained utilizing rabbit monoclonal antibodies SP1, EE2, 4B5 (F. Hoffmann-La Roche Ltd., Switzerland), and MIBI (Leica Biosystems Newcastle Ltd., United Kingdom). ER, PR, and Ki-67 staining were recorded as continuous variables. We defined positive nuclear staining more than 10% as ER- and PR-positive status. Positive HER2 status was indicated by a “+++” from the immunohistochemical evaluation result or positive result of fluorescence in situ hybridization (FISH) test for HER2. TNM staging was on the ground of the eighth American Joint Committee on Cancer criteria.



Cell Culture and Reagents

MDA-MB-231 and MDA-MB-435 cell lines were obtained from the American Type Culture Collection (ATCC, Rockville, MD, United States) and were cultured in Dulbecco’s modified Eagle’s medium (DMEM) (Gibco) supplemented with 10% fetal bovine serum (FBS), and 1% penicillin/streptomycin (Life Technologies) under 37°C and 5% CO2 atmosphere incubator. Recombinant human IL-17A was purchased from Sigma. Paclitaxel was bought from MCE. ELISA (enzyme-linked immunosorbent assay) kit for human CXCL10 was obtained from R&D systems (Minneapolis, MN, United States).



Hypoxia Condition

We incubated cells upon hypoxia (1% O2) condition in a glove box. After pre-exposure to low oxygen condition, we implemented all subsequent treatments in the glove box, preventing cellular damage from cell reoxygenation. Moreover, all procedures needed to change medium after hypoxic exposure; we pre-equilibrated the medium to the low-oxygen condition 24 h before use. Control cells just used normoxia-equilibrated medium.



Hypoxia Inducible Factor-1α RNA Transfection

To decrease HIF1α expression, small interfering RNA (siRNA) was transfected to MDA-MB-231 and MDA-MB-435 cell with Lipofectamine RNAiMAX (Invitrogen). The sequences of the siRNA were listed as follows: siHIF1α-1, 5′-GGGCCACAAAGUCAGUAAAdTdT-3′; siHIF1α-2, 5′-GAGGAAGAACUAAAUCCAAdTdT-3′.



Drug Sensitivity Assay

Breast cancer cells were seeded in a 96-well plate with 1 × 104 cells/well. After adherence, the cells were treated with different concentrations of paclitaxel: 100, 50, 25, 12.5, 6.25, 3.13, 1.56, 0.78, 0.39, 0.20, 0.10, and 0 ng/ml). Cell activity was detected by CCK8 assay after 24 h. Fitted curves and 50% inhibition concentration (IC50) were used for comparing the sensitivity of the different groups.



Quantitative Real-Time PCR

We extracted total RNA utilizing a TRIzol RNA extraction kit (Invitrogen, Carlsbad, CA, United States). The first-strand cDNA was synthesized using an PrimeScript RT Enzyme Mix (Takara RR036A). RT-qPCR was performed using a LightCycler LC480 instrument (Roche) according to the procedures of the manufacturer. 18S was used as internal control to normalize tests. Primer sequences are listed in Supplementary Table 1.



Enzyme-Linked Immunosorbent Assay for Detecting CXCL10

We collected cell-conditioned medium and centrifuged it for 10 min. CXCL10 concentration in the supernatant was detected using an ELISA kit according to the protocol of the manufacturer.



Bioinformatics Analysis

To analyze the potential immune-related pathway that HIF1α may take part in, we harvested HIF1α expression profiles for BC from The Cancer Genome Atlas (TCGA) database.1 Separating BC samples into high HIF1α expression and low HIF1α expression group with median expression of HIF1α, we screened differentially expressed genes (| FC| ≥ 2, FDR < 0.05) and performed The KEGG pathway analysis by the R (version 3.6.1) package “clusterProfiler.” We also analyzed GO annotation of the top 500 differentially expressed genes in terms of immune system process with Cytoscape (3.7.2) application “ClueGO.” To confirm the relationship between HIF1α and BC chemotherapy response, we analyzed GEO datasets GSE103787 and GSE50948. To avoid potential bias, we chose HR−/HER2+ BC patients given the same chemotherapy regimen. We accessed expression matrix and platform annotations with the R package ‘‘GEOquery.’’ The online tool Kaplan--Meier Plotter2 was utilized for exploring prognosis predicting the value of HIF1α.



Statistical Methods

Categorical variables were analyzed by chi-square test, and continuous variables were analyzed by Student’s t-test. Continuous variables are depicted by mean ± SD (standard deviation). We analyzed the correlation between HIF1α expression and efficacy of NAC by univariate and multivariate logistic regression analysis. Nomogram was built based on multivariate logistic regression of continuous variables. The validity of the prediction model was examined by the area under the curve (AUC) of the receiver operating characteristic (ROC) curve and also the calibration curve. Nomogram was built with the R package “rms.” Factors included in the nomogram were screened by backward stepwise. ROC curve was performed by the R package “pROC.” The calibration curve of the prediction model was established by the R package “foreign.” R (version 3.6.1) and SPSS (version 23.0.0.0) were employed for statistical analysis. Two-sided p < 0.05 was ruled as statistically significant. Graphpad Prism 8, R (version 3.6.1), and Adobe Illustrator (version 21.0.0.0) were used to draw the photos in this work.




RESULTS


Clinicopathologic Features of the Patients

Our current study totally included 108 patients, and their clinicopathologic characteristics are listed in Table 1. The mean age of the enrolled patients in the non-pCR group was 49.72 years old, while that in the pCR group was 49.09 years old. Representative immunohistochemistry staining of HIF1α expression is presented in Supplementary Figure 1. In the high HIF1α expression group, pCR rate was only 33.3% (21/63), while in the low HIF1α expression group, pCR rate achieved 60% (27/45) (Table 1, p < 0.001). Despite HIF1α staining, we also found that pCR rate after NAT was significantly correlated to ER status (p < 0.001), PR status (p = 0.008), Ki67 expression level (p < 0.001), HER2 amplification (p = 0.013), and histologic grade (p = 0.002) (Table 1). However, pCR rate had no significant relationship with T stage, clinical lymph node metastasis, and AJCC stage (Table 1).


TABLE 1. Baseline patient characteristics.
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Logistic Regression Model of Pathological Complete Response and Nomogram to Predict Pathological Complete Response Rate for Those Who Received Neoadjuvant Therapy

In the HIF1α low expression population, we can find that more individuals reached pCR. On the contrary, the individuals who reached pCR was relatively sparse in the high HIF1α expression population (Figure 1A). Then we performed analysis to further evaluate the correlation between the HIF1α expression and pCR rate and clinical stage. The results confirmed that pCR rate in the high HIF1α expression group was significantly lower than that in the low expression group (Figure 1B). Similarly, more patients reached stage III according to AJCC in the HIF1α high group than in the HIF1α low group (p = 0.038) (Figure 1B).
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FIGURE 1. High hypoxia inducible factor-1α (HIF1α) staining is related with worse response of neoadjuvant therapy (NAT) containing paclitaxel and higher clinical stage in local advanced breast cancer (BC) cohort. (A) Bar plot showing NAT response and HIF1α staining results of each individual in Renji breast cancer NAT cohort. (B) Polymerase chain reaction (PCR) rate of NAT and ratio of patients reaching the AJCC stage III in different HIF1α expression groups. PCR, pathological complete response; ER, estrogen receptor; PR, progesterone receptor; HER2, human epidermal growth factor receptor 2; NAT, neoadjuvant therapy.


For clinical application of HIF1α in predicting NAT response, we established a nomogram combined with HIF1α and clinicopathological factors selected by backward stepwise selection and multivariate logistic regression analysis (Figure 2A). It showed that HIF1α expression level, ER expression level, Ki67 expression level, PR, HER2, and T stage were factors finally selected in the model. According to multivariate logistic regression analysis, low HIF1α expression was correlated with higher pCR rates (OR = 0.980, 95% CI 0.963–0.996, and p = 0.0155; Table 2). Low ER expression ratio were also correlated with higher pCR rates (OR = 0.967, 95% CI 0.944–0.986, and p = 0.0019; Table 2). What is more, high Ki67 level was correlated with higher pCR rates (OR = 1.041, 95% CI 1.013–1.075, and p = 0.0067; Table 2). Based on the above result, we first established ROC to confirm the predictive value of HIF1α expression in NAT response for BC patients: multivariate model combining HIF1α and clinicopathological features, which showed AUC 0.889, as shown in Figure 2B. To examine the discriminative ability of the model, we used bootstrap methods to calculate the mean absolute error with 1,000 repetitions. The mean absolute error was 0.04, and the calibration curve was also exhibited to evaluated goodness-of-fit of the model (Figure 2C), revealing good agreement between the predicted and actual probabilities of pCR.
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FIGURE 2. A nomogram including hypoxia inducible factor-1α (HIF1α) and clinicopathological factors is established for clinical prediction of NAT response. (A) Nomogram containing HIF1α and clinicopathological factors for predicting response of NAT containing paclitaxel. Factors included are chosen by backward stepwise. (B) The ROC of the nomogram. The AUC is calculated for evaluating the performance of the model. (C) Calibration curve of the prediction model. NAT, neoadjuvant therapy; ROC, receiver operating characteristic; AUC, area under the curve.



TABLE 2. Predictive value for pCR of potential markers in breast cancer neoadjuvant chemotherapy cohort with logistic regression test.
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Hypoxia Inducible Factor-1α Expression Can Predict Pathological Complete Response for Breast Cancer Patients After Receiving Neoadjuvant Therapy and Is Associated With Survival of Breast Cancer Patients

Totally, 32 (29.6%) patients achieved a pCR after receiving NAT, among all the patients. In the non-pCR group, the mean HIF1α expression ratio was 60.91, while in the pCR group, the mean HIF1α expression ratio was 39.22, which indicated that a high HIF1α expression may predict lower pCR rate to NAT for BC patients (Table 1). HIF1α was also classified as categorized variable for further confirmation. Univariate logistic analysis (OR = 0.242, 95% CI 0.098–0.569, and p = 0.0148) and multivariate logistic analysis (OR = 0.091, 95% CI 0.0194–0.326, and p < 0.001) manifested that HIF1α was an independent predictive factor for the pCR rate to breast patients receiving NAT (Figures 3A,B). By univariate and multivariate logistic regression analysis, we found that ER status (OR = 0.071, 95% CI 0.0145–0.278, and p < 0.001) and Ki67 level (OR = 0.12.616, 95% CI 3.334–63.019, p < 0.001) were also a significantly predictive factor for pCR rate. These results suggested that patients with low HIF1α expression, negative ER status, and high Ki67 level may have higher pCR rate after NAT.
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FIGURE 3. The correlation between hypoxia inducible factor-1α (HIF1α) expression and pathological complete response (pCR) and breast cancer survival. (A) Univariate logistic regression analysis of the relationship between HIF1α and pCR. (B) Multivariate logistic regression analysis of the relationship between HIF1α and pCR. (C) Subgroup analysis for the relationship of pCR and HIF1α expression levels using univariate logistic regression analysis. (D) High HIF1α expression predicts shorter overall survival (OS) for BC patients based on TCGA dataset (the left panel). High HIF1α expression predicts shorter relapse-free survival (RFS) for BC patients based on the analysis of the website of Kaplan–Meier (the middle panel). High HIF1α expression predicts shorter disease-free survival (DFS) for BC patients according to Renji cohort (the right panel); log-rank test.


By subgroup analysis, we found that except in ER positive, HER2 negative, and cN0 stage subgroup, HIF1α expression all had the significance to predict pCR rate after NAT (Figure 3C). All the above consequences indicated that HIF1α expression had good significance to predict pCR rate after NAT for all BC patients.

Additionally, in HER2-positive patients, multivariate analysis showed that low HIF1α expression (OR = 0.048, 95% CI 0.0037–0.331, and p = 0.007), negative ER status (OR = 0.029, 95% CI 0.001–0.357, and p = 0.016), and high Ki67 expression level (OR = 12.181, 95% CI 1.933–131.116, and p = 0.017) were associated with higher pCR rate (Supplementary Figure 2).

Analysis for the correlation between HIF1α expression and OS based on the database from TCGA displayed that BC patients with high HIF1α expression had shorter OS (HR = 1.43, 95% CI = 1.02–2.01, and p = 0.0395), as shown in Figure 3D. Other analysis about RFS of BC patients who received neoadjuvant chemotherapy also revealed that high HIF1α expression was significantly associated with bad relapse-free survival (RFS) (HR = 1.49, 95% CI = 1.34–1.66, and p < 0.001), which is based on the website of Kaplan–Meier, as shown in Figure 3D. We drew similar results by analyzing our cohort that HIF1α expression was a significantly negative prognostic factor to RFS (HR = 3.33, 95% CI = 1.12–9.96, and p = 0.031), as shown in Figure 3D.



Hypoxia Inducible Factor-1α Knockdown Can Increase the Chemosensitivity of Paclitaxel for Breast Cancer Cells

To better explore the relationship between HIF1α expression and chemosensitivity, we compared the PTX-pCR group with the PTX-non-pCR group BC patients from the GEO database (GSE50948 and GSE130787). To avoid bias, we analyzed patients of the same subtype (HR−/HER2+) based on the subgroup analysis before, who were also given the same chemotherapy regimen containing PTX. We found that patients in the non-pCR group had higher expression of HIF1α (Figure 4A). Because the analyzed patients were hormone receptor negative (HR−) and HER2-positive (HER2+) population, so we chose MDA-MB-231 and MDA-MB-435 cell lines for the following experiments. Figures 4B,C showed that hypoxia condition can decrease the sensitivity of MDA-MB-231 and MDA-MB-435 cells to PTX. To further examine the role of HIF1α on paclitaxel resistance, we knocked down HIF1α by transfecting siRNA upon hypoxia condition, and HIF1α interference efficiency is shown in Figure 4D. siHIF1α/MDA-MB-231 and siHIF1α/MDA-MB-435 cells were more sensitive to PTX with lower IC50 and cell survival rates than siNC cells (Figures 4E,F).
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FIGURE 4. Hypoxia inducible factor-1α (HIF1α) can decrease the sensitivity of breast cancer cells to paclitaxel treatment. (A) Patients in the non-pCR group show higher HIF1α mRNA expression than those in the pCR group based on two GEO datasets about breast cancer neoadjuvant treatment containing usage of taxane in the research: GSE50948 (Expression Data From transNOAH Breast Cancer Trial) and GSE130787 (A Phase II Randomized Trial of Neoadjuvant Trastuzumab or Lapatinib or the Combination of Trastuzumab and Lapatinib, Followed by Docetaxel and Carboplatin with Trastuzumab and/or Lapatinib in Patients With HER2+ Breast Cancer). HIF1α expression was analyzed in the HR– HER2+ patients with the same treatment regimen and menstrual condition corresponding to the subgroup analysis and avoiding bias (Student’s t-test, * p < 0.05). (B,C) Effect of hypoxia in paclitaxel sensitivity of MDA-MB-231 and MDA-MB-435. Cells were treated with different concentrations of paclitaxel under normoxia or 24-h incubation of 1% hypoxia condition. CCK8 assay was applied for evaluating cell viability. (B) fitting curve of relative cell viability of two groups treated with different concentrations of paclitaxel. (C) IC50 of paclitaxel in different groups. Student’s t-test; values were defined as the mean ± SD. (D) Efficiency of HIF1α knockdown at the protein level. MDA-MB-231 and MDA-MB-435 cells transfected with small interference RNA (siRNAs)—siHIF1α-1, siHIF1α-2, or control (siNC) were pre-exposed to hypoxia for 24 h. Then we replaced the culture medium with fresh hypoxia conditioned medium, and cells were cultured for an additional 24 h under hypoxic condition. Finally, we collected the cells for Western blotting detection. (E,F) Influence of HIF1α inhibition on paclitaxel sensitivity of MDA-MB-231 and MDA-MB-435 under 1% hypoxia condition. MDA-MB-231 and MDA-MB-435 cells transfected with small interference RNA (siRNAs)—siHIF1α-1, siHIF1α-2, or control (siNC) were pre-exposed to hypoxia for 24 h. Then we replaced the culture medium with fresh hypoxia conditioned medium, and cells were treated with paclitaxel for an additional 24 h under hypoxic condition. CCK8 assay was applied for evaluating cell viability. (E) Fitting curve of relative cell viability of different groups treated with different concentrations of paclitaxel. (F) IC50 of paclitaxel in different groups. Student’s t-test; values were defined as the mean ± SD. *p < 0.05 and ***p < 0.001.




Hypoxia Inducible Factor-1α Decreased PTX Chemosensitivity Potentially Through Regulating Interleukin 17 Signaling Pathway

To elucidate the underlying mechanism for high HIF1α expression contributing to chemotherapy resistance in BC, we performed KEGG analysis on the basis of TGGA data to analyze potential signaling pathways that HIF1α takes part in. Interestingly, we found that HIF1α was associated with IL-17 signaling pathway (Figure 5A), which indicates that HIF1α might possibly be relevant to immunoreaction in BC. The function of IL-17A is most well characterized among IL-17 family members (Xu and Cao, 2010). So we studied the association between HIF1α expression and IL17 expression from TCGA. We found that IL-17A expressed relatively higher in the HIF1α high group patients compared with that in the HIF1α low group patients (Figure 5B). Consistently, among the HIF1α high expression population, the IL-17A-positive population ratio was higher than that among the HIF1α low expression population (Figure 5C). In TCGA BC samples, HIF1α expression showed positive correlation with various cytokines and related genes participating in the IL17 pathway (Figure 5D). Furthermore, we also found that only the CXCL10 level in non-pCR patients was relatively higher than that in pCR patients both in GSE50948 and GSE130787 patient cohorts (Figures 5E,F). We demonstrated this result in in vitro experiments: both mRNA level and protein level of CXCL10 mRNA level increased under 1% hypoxia condition driving (Supplementary Figures 3A,B). CXCL10 expression level decreased as HIF1α interference (Figure 5G and Supplementary Figure 3C). We also conducted experiments to find the effect of IL-17A on CXCL10 expression. When HIF1α expression decreased, extraneous addition of IL-17A to BC cells can partly restore CXCL10 expression (Figure 5H). We also performed experiments to verify the role of IL-17A during the process of HIF1α resulting in PTX chemosensitivity. When adding recombinant human IL-17A into HIF1α knockdown BC cells, IL-17A could weaken the sensitivity of HIF1α interference to PTX for BC cells with higher IC50 (Figure 5I and Supplementary Figure 4). These findings partially prove that the role of HIF1α in PTX chemosensitivity might be through the HIF1α/IL17A/CXCL10 axis.
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FIGURE 5. Hypoxia inducible factor-1α (HIF1α) influenced paclitaxel sensitivity through regulating the interleukin 17 (IL-17) signaling pathway. (A) KEGG pathway enrichment of differentially expressed genes in the HIF1A high group compared with the HIF1A low group. (B) IL-17A expression level in groups with different HIF1A expressions in TCGA breast cancer cohort. (C) Percentage of positive IL-17A mRNA expression (higher than 0) in groups with different HIF1A expressions in TCGA breast cancer cohort. (D) Correlation between HIF1A expression and DEGs participate in the IL-17 pathway in TCGA breast cancer dataset. White blocks without correlation coefficient means no statistically significant correlation (Pearson correlation) between two genes. (E,F) Expression of differentially expressed cytokines participating in the IL-17 pathway in groups with a different response group of paclitaxel-containing chemotherapy according to GEO datasets. (G) MDA-MB-231 and MDA-MB-435 cells transfected with small interference RNA (siRNAs)—siHIF1α-1, siHIF1α-2, or control (siNC) were exposed to hypoxia for 24 h. Then we detected the effect of HIF1α expression on CXCL10 expression using ELSIA assay. Student’s t-test, values were defined as the mean SD. (H) Effect of HIF1α suppression and human recombinant IL-17A on CXCL10 expression of breast cancer cells by ELISA assay. MDA-MB-231 and MDA-MB-435 cells transfected with siHIF1α-1, siHIF1α-2, or siNC were pre-exposed to hypoxia for 24 h. Then we replaced the culture medium with fresh hypoxia-conditioned medium, and cells were treated with paclitaxel and 100 ng/ml of recombinant human IL-17A for another 24 h. Then we collected the supernatant to detect the CXCL10 level. Student’s t-test; values were defined as the mean ± SD. (I) Fitted curve of paclitaxel in different groups. pCR, pathological complete response; IC50, 50% inhibition concentration. *p < 0.05; **p < 0.01; and ***p < 0.001.


Additionally, we studied the relationship between HIF1α, IL17A, and CXCL10 and immune microenvironment of BC. It is well known that TNBC and HER2+ BC are more tightly related to immune response (Shuai et al., 2020), so we primarily analyzed the association of these three genes with several immune cell subsets (CD4+ T cell, CD8+ T cell, neutrophil, dendritic cell, and macrophage) in TNBC and HER2+ BC population. Among these immune cells, only infiltration of neutrophils was positively correlated with HIF1α, IL17A, and CXCL10 expression, while other types of immune cells were weakly related to these three genes (Figures 6A–C). What is more, annotation of DEGs screened from HIF1α high and low groups was analyzed according to the GO Immune System Process. The results of the annotation showed that DEGs in HIF1α high samples were significantly enriched in the process related with granulocyte including regulating granulocyte migration, leukocyte chemotaxis, and cytokine production (Figure 7). It was reported that CXCL10 can recruit neutrophils to the disease site (Boztug et al., 2002). According to these results, we reasonably speculate that high HIF1α expression potentially contributes to PTX chemotherapy resistance by regulating IL17 pathway to attract more neutrophils to BC.
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FIGURE 6. The correlation analysis between gene expression and infiltration of immune cells in breast cancer patients based on the website of timer (http://timer.cistrome.org/). (A) The correlation between HIF1α expression and CD4+ T cells, CD8+ T cells, neutrophils, dendritic cells, and macrophages in total BC, basal-like BC, and HER2-positive BC. (B) The correlation between IL-17A expression and CD4+ T cells, CD8+ T cells, neutrophils, dendritic cells, and macrophages in total BC, basal-like BC, and HER2-positive BCr. (C) The correlation between CXCL10 expression and CD4+ T cells, CD8+ T cells, neutrophils, dendritic cells, and macrophages in total BC, basal-like BC, and HER2-positive BC. The X-axis shows cell infiltration, and the Y-axis shows gene expression. Rho value and p-value were exhibited in red in each panel. Using the Spearman’s correlation analysis, we defined R > 0.25 and p < 0.05 as possessing significant correlation.
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FIGURE 7. Hypoxia inducible factor-1α (HIF1α) can participate in leukocyte and granulocyte-related process. The top 500 differentially expressed genes screened from the HIF1α high group and low group from TCGA dataset are enriched with Cluego in Cytoscape in terms of GO immune system process annotation. Enriched pathways are clustered with different colors, and the size of enriched pathways is positively related with the number of enriched genes in different pathways.





DISCUSSION

To better perform personalized treatment, researchers have dedicated to seek for effective predictive, and prognostic biomarkers in order to give individual patients a unique therapy. Our study first validated that high HIF1α expression was associated with low pCR rate and poor DFS in BC patients who received paclitaxel-based NAT. Next, we analyzed public database, which were also focused on paclitaxel-based chemotherapy and found that HIF1α expression was also a negative predictor of pCR after NAT for BC patients. In line with these findings, in vitro drug sensitivity assay validated that HIF1α could lead to paclitaxel chemo-insensitivity as well. Mechanistically, we discovered that HIF1α was involved in IL-17 signaling pathway via bioinformatic analysis based on public database and partially demonstrated this result through some in vitro experiments. All these results may provide us with novel insights into paclitaxel application in individual BC patients.

Our current work mainly drew three conclusions. First, we further reinforced the predictive value of HIF1α expression for BC patients after NAT. We testified the inverse relation of HIF1α expression with pCR rate in HER-positive and ER-negative subgroup patients for the first time. Second, we first used univariate and multivariate Cox analysis to demonstrate that overexpressed HIF1α can predict poor DFS. Third, we revealed that HIF1α potentially contributes to paclitaxel resistance by modulating IL-17 signaling pathway, and the HIF1α/IL17/CXCL10 axis may be related to neutrophil infiltration into HER2+ and HR− BC TME.

To our best knowledge, we initially performed subgroup analysis and found that high HIF1α expression can predict lower pCR rate in the ER negative group, PR negative or positive group, HER2 positive group, and lymph node metastatic group of patients. Through multivariate logistic model, we first revealed that HIF1α amplification can be an independent predictive biomarker for NAT in BC patients with HER2 positive and lymph node metastasis. It was reported that HIF1α overexpression was prone to exist in the HER2-positive population (Yehia et al., 2015; Badowska-Kozakiewicz et al., 2016) and lymph node metastatic patients (Gruber et al., 2004). Interestingly, HIF1α expression can promote CD73 activation (Hatfield and Sitkovsky, 2016), which leads to trastuzumab resistance in BC patients (Turcotte et al., 2017). In our study, HER2-positive patients were all given trastuzumab treatment; therefore, HIF1α may stimulate CD73 expression resulting in trastuzumab potency being lost and pCR rate compromised. These findings at least partly explain why high HIF1α expression can predict better pCR rate after NAT in HER2 positive/lymph node positive subgroup of patients.

In addition, our results also indicated that decreased expression of HIF1α can be a positive predictive factor for NAT response in ER-negative patients. HIF1α status and ER status may form a reciprocal loop mutually contributing to the aggressive feature for BC (Trastour et al., 2007). To confirm the association between HIF1α and ER status, we also performed KEGG analysis and found that HIF1α is involved in steroid hormone biosynthesis. Accordingly, these signaling pathways may clarify the reason that HIF1α can predict poor pCR rate in ER-negative patients to some extent, which needs further experiments to verify.

In this work, using Cox proportional hazard model, we attested that HIF1α expression can independently act as a prognostic biomarker for poor DFS for the first time for BC patients who received NAT. Although scarce studies focused on the relationship between HIF1α expression and NAT in BC patients, there were many studies about the impact of HIF1α positivity in BC regardless of the therapeutic methods. Oberhuber G et al. reported that HIF1α overexpression in lymph node-positive BC can be an independent predictive factor for DFS (Schindl et al., 2002); Increased HIF1α expression in lymph node-positive patients was related to shorter DFS (Gruber et al., 2004; Kronblad et al., 2006). Moreover, data from the Kaplan–Meier website showed that strong HIF1α expression was related to shorter RFS of patients receiving NAT, and this result was also demonstrated by an existing report (Nie et al., 2018). TCGA data demonstrated that high HIF1α expression in breast tumors was associated with poor prognosis (Chia et al., 2001). All these consequences indicated whatever the background of the BC was, HIF1α can be a prognostic biomarker, and concurrent administration of HIF1α inhibitor combined with traditional drugs can be an effective therapeutic schedule for patients with high HIF1α expression in tumors.

Hypoxia inducible factor-1α overexpression, a common feature for solid tumors, is tightly associated with BC growth (Semenza, 2010), vascularization (Forsythe et al., 1996), metastasis (Semenza, 2003; Zhang et al., 2012) as well as drug resistance (Jogi et al., 2019; Xu et al., 2019). It has been proven that an inhibitor targeted at HIF1 such as digoxin can block BC progression (Zhang et al., 2012) and enhance paclitaxel or gemcitabine chemosensitivity by regressing breast cancer stem cell (BCSC) enrichment (Samanta et al., 2014). Here we elucidated that HIF1α potentially regulates the immune condition of a tumor, especially the IL-17 pathway. ER− and HER2+ BC biopsies were infiltrated with more IL-17A-producing immune cells primarily comprising of lymphocytes and macrophages than ER+ BC biopsies (Chen et al., 2013; Cochaud et al., 2013). IL17A can activate the ERK1/2 pathway resulting resistance of BC cells to docetaxel treatment (Cochaud et al., 2013). The CXCL10 is one of the members belonging to the IL-17 signaling pathway. CXCL10 interacts with its receptor CXC motif chemokine receptor 3 (CXCR3) triggering a series of immune responses (Bonecchi et al., 1998). Upregulating CXCR3 and CXCL10 in MDA-MB-435 and MCF-7 cells can promote their invasive ability (Datta et al., 2006). Abrogating NF-κB/CXCR3 and CXCL10 axis in TNFα treatment MDA-MB-231 cells can inhibit their invasion capability (Choi et al., 2018). This study focused on a new mechanism that HIF1α overexpression induced IL17A expression decreasing MDA-MB-231 and MDA-MB-435 sensitivity to paclitaxel treatment.

Although our study makes some contributions to the role of HIF in taxane-based chemotherapy for BC, there still exist several limitations. First, due to the relative short follow-up time and a small number of enrolled patients, we failed to conclude the correlation between HIF1α expression and OS of patients with NAT. Second, there was a distribution bias in the subgroup of patients so that we cannot establish a multifactor model to predict the value of HIF1α in the ER± subgroup. Accordingly, we need to augment the enrolled population of breast patients and prolong the follow-up time to observe the prognostic role of HIF1α in OS among patients who received NAT. Furthermore, when selecting patients into the clinical trial, we should do our best to assure the balancing distribution of every subtype of BC. Third, we depicted that the neutrophils, which infiltrated, were the only kind of immune cells that correlated with HIF1α, IL17A, and CXCL10 expression through bioinformatic analysis. Profound investigation is needed to prove that the HIF1α/IL17/CXCL10 axis can recruit neutrophil infiltration to the BC TME leading to chemotherapy resistance.

Overall, our study confirmed the predictive and prognostic role of HIF1α expression in NAT for total BC patients. More than that, we revealed the essential role of the HIF1α/IL17 pathway in paclitaxel chemosensitivity.
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Stomach adenocarcinoma (STAD) is one of the most common cancers in the world. However, the prognosis of STAD remains poor, and the therapeutic effect of chemotherapy and immunotherapy varies from person to person. MicroRNAs (miRNAs) play vital roles in tumor development and metastasis and can be used for cancer diagnosis and prognosis. In this study, hsa-miR-100-5p was identified as the only dysregulated miRNA in STAD samples through an analysis of three miRNA expression matrices. A weighted gene co-expression network analysis (WGCNA) was performed to select hsa-miR-100-5p-related genes. A least absolute shrinkage and selection operator (LASSO) Cox regression analysis was performed to establish a miR-100-5p-related prognostic signature. Kaplan–Meier analyses, nomograms, and univariate and multivariate Cox regression analyses were used to evaluate the prognostic signature, which was subsequently identified as an independent risk factor for STAD patients. We investigated the tumor immune environment between low- and high-risk groups and found that, among component types, M2 macrophages contributed the most to the difference between these groups. A drug sensitivity analysis suggested that patients with high-risk scores may be more sensitive to docetaxel and cisplatin chemotherapy and that patients in the low-risk group may be more likely to benefit from immunotherapy. Finally, external cohorts were evaluated to validate the robustness of the prognostic signature. In summary, this study may provide new ideas for developing more individualized therapeutic strategies for STAD patients.

Keywords: stomach adenocarcinoma, hsa-miR-100-5p, prognosis, LASSO, WGCNA


INTRODUCTION

Gastric cancer is the fifth most common cancer and the third most common cause of cancer death in the world (Smyth et al., 2020). Approximately 90%–95% of gastric cancers are adenocarcinoma. Surgery is the only curative option, and recurrence is common, even after complete resection (Johnston and Beckman, 2019). For most stomach adenocarcinoma (STAD) patients, the diagnosis is received after the most opportune surgical window has passed (Song et al., 2017). Moreover, the prognosis of advanced STAD remains poor despite the use of chemotherapy and biological agents (Coutzac et al., 2019). Chemotherapy and immunotherapy are valid, revolutionary approaches for treating patients with cancer. However, the therapeutic effects are still limited and vary from person to person because of drug resistance or low sensitivity. Hence, it is essential to identify novel molecular biomarkers to improve the prognosis, prediction of recurrence, and treatment response of STAD.

MicroRNAs (miRNAs) are small non-coding RNAs that regulate gene expression by recognizing cognate sequences and interfering with transcriptional, translational, or epigenetic processes. Previous studies have revealed that many miRNAs are dysregulated in cancers and play important roles in tumor proliferation, apoptosis, metastasis, and angiogenesis (Lee and Dutta, 2009). In addition, miRNAs are considered potential biomarkers and therapeutic targets for gastric cancer (Shin and Chu, 2014).

The tumor immune microenvironment (TIME) is the cellular milieu where the tumor is located and is composed of the extracellular matrix, blood and/or lymphatic vessels, fibroblasts, immune cells, and inflammatory cells (Quail and Joyce, 2013). Cross talk between infiltrating immune cells and cancer cells ultimately leads to an environment that fosters tumor development and invasion (Hinshaw and Shevde, 2019). Therapeutics targeting predominant components of the TIME may increase the likelihood of improving patient outcomes. Therefore, the main components and regulatory mechanism of the TIME in STAD need to be further investigated.

In the present study (Figure 1), hsa-miR-100-5p was identified as the only miRNA aberrantly expressed in STAD samples. Comprehensive analyses were performed to explore the prognostic capacity of this potential marker for predicting the overall survival of STAD patients. Subsequently, hsa-miR-100-5p-related genes were selected, and a prognostic signature was established. A nomogram featuring integrated clinical features was developed to predict the overall survival (OS) of STAD patients and improve prognostic risk stratification. Next, the potential regulatory mechanism resulting in the difference in the TIME between low- and high-risk groups was further investigated. The sensitivity of the patients to chemotherapy and immunotherapy was evaluated. Finally, external cohorts were evaluated to validate the robustness of the hsa-miR-100-5p-related prognostic signature. This study may assist in improving therapeutic strategies for STAD patients.
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FIGURE 1. Flowchart of this study.




MATERIALS AND METHODS


Data Collection and Preparation

The miRNA expression profiles of STAD samples and adjacent normal tissues were acquired from The Cancer Genome Atlas (TCGA) database (TCGA-STAD1) and Gene Expression Omnibus (GEO) database [GSE78091, GSE93415 (Sierzega et al., 2017)2 ]. The gene expression profiles and corresponding clinical information of STAD patients were obtained from the TCGA and GEO databases [TCGA-STAD, GSE26253 (Lee et al., 2014), GSE15460 (Subhash et al., 2018), and GSE84437 (Yoon et al., 2020), Supplementary Table 1]. Counts and fragments per kilobase million (FPKM) of STAD samples were downloaded from TCGA database on April 13, 2021, and FPKM values were subsequently normalized as transcripts per kilobase millions (TPMs) and transformed as log2(TPM + 1). For samples from the GEO database, the gene expression level was transformed by log2 using the script from GEO2R (Barrett et al., 2013).



Differential Expression Analysis

Differentially expressed miRNAs (DEMs) between STAD samples and adjacent normal tissues obtained from TCGA database were screened using the R package “DESeq2” (Love et al., 2014) based on the count matrix with thresholds of —log2FoldChange— > 1.0 and adjusted p-values (padj) < 0.05. GEO2R, an R-based web application that helps users analyze GEO data, was utilized to screen the DEMs between tumor and normal samples from GSE78091 and GSE93415 with the same conditions (Barrett et al., 2013).



Identification and Validation of Hsa-miR-100-5p-Related Genes

Weighted gene co-expression network analysis (WGCNA) was used to establish a scale-free co-expression network using R package “WGCNA” to identify the most correlated gene module with hsa-miR-100-5p (Langfelder and Horvath, 2008). RNA22, one of the popular miRNA target prediction algorithms, was utilized to get the potential target genes of hsa-miR-100-5p (Loher and Rigoutsos, 2012). The hsa-miR-100-5p-related candidate genes were identified from the intersection of “hsa-miR-100-5p-related module” and “hsa-miR-100-5p targets.” To validate the candidate genes as robust hsa-miR-100-5p-related genes, STAD samples with both miRNA and gene expression profiles were assigned into two clusters by employing R package “ConsensusClusterPlus” and were subsequently analyzed using principal component analysis (PCA) and uniform manifold approximation and projection (UMAP) (Dorrity et al., 2020).



Construction and Evaluation of Hsa-miR-100-5p-Related Signatures

A total of 348 STAD patients with the corresponding clinical information retrieved from the TCGA database were randomly assigned into a training cohort (244 patients) and a validation cohort (104 patients) at a 7:3 ratio by using the R package “caret.” The baseline clinical characteristics of the two cohorts are summarized in Supplementary Table 2. The validation cohort and the entire cohort were used as the internal validation cohorts. Besides, the cohorts obtained from GSE26253 and GSE84437 were used as the external validation cohorts. The least absolute shrinkage and selection operator (LASSO) Cox regression analysis was performed based on the training cohort and hsa-miR-100-5p-related genes through R package “glmnet” (Engebretsen and Bohlin, 2019). Signatures were screened by selecting the optimal penalty parameter λ correlated with the minimum 10-fold cross-validation. The coefficients (β) were extracted from the LASSO Cox regression algorithm and the risk score of each patient was calculated by using the following formula: risk score = expression of gene1 × βgene1 + expression of gene2 × βgene2 + …expression of genen × βgenen. Patients in each cohort were divided into high- and low-risk groups according to the optimal risk score cutoff value determined by R package “survminer.” Kaplan–Meier (K-M) curves were plotted to demonstrate the survival difference between the high- and low-risk groups. Receiver operating characteristic (ROC) curves and the area under the curve (AUC) were used to evaluate the predictive performance of gene signatures.



Development and Assessment of a Prognostic Nomogram

A nomogram interacting with the risk score and clinical factors was established based on multivariate Cox regression analysis using R packages “survival” and “regplot” (Iasonos et al., 2008; Zhang et al., 2018). Calibration curves were adopted to evaluate the accuracy of the nomogram in predicting 3- and 5-year survival rates of STAD patients. Survival net benefits of each variable were estimated with decision curve analysis (DCA) using R package “ggDCA” (Vickers and Elkin, 2006).



Functional Enrichment Analysis

The R package “clusterProfiler” was utilized to perform the Gene Ontology (GO) enrichment analysis, Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway analysis, and gene set enrichment analysis (GSEA) (Yu et al., 2012). The collection of annotated gene sets in “h.all.v7.4.symbols.gmt” in Molecular Signatures Database (MSigDB3) was chosen as the reference gene sets in GSEA (Liberzon et al., 2015). The results of enrichment analysis were visualized using R package “enrichplot” and adjusted p-value < 0.05 was chosen as the cutoff criterion.



Comprehensive Analysis of Immune Infiltration of the Tumor Microenvironment

The immune scores of STAD samples were generated to estimate the levels of infiltrating immune cells by using “Estimation of STromal and Immune cells in MAlignant Tumours using Expression data” (ESTIMATE) algorithm (Yoshihara et al., 2013). The fraction of immune cell types for each sample was quantified through TIMER (Li et al., 2017), quanTIseq (Finotello et al., 2019), and CIBERSORT (Newman et al., 2019) algorithms.



Estimation of Drug Sensitivity and Response to Immune Checkpoint Blockade

The sensitivity of each patient to chemotherapy drugs was estimated and the half maximal inhibitory concentration (IC50) was quantified using R package “pRRophetic” (Geeleher et al., 2014). Tumor mutation burden (TMB) for each patient was calculated via the R package “maftools” (Mayakonda et al., 2018). The response to immune checkpoint blockade (ICB) was predicted by the Tumor Immune Dysfunction and Exclusion (TIDE) algorithm using python (version 3.8.6) script (Jiang et al., 2018).



Biospecimens and Real-Time Polymerase Chain Reaction Analysis of the miRNAs

A total of seven pairs of gastric tumors and adjacent normal tissues were obtained from Shanghai East Hospital Biobank. All patients had signed informed consent for donating their specimens to Shanghai East Hospital Biobank. Total RNA was extracted via TRIpure Total RNA Extraction Reagent (ELK Biotechnology, Hubei, China, EP013) according to the manufacturer’s instructions, following reversed transcribed using EntiLinkTM 1st Strand cDNA Synthesis Kit (ELK Biotechnology, EQ003). Quantitative real-time polymerase chain reaction (qRT-PCR) was performed using QuantStudio 6 Flex (Life Technologies, Carlsbad, CA, United States) and EnTurboTM SYBR Green PCR SuperMix (ELK Biotechnology, EQ001). The primer sequences of hsa-miR-100-5p and small nuclear RNA U6 are listed in Supplementary Table 3. The relative expression level was calculated using the 2–ΔΔCT method and normalized to U6 as the internal control.



Statistical Analysis

Statistical tests were conducted through R (version 4.0.3). Comparisons between two groups were performed via Wilcoxon rank-sum test. Categorical variables were compared with chi-square tests in the training and validation cohorts. Kaplan–Meier curves for overall survival were generated and the difference between groups was compared with the log-rank test. Univariate and multivariate Cox regression analyses were performed to determine the independent prognostic value of hsa-miR-100-5p or the risk score-integrated clinical characteristics. Correlation analysis was conducted using the Pearson correlation test. The random-effects meta-analysis model was used to calculate a pooled hazard ratio (HR) via the R package “meta.” p < 0.05 was considered statistically significant.



RESULTS


Hsa-miR-100-5p Was Downregulated in Stomach Adenocarcinoma Samples and Was Associated With the Prognosis of Stomach Adenocarcinoma Patients

In our present study, we identified differentially expressed miRNAs in STAD samples and adjacent normal tissues. Compared with normal tissues, 184, 37, and 20 upregulated miRNAs and 94, 309, and 91 downregulated miRNAs were identified in the STAD samples based on the miRNA expression profiles extracted from the TCGA-STAD, GSE78091, and GSE93415 datasets, respectively. We selected the overlapping miRNAs with the same expression pattern. As the Venn diagram shows, hsa-miR-100-5p was the only miRNA that exhibited a downregulated expression pattern in the different expression matrices (Figure 2A). We further validated the results above by using biospecimens and found that the relative expression of hsa-miR-100-5p was significantly lower in gastric tumors than that in adjacent normal tissues (Figure 2B). Then, we performed Cox analysis to explore connections between hsa-miR-100-5p expression and OS and other multivariable clinical features in STAD patients. As shown in Supplementary Table 4, the univariate analysis revealed some related factors: age (HR=1.02, p = 0.017), pathological stage (HR = 1.62, p<0.001), T stage (HR = 1.36, p = 0.002), N stage (HR = 1.35, p<0.001), M stage (HR = 1.56, p<0.001), and hsa-miR-100-5p expression (HR = 1.12, p = 0.007). The multivariate analysis revealed that hsa-miR-100-5p expression (HR = 1.11, p = 0.035) was an independent risk factor for the overall survival of STAD patients (Figure 2C). According to the optimal cutoff point, STAD patients were assigned to low and high hsa-miR-100-5p expression groups. Kaplan–Meier curves showed that patients who had high hsa-miR-100-5p expression levels exhibited worse overall survival (Figure 2D) and disease-free survival (Figure 2E) than those with low hsa-miR-100-5p expression. These findings suggested that hsa-miR-100-5p may play a crucial role in STAD development.
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FIGURE 2. The abnormal expression and prognostic value of hsa-miR-100-5p in stomach adenocarcinoma (STAD). (A) Venn diagrams of differentially expressed miRNAs. (B) The relative expression level of hsa-miR-100-5p was downregulated in gastric cancer compared with adjacent normal tissues. (C) Multivariate Cox analysis of miR-100-5p and clinical features. (D,E) Kaplan–Meier survival analyses of miR-100-5p in STAD patients on overall survival (D) and disease-free survival (E). *p < 0.05; ***p < 0.001.




Selection and Validation of Hsa-miR-100-5p-Related Genes

A WGCNA was performed with gene expression profiles to establish a scale-free co-expression network. A total of 18 gene modules were generated with the optimal soft threshold set at a power of 4 and the merge cut height set to 0.6 (Figures 3A,B and Supplementary Figure 1A). Among these gene modules, the blue module shows the highest correlation with hsa-miR-100-5p expression and was considered the “hsa-miR-100-5p-related module” (r = 0.65, p = 8e−43) (Figure 3C). In addition, the relationship between the genes related to hsa-miR-100-5p expression and included in the blue module, which consisted of 2,669 genes, exhibited a highly positive correlation (R = 0.96, p<2.2e−16) (Figure 3D). By examining the interaction between the “has-miR-100-5p-related module” and potential targets of hsa-miR-100-5p, we found 271 genes considered hsa-miR-100-5p-related candidate genes (Figure 3E).
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FIGURE 3. Selection of miR-100-5p-related candidate genes. (A) The cluster dendrogram of genes in TCGA-STAD. Each branch in the figure represents one gene; meanwhile, every color below represents one co-expression module. (B) Analysis of the scale-free fit index for a variety of soft-thresholding powers. (C) The relationships between miR-100-5p expression and various gene modules. (D) The correlation between gene significance for miR-100-5p and module membership in the blue module. (E) Candidate genes were screened by taking interaction with hsa-miR-100-5p targets and genes in the hsa-miR-100-5p-related module.


We subsequently confirmed that 271 candidate genes were robust hsa-miR-100-5p-related genes based on STAD samples in TCGA, since simultaneous miRNA and gene expression profiles were available for these samples. Consensus clustering was employed to assign 348 samples into two clusters according to the expression of the 271 candidate genes with an optimal k of 2 (Figure 4A and Supplementary Figures 1B,C). PCA and UMAP analyses demonstrated that these candidate genes had good discriminating ability, and the two clusters exhibited absolute dissimilarity (Figures 4B,C). Moreover, the expression level of hsa-miR-100-5p between the two clusters was significantly different (p = 9.4e−22, Figure 4D). Hence, the 271 candidate genes were considered hsa-miR-100-5p-related genes.


[image: image]

FIGURE 4. Validation of the candidate genes as robust miR-100-5p-related genes. (A) Consensus clustering was utilized to assign 348 samples in TCGA-STAD into two clusters based on the candidate genes. (B,C) PCA analysis (B) and UMAP analysis (C) demonstrated that the two clusters showed absolute dissimilarity. (D) The expression levels of hsa-miR-100-5p were significantly different between the two clusters.




Construction and Validation of the Hsa-miR-100-5p-Related Prognostic Signature

Based on the results obtained with the training cohort, LASSO Cox regression analysis was performed to identify the most robust prognostic genes among the hsa-miR-100-5p-related genes (Figure 5A). A 10-fold cross-validation was subsequently performed to overcome the overfitting effect, and an optimal λ value of 0.0613 was selected (Figure 5B). As a result, a panel of nine genes remained on the basis of their individual coefficients (Figure 5C). A correlation network involving the nine genes in the training cohort is shown in Figure 5D. The multivariate Cox regression analysis revealed that TNFAIP8L1 was an independent protective factor for the overall survival of STAD patients (Figure 5E). The hsa-miR-100-5p-related prognostic risk score for each patient in every cohort was calculated using the following formula: risk score = (LBH×0.03841) + (LETM1× −0.13428)+ (LOX × 0.10214) + (CYP1B1 × 0.01567) + (NID2 × 0.02408) + (TNFAIP8L1 × −0.13329) + (FZD4 × 0.02059) + (MOCS1 × 0.04101) + (PDGFRL × 0.02987). Then, patients were assigned into low- and high-risk groups according to the optimal cutoff risk score in each cohort. As shown in Figure 6A, the Kaplan–Meier survival analysis performed on the training cohort data demonstrated that patients in the high-risk group exhibited unfavorable overall survival compared with patients in the low-risk group (p < 0.0001). Similarly, in the validation cohort and the entire cohort, patients in the high-risk group exhibited a poor clinical outcome (Figures 6B,C).
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FIGURE 5. Establishment of an hsa-miR-100-5p-related prognostic signature. (A) The changing trajectory of each variable in LASSO Cox regression. (B) Selection of the optimal lambda value. (C) The coefficients of nine selected genes. (D) Co-expression network of selected genes. (E) Multivariate Cox analysis of nine selected genes based on the training cohort. **p < 0.01.
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FIGURE 6. Validation and evaluation of the prognostic signature. (A–C) Kaplan–Meier curves of low- and high-risk groups in the training cohort (A), validation cohort (B), and entire cohort (C). (D,E) Univariate (D) and multivariate (E) Cox regression analysis of the risk score and clinical features. (F) ROC curves of the risk score and traditional clinical characteristics.




Evaluation of the Prognostic Signature and Clinical Features of Stomach Adenocarcinoma

Univariate and multivariate Cox regression analyses were performed to evaluate whether the risk signature was an independent prognostic factor for STAD. In the univariate Cox regression analysis, the HR of the risk score and the 95% confidence interval (CI) were 6.82 and 3.21–14.47, respectively (p<0.001) (Figure 6D). The HR was 5.82, and the 95% CI was 2.45–13.84 in multivariate Cox regression analysis (p<0.001) (Figure 6E). These results indicated that the hsa-miR-100-5p-related signature was unrelated to clinical characteristics, including age, sex, tumor grade, and pathological stage. ROC curves were plotted to better evaluate the uniqueness and susceptibility of the prognostic signature in predicting the overall survival of STAD patients. As shown in Figure 6F, the AUC value of the risk score was higher than that of the clinical features, suggesting that the risk score can better predict the prognosis of STAD patients.



Development and Assessment of a Prognostic Nomogram

To provide a quantitative tool for predicting the survival rate of patients with STAD, a nomogram comprising the risk score and clinical characteristics was introduced (Figure 7A). Calibration curves showed that the predicted versus observed rates of 3- and 5-year overall survival exhibited ideal consistency (Figure 7B). In addition, DCA curves graphically illustrated that, at two different time points, the nomogram performed better than clinical features such as age, sex, tumor grade, and pathological stage (Figure 7C). These results indicated that the nomogram exhibited predominant predictive ability and can be used to improve the prognostics of STAD patients.
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FIGURE 7. Construction and validation of the prognostic nomogram. (A) Nomogram for 3- and 5-year survival predictions. (B) Calibration curves for validating the accuracy of the 3- and 5-year survival predictions. (C) DCA analyses of the nomogram and clinical features at two different time points.




Estimation of the Tumor Immune Microenvironment

The TIME is involved in the development and metastasis of cancer, affecting the prognosis of patients (Ren et al., 2018; Melaiu et al., 2019). To investigate the effect of the prognostic signature on the TIME of STAD, we estimated the immune score and tumor-infiltrating cells in the low- and high-risk groups. The high-risk group exhibited a higher immune score than the low-risk group (Figure 8A). Subsequently, the fraction of immune cell types in each sample was evaluated with the TIMER algorithm, and the resulting landscape is displayed in Figure 8B. We compared each cell type between the two groups and found that the fraction of macrophages in the high-risk group was distinctly greater than that in the low-risk group (p < 0.001), while the fractions of neutrophils and myeloid dendritic cells showed the opposite trend (Figure 8C). By employing the quanTIseq algorithm, we discovered that the presence of M2 macrophages but not M1 macrophages led to a high immune score in the high-risk group (Figure 8D). To validate our findings, the CIBERSORT algorithm was used, and the results showed that the presence of M2 macrophages led to significant differences in the TIME between the low- and high-risk groups (Figure 8E). Moreover, activated dendritic cells but not resting dendritic cells played an important role in the TIME; however, the fractions of neutrophils were not significantly different between the two groups (Figure 8E). Taken together, the results showed that M2 macrophages and activated dendritic cells play a crucial role in the TIME of STAD.
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FIGURE 8. Investigation of the TIME between the low- and high-risk groups. (A) The immune score of the high-risk group was higher than that of the low-risk group. (B) The landscape of tumor-infiltrating cells of STAD samples. (C–E) The fractions of tumor-infiltrating cells between the low- and high-risk groups were estimated by TIMER (C), quanTIseq (D), and CIBERSORT (E).




Exploration of the Potential Regulatory Mechanisms in the High- and Low-Risk Groups

To explore the potential regulatory mechanisms resulting in differences in the TIME between the low- and high-risk groups, the gene expression profiles of these two groups were analyzed. A total of 121 downregulated and 2,337 upregulated genes were identified in the high-risk group, compared with the corresponding gene expression level in the low-risk group (Figure 9A). A functional annotation analysis revealed that these genes are mainly involved in extracellular matrix organization and receptor ligand activity (Figure 9B). A KEGG pathway analysis indicated that the pathways including “neuroactive ligand–receptor interaction” and “ECM–receptor interaction” are significantly enriched with these genes (Figure 9C). By setting the gene signatures in “h.all.v7.4.symbols.gmt” as the reference gene set, a GSEA was performed, and the results showed that hallmarks such as the epithelial–mesenchymal transition and inflammatory response were significantly enriched in the high-risk group, while DNA repair and unfolded protein response were dynamically correlated with the low-risk group (Figures 9D,E).
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FIGURE 9. Exploration of the potential regulatory mechanisms resulting in the differences of TIME between the low- and high-risk groups. (A) Volcano plot of DEGs between the low- and high-risk groups. (B,C) GO (B) and KEGG (C) enrichment analyses of DEGs. (D,E) Hallmarks were significantly enriched in the high-risk (D) and low-risk (E) groups.




Prediction of Cancer Chemotherapy and Immunotherapy

Chemotherapy drugs, including doxorubicin, mitomycin C, docetaxel, cisplatin, and paclitaxel, have proven to be helpful for gastric cancer treatment, and some of these drugs are in clinical trials (Miranda et al., 2014; Zheng et al., 2017; Bando et al., 2018; Hemati et al., 2019; Yoshida et al., 2019). We compared the differences in the estimated IC50 levels between the low- and high-risk groups. Our data showed that the estimated IC50 values of docetaxel (p = 0.013) and cisplatin (p = 0.003) were significantly higher in the low-risk group, indicating that patients in the high-risk group were more sensitive to docetaxel and cisplatin chemotherapy (Figure 10A). However, there was no distinct difference in the estimated IC50 levels of the other three drugs. PD-L1 expression level and tumor mutation burden are widely used biomarkers for predicting the response to immunotherapy (Zhu and Lang, 2017; Chan et al., 2019). We observed that there was no significant difference in PD-L1 expression between the low- and high-risk groups, while the level of TMB was distinctly higher in the low-risk group than in the high-risk group (Figures 10B,C). In addition, the TIDE score was introduced to evaluate the responses to ICB therapies, and our data showed that patients with low-risk scores exhibited lower TIDE scores than patients with high-risk scores (Figure 10D) (Jiang et al., 2018). Hence, these findings indicated that patients with high-risk scores may be more sensitive to docetaxel and cisplatin chemotherapy, and patients with low-risk scores may be more likely to benefit from immunotherapy.
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FIGURE 10. Chemotherapy and immunotherapy sensitivity prediction. (A) The estimated IC50 for various chemotherapeutic drugs. (B–D) The differences of PD-L1 expression (B), TMB (C), and TIDE scores (D) between the low- and high-risk groups.




External Validation of the Hsa-miR-100-5p-Related Prognostic Signature and Meta-Analysis

To validate the reliability of the hsa-miR-100-5p-related prognostic signature, we used three additional cohorts, namely, the GSE84437, GSE15460, and GSE26253 datasets, as external validation cohorts. The established signature showed good performance in predicting the survival rates of patients not only in terms of overall survival but also disease-free survival (Figures 11A–D). In addition, Kaplan–Meier analysis was performed to evaluate survival differences in the pooled cohorts, and the hsa-miR-100-5p-related signature retained its prognostic capacity to discriminate low- and high-risk subsets with a Z-score of zero as the cutoff value (Figures 11E,F). Meta-analysis was performed to calculate the pooled HR and 95% CI of the prognostic signature, and the results were 2.36 and 1.80–3.08, respectively (Figure 11G). These results demonstrated that the hsa-miR-100-5p-related signature was robust.
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FIGURE 11. External validation of the established hsa-miR-100-5p-related prognostic signature. (A,B) Kaplan–Meier analysis of the low- and high-risk groups on overall survival in GSE84437 (A) and GSE15460 (B). (C,D) Kaplan–Meier curves of the low- and high-risk groups on disease-free survival in TCGA-STAD (C) and GSE26253 (D). (E,F) Kaplan–Meier survival analyses on overall survival (E) and disease-free survival (F) in pooled cohorts. (G) Meta-analysis was performed to calculate the pooled HR of the prognostic signature.




DISCUSSION

Recently, studies investigating miRNAs and tumors have attracted widespread attention. Increasing evidence indicates that the aberrant expression of miRNAs is related to certain cancer types (Lee and Dutta, 2009). Hu et al. revealed that miR-532 was overexpressed in gastric cancer tissues and promoted tumor migration (Hu et al., 2017). Setijono et al. found that miR-218 functioned as a tumor suppressor, while miR-129 promoted cancer progression in breast cancer (Setijono et al., 2018). Tang et al. revealed that forced expression of miR-208a introduced upon X-ray irradiation promoted cell proliferation and radioresistance in lung cancer cells (Tang et al., 2016). Stomach Adenocarcinoma is the most prevalent histology in gastric cancer, but the prognosis remains extremely poor. In consideration of the crucial roles of miRNAs in almost all aspects of cancer biology, targeting specific miRNAs may be an efficient strategy for treating cancers, including STAD. Several miRNA-targeted therapeutics have been developed and are undergoing clinical trials, including miR-34, which has been used to treat solid tumors (Rupaimoole and Slack, 2017). Nevertheless, studies on miRNAs in STAD remain limited, and further research is necessary. In the present study, we found that hsa-miR-100-5p was the only miRNA abnormally expressed in STAD samples and correlated with the prognosis of STAD patients. Inspired by these findings, we established a miR-100-5p-related prognostic signature to aid in the clinical management of patients with STAD.

In our study, a WGCNA was performed with the aim of selecting a miR-100-5p-related gene module. By analyzing the overlap of miR-100-5p targets and genes in a miR-100-5p-related module, candidate genes were identified and subsequently validated through PCA and UMAP. We performed LASSO Cox regression analysis based on the training cohort and miR-100-5p-related genes. Ultimately, a total of nine prognostic genes were chosen on the basis of their individual coefficients. Among these genes, LBH promotes angiogenesis in glioma through VEGFA-mediated ERK signaling under hypoxic conditions (Jiang et al., 2019). LETM1 contributes to cancer cell proliferation and invasion via the PI3K/Akt signaling pathway and has been identified as a potential biomarker to predict the prognosis of gastric cancer and lung cancer (Piao et al., 2019; Li et al., 2020; Zhang et al., 2020). Additionally, LOX is considered to be a potential relapse marker for pancreatic cancer patients (Ma et al., 2019). CYP1B1, a member of the CYP superfamily, plays a critical role in oxidative metabolism and promotes the development of breast cancer (Hwang et al., 2019). Previous studies have revealed that NID2 is overexpressed in gastric cancer and can boost gastric cancer cell invasion (Yu et al., 2019). TNFAIP8 L1, an independent protective factor for STAD patients identified through multivariate Cox analysis, suppresses invasion and migration by downregulating the Wnt/beta-catenin pathway in gastric cancer (Liu et al., 2018). Chen et al. demonstrated that FZD4 is a novel target of miR-101 in bladder cancer cells (Chen et al., 2019). PDGFRL, which is regarded as a tumor-suppressor gene, inhibits the proliferation and invasion of colorectal cancer cells in vitro (Guo et al., 2010).

Subsequently, STAD patients were assigned into low- and high-risk groups according to the risk score calculated by the established miR-100-5p-related prognostic signature. Patients with high-risk scores exhibited poor clinical outcomes. Univariate and multivariate Cox analyses revealed that risk score was an independent prognostic risk factor for patients with STAD. ROC analysis demonstrated that risk score was superior to other clinical characteristics in predicting the overall survival of STAD patients. Then, a nomogram of integrated risk score and clinical features was introduced and exhibited acceptable consistency between the predicted and observed rates for 3- and 5-year overall survival. Moreover, a DCA analysis revealed that the nomogram was superior in determining survival than traditional clinical features.

The TIME is known to foster tumor growth and metastasis. Targeting the main components and regulatory mechanism of the TIME would improve the anticancer immune response and immunotherapy treatment (Pitt et al., 2016). Therefore, we investigated the TIME of STAD using a step-by-step approach. The immune score in the high-risk group was distinctly greater than that in the low-risk group. Several deconvolution algorithms were employed to estimate the tumor-infiltrating immune cells, and the results showed that M2 macrophages accounted for the difference in the TIME between the two groups. Previous studies have revealed that M2-polarized tumor-associated macrophages (TAMs) release a variety of anti-inflammatory cytokines and chemokines that suppress dendritic cell maturation, limiting antigen presentation (Ruffell et al., 2014; Vitale et al., 2019). We also observed that the fraction of activated dendritic cells in the high-risk group was significantly lower than that in the low-risk group, which agrees with the research of Ruffell et al. (Ruffell et al., 2014). In addition, M2-like TAMs prevent tumor infiltration by cytotoxic T cells, which may be associated with the worse clinical outcome of STAD patients in the high-risk group (Vitale et al., 2019). To explore the potential regulatory mechanism resulting in the difference in the TIME between the two groups, several functional enrichment analyses were performed. Differentially expressed genes (DEGs) were mainly involved in extracellular matrix–receptor interactions and related biological processes. A GSEA revealed that genes involved with the epithelial–mesenchymal transition and inflammatory responses were significantly enriched in the high-risk group. The epithelial–mesenchymal transition is involved in tumorigenesis and confers metastatic properties onto cancer cells, promoting the invasion of tumors (Mittal, 2018). Inflammation is considered one of the characteristics of cancer development and reduces the rate of survival and quality of life. Taken together, these findings on the TIME and potential regulatory mechanisms may explain the poor prognosis of patients in the high-risk group.

Finally, we evaluated the sensitivity of patients to chemotherapy and immunotherapy. The results showed that patients with higher risk scores may be more sensitive to docetaxel and cisplatin chemotherapy. A low-risk score was correlated with a high TMB and low TIDE score, which indicated that patients in the low-risk group may receive greater benefit from immunotherapy. Although chemotherapy and immunotherapy provide variably effective treatments of human cancer, the therapeutic outcome is not satisfactory because of increasing resistance and a lack of biomarkers (Holohan et al., 2013; O’Donnell et al., 2019). Our results may assist in the development of more individualized therapeutic strategies for treating STAD. Finally, external cohorts were used to validate the robustness of the established miR-100-5p-related prognostic signature. We are also aware of the limitations of this study. The number of patients in the training cohort was slightly fewer than ideal, and this study could have been improved if had we merged some cohorts and removed batch effects. In addition, the results of this study would be more convincing with experimental validation. In addition, the molecular mechanisms of the genes in the prognostic signature need to be further investigated.



CONCLUSION

In conclusion, we identified the abnormal expression and prognostic value of hsa-miR-100-5p in STAD. In addition, we constructed an hsa-miR-100-5p-related prognostic signature that performed well in predicting sensitivity to chemotherapy and immunotherapy and can be used to improve prognostic risk stratification for STAD patients. Our study may aid in the development of more individualized therapeutic strategies and improve the clinical outcome of STAD patients.
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Background

Glioma is the most frequent brain malignancy presenting very poor prognosis and high recurrence rate. Focal adhesion complexes play pivotal roles in cell migration and act as hubs of several signaling pathways.



Methods

We used bioinformatic databases (CGGA, TCGA, and GEO) and identified a focal adhesion-related differential gene expression (FADG) signature by uniCox and LASSO regression analysis. We calculated the risk score of every patient using the regression coefficient value and expression of each gene. Survival analysis, receiver operating characteristic curve (ROC), principal component analysis (PCA), and stratified analysis were used to validate the FADG signature. Then, we conducted GSEA to identify the signaling pathways related to the FADG signature. Correlation analysis of risk scores between the immune checkpoint was performed. In addition, the correlation of risk scores and genes related with DNA repair was performed. CIBERSORT and ssGSEA were used to explore the tumor microenvironment (TME). A nomogram that involved our FADG signature was also constructed.



Results

In total, 1,726 (528 patients diagnosed with WHO II, 591 WHO III, and 603 WHO IV) cases and 23 normal samples were included in our study. We identified 29 prognosis-related genes in the LASSO analysis and constructed an eight FADG signature. The results from the survival analysis, stratified analysis, ROC curve, and univariate and multivariate regression analysis revealed that the prognosis of the high-risk group was significantly worse than the low-risk group. Correlation analysis between risk score and genes that related with DNA repair showed that the risk score was positively related with BRCA1, BRCA2, RAD51, TGFB1, and TP53. Besides, we found that the signature could predict the prognosis of patients who received radiation therapy. SsGSEA indicated that the high-risk score was positively correlated with the ESTIMATE, immune, and stromal scores but negatively correlated with tumor purity. Notably, patients in the high-risk group had a high infiltration of immunocytes. The correlation analysis revealed that the risk score was positively correlated with B7-H3, CTLA4, LAG3, PD-L1, and TIM3 but inversely correlated with PD-1.



Conclusion

The FADG signature we constructed could provide a sensitive prognostic model for patients with glioma and contribute to improve immunotherapy management guidelines.
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Introduction

Glioma account for the largest proportion of malignant craniocerebral tumors (1). The currently available treatments include total resection, radiotherapy, and chemotherapy. The National Comprehensive Cancer Network (NCCN) guideline recommends chemoradiation +/- tumor treatment fields (TTFs) for adjuvant treatment in primary diagnosed GBMs. Clinical cancer studies have advanced in recent years, although the overall survival (OS) has not improved (2). Patients with high-grade glioma who receive concurrent temozolomide and postoperative radiation achieve a median survival of only 14.6 months. Meanwhile, patients receiving radiotherapy alone achieve a median survival of only 12.1 months. Glioma are highly aggressive and have high fatality rates (3). Glioma has been classified into four grades by the World Health Organization (WHO) 2016 Classification of glioma. Low-grade glioma (WHO II) includes oligodendrogliomas and astrocytomas, while WHO III includes anaplastic oligodendrogliomas, anaplastic astrocytomas, anaplastic oligoastrocytomas, and anaplastic ependymomas. Glioblastoma (GBM) has been defined as high-grade glioma, which is resistant to chemoradiotherapy (4). Immunotherapy is an emerging method of treatment for several kinds of cancer, such as breast cancer, lung cancer, and prostate cancer (5, 6). However, there is no efficient treatment for progressive disease in glioma and there is an urgent need for efficient management strategies.

Focal adhesion involves multiprotein complexes that act to anchor the actin cytoskeleton to the extracellular matrix (ECM). These complexes consist of integrins and actins, structural proteins including vinculin, talins, and signaling molecules such as focal adhesion kinase (7). In cancer cells, adhesion to the ECM may mediate radioresistance, chemotherapy, and resistance to targeted therapy (8). Focal adhesions can interact with the stroma signaling pathways and cooperate with downstream targets of integrins and growth factor receptors. These complexes play a pivotal role in cell survival, proliferation, differentiation, and invasion. Integrins are catalytically inactive receptors, which combine with the ECM directly and activate downstream signal transduction (9). Integrins promote a special type of EMT in glioma that endows cancer cells with the ability of metastasis (10). The conformational memory of integrin reinforces the assembly of focal adhesions and induces cell migration (11). Inhibition of the focal adhesion signaling pathway may be a promising therapeutic target for gliomas.

In this study, we mined the online databases including the Gene Expression Omnibus (GEO), The Cancer Genome Atlas (TCGA), and the Chinese Glioma Genome Atlas (CGGA), and constructed a focal adhesion-related differential gene expression (FADG) signature in glioma. We found that the FADG signature was associated with prognosis, radiation response, and the immune microenvironment, and especially with immune cell infiltration. Our results revealed that this FADGs signature could accurately predict the prognosis and provide precise guidelines for the treatment of glioma.



Materials and Methods


Dataset Retrieval

Data from a total of 180 samples from glioma patients including 23 normal samples and 157 cases were obtained from the Gene Expression Omnibus database, expression profiling arrays (dataset GSE4290), and platform GPL570 (https://www.ncbi.nlm.nih.gov/). In total, 1,018 mRNA sequences from glioma patient samples and their corresponding clinical information were collected from the CGGA database as the training and internal cohort (http://www.cgga.org.cn/index.jsp). RNA sequence and clinical data including 449 LGG and 143 GBM from the TCGA database as the external validation cohort. Overall, 199 focal adhesion genes were retrieved from the MSigDB database (https://www.gsea-msigdb.org/gsea/msigdb).



Identification of Focal Adhesion-Related Differential Expression Genes

The GSE4290 database was mined to identify the differentially expressed genes (DEGs), which were then analyzed by the R software 4.0.0. setting a gene expression threshold of |log fold change (FC)| > 1 and false discovery rate (FDR) < 0.05. FADGs were filtered, which overlapped with the focal adhesion-relevant genes and DEGs. A Protein-protein interacting (PPI) network of these candidate genes was constructed using STRING (https://www.string-db.org/). These candidate genes underwent univariate regression analysis in R using the CGGA data including RNA sequencing, OS, and living status data.



Construction of the Focal Adhesion-Relevant Signature

Patient data from the CGGA were randomly divided into two cohorts: a training cohort and a testing cohort. Next, the least absolute shrinkage and selection operator (LASSO) regression analysis was performed to remove collinearity among these genes. DEGs and survival probability associated of these genes were analyzed using the GEPIA database (http://gepia.cancer-pku.cn/). Immunohistochemistry images were obtained from the Human Protein Atlas (HPA) database (https://www.proteinatlas.org/). A prognosis-related signature was conducted based on the expression of the candidate genes and regression analysis coefficient values. The algorithm was as follows:

	

A patient risk score was calculated using this formula, and was used to stratify patients according to the median risk score into low- and high-risk groups. ‘SurvivalROC’ R package, Harrell’s concordance index to assess the predictive value of the FADGs signature for prognosis.



Validation of the Focal Adhesion-Related Differential Genes Signature

The training cohort and testing cohorts from the CGGA and TCGA validation cohorts were used for the following analysis. Missing clinical data were eliminated. ‘Survival’ and ‘survminer’ packages were utilized in R to perform a survival probability between the high- and low-risk groups. The ‘SurvivalROC’ package was utilized to perform receiver operating characteristic (ROC) curve analysis to verify the accuracy of the model for the 1-, 3-, and 5-year survival. Survival risk was plotted by R using the ‘riskpot’ package. Next, ‘scatterplot3d’ was used to perform principal component analysis (PCA). Stratification analysis of the TCGA and CGGA datasets was plotted in R for the high- and low-risk groups. Multivariate and univariate Cox regression analysis was plotted for both the training and testing cohorts. Harrell’s concordance index was also programmed.



GSEA Was Performed to Identify the Involved Gene Pathways

Hallmark, Gene Ontology (GO), and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis between the low- and high-risk groups was conducted using GSEA_4.1.0. to explore the functional annotation of the DEGs and for the systematic analysis of the gene functions (h.all.v7.2.symbols, c2.cp.kegg.v7.2.symbols, c5.go.v7.2.symbols). The results were filtered by Normalized Enrichment Score (NES) > 1 and FDR q-val < 0.05.



Correlation Analysis of Focal Adhesion-Related Differential Gene Signature and Radiation Response

Correlation analysis between genes that related with DNA repair and risk score were programmed using the training and testing cohorts in the CGGA database. Radiation response of patients after radiation therapy were extracted from the TCGA cohort. Differential analysis of the risk scores of complete remission (CR) and progression disease (PD) were analyzed.



Correlation Analysis of Focal Adhesion-Related Differential Gene Signature and Immune Cell Infiltration

Single-sample gene set enrichment analysis (ssGSEA) is an algorithm used to evaluate the level of immune cell infiltration in a single sample according to the expression levels of immune cell-specific markers. Patients in the CGGA training cohort and testing cohort were imported for the ssGSEA analysis. Patients with glioma were analyzed by R using the ‘limma’, ‘GSVA’, and ‘GSEABase’ packages. Next, samples with risk scores were imported into ESTIMATE, for the Estimation of Stromal and Immune cells in malignant tumor tissues using Expression data analysis, to verify the ssGSEA results. We performed a correlation analysis between the risk score and ESTIMATE, stromal, and immune scores, and tumor purity. Next, the correlation between the risk score and expression of immune check point was analyzed. CIBERSORT was performed to analyze the 22 distinct leukocyte subsets in the tumors based on bulk transcriptome data to detect the tumor purity and to explore the TME using the ‘e1071’ and ‘parallel’ packages.



Establishment of the Nomogram

A nomogram was constructed using the CGGA cohort to predict the prognosis of patients combining the clinical features and risk scores to assess the accuracy of the model. A calibration curve was generated to evaluate the accuracy of the nomogram. To demonstrate the incremental value of the FADGs signature over the clinicopathological characteristic for an individualized assessment of the OS, the decision curve was constructed.



Statistical Analysis

R software version 4.0.0 (Statistics Department of the University of Auckland) with corresponding packages 160 and Graphpad Prism, version 7 (GraphPad Software,San Diego, California USA) were used for statistical analyses. A P-value < 0.05 was considered statistically significant.




Results


Analysis of Differentially Expressed Genes in Glioma Patients Correlated With Focal Adhesion

A flow chart to illustrate the workflow used in our study is shown in Figure 1. The features of patients enrolled in this study are listed in Table 1. To identify the DEGs, the GSE4290 dataset from the GEO database was extracted. There was a total of 2,450 DEGs between glioma patients and normal brain tissues. Genes covering 1,450 upregulated and 1,425 downregulated were plotted in a volcano plot (Figure 2A). A total of 37 FADGs were selected from the overfitting group of 2,450 genes and 199 focal adhesion relevant genes (Figure 2B). Then, univariate regression analysis was performed and 29 genes associated with the prognosis were selected as candidate genes filtering with a threshold of P < 0.05 (Figure 2C). A heatmap of gene expression for each patient was plotted (Figure 2D). A PPI network was constructed involving the 37 FADGs (Figure 2E); the network comprised 29 genes and 144 interacting mechanisms.




Figure 1 | Flow chart of our study.




Table 1 | Clinicopathological characteristics of glioma patients from the CGGA,TCGA, and GEO databases.






Figure 2 | Identification of candidate genes and LASSO-COX analysis (A) Volcano plot of differentially expressed genes in glioma from the GEO database. (B) Heatmap of differentially expressed genes in glioma from the GEO database. (C) Univariate regression analysis of FADGs. (D) Venn plot of differentially expressed genes and focal adhesion related genes. (E) Protein-protein interacting network. (F, G) Construction and validation of focal adhesion related signature. (H) Multivariate cox regression analysis of eight candidate genes.





Candidate Genes for the Focal Adhesion-Relevant Risk Signature

To identify the association with clinical information, we used 970 samples with available OS data and living status information from the CGGA database for the subsequent analysis. We divided 486 patient samples into the training cohort and 484 samples into the testing cohort. The candidate genes were analyzed using the LASSO regression analysis to exclude overlapping genes (Figures 2F, G), and multivariate Cox proportional risk regression analysis was performed (Figure 2H). Eight genes were obtained from the analysis: COL1A2, COL4A1, ITGB4, MAPK10, PRKCB, PRKCG, RELN, and TNC. COL1A2, MAPK10, and PRKCB genes were identified as low-risk genes, while COL4A1, ITGB4, PRCKG, RELN, and TNC were defined as high-risk for the OS in patients with glioma. The differential expression of each gene and immunochemistry images were obtained from online databases (Supplementary Figures 1 and 2).

A focal adhesion relevant prognostic signature was constructed using the following formula:

	

Patients were divided into high- and low-risk groups according to the median of the risk score.



Clinical Features of the Focal Adhesion-Related Differential Genes Signature in the Low- and High-Risk Groups

To clarify the relationship between the prognosis and FADGs signature, we analyzed the clinical information of 486 samples in the training cohort, 484 samples in the testing cohort for internal authentication, and 603 samples in the TCGA database for external validation. The results of the analysis of the training cohort are shown in Figure 3. Low- and high-risk groups were stratified according to the median of the risk score (Figure 3A). Expression levels of the eight genes from the training cohort are shown in Figure 3B. Survival time of high-risk patients tended to be worse than low-risk patients (Figure 3C). The survival probability of the high-risk score group was significantly lower than that of the low-risk group [hazard ratio (HR) = 0.02, 95% confidence interval (CI) = 0.15–0.25, P < 0.001, C-index = 0.685) (Figure 3D). Patients could be stratified into two groups according to our risk score (Figure 3E). The areas under the curve for the 1-, 3-, and 5-year survival were 0.721, 0.786, and 0.765, respectively (Figure 3F).




Figure 3 | Analysis of the CGGA training cohort. (A) Cutoff of low-and high-risk patients (B) Heatmap of expression of candidate genes. (C) Survival status of low-and high-risk patients. (D) Survival analysis of low- and high-risk patients. (E) PCA of low-and high-risk patients. (F) ROC of 1-, 3-, and 5-year OS.



Univariate regression analysis showed that this signature could predict the prognosis of patients with glioma and resulted to be an independent prognostic factor from the multivariate regression analysis (Supplementary Figures 3A, B). In summary, our signature was a sensitive prognostic model for the risk stratification of patients with glioma.

To increase the credibility of our model, we performed the same analysis using the CGGA internal authentication cohort and TCGA external validation cohort. Survival time of patients with high-risk scores tended to be shorter than patients with low-risk scores (Figures 4A, B). The survival probability of the high-risk group was significantly lower in both cohorts (CGGA: HR = 0.29, 95% CI = 0.23–0.36, P < 0.001, C-index = 0.661); (TCGA: HR = 0.28, 95% CI = 0.20–0.39, P < 0.001, C-index = 0.660) (Figures 4C, D). Patients from the CGGA testing and TCGA groups could be stratified into two subgroups distinctly by PCA analysis (Figures 4E, F). ROC curves were plotted and the areas under the curve for the 1-, 3-, and 5-year survival in the CGGA testing cohort were 0.728, 0.767, and 0.788, respectively, (Figure 4G) and 0.779, 0.851, and 0.787, respectively, in the TCGA validation cohort (Figure 4H). Univariate regression analysis and multivariate regression analysis demonstrated the 8-gene signature was an acute prognostic factor (Supplementary Figures 3C, D). The same with the CGGA training cohort, our signature was a sensitive prognostic model.




Figure 4 | Analysis of the testing cohort and validation cohort. (A, B) Survival status of low-and high-risk patients in the CGGA testing and TCGA cohorts. (C, D) Survival analysis of low- and high-risk patients in the CGGA testing and TCGA cohorts. (E, F) PCA of low-and high-risk patients in the CGGA testing and TCGA cohorts. (G–H) ROC of 1-, 3-, and 5-year in the CGGA testing and TCGA cohorts.



Next, a stratified analysis was performed using both the CGGA and TCGA databases (Figure 5 and Supplementary Figure 4). Patients in the CGGA were stratified by grade, gender, age, IDH mutational status, 1p19q co-deletion status, MGMT methylation status, and PRS status. And in the TCGA cohort were stratified by grade, sex, age, IDH mutational status, and 1p19q co-deletion status. According to the FADGs signature, the survival probability of patients in the high-risk group was significantly lower than that in the low-risk group (P < 0.001), except for the WHO II subgroup (P = 0.052). These findings indicated that the FADG signature played a certain role in predicting the prognosis of glioma patients.




Figure 5 | (A–O) Stratified survival analysis of low- and high-risk patients in the CGGA database, by age, gender, grade, 1p19q codeletion, IDH mutant, PRS, and MGMT status.





Gene Set Enrichment Analysis

Gene set Enrichment analysis was programmed between the high- and low-risk groups with a threshold of NES > 1 and FDR q-val < 0.05. In the Hallmark analysis, the APOPTOSIS and G2M CHECK POINT pathway was enriched (Figure 6A). In the KEGG analysis, the KEGG_ECM_RECEPTOR_INTERACTION pathway was enriched (Figure 6B), while GO analysis revealed that the GO_EXTRACELLULAR_STRUCTURE_ORGANIZATION, GO_COLLAGEN_METABOLIC_PROCESS, GO_COLLAGEN_BINDING, and GO_EXTRACELLULAR_MATRIX_STRUCTURAL_CONSTITUENT components were enriched (Figure 6C).




Figure 6 | Related pathway were analyzed by GSEA. (A) Hallmark analysis of our signature (B) KEGG analysis of our signature. (C) GO analysis of our gene signature.





Relationship Between Radiation Response and the Focal Adhesion-Related Differential Gene Signature

To discover the relationship between the radiation response and our FADG signature, we performed a correlation analysis between genes that related to DNA repair and our FADG signature. Our signature is positively correlated with BRCA1 (r = 0.590, P < 0.001) (Figure 7A), BRCA2 (r = 0.480, P < 0.001) (Figure 7B), RAD51 (r = 0.500, P < 0.001) (Figure 7C), TGFB1 (r = 0.470, P < 0.001) (Figure 7D), and TP53 (r = 0.350, P < 0.001) (Figure 7E). The risk scores of patients in the CR group were significantly lower than in the PD group (P = 0.028) (Figure 7F).




Figure 7 | Correlation of risk score and radiation response genes. (A) Correlation of risk score and BRCA1. (B) Correlation of risk score and BRCA2. (C) Correlation of risk score and RAD51. (D) Correlation of risk score and TGFB1. (E) Correlation of risk score and TP53. (F) Risk score of the CR and PD groups.





Relationship Between the Tumor Immune Microenvironment and the Focal Adhesion-Related Differential Gene Signature

To identify the potential relationship between immune cell infiltration and our FADG signature, we performed ESTIMATE analysis and CIBERSORT analysis. From the ESTIMATE analysis, patients with high-risk scores tended to gather in the IMMUNITY_H group. High-risk score group was positively correlated with the ESTIMATE, immune, and stromal scores and conversely, negatively correlated with tumor purity (Figure 8A). To verify whether there was a statistically significant association, correlation analysis was performed (Figures 8B–E). CIBERSORT was performed to explore the status of immune cell infiltration. Bar plots showed the proportion of immunocytes in each patient (Supplementary Figure 5A). Furthermore, levels of resting memory CD4+T cells (P = 0.003), follicular helper T cells (P < 0.001), regulatory T cells (Tregs)(P = 0.01), gamma delta T cells (P = 0.009), and M0 macrophages (P < 0.001) were significantly positively related with the risk score, while levels of naïve CD4+T cells (P < 0.001), activated NK cells (P = 0.014), and monocytes (P < 0.001) were significantly negatively related with the risk score (Supplementary Figure 5B). The correlation heatmap showed the correlation between the risk score and immunocyte levels (Supplementary Figure 5C). Finally, a correlation analysis between our signature and immune check points was conducted. Our signature positively correlated with levels of B7-H3 (r = 0.660, P < 0.001), CTLA4 (r = 0.230, P < 0.001), LAG3 (r = 0.220, P < 0.001), PD-L1 (r = 0.460, P < 0.001), and TIM3 (r = 0.450, P < 0.001), and negatively correlated with PD-1 (r = -0.330, P < 0.001) (Figures 9A–F). These results showed that our model was closely correlated with immunocyte infiltration and immune check points.




Figure 8 | Relationship between immune cell infiltration and risk score. (A) Heatmap of ssGSEA and correlation between risk and ESTIMATE, immune, and stromal scores, and tumor purity. (B) Correlation of risk and ESTIMATE scores. (C) Correlation of risk and stromal scores. (D) Correlation of risk and immune scores. (E) Correlation of risk and tumor purity scores.






Figure 9 | Correlation analysis of risk score and immune checkpoints. (A) Correlation analysis of risk score and B7-H3 levels. (B) Correlation analysis of risk score and CTLA4 levels. (C) Correlation analysis of risk score and LAG3 levels. (D) Correlation analysis of risk score and gene PD-1 levels. (E) Correlation analysis of risk score and PD-L1 levels. (F) Correlation analysis of risk score and gene TIM3 levels.





Construction and Evaluation of the Nomogram

To create a sensitive predictive model of prognosis, a nomogram was constructed using data from the CGGA cohort. Each clinical feature and the relative risk score were considered to calculate the total point score. A probability of the 1-, 2-, and 3-year OS was reflected by the total points shown in Figure 10A. To estimate the validity of the nomogram, calibration plots were programmed. The calibration plots revealed that the nomogram had a good stability for predicting the actual 3-year OS (Figure 10B). Decision curve analysis (DCA) was used to calculate the incremental value in adding the FADG score to the nomogram. Obviously, the prediction level of adding the FADG score to the nomogram was significantly higher than that of the normal (Figure 10C). Based on the above analysis, our focal adhesion-relevant signature score could predict the OS of patients with glioma.




Figure 10 | Nomogram was constructed with the risk score and clinical characteristics (A) Nomogram of the clinical features and risk score. (B) Calibration curve of the actual 3-year OS. (C) DCA analysis of the FADGs signature.






Discussion

Glioma represents 81% of all malignant craniocerebral tumors (12). Glioma, and especially GBM, is characterized by highly malignant disease, death, and recurrence rates, and accounts for 50% of these malignancies (13). Some molecular features have been adopted in the clinical practice, for example, IDH mutational status and MGMT methylation are considered markers of a better prognosis. Although advances in immunotherapy have improved outcomes for some cancers, there is still a significant challenge for the optimal management of glioma (14).

Focal adhesion is at the center of signaling pathways crucial for tumor development (15). Focal adhesion molecules act as binding sites within the cell and matrix to allow integrin binding and induction of cell migration (16, 17). Cells extend protrusions to migrate and transmembrane receptors, which are the stabilizer of these cellular protrusions, anchor to the actin cytoskeleton via FA complexes to provide cells the power to undergo migration (18). Leukocytes migrate to the peripheral tissue to perform immune surveillance functions (18). In the TME of glioma, glioma-associated microglia or macrophages and myeloid-derived suppressor cells represent the most infiltrated cell types, and their levels have been shown to be negatively correlated with the prognosis. Furthermore, myeloid-derived suppressor cells can inhibit the cytotoxic responses mediated by NK cells (19).

We identified a FADG signature by mining databases, which included COL1A2, COL4A1, ITGB4, MAPK10, PRKCB, PRKCG, RELN, and TNC. Some studies found that COL1A2 was a crucial gene regulating cell migration by the cytoskeleton. Silencing of COL1A2 inhibited gastric cancer progression (20). Wang et al. demonstrated that COL4A1 promoted metastasis in hepatocellular carcinoma (21). ITGB4 maybe an early detector and a prognostic element for colorectal cancer (22). MAPK10, also known as JNK3, suppressed the expression of JNK3 and enhanced the toxicity of paclitaxel in head and neck cancer cells (23). The activation of PRKCB accelerated the mitochondrial accumulation and the redox response to enhance signaling transduction pathways in cancer cells (24). Polymorphism of SNP rs454006 in PRKCG was demonstrated to increase the risk of patients with osteosarcoma (25). RELN regulated the migration of glioma cells, and activation of the RELN-related pathway could suppress the proliferation of GBM cells (26). TNC was found to support the aggressiveness of breast cancer cells and promote micrometastases (27). In our study, patient samples were scored using our FADGs signature, and was able to stratify patients into high- and low-risk groups according to the median risk score. We used the CGGA training cohort to conduct a survival analysis, ROC curves, PCA, stratification analysis, and multivariate and univariate regression analysis. Our findings demonstrated that the identified gene signature was a valuable parameter for predicting the prognosis. We achieved similar results using an internal authentication cohort and external validation cohort.

We performed gene set enrichment analysis to explore the mechanisms about the FADG signature. Our signature was enriched in apoptosis and G2M check point which is related with the cell cycle from the results. Cell cycle is the decisive factor of radiation sensitivity. Cells in the G2-M phase is most sensitive to ionizing radiation (28). Then, we found that our signature was closely related with genes that related with DNA repair. Patients after radiation with BRCA1 mutation had a better prognosis was identified by Kan (29). BRCA2-mediated cell survival suffered from radiation (30). Inhibition of RAD51 enhanced the radiation sensitivity of glioma stem cells (31). Radiation could activate the TGF-beta1 signaling pathway and induce radiation resistance (32). P53 enhanced the process of DNA repair and lead to the failure of radiation therapy (33). The risk score of patients in the complete remission group was significantly lower than those with progression disease. In short, we considered that the FADG signature could predict the response of radiation therapy.

Immune cells exercised their immune surveillance function by cell migration. The tumor immune microenvironment is complicated in glioma. Glioma-related myeloid cells exert a significant effect to promote the aggressiveness of glioma cells (11). To explore the brain immune microenvironment of patients with glioma, we conducted ssGSEA and CIBERSORT. Correlation heatmap showed that the ESTIMATE score, immune score, and stromal score increased as the risk score increased, and conversely, tumor purity decreased. We performed a correlation analysis to validate the results. The risk score is positively correlated with the ESTIMATE, immune, and stromal scores, and negatively correlated with tumor purity. These results indicated that in the tumor immune microenvironment, the infiltration of immune cells was higher in high-risk glioma patients. Our findings were consistent with previous studies indicating that the degree of tumor infiltration of immune cells increased with an increasing grade (34). Our results from the CIBERSORT analysis confirmed the notion that glioma cells were enriched by the secretion of immune cells, such as leukocytes, CD4+T cells, and Tregs (35). In the tumor immune microenvironment of glioma, polarization of M2 macrophage has been reported to lead to the malignant biological behavior of glioma cells (36). High infiltration of regulatory T cells was strongly associated with a poor prognosis (36). In this study, we determined that there were more M2 macrophages and regulatory T cells in the high-risk group than other cell types. The ECM played an important role in cell migration and immune response (37). Furthermore, we found that several pathways relevant to the ECM were enriched. These findings provided support that our signature had a strong connection with immune cell infiltration.

Immune checkpoints inhibitors have shown a surprising efficacy in many malignancies, such as lung cancers, gastric cancers, breast cancers, and glioma (2, 6, 38, 39). B7-H3 is a molecule in the B7 family which has been reported to be overexpressed in non-small cell lung cancer, and positively correlated with lymph node metastasis and TNM stage. In addition, B7-H3 has been associated with Tregs levels (40). Cytotoxic T Lymphocyte antigen 4 (CTLA-4) has been shown to inhibit the function of T cell activation, suppressing the immune system function (41). Sustained co-expression of lymphocyte activation gene-3 (LAG3) on T cells also impaired the function of T cells leading to dysfunction of the cellular immunity (42). Programmed cell death protein-1 (PD-1) binds with programmed cell death-1 ligand 1 (PD-L1) and inhibits the activation of T cells, resulting in dysfunction of the immune surveillance (43). High expression of T cell immunoglobulin and mucin domain-containing protein 3 (TIM3) has been positively correlated with a shorter OS, and its co-expression with PD-1 is associated with a poor prognosis (34). Our risk score was positively correlated with B7-H3, CTLA-4, LAG3, PD-L1, and TIM3 expression, while it was negatively correlated with PD-1 expression. We propose that our signature may represent a new approach to guide clinical treatment by immunotherapy.

Nonetheless, our study presented some limitations. First, the clinical features obtained from the TCGA database were incomplete and lacked the MGMT methylation status and PRS types. Second, our study requires experimental validation both in vivo and in vitro. Third, the CGGA database only consisted of Chinese patient samples.



Conclusion

Our focal adhesion relevant signature combined with the clinical features may predict patient prognosis more accurately and may represent a novel approach to the management of immunotherapy treatment for patients with glioma.



Data Availability Statement

The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found in the article/Supplementary Material.



Ethics Statement

Ethical review and approval were not required for the study on human participants in accordance with the local legislation and institutional requirements. Written informed consent for participation was not required for this study in accordance with the national legislation and the institutional requirements.



Author Contributions

XX was responsible for the overall design of this study. GW, HL, and WW analyzed the data and edited the manuscript. JP contributed the study guidance of R software. HZ examined the data analysis. XH and LS provided R language modification. HZ revised the images and tables of this article. LH revised the discussion of the article. LH contributed the study design. All authors contributed to the article and approved the submitted versions.



Funding

This study was supported by the Key R&D program of Hebei Province (19277737D).



Supplementary Material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fonc.2021.698278/full#supplementary-material

Supplementary Figure 1 | (A–H) Differential expression of 8 candidate genes of the FADG signature in the LGG and normal brain tissue. (I-P) Differential expression of 8 candidate genes of the FADG signature in the GBM and normal brain tissue.
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Increased Nuclear Transporter Importin 7 Contributes to the Tumor Growth and Correlates With CD8 T Cell Infiltration in Cervical Cancer
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Background: Importin 7 (IPO7), a karyopherin-β protein, is involved in various tumorigenesis and progression abilities by mediating the nuclear import of oncoproteins. However, the exact biological functions of IPO7 remain to be further elucidated.

Materials and Methods: TCGA and GEO datasets were used to identify dysregulated expression of IPO7 in various cancers. Gain-of-function and loss-of-function analyses were used to identify the oncogenic functions of IPO7 in vitro and in vivo. Moreover, LC-MS/MS and parallel reaction monitoring analysis were used to comparatively profiled IPO7-related proteomics and potential molecular machinery.

Results: Our works demonstrated that the expression of IPO7 was upregulated and was correlated with a poor prognosis in cervical cancer. In vitro and in vivo experiments demonstrated that knockdown of IPO7 inhibited the proliferation of HeLa and C-4 I cells. LC-MS/MS analysis showed that IPO7-related cargo proteins mainly were enriched in gene transcription regulation. Then independent PRM analysis for the first time demonstrated that 32 novel IPO7 cargo proteins, such as GTF2I, RORC1, PSPC1, and RBM25. Moreover, IPO7 contributed to activating the PI3K/AKT-mTOR pathway by mediating the nuclear import of GTF2I in cervical cancer cells. Intriguingly, we found that the IPO7 expression was negatively correlated with CD8 T cell infiltration via regulating the expression of CD276 in cervical cancer.

Conclusion: This study enhances our understanding of IPO7 nuclear-cytoplasmic translocation and might reveal novel potential therapeutic targets. The results of a negative correlation between the IPO7 and CD8 T cell infiltration indicate that the IPO7 might play an important impact on the immune microenvironment of cervical cancer.

Keywords: IPO7, mass spectrometry, proteome, immune infiltration, cervical cancer


INTRODUCTION

Cervical cancer (CC) is the fourth most common cancer and has become a major challenge to female health (Sung et al., 2021). Although an increasing number of studies have been performed on CC, the treatment options and effects of advanced-stage CC remain limited (Fontham et al., 2020). Therefore, deeper comprehension of the potential biological molecular mechanisms of CC tumorigenesis and progression and the authentication of specific tumor markers is of enormous importance.

Nuclear-cytoplasmic translocation of macromolecule proteins (>40 KD) is an active process and is mediated by classical transport receptors, which include importins and exportins (Gorlich et al., 1997). Karyopherins delicately coordinate the spatial distribution of macromolecule molecules, including transcription factors and nuclear proteins, through a specialized nuclear pore complex (NPC; Sun et al., 2016). Accumulating evidence suggests that karyopherins directly interact with a variety of tumor-associated proteins and play crucial roles in cell cycle regulation, transcriptional regulation, cell apoptosis, and DNA repair (Cagatay and Chook, 2018). Dysregulation of nuclear-cytoplasmic translocation is an important cause of abnormal tumor-related proteins localization, which is closely related to cell proliferation, apoptosis, and immune response (Li et al., 2018; Du et al., 2020). For example, overexpression of KPNA2 participated in tumor immune evasion via regulating PD-L1 expression in pancreatic ductal adenocarcinoma (Zhou et al., 2021). Overexpression of karyopherin is associated with poor prognosis in multiple tumors, and targeting these key transporters represents a novel strategy for tumor treatment (Mahipal and Malafa, 2016).

Importin 7 (IPO7) protein is a member of the karyopherin-β protein family that participates in the trafficking of numerous proteins from the cytoplasm (Zaitseva et al., 2009). IPO7 has been demonstrated to directly interact with nuclear import signals (NLSs) of the ribosomal protein RPL23A and mediate its nuclear import (Golomb et al., 2012). On the other hand, IPO7 also contributes to the nuclear import of supercoiled plasmid DNA and SMAD3 in an NLS-independent manner (Chuderland et al., 2008; Dhanoya et al., 2013). Karyopherins have been well documented as pivotal receptors of nuclear-cytoplasmic transport and contribute to tumor progression mainly by transporting cargo proteins. For example, KPNA2 is involved in the regulation of DNA damage by mediating the nuclear import of BRCA1 proteins in cancer cells (Alshareeda et al., 2015). Overexpression of IPO7 has been indicated and implicated as a distinguishing marker in prostate and lung cancer (Szczyrba et al., 2013; Lee et al., 2017). However, there is limited information about the biological function of IPO7 in carcinogenesis and its potential cargo proteins.

In the present study, we identified that IPO7 expression in CC was significantly upregulated compared with that in normal cervical tissues and associated with poor prognosis. We also explored the oncogenic function of IPO7 in CC cell proliferation in vitro and in vivo. Moreover, quantitative proteome profiling was performed to investigate potential IPO7 cargo proteins and first identified 32 novel IPO7 cargo proteins by PRM analysis. Our present results demonstrate the oncogenic function of IPO7 which is activating PI3K/AKT-mTOR signaling by mediating the nuclear import of GTF2I. Our work also shows that the expression of IPO7 negatively correlates with CD8+ T cell infiltration via regulating CD276 in CC which is a key immune checkpoint in tumor immunotherapy.



MATERIALS AND METHODS


Clinical Specimens

Human cervical cancer patient tissues microarray obtained 15 normal cervix specimens, 72 cervical intraepithelial neoplasia specimens, and 94 cervical cancer specimens from Shanghai Jiao Tong University Affiliated Sixth People’s Hospital, with informed consent from all patients. All tissue specimens were confirmed by pathologist diagnosis.



Cell Culture

Cell lines HeLa and C-4 I were preserved in Shanghai Cancer Institute, Ren Ji Hospital, School of Medicine, Shanghai Jiao Tong University and cultured in DMEM medium (GIBCO) with 10% FBS and (v/v) penicillin/streptomycin at 37°C in a humidified atmosphere with 5% CO2.



Immunohistochemical Staining

Immunohistochemistry staining and scoring were performed according to previous research (Yang et al., 2021b). The primary antibody used was anti-IPO7 (dilution 1:1000, ab99273, Abcam). Antibodies against Ki67 (27309-1-AP) and anti-PCNA (10205-2-AP) were purchased from Proteintech (Chicago, United States).



Quantitative Real-Time PCR

Total mRNA was extracted from cells using Trizol reagent (Takara) following the instructions. Quantitative real-time PCR (qRT-PCR) was performed with SYBR Green Super-mix (Takara) on ABI PRISM7500 Sequence Detection System (Applied Biosystems). Reference gene 18S was utilized to normalization. Primer sets used for IPO7 and 18s RNA examination were as follows: IPO7 forward 5′- CCCCAACACCATTATCGAGGC -3′, IPO7 reverse 5′- AGAGACTTGTGTGCTTCATTGAG -3′; 18s forward 5′-TGCGAGTACTCAACACCAACA-3′,18s reverse 5′- GCATATCTTCGGCCCACA-3′; B7H3 forward: 5′-ACAGGGC AGCCTATGACATT-3′, B7H3 reverse: 5′-GTCCTCAGCTCCT GCATTCT-3′

The formula RQ = 2−ΔCt was used to quantify gene expression levels for statistical analysis.



RNA Interference

shRNAs against IPO7 were purchased from Gene Pharma (Shanghai, China). For IPO7 shRNA: shIPO7-1:5′- GATCCGC ATTCATCACATCATCAAACTTCAAGAGAGTTTGATGATGT GATGAATGCTTTTTTG3′; shIPO7-2:5′-GATCCGAACAGGG ATGTACCTAATGATTCAAGAGATCATTAGGTACATCCCTG TTCTTTTTTG -3′. siRNAs against GFT2I were also purchased from Gene Pharma (Shanghai, China). Transfection according to the manufacture’s protocols, using Lipofectamine 3000. For GFT2I siRNA: siGTF2I-1: 5- GCCAGAAUCACUAAAUUA -3, siGTF2I-2: 5- CAGCCACAGAAGAAAUAA -3.



Western Blotting

Whole-cell lysates and separate nuclear/cytoplasmic fractions were extracted according to instructions and western blotting was performed as previously described (Yang et al., 2021b). Antibodies against GAPDH (60004-1-Ig), p-mTOR (67778-1-Ig), mTOR (20657-1-AP), p-AKT (66444-1-Ig), AKT (10176-2-AP), p-P70S6K (28983-1-AP), P70S6K (14485-1-AP), and GTF2I (10499-1-AP) were purchased from Proteintech (Chicago, United States). The antibodies anti-IPO7 (ab99273, Abcam).



CCK-8, Colony, and Edu Assay

CCK-8 cell proliferation, Colony formation, and Edu stain assay were performed as previously described (Yang et al., 2021b).



Liquid Chromatography–Mass Spectrometry

The tryptic peptides were dissolved in 0.1% formic acid (solvent A), and then separated using the EASY-nLC 1000 ultra-high performance liquid system. The peptides are separated by the ultra-high performance liquid system and injected into the NSI ion source for ionization and then analyzed by Orbitrap Fusion mass spectrometry. The ion source voltage is set to 2.2 kV, and the peptide precursor ions and their secondary fragments are detected and analyzed by high-resolution Orbitrap. The scanning range of the primary mass spectrum is set to 350–1550 m/z, and the scanning resolution is set to 60,000; the scanning range of the secondary mass spectrum is set to a fixed starting point of 100 m/z, and the secondary scanning resolution is set to 30,000. The resulting MS/MS data were processed using Maxquant search engine (v.1.5.2.8). Set the restriction enzyme digestion method to Trypsin/P; set the number of missed cleavage sites to 2; set the minimum peptide length to 7 amino acid residues. FDR was adjusted to <1% and minimum score for modified peptides was set >40.



Parallel Reaction Monitoring Analysis

The peptides are from the remaining peptides of proteomics. The peptides are separated by the ultra-high performance liquid system and injected into the NSI ion source for ionization and then analyzed by the Q Exactive TM Plus mass spectrometer. The ion source voltage is set to 2.2 kV, and the peptide precursor ions and their secondary fragments are detected and analyzed by high-resolution Orbitrap. Peptide parameters: The protease is set to Trypsin (KR/P), and the maximum number of missed sites is set to 0. The peptide length is set to 7–25 amino acid residues, and cysteine alkylation is set as a fixed modification.



Bioinformatic Analysis

We used the ‘‘Expression analysis-Box Plots’’ module of the GEPIA2 web server1 to obtain box plots of the expression difference between these tumor tissues and the corresponding normal tissues of the GTEx (Genotype-Tissue Expression) database and “Match TCGA normal and GTEx data” (Tang et al., 2019). The UALCAN portal2, an interactive web resource for analyzing cancer Omics data, allowed us to conduct protein expression analysis of the CPTAC (Clinical proteomic tumor analysis consortium) dataset (Chen et al., 2019). We used the ‘‘Immune-Gene’’ module of the TIMER2 web server and Sanger box3 to explore the association between IPO7 expression and immune infiltrates in cervical cancer. Meanwhile, we used the TISIDB database4 and verified the above results (Ru et al., 2019).



Statistical Analysis

The SPSS 19.0 and GraphPad Prism 8.0 software was employed for statistical analysis. The student t-test was employed to analyze two groups of data. The one-way ANOVA was used for comprising of multiple groups. Error bars represent mean ± standard deviation (SD). Values of P < 0.05 were considered statistically significant.



RESULTS


Overexpression of Importin 7 Promotes the Malignant Transformation of Cervical Cancer

To explore the potential oncogenic role of IPO7, we first applied the TCGA and GTEx datasets to analyze and results showed that the gene expression of IPO7 was significantly increased in the various cancers (Figure 1A). The CPTAC dataset also showed a higher level of IPO7 protein in the various primary tumor tissues (Figure 1B). Meanwhile, high expression of IPO7 was correlated with of poorer prognosis for cancer patients (Figure 1C). To further evaluate the expression of IPO7 in cervical cancer (CC), we initially investigated the gene expression profiles from the GSE6791 and GSE7803 datasets. These results show that IPO7 expression was significantly increased in CC compared to normal cervix tissues (Figure 1D). Moreover, higher expression of IPO7 was well correlated with a poorer prognosis of CC patients (Figure 1E). Furthermore, the immunohistochemistry staining assay in a tissue microarray (TMA) validated that IPO7 was primarily located in the nucleus of CC tissues and that the protein level of IPO7 was significantly higher in CC tissues than in the normal cervix and CIN (cervical intraepithelial neoplasia) tissues (Figure 1F). Therefore, we speculate that IPO7 has potential as an oncogenic biomarker for the progression of CC.
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FIGURE 1. IPO7 is up-regulated and associated with a poorer prognosis in CC. (A) The expression of IPO7 in the TCGA dataset compared to corresponding normal tissues of the GTEx dataset. (B) The protein level of IPO7 in primary tumor tissues and normal tissues from CPTAC datasets. (C) Correlation between IPO7 expression and overall survival and disease-free survival of cancers in the TCGA dataset. (D) Analysis of IPO7 expression profiles in cervical cancer (CC), high-grade squamous intraepithelial lesion (HSIL), and normal cervix (NC) specimens from GSE6791 and GSE7803 datasets. (E) Kaplan-Meier analysis of the overall survival of patients with IPO7 high or low expression level. (F) Representative immunohistochemical images and quantification analysis showing IPO7 expression in CC, CIN, and CC specimens. LSIL is ligh-grade squamous intraepithelial lesion. Scale bar: 20 μm. The P-value was calculated by χ2 test or Fisher’s exact test. *p < 0.05.




Knockdown of Importin 7 Inhibits Cervical Cancer Cell Proliferation in vitro and in vivo

To investigate the biological functions of IPO7 in the proliferation of CC cells, HeLa, and C-4I, two CC cell lines with relatively higher expression levels of IPO7, were selected (Supplementary Figures 1A,B). The efficiency of IPO7 knockdown and overexpression was confirmed by quantitative real-time PCR and immunoblot analyses, respectively (Figures 2A,B). Compared to shCtrl cells, HeLa, and C-4I cells with IPO7 interference had significantly reduced cell viability (Figure 2C). Conversely, the overexpression of IPO7 significantly increased cell viability (Figure 2D). To further analyze the role of IPO7 in CC cell proliferation, we performed a clonogenicity assay and verified the above results (Figures 2E,F). To further verify the IPO7 oncogenic function in CC cell proliferation, a subcutaneous xenograft model was performed by injecting with shIPO7 in HeLa and C-4I cells. The CC tumor growth in the shIPO7 groups was remarkably inhibited, as evaluated by tumor weight and volume measurements (Figures 2G,I). Furthermore, IHC staining results revealed that the immunostaining intensities of PCNA and Ki-67, markers of cell proliferation, were significantly decreased in the shIPO7 groups (Figures 2H,J). As expected, overexpression of IPO7 promoted the tumor growth (Supplementary Figures 2A–D). Taken together, these results suggested that IPO7 was profoundly implicated in promoting CC proliferation.
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FIGURE 2. IPO7 promotes the cell proliferation of CC in vitro. (A,B) The expression level in Hela and C-4 I after IPO7 knockdown or overexpression. (C,D) CCK-8 assay analyzes cell viability after IPO7 knockdown or overexpression. (E,F) Representative colony formation and quantification analysis. (G–J) Hela and C-4 I cells were infected with shIPO7 or shCtrl and injected into nude mice. Representative time course of xenograft growth and tumor weight (G,I). Representative typical images of PCNA and Ki67 and quantification analysis from shCtrl and shIPO7 groups (H,J). Error bars represent mean ± standard deviation (SD). Scar bar: 50 μm. Two-tailed t-test, *p < 0.05.




Functional and Network Analyses of Cargo Proteins Recognized by Importin 7

Because IPO7, as a member of Kapβs, regulated cell functions mainly by transporting cargo proteins into the nucleus, the liquid chromatography–mass spectrometry (LC-MS/MS) analysis was performed to explore IPO7 cargo proteins. Expression alterations in the separate nuclear/cytosolic proteomes were analyzed upon IPO7 knockdown in HeLa cells (Supplementary Table 1). Comparative proteome analysis was conducted on three samples per group, and these differentially expressed proteins were identified with >1.5-fold changes and p-values <0.05. Comparative proteome profiling revealed hundreds of differentially expressed proteins in the shIPO7 group compared to shCtrl group (Figure 3A) and mainly concentrated in in the nucleus and cytoplasm (Figure 3B).
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FIGURE 3. Comparative profiling of the proteomes after IPO7 knockdown. (A) Results showing protein expression variations in the nucleus and cytoplasm after IPO7 knockdown, compared with shCtrl groups, n = 3. (B,C) Differentially expressed proteins of the cytoplasm (B) and nucleus (C) after IPO7 knockdown were analyzed with Clusters of Orthologous Groups of proteins (COG/KOG) database. (D) The significantly enriched biological process, cellular component, molecular function, and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway terms were shown.


To fully understand the significant biological functions and pathways associated with IPO7, these differential proteins in the nucleus or cytoplasm were investigated based on bioinformatic analysis. COG/KOG categories analysis results showed that these differential proteins of cytoplasm and nucleus mainly were enriched in RNA processing and post-translational modification (Figure 3C). Further the top enriched GO and KEGG pathway terms are shown in Figure 3D. Biological process category analysis demonstrated that these proteins with enhanced localization in the cytoplasm were linked with post-translational regulation of proteins transport and RNA metabolic processes. Those proteins with reduced localization in the nucleus mainly were enriched in nucleic acid transport and gene expression. Molecular function category analysis showed that these differential proteins of cytoplasm were involved in nucleic acid binding and mRNA processing. Those differential proteins of nucleus mainly were enriched in RNA and DNA binding activity. The cellular component category indicated that these differential proteins of cytoplasm and nucleus were enriched in ribosome and organelle part. The KEGG pathway analysis revealed that the differentially expressed proteins mainly participated in RNA transport and spliceosome-associated pathways.

To further verify the nuclear/cytosolic localization of different proteins, parallel reaction monitoring (PRM) was utilized for label-free quantification by a MS. Limited by the characteristics of some proteins and the abundance of their expression, 32 potential cargo proteins were further independently validated by PRM analysis (Supplementary Table 2). Each protein was quantified with more than two unique peptides. Some proteins only identified one peptide due to sensitivity and other reasons. Overall, these PRM results mirrored the results from the nuclear/cytosolic proteome analysis-based experiment. Similar to other proteomics studies, there were some discrepancies between the two quantitative datasets (Xu et al., 2012; Wu et al., 2019). As shown in Figure 4, DNA-templated transcription-associated proteins, such as DIDO1, DNMT1, and RCOR1, mainly accumulated in the nucleus and knockdown of IPO7 significantly reduced their nuclear localization. The nuclear localization of transcription regulation-associated proteins, including PPABPN1, NCBP1, THOC3, GTF3C4, and GTF3C5, in the IPO7-knockdown group was reduced. Moreover, there were some cell division- and nucleoprotein complex localization-associated proteins, such as CKAP5, GNAI2, NMD3, and PCID2, representing the scattered localization in the nucleus and cytoplasm. PRM analysis results showed that their nuclear localization was dramatically decreased and redistributed to the cytoplasm when IPO7 was knocked down.
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FIGURE 4. PRM analyses of the differentially expressed proteins. Parallel reaction monitoring (PRM) analysis of the differentially expressed proteins after IPO7 knockdown relative to the shCtrl groups. ACTL6A, BAZ1A, BRIX1, PSPC1, DDB2, DIDO1, DNMT1, MYBBP1A, GTF3C4, GTF2I, TRIP12, H4C1, GTF3C5, NAT10, PABPN1, RRP12, RBM25, POLR1A, PRPF40A, CHD4, POLR1E, SEH1L, RCOR1, HEATR1, NCBP1, POLR2B, PES1, PCID2, CKAP5, DRG1, EDC4, GNAI2, and NMD3 were detected. Two-tailed Student’s t-test, *p < 0.05.




Knockdown of Importin 7 Inhibited PI3K/AKT-mTOR Signaling Pathway in Cervical Cancer Cell

To further elucidate the molecular machinery correlation with IPO7 oncogenic function, we compared gene expression profiles of IPO7 high expression patients to low expression patients from TCGA datasets. Gene set enrichment analysis (GSEA) showed that the PI3K-AKT signaling pathway and mTORC1 pathway were significantly altered (Figure 5A). Previous studies demonstrated that karyopherin-mediated cargo proteins may play an important role in promoting cancer progression (Yang et al., 2021a). Then, we found that only the high expression of GTF2I and TRIP12 was associated with the poor prognosis of CC patients in 32 different proteins (Supplementary Figures 3A,B). Meanwhile, GSEA indicated that the high gene expression profiles of GTF2I were also enriched in the PI3K/AKT-mTOR signaling pathway (Figure 5B). Immunoblot analysis of separate nuclear/cytoplasmic fractions showed that the nuclear localization of GTF2I was decreased when IPO7 was knocked down (Figure 5C). Moreover, Importazole, an inhibitor of IPO7, decreased the nuclear localization of GTF2I (Figure 5D). GTF2I, as a regulator of transcription, may associates with the expression of some key genes involving in the PI3K-AKT signaling pathway. Indeed, a positive correlation of GTF2I with PIK3R1 and PIK3C2A was detected in the TCGA CECS database (Figure 5E). Moreover, we could detect a positive correlation of IPO7 with PIK3R1 and PIK3C2A, which indicated that IPO7 may contribute to regulating the PI3K/AKT-mTOR signaling pathway by mediating the nuclear import of GTF2I (Figure 5F). We further performed a western blot assay to examine the activation of PI3K/AKT signaling in shIPO7 HeLa and C-4 I cells and knockdown of IPO7 or Importazole were significantly inhibited the activation of AKT and its downstream targets, mTOR and P70S6K (Figure 5G). Moreover, immunoblot analysis showed that the activation of PI3K/Akt-mTOR was inhibited when GTF2I was knocked down in HeLa and C-4 I cells (Figure 5H). Altogether, these results demonstrated that IPO7 mediated the nuclear import of GTF2I and contributed to activating PI3K/AKT-mTOR signaling pathway.
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FIGURE 5. IPO7 regulates the activation of PI3K/AKT-mTOR pathway. (A,B) Gene set enrichment analysis (GSEA) shows the enriched gene expression signature of IPO7 and GTF2I in the TCGA datasets. (C,D) Immunoblots analysis shows the GTF2I levels in the nucleoplasm and cytoplasm after transfecting with shIPO7 or Importazole. (E) The correlation of GTF2I with PIK3CA and PIK3C2A. (F) The correlation of IPO7 with PIK3CA and PIK3C2A. (G) Immunoblot analysis of phosphor-mTOR (p-mTOR), mTOR, phosphor-AKT(p-AKT), AKT, phosphor-P70S6K (p-P70S6K), P70S6K expression in shCtrl, shIPO7, and Importazole groups. The relative expressions were quantified by normalizing to GAPDH. (H) Immunoblot analysis of phosphor-mTOR (p-mTOR), mTOR, phosphor-AKT(p-AKT), AKT, phosphor-P70S6K (p-P70S6K), P70S6K expression in siNC and siGTF2I groups. The relative expressions were quantified by normalizing to GAPDH. Error bars represent mean ± standard deviation (SD). *p < 0.05.




The Importin 7 Negatively Associates With CD8 T Cell Infiltration in Cervical Cancer

Immune infiltration in the tumor microenvironment (TME) plays a key role in tumor progression and the efficacy of immune checkpoint immunotherapies. To further explore the impact of IPO7 in the tumor immune microenvironment, we first quantified the correlation of IPO7 and the infiltration levels of the immune cell types in CC samples by the TIMER database. As shown in Figure 6A, a negative correlation of IPO7 with CD8 T cell infiltration was detected. We found the expression of IPO7 had the strongest negative correlation with activated CD8 T cell by using Gene-Immune Analysis using Sanger box3 (Figure 6B). Consistently, we also performed a TISIDB database and verified the above results (Figure 6C). Furthermore, the immunohistochemistry staining assay in a TMA validated that the expression of IPO7 inversely correlated with CD8 T cell infiltration in CC tissues (Figures 6D,E). Numerous studies have demonstrated that immune checkpoints on cancer cell surfaces participated in tumor immune evasion. Therefore, we analyzed that the correlation of IPO7 and the expression of the immune checkpoint gene by the TIMER database. As shown in Figure 6F, a strong positive correlation of IPO7 with expression of CD276 was detected. Moreover, knockdown of IPO7 remarkedly suppressed CD276 expression in HeLa and C-4 I cells (Figure 6G). In this present study, we found that IPO7-related cargo proteins mainly were enriched in gene transcription and post-translational modification. Therefore, we measured the mRNA levels of IPO7, cargo proteins, and CD276 in the CESC TCGA database and analyzed their correlations. A positive correlation of IPO7 and cargo proteins with the expression of CD276 was detected in CC patients (Supplementary Figure 4A). Taken together, IPO7 may contribute to regulating the tumor immune microenvironment of CC.
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FIGURE 6. The IPO7 negatively correlates with CD8 T cell infiltration in cervical cancer. (A) The correlation between IPO7 with immune cell type infiltrates are analyzed by CIBERSORT algorithm. (B) Gene-immune analysis of IPO7 in CC conducted on Sanger box. (C) The correlation between IPO7 with activated CD8 cell infiltrate level is analyzed by TISIDB database. (D) Representative IHC images of IPO7 and CD8+ cells in CC tissues. Upper panel is IPO7 with high expression; lower panel is IPO7 with low expression in CC. Scale bar, 50 μm. (E) Correlation analysis of IPO7 and CD8+ cells in CC. (F) Gene-immune checkpoints analysis of IPO7 in CC conducted on Sanger box. (G) The mRNA level of CD276 in Hela and C-4 I cells under knockdown of IPO7. Error bars represent mean ± standard deviation (SD). Two-tailed t-test, *p < 0.05.




DISCUSSION

Importin 7 is an essential nuclear import receptor of oncogenes and tumor suppressor genes. As a member of the importins, aberrant expression of the IPO7 gene has been recently reported in a multitude of malignancies and is correlated with tumorigenesis and aggressiveness, and IPO7 has evolved as a potential cancer therapeutic intervention target. This study intended to elucidate the molecular mechanisms and explore potential cargo proteins.

Malfunction of the nuclear transport machinery leads to abnormal spatiotemporal expression of cargo proteins and may allow these genes to become novel biomarkers and therapeutic targets. The dysregulation of karyopherin is frequently observed to be involved in multiple tumors. For example, overexpression of KPNA2 is linked with poor survival in bladder cancer (Zeng et al., 2021). In this study, widespread computational bioinformatics analyses of the GEO database and clinical TAM analysis results showed that IPO7 expression was remarkably upregulated and worsened the prognosis of CC patients. Moreover, our work indicated that perturbed expression of IPO7 affected the proliferation of CC cells. Therefore, this report reveals that IPO7 may have an oncogenic function in CC progression.

It has been well established that IPO7 is involved in regulating cell functions mainly by transporting special cargo proteins into the nucleus. For example, IPO7 regulates the nuclear import of FOXO3 in a redox-sensitive and disulfide-dependent manner (Putker et al., 2015). The oncogenic function of karyopherin is also attributed to the disordered nuclear-cytoplasmic transport of cargo proteins (Wang et al., 2012; Vuorinen et al., 2017). Previous studies have indicated that IPO7 promoted glioblastoma cell proliferation and migration by increasing the nuclear import of GLI1 (Xue et al., 2015). To reveal the potential cargo proteins of IPO7, herein, the proteomes were comparatively profiled using LC-MS/MS quantitative analysis. Compared with the shCtrl group, the experimental group revealed a large number of differential proteins in the nucleus and cytoplasm. The bioinformatics analysis proposed that these differential proteins were significantly enriched for the gene expression and post-translational modification. A previous study also indicated that the karyopherin IPO7 is involved in RNA processes or gene transcription (Twyffels et al., 2014).

In the PRM analysis, 32 potential cargo proteins were primarily related to the transcription and mRNA splicing pathways. Previously, these cargo proteins and associated pathways have been preliminarily implicated in tumorigenesis and aggressiveness. For example, PSPC1 activates metastatic reprogramming by increasing TGF-β1 secretion and promotes EMT in cancer cells (Yeh et al., 2018). As a splicing factor, RBM25 contributes to regulating MYC activity in acute myeloid leukemia (Ge et al., 2019). GTF2I, PES1, and RCOR1 were involved in RNA and DNA binding pathways. PES1 is upregulated and improves hepatocellular carcinoma cells proliferation (Wang et al., 2019). GTF2I affected the expression of critical activators, such as PIK3R1, in PI3K signaling pathway by regulating a highly conserved DNA element in embryonic fibroblasts (Segura-Puimedon et al., 2013). In the present study, we found that IPO7 activates PI3K/AKT-mTOR pathway to exert oncogenic function in CC cells by transporting GTF2I into the nucleus, which could provide clear information for the future of tumor treatment research.

In conclusion, the current study demonstrates that IPO7 was upregulated and closely correlated with a poor prognosis in CC. Further quantitative proteomics and PRM analyses demonstrated that IPO7 cargo proteins were mainly involved in oncogene transcription and mRNA splicing pathways. Intriguingly, in addition to its carcinogenic functions, our work also indicated that IPO7 negatively correlated with CD8 T cell infiltration in CC. These findings strongly expand the understanding of the IPO7 cargo protein and might act as a novel therapeutic strategy for cancer treatment.
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Identification of a Hypoxia-Related Gene Signature for Predicting Systemic Metastasis in Prostate Cancer
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Background: Systemic metastasis is the main cause of death in patients with prostate cancer. It is necessary to establish a more accurate model to distinguish and predict patients with a high risk of metastasis to optimize individualized treatment.

Methods: In this study, it was determined that hypoxia could affect the metastasis-free survival of patients with prostate cancer, and a hypoxia-related gene signature composed of seven genes for predicting metastasis was established and verified in different cohorts. The study further evaluated the effects of ALDOB expression on the proliferation and invasion of the LNCaP and DU145 cell lines under hypoxia and finally constructed a nomogram containing specific clinical characteristics of prostate cancer combined with the hypoxia gene signature to quantify the metastasis risk of individual patients.

Results: The hypoxia-related gene signature was identified as an independent risk factor for metastasis-free survival in patients with prostate cancer. The expression of ALDOB increased under hypoxia and promoted the proliferation and invasion of LNCaP and DU145 cells. In addition, patients with a high risk score showed therapeutic resistance and immunosuppression. Compared with other parameters, the nomogram had the strongest predictive power and net clinical benefit.

Conclusion: The study established a hypoxia-related gene signature and a nomogram to distinguish and predict patients with a high risk of prostate cancer metastasis, which may help to optimize individualized treatment and explore possible therapeutic targets.

Keywords: hypoxia, prostate cancer, gene signature, metastasis, therapeutic resistance, immune infiltration


INTRODUCTION

Prostate cancer is a global health threat. According to statistics published in 2020, among the 19.3 million new cancer cases, there were 1,414,259 cases of prostate cancer, accounting for 7.3% of the total cases and ranking third among 36 cancers (Sung et al., 2021). Of those diagnosed with prostate cancer, 3.8% face death, and systemic metastases remain the leading cause of death (Sung et al., 2021). In recent years, the diagnosis and treatment of prostate cancer have been continuously developed and improved. For example, prostate-specific antigen (PSA) is used for early screening of disease, and treatment is carried out according to clinical features, such as the Gleason score (GS) and tumor TNM stage. After treatment, the vast majority of prostate cancer patients will eventually enter the castration-resistant prostate cancer (CRPC) stage. However, there is insufficient evidence to show that these clinical features are sufficient to describe tumor invasion and metastasis (Prensner et al., 2012). Therefore, it is necessary to identify a more sensitive and reliable predictor to highlight patients with a high risk of metastasis for more appropriate and individualized systemic treatment.

In cancer tissue, the imbalance in the growth and necrosis of cells often leads to a significant increase in oxygen demand, creating a hypoxic microenvironment that results in inflammation, angiogenesis and other reactions to promote the development of cancer and eventually forms a vicious cycle (Semenza, 2012; Gilkes and Semenza, 2013; Gilkes et al., 2014). In the field of prostate cancer research, hypoxia gene expression patterns have been shown to be significantly different between primary and metastatic prostate cancer (Bharti et al., 2019). Hypoxia can not only affect the expression of cancer-related genes (Khandrika et al., 2009; Yamasaki et al., 2013; Bowler et al., 2018; Zheng and Bai, 2019) but also promote the proliferation, migration and invasion of prostate cancer by activating a variety of signaling pathways or promoting stem cell properties (Hugo et al., 2007; Ma et al., 2011; Yang et al., 2020). Using hypoxia-related genes as markers may help to distinguish patients with a high risk of metastasis.

In this study, hypoxia-related genes were screened according to published gene expression information to predict prostate cancer metastasis. Validation was carried out in different test sets, and then treatment response and immune infiltration were analyzed. Finally, by combining the hypoxia gene signature and clinical characteristics, a reliable model was established, which ensured a high predictive ability in the horizontal comparison of existing risk factors.



MATERIALS AND METHODS


Download and Preparation of a Patient Dataset

A total of 1,325 different-stage prostate cancer patients with gene expression, clinical annotation and follow-up data from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus database (GEO) platforms were included in the study. Among the patients, 481 from the TCGA platform were used as the training set, and their fragments per kilobase per million mapped reads (FPKM)-normalized RNA-Seq data and follow-up information were downloaded to construct a hypoxia-related gene predictive model. The GSE116918 dataset, consisting of a cohort of localized/locally advanced prostate cancer patients commencing radical radiotherapy (with androgen deprivation therapy) and generated by the Almac Diagnostics Prostate Disease Specific Array (DSA) chip platform, was downloaded from GEO1, and the 248 patients in the dataset were used as the validation set for the model. In addition, 596 patients receiving radical retropubic prostatectomy (RRP) from the GSE10645 dataset (DASL Custom Prostate Panel by Gene Chip Platform2) were used as supplementary independent validation cohorts. For the gene expression data in all datasets, data normalization and log2 transformation were necessary.



Screening of Candidate Hypoxia Genes and Model Construction

First, according to the Molecular Signatures Database (MsigDB)3 HALLMARKS cancer characteristic gene set, the scores for 50 pathological pathways in each sample of the training set were calculated using the “zscore” algorithm of the single sample gene set enrichment analysis (ssGSEA) (R package “GSVA”) (Lee et al., 2008). Then, a hypoxia-related protein-protein interaction (PPI) network was built by the String PPI website4. The number of connecting nodes for each gene was calculated, and the first 50 genes were selected as hypoxia core genes and intersected in the expression matrix of the TCGA and GEO datasets. After batch correction, the expression matrix of the core hypoxia genes in the TCGA and GEO was constructed. A univariate Cox proportional hazard regression model was applied by loading the R package “survival,” and 20 candidate genes were selected for inclusion in least absolute shrinkage and selection operator (LASSO) Cox regression (R package “glmnet”) and multivariate Cox stepwise regression models (R package “survival”) (Tibshirani, 1997). Then, the genes with a high correlation and duplicate information were removed to optimize the model, and finally, a hypoxia risk score was obtained by multiplying the results for each gene’s coefficient and expression in the matrix.



Statistical and Bioinformatic Analyses

R software (version 4.0.35) and GraphPad Prism 8 were used to perform data analysis and graphic visualization. According to the median hypoxia risk score, patients were divided into a high-risk group and a low-risk group. Using the R package “ConsensusClusterPlus” to perform non-negative matrix factorization (NMF) consensus clustering, the supplementary cohort was divided into different groups according to the characteristics of the remaining hypoxia genes. Heat maps, histograms, scatter charts and Sankey diagrams were used to show gene expression and prognosis in different groups (R packages “reshape2,” “ggplot2,” “scales,” “cowplot,” “ggalluvial,” and “sankeyNetwork”), and the differences between groups were analyzed by t-tests. Principal component analysis (PCA) and t-distributed stochastic neighbor embedding (tSNE) algorithms were used to reduce dimensionality to show the degree of differentiation between two groups (R package “Rtsne”) (Reich et al., 2008; van der Maaten and Hinton, 2008). Kaplan-Meier survival curves and the log-rank test were used to evaluate metastasis in patients in the high- and low-risk groups in different clinical groups. Receiver operating characteristic (ROC) curve (R package “timeROC”) and time-dependent receiver operating characteristic (T-ROC) analyses (R package “pec”) were used to evaluate the predictive ability of the model. The state of hypoxia, cellular component (CC) and molecular function (MF) in Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses were carried out by gene set enrichment analysis (GSEA) software (version 4.1.0) and the R package “GOplot” in different groups (Subramanian et al., 2005). Cellminer6 was used to explore the resistance of commonly used medicines in prostate cancer and screen sensitive small molecule medicines (Pommier et al., 2012). The degree of immune infiltration in different groups was obtained by three algorithms, namely, the ssGSEA algorithm (immune gene set downloaded from MSigDB), CIBERSORT algorithm (immune gene set download from7) and immunophenoscore (IPS) algorithm (Newman et al., 2015; Charoentong et al., 2017). Additionally, the immune cells were subgrouped by the previous pattern (Thorsson et al., 2018). A nomogram and calibration curve were obtained by the R package “rms,” (Zhang and Kattan, 2017) and decision curve analysis (DCA) was used to evaluate the clinical benefits to patients with the model (Vickers and Elkin, 2006).



Cell Culture and Transfection

Prostate cancer cell lines LNCaP and DU145 were prepared from our research laboratory and cultured in DMEM and RPMI-1640 medium at 37°C with 5% CO2 (each medium containing 10% FBS). In the hypoxic group, the oxygen concentration in the cell culture environment was set to 0.5%. The hypoxic culture time was determined to be 72 h by a hypoxia exposure gradient pre-experiment.

Small interfering RNA (siRNA) against ALDOB (GAA GUAUACUCCAGAACAATT-UUGUUCUGGAGUAUACUUC TT) and siRNA negative control (si-NC) (UUCUCCGAACGU-GUCACGUTTACGUGACACGUUCGGAGAATT). When they reached 70–80% confluence, LNCaP and DU145 cells were transfected with 750 μL mixed solution of siRNA and Lipofectamine 3000 (Invitrogen, United States) following the instructions. Then, transfected cells were collected after 24 h of culture for the next step.



Quantitative Real-Time Polymerase Chain Reaction (qRT-PCR)

RNA was extracted from cells by adding TRIzol reagent (Invitrogen, United States) and following the manufacturer’s instructions. Then, the purity of the RNA obtained was determined by the OD260/280 ratio, which was considered to be very pure in the range of 1.8–2.1.

PromeScript RT Master Mix (TaKaRa, Japan) was used for reverse transcription. The cDNA product was diluted 10 times to prepare a qRT-PCR system with the ALDOB primer and SYBR Green mix (TaKaRa, Japan). The reaction step settings were 95°C for 5 min in the holding stage, 40 cycles of 95°C for 15 s and 60°C for 20 s and 72°C for 40 s in the cycling stage, 95°C for 15 s and 60°C for 1 min and 95°C for 15 s in the melt curve stage. Using GAPDH as an internal reference, the relative expression levels of different groups were determined by the 2-ΔΔCt method (Ivak and Schmittgen, 2001).

The primers were as follows: ALDOB (Forward: TGGC GTGCTGTGCTGAGGAT, Reverse: CTGCTGACAGATGCTG GCGTAG), GAPDH (Forward: AGATCATCAGCAATGCCTC CT, Reverse: TGAGTCCTTCCACGATACCAA).



Cell Proliferation Assay

LNCaP and DU145 cell lines were inoculated in a 96-well plate. Four groups were established, (a) normoxia group; (b) hypoxia group; (c) hypoxia + si-NC group; and (d) hypoxia + si-ALDOB group, using the culture conditions described above. After 72 h of culture, cells were incubated for 2 h with 10 μL Cell Counting Kit-8 (CCK-8) according to the reagent instructions, and 450 nm OD was detected by a microplate reader.



Transwell Assay

After 24 h of starvation culture, four groups of cells were inoculated in the upper chamber of a 24-well Transwell chamber precoated with Matrigel (BD Bioscience, San Jose, CA, United States) for invasion assays. Then, 500 μL medium containing 20% FBS was added to the lower chamber. After 24 h of culture, the Transwell chamber was stained with crystal violet at 37°C for 30 min, and the number of invaded cells was counted at high magnification (200×).



RESULTS


Research Process and Identification of Risk Factors for Hypoxia

The overall flow of this study is shown in Figure 1. First, the ssGSEA score among 50 pathological pathways was included in univariate Cox regression analysis to evaluate the effect of each pathological pathway on metastasis-free survival (MFS) (Supplementary File 2). As shown in Figure 2A, HYPOXIA had a great impact on MFS (p = 0.0059). As the hypoxia z-score increased, the number of patients with metastasis also increased (Figure 2B). Next, patients were divided into high z-score and low z-score groups according to the median z-score for hypoxia. The number of metastases in the high-risk group was higher than that in the low-risk group (p = 0.0312). The MFS of the high z-score group was worse than that of the low z-score group (Figure 2C). To date, hypoxia has been identified as a risk factor for prostate cancer metastasis. The clinical characteristics of the cohorts were uploaded to Supplementary File 1.
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FIGURE 1. Research design and process diagram.
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FIGURE 2. Identification of risk factors for hypoxia. (A) Univariate Cox regression analysis revealed a significant correlation between hypoxia and metastasis-free survival. (B) The number of metastatic patients increased significantly with increasing hypoxia z-score. (C) The prognosis of the high hypoxia z-score group was worse than that of the low hypoxia z-score group by Kaplan-Meier analysis.




Establishment of a Gene-Related Hypoxia Risk Score

A PPI network was constructed through the String PPI website, and the first 50 genes were selected according to the ranking of gene-connecting nodes (Figure 3A). Figure 3B shows 20 genes selected from the 50 genes that were significantly related to prognosis after univariate Cox regression analysis. Then, the 20 candidate genes were further screened by the LASSO Cox regression model; the λ of the best model was 0.018, containing 13 genes (Figures 3C,D). After that, the 13 genes were included in multivariate Cox stepwise regression analysis, and a predictive model composed of 7 genes was obtained (Figure 3E and Supplementary File 3); the genes were aldolase B, fructose-bisphosphate (ALDOB), glucose-6-phosphate isomerase (GPI), heme oxygenase 1 (HMOX1), phosphorylase glycogen muscle (PYGM), biglycan (BGN), enolase 2 (ENO2) and phosphoglycerate kinase 1 (PGK1). The coefficients of these genes are shown in Figure 3F. Except for that of the protective gene PYGM, the expression of the other genes was significantly correlated with predicted metastasis. Finally, the hypoxia risk score was obtained by the formula ALDOB∗ 1.419194944 + GPI∗ 0.552184172 + HMOX1∗ 0.35686836 -PYGM∗ 0.490233672 + BGN∗ 0.301083663 + ENO2∗ 0.39107228 + PGK1∗ 0.295317893.
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FIGURE 3. Establishment of a gene-related hypoxia risk score. (A) Hypoxia-related genes in the top 50 connecting nodes in the protein–protein interaction network. (B) Twenty hypoxia-related genes were screened by univariate Cox regression analysis. (C,D) After LASSO Cox regression was used to filter hypoxia-related genes, the best λ value was 0.018, and 13 indicators remained. (E) Final hypoxia-related gene signature obtained by multivariate Cox stepwise regression. (F) The coefficients of the seven genes in the signature.




The Hypoxia Risk Score Predicted Poor Metastasis in the Training Set

In the training set, patients were divided into a high-risk group and a low-risk group according to the median hypoxia risk score. Obviously, the distribution of metastatic patients in the high-risk group was higher, and it was found that the genes were highly expressed only in the high-risk group, except for PYGM, which was highly expressed in the low-risk group (Figure 4A). GSEA and loss of PTEN expression (Bhandari et al., 2019) confirmed hypoxic status of tumor in the high risk group (Figure 4B; Supplementary Figure 1 and Supplementary File 4). Figure 4C reveals that there were no significant correlations among the genes in the gene signature, indicating that the model was optimized well. In addition, PCA and tSNE analysis indicated that the model could be used to distinguish between patients at different risks (Figures 4D,E). Then, combined with clinical features, the risk score was determined to be an independent prognostic factor for MFS by multivariate Cox regression analysis (Figure 4F). Kaplan-Meier survival curves showed that the MFS of patients in the high-risk group was significantly worse than that of those in the low-risk group (p < 0.001, Figure 4G). Figure 4H implies that the area under the curve (AUC) of the ROC curve for the hypoxia risk score within 10 years increased over time, suggesting that the average predictive ability of the hypoxia risk score was strong (AUC > 0.75). Additionally, the T-ROC curve suggested that the AUC of the risk score was higher than that of other clinical features and tended to be stable over time (Figure 4I). Furthermore, the study included a model containing 28 hypoxia-related genes for the prediction of biochemical recurrence of localized prostate cancer (Supplementary File 5) (Yang et al., 2018). The T-ROC curve also showed that over time, the curve of the hypoxia risk score was higher than that of the 28-gene model (Figure 4I).
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FIGURE 4. Distribution of the hypoxia risk score in the training set. (A) Patient survival distribution map and gene expression heat map of hypoxia-related genes at different risk scores. (B) GSEA proved that patients with a high risk score had a hypoxic microenvironment. (C) Gene correlation heat map showing low correlation among genes. (D,E) PCA and tSNE analysis indicated that the model could be used to distinguish between different risk groups. (F) The hypoxia risk score was an independent prognostic factor for metastasis-free survival. (G) Kaplan-Meier survival analysis confirmed that patients with a high risk of hypoxia had a worse prognosis. (H) The 10-year AUC determined by ROC analysis of the hypoxia gene signature was relatively high, suggesting that the predictive ability of the signature was good. (I) Compared with those of other models and clinical characteristics, the average AUC of the hypoxia risk score was the highest, indicating that the predictive ability of the risk score was the best.
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FIGURE 5. Validation of the hypoxia risk score in the test set. (A) Patient survival distribution map and gene expression heat map of hypoxia-related genes at different risk scores in test set I. (B) GSEA proved that patients in test set I with a high risk score had a hypoxic microenvironment. (C) The hypoxia risk score was an independent prognostic factor for metastasis-free survival in test set I. (D,E) PCA and tSNE analysis indicated that the model could be used to distinguish between different risk groups. (F) Kaplan-Meier survival analysis confirmed that patients with a high risk of hypoxia had worse metastasis-free survival in test set I. (G) The 10-year AUC determined by ROC analysis of the hypoxia gene signature was relatively high in test set I, suggesting that the predictive ability of the signature was good. (H) Compared with that of other clinical characteristics, the average AUC of the hypoxia risk score was the highest in test set I, indicating that the predictive ability of the risk score was the best. (I) The supplementary cohort was divided into 3 clusters with the remaining hypoxia genes according to the optimal K value. (J) Kaplan-Meier survival analysis showed that cluster 2 had worse metastasis-free survival than cluster 1 in the supplementary cohort. (K) The remaining hypoxia genes were highly expressed in cluster 2, which had the worst prognosis.




Validation of the Hypoxia Risk Score in the Test Set

The hypoxia risk score was applied to the test set to verify the performance of the predictive model (Supplementary File 3). Encouragingly, the distribution of metastatic patients and gene expression patterns in different risk groups in test I group (GSE116918 dataset) were the same as those in the training group (Figure 5A). GSEA confirmed that patients in the high-risk group in test set I had a hypoxic microenvironment (Figure 5B and Supplementary File 4). As with the training group, PCA and tSNE analyses demonstrated good differentiability among different subgroups of patients (Figures 5D,E), and multivariate Cox regression analysis confirmed that the hypoxia risk score was an independent prognostic factor for MFS (Figure 5C). Kaplan-Meier survival analysis validated that the MFS of high-risk patients was worse than that of low-risk patients (p = 0.004, Figure 5F). ROC and T-ROC curves confirmed the good predictive ability of the hypoxia risk score (Figures 5G,H). However, in the supplementary GSE10645 dataset cohort, the genes in the hypoxia risk score were incomplete because of differences in the chip platforms. The cohort was divided into 3 clusters based on the remaining hypoxia genes according to the optimal K value by performing NMF consensus clustering (Figure 5I). Kaplan-Meier survival analysis showed that there were significant differences in the MFS among different clusters, and the MFS of cluster 2 was worse than that of cluster 1 and cluster 3 (Figure 5J). Furthermore, according to gene expression matrix analysis, there was a significant difference in the high expression of the remaining hypoxia genes in cluster 2, which had the worst prognosis (Figures 5J,K).



A High Hypoxia Risk Score Indicated a Poor Prognosis in Different Clinical Stratifications

Patients in the training set and test set I were divided into different subgroups according to different clinical characteristics (Supplementary File 6). In the age subgrouping, a high risk score indicated worse MFS in both the early-onset prostate cancer group (age ≤ 55 years) and the non-early-onset prostate cancer group (age > 55 years), which was confirmed in test set I (Figures 6A,B). However, the difference in MFS between the high-risk and low-risk groups in the early-onset prostate cancer group was not statistically significant (p = 0.189); this might be due to an insufficient sample size in this group. Patients were divided into stages of localized and locally advanced prostate cancer according to the European Association of Urology (EAU) risk groups. In the training set, a high risk of hypoxia predicted a worse prognosis in each stage, especially in the locally advanced stage, which had a p value < 0.001 (Figure 6C). In the localized low-intermediate risk stage, the difference in MFS between the high-risk group and the low-risk group was not statistically significant (p = 0.157), which might be caused by the reason mentioned above; that is, the sample size of this group was small. The previous results were validated in locally advanced patients in test set I, and it was noted that there was no statistically significant difference in MFS among the localized stage patients (p = 0.240, Figure 6D). This might be because test set I (GSE116918 dataset) includes patients who received radical radiotherapy/chemotherapy, which counteracts the hypoxic environment, thereby improving patient prognosis and prolonging MFS (Schito et al., 2020). In addition, the expression of genes in the signature was significantly positively correlated with the Gleason score and T stage (Supplementary Figure 2).
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FIGURE 6. A high hypoxia risk score indicated a poor prognosis in different clinical stratifications. (A) A high hypoxia risk score indicated a poor MFS in early-onset prostate cancer (a, age < 55 years) and non-early-onset prostate cancer (b, age ≥ 55 years) in the training set. (B) A high hypoxia risk score indicated poor MFS in early-onset prostate cancer (a, age < 55 years) and non-early-onset prostate cancer (b, age ≥ 55 years) in test set I. (C) A high hypoxia risk score indicated a poor MFS in localized low- to intermediate-risk (a), localized high-risk (b), and locally advanced (c) prostate cancer in the training set. (D) A high hypoxia risk score indicated poor MFS in localized (a) and locally advanced (b) prostate cancer in test set I. Localized low-risk: PSA < 10 ng/mL, GS < 7 (ISUP grade 1) and cT1-2a. Localized intermediate risk: PSA 10–20 ng/mL, GS 7 (ISUP grade 2/3) or cT2b. Localized high-risk: PSA > 20 ng/mL, GS > 7 (ISUP grade 4/5) or cT2c. Locally advanced: any PSA, any GS (any ISUP grade), and cT3-4 or cN+.




Functional Analysis and Therapeutic Response

Enrichment analysis using the KEGG and GO databases revealed the functional differences between different groups (Supplementary File 7). Patients in the high-risk group had more exuberant DNA replication and cell growth and were more prone to base mismatch and transcriptional disorders (Figure 7A). Interestingly, in the high-risk group, in addition to the p53 and PI3K-Akt signaling pathways, the ECM-receptor interaction and cell adhesion molecule pathways were also activated (Figure 7B). The results of GO analysis also confirmed that extracellular matrix remodeling occurred in the high-risk hypoxia group (Figures 7C,D).
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FIGURE 7. Functional analysis and therapeutic response. (A–D) KEGG and GO enrichment analysis showed that DNA replication, transcription, cell growth, and extracellular matrix remodeling were active and that the p53 and PI3K-Akt signaling pathways were activated in patients with a high risk of hypoxia. (E) GSEA showed docetaxel and radiotherapy resistance in patients with a high risk of hypoxia. (F) Correlation analysis between genes and common medicine sensitivity.


The study also analyzed the resistance and sensitivity to treatment. As shown in Figure 7E, patients in the high-risk group were resistant to docetaxel and radiotherapy. Based on the CellMiner database (Supplementary File 8), the correlation analysis of commonly used therapeutic medicines for prostate cancer verified the therapeutic resistance of docetaxel, and the analysis showed that the medicines were sensitive to the ALDOB gene, especially oxaliplatin and teraplatin (Figure 7F). Finally, the first 16 small molecular medicines that are sensitive to genes (Supplementary Figure 3) were screened, and most of the drugs showed strong sensitivity to ALDOB.



Immune Cell Infiltration

Considering the possible effects of hypoxia on the tumor immune environment, several different algorithms were used to explore whether there were differences in immune infiltration in different groups (Supplementary File 9). In the high-risk group, most of the negative immune regulatory genes were highly expressed (Figure 8A), and Treg cells were significantly increased (p = 0.013, Figure 8B). Further calculation of the immunophenotypic score confirmed the trend of immunosuppression in the high-risk group. As shown in Figures 8C,D, suppressor cells and checkpoints/immunomodulators were significantly increased in the high-risk group (p < 0.0001). Moreover, the results of immunophenotyping found that type C3 (good prognosis) (Thorsson et al., 2018) was clustered with a lower risk score. C1, C2, and C4 types, which represent a poor prognosis (Thorsson et al., 2018), showed an increased risk score (Figures 8E,F). Process files were uploaded to Supplementary File 9.
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FIGURE 8. Immune cell infiltration in the high- and low-hypoxia-risk groups in the training set. (A,B) Negative immunoregulatory genes were highly expressed in the high-risk-score group. (C) IPS results of patients with the highest (a) and lowest (b) hypoxia risk scores. (D) The IPS algorithm showed a significant increase in SC (a) and CP (b) in the high-risk group. (E,F) Immunotyping results showed that C1, C2, and C4 types were increased in the high-risk group.




Construction and Calibration of a Nomogram Including Clinical Features

To assess the metastatic risk of prostate cancer, a nomogram was constructed using the hypoxia score and clinical features as parameters (Figure 9A). The calibration curve showed the fitting degree between the predicted probability and the actual probability of the training set at 5 years and that of the test set at 10 years, indicating that the accuracy of the nomogram was good (Figures 9B,C). T-ROC curve analysis was used to compare the predictive ability of the nomogram with that of other models and parameters. The average AUC of the nomogram was the highest, suggesting that it had the best predictive ability (Figure 9D). DCA implied that the nomogram was the most widely used and had the highest net clinical benefit compared with other clinical features (Figure 9E).
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FIGURE 9. Construction and calibration of a nomogram including clinical features. (A) By combining the hypoxia risk score and clinical characteristics, a nomogram was constructed. (B,C) The 5-year calibration curve (training set) and 10-year calibration curve (test set I) showed a good degree of fit. (D) T-ROC analysis showed that the average AUC of the nomogram was the highest in the training set (left) and test set I (right), indicating that the predictive ability of the nomogram was the best. (E) DCA confirmed that the nomogram had the greatest scope of application and net benefit.




Hypoxia-Mediated High Expression of ALDOB Promoted the Proliferation and Invasion of Prostate Cancer Cells in vitro

The ALDOB gene, which contributed the most to the signature and was more sensitive to most medicines, was selected for in vitro experiments to verify its effect on prostate cancer cells under hypoxia (Supplementary File 10). According to the sensitivity to androgen, two prostate cancer cell lines, LNCaP and DU145, were selected. After 72 h of culture, the expression of ALDOB in the two cell lines increased significantly under hypoxia, and after si-ALDOB RNA transfection, the expression was suppressed (Figure 10A). Furthermore, CCK-8 and Transwell assays confirmed that the high expression of ALDOB promoted the proliferation and invasion of the 2 cell lines, which were inhibited after interference (Figures 10B–D and Supplementary File 10).
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FIGURE 10. In the DU145 and LNCAP prostate cancer cell lines, the expression of ALDOB was increased under hypoxia (A), promoting cell proliferation (B) and invasion (C,D).




DISCUSSION

Hypoxia is a characteristic of tumor development, often resulting from the growth rate of tumors exceeding the rate of neovascularization. The adaptation of cancer cells to an anoxic environment not only promotes the development and invasion of cancer (Han et al., 2018; Li et al., 2021) but also leads to the development of resistance to drug therapy, radiotherapy and chemotherapy and reduces the efficiency of treatment (Ranasinghe et al., 2013; Fraga et al., 2015; Casillas et al., 2018). All these effects indicate a poor prognosis. The use of oxygenation therapy can alleviate the hypoxic tumor microenvironment and achieve treatment sensitization, but only patients with a highly hypoxic microenvironment can benefit from this therapy (Krishnamachary et al., 2020). Therefore, using the expression of hypoxia-related genes to evaluate the level of tumor hypoxia can not only distinguish patients with a poor prognosis but also optimize individualized treatment.

In recent years, research on the development of hypoxia signature models has increased, and these models have been used to predict the behavior of a variety of cancers, including lung cancer, gastric cancer, hepatocellular carcinoma, melanoma, and oral squamous cell carcinoma (Suh et al., 2017; Liu et al., 2020; Mo et al., 2020; Zhang et al., 2020; Shou et al., 2021). Yang et al. (2018) developed a 28-gene hypoxia-related prognostic signature in 2018 to predict biochemical recurrence of localized prostate cancer. This is an excellent study, which is convincing and satisfactory from the design to the results. However, as the authors noted, hypoxia-related gene signatures have the potential to be further simplified. Moreover, systemic metastasis is the main cause of death in patients with prostate cancer, and the gene signature for biochemical recurrence may ignore the hypoxia-related genes that play important roles in the process of metastasis. Therefore, a new streamlined hypoxia-related gene signature needs to be developed to distinguish patients with a high risk of metastasis and to guide treatment.

Briefly, this study used advanced bioinformatics analysis algorithms to determine a hypoxia-related signature composed of seven genes, which had a strong ability to distinguish and predict patients with a high metastatic risk in different cohorts. Functional analysis revealed activation of p53, PI3K-Akt signaling pathways and active extracellular matrix remodeling at high hypoxia risk, which may be closely related to the occurrence of metastasis. Further analysis showed that there was significant treatment resistance and immunosuppression in patients with a high risk score. In addition, the most important gene in the signature, ALDOB, was tested in vitro to verify the relationship between its expression and hypoxia and its effect on prostate cancer cells. The results showed that hypoxia increased the expression of ALDOB and promoted the proliferation and invasion of LNCaP and DU145 cells. Finally, to quantify the risk of systemic metastasis, a nomogram combining clinical features and the hypoxia risk score was constructed. The calibration curve, T-ROC curve and DCA curve all proved the high reliability and accuracy of the nomogram.

Among the genes in the signature, ALDOB made the greatest contribution to the risk score. Previous studies have shown that the absence of ALDOB leads to the loss of Akt inhibition, promotes the development of cancer and indicates a poor prognosis (Lian et al., 2019; Sun et al., 2019; He et al., 2020). This seems to be contrary to the conclusions of this study, but there are also studies that support the conclusions of this research. The expression of ALDOB is upregulated in liver metastatic tumor cells, and the upregulation of glucose metabolism provides energy for metastatic tumor cells, resists apoptosis and autophagy, inhibits oxidative stress, and maintains tumor cell proliferation under severe hypoxia, while a low-fructose diet significantly reduces the growth of liver metastatic cells (Chae et al., 2016; Bu et al., 2018; Leong, 2018). Are these lines of evidence contradictory? Further analysis in this study led to a reasonable inference. By comparing the expression of ALDOB between normal prostate cells and prostate cancer cells, it was found that ALDOB was highly expressed in normal tissues, while ALDOB expression was very low in tumor tissues (Supplementary Figure 4). However, as the Gleason score and T stage increased, the expression of ALDOB was upregulated at a very low level, which might be particularly obvious in liver metastatic tumors, but it was still far below the level of expression in normal tissues. The above results suggested that low expression of the ALDOB gene might be a characteristic of cancer tissue, and upregulation on the basis of this low expression level might indicate cancer metastasis, especially liver metastasis. In addition, based on the results of medicine sensitivity analysis, ALDOB has great potential as a targeted marker.

This study suggests that extracellular matrix remodeling is an important pathway for distant metastasis. BGN is a proteoglycan in the extracellular matrix that undergoes hormone-dependent regulation, and its expression is closely related to the level of androgen receptor (Jacobsen et al., 2017). In addition, 17-estradiol (E2) signaling positively regulates BGN expression (Majumdar et al., 2019). This may provide a continuing impetus for the invasion and metastasis of prostate cancer during the androgen deprivation stage, and high expression of BGN may indicate that prostate cancer has evolved into CRPC or metastasized. HMOX1 encodes heme oxygenase-1 (HO-1), which can maintain the stability of prostate cancer cells. HMOX1 has a protective effect on androgen-dependent prostate cancer cells during androgen deprivation therapy, promoting the transformation into androgen-independent prostate cancer cells and overexpression (Zhang et al., 2021). It is worth noting that key bone markers were significantly upregulated in prostate cancer cells cocultured with primary mouse osteoblasts induced by HO-1, which proved that HMOX1 plays an important role in bone metastasis of prostate cancer.

A hypoxic environment can inhibit immunity and promote the invasion and metastasis of cancer (Mo et al., 2021). The conclusion of this study is consistent with these effects: in the high hypoxia score group, the negative immunoregulatory genes were in a state of high expression, while a large number of Treg cells had infiltrated. Notably, PYGM, which is underexpressed in invasive cancer (Dieci et al., 2016), was found to be involved in the activation and proliferation of T cells (Llavero et al., 2015). This process weakens the immune surveillance of invasive cancer cells in hypoxic environments. Experiments have shown that hypoxia-targeted therapy can restore T cell infiltration and make prostate cancer sensitive to immunotherapy (Jayaprakash et al., 2018). Therefore, PYGM, which is not only related to hypoxia but also involved in T cell activation, is expected to become an effective therapeutic target.

There were some limitations to this study. First, different patients may have been treated differently, which could affect gene expression, in turn could biasing the data analyzed to construct the signature, or affecting the comparability of end points across all cohorts. To reduce this potential bias, more rigorous prospective cohort studies need to be designed. Second, this study only conducted in vitro phenotypic experiments for ALDOB, and further studies on other genes and mechanisms need to be carried out. Most importantly, there is no doubt that any newly established nomogram, regardless of its reliability and predictive power, should be verified in large-scale basic trials and prospective clinical studies before clinical application.

Limitations cannot belittle virtues, and this study is the first to use hypoxia gene characteristics to predict metastasis of prostate cancer. In addition, the study explained the therapeutic response and immune infiltration observed under hypoxia and speculated on the possible mechanism of hypoxia gene characteristics.



CONCLUSION

Briefly, this study screened the characteristics of hypoxia genes to predict prostate metastasis, and with further inclusion of prostate-specific clinical features, a nomogram was established to quantify the risk of metastasis. This work can not only help to identify patients with a high risk of metastasis to begin individualized treatment as early as possible but also provide a new possible therapeutic target for the prevention and treatment of prostate cancer metastasis and new ideas for future research.
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Supplementary Figure 1 | PTEN expression decreased significantly in the high risk group of training cohort (A) and test I cohort (B).

Supplementary Figure 2 | Correlations between hypoxia-related genes and clinical characteristics. (A,B) In the training set (left) and test set I (right), the expression of genes increased with increasing Gleason score and T stage, while the expression of PYGM showed the opposite trend.

Supplementary Figure 3 | The first 16 medicines significantly related to the genes were screened by medicine sensitivity analysis based on the CellMiner database.

Supplementary Figure 4 | Expression of ALDOB in normal and cancerous prostate tissues.
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3
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4
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https://discover.nci.nih.gov/cellminer/-home.do

7
https://cibersortx.stanford.edu/
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Pathogens or genotoxic agents continuously affect the human body. Acute inflammatory reaction induced by a non-sterile or sterile environment is triggered for the efficient elimination of insults that caused the damage. According to the insult, pathogen-associated molecular patterns, damage-associated molecular patterns, and homeostasis-altering molecular processes are released to facilitate the arrival of tissue resident and circulating cells to the injured zone to promote harmful agent elimination and tissue regeneration. However, when inflammation is maintained, a chronic phenomenon is induced, in which phagocytic cells release toxic molecules damaging the harmful agent and the surrounding healthy tissues, thereby inducing DNA lesions. In this regard, chronic inflammation has been recognized as a risk factor of cancer development by increasing the genomic instability of transformed cells and by creating an environment containing proliferation signals. Based on the cancer immunoediting concept, a rigorous and regulated inflammation process triggers participation of innate and adaptive immune responses for efficient elimination of transformed cells. When immune response does not eliminate all transformed cells, an equilibrium phase is induced. Therefore, excessive inflammation amplifies local damage caused by the continuous arrival of inflammatory/immune cells. To regulate the overstimulation of inflammatory/immune cells, a network of mechanisms that inhibit or block the cell overactivity must be activated. Transformed cells may take advantage of this process to proliferate and gradually grow until they become preponderant over the immune cells, preserving, increasing, or creating a microenvironment to evade the host immune response. In this microenvironment, tumor cells resist the attack of the effector immune cells or instruct them to sustain tumor growth and development until its clinical consequences. With tumor development, evolving, complex, and overlapping microenvironments are arising. Therefore, a deeper knowledge of cytokine, immune, and tumor cell interactions and their role in the intricated process will impact the combination of current or forthcoming therapies.
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Introduction

In the human body, cells in the organs or tissues are continually exposed to pathogenic infections or distinct genotoxic insults that damage the host cells. The host’s immune system triggers an inflammatory reaction in response to recognition of diverse molecules released by the pathogens and damaged tissues. This dynamic process in time and space requires a strict coordination and regulation of cellular and molecular events to delimit and eliminate damage-causing agents. It also involves repair of damaged tissues to restore the typical tissue architecture, thus maintaining homeostasis. Chronic inflammation occurs when mechanisms involved in the activation or regulation of inflammation are dysregulated. This persistent inflammatory state has been associated with distinct pathologies, such as obesity, metabolic disorder, allergies, autoimmune diseases, and most importantly the risk for cancer development. Since the nineteenth century, the relationship between inflammation and cancer has been well known, and currently, approximately 25% of cancers arise from a chronic inflammatory condition that could be elicited under sterile or non-sterile environments. This chronic inflammation causes the incessant recruitment of several immune cells, which are implicated in the production and release of genotoxic agents for cell transformation. Importantly, oncogenic changes promote activation of inflammatory pathways in malignant cells to release molecules that perpetuate and strengthen the inflammatory phase of chronic inflammation. In the microenvironment, continuous production and release of cytokines, chemokines, and growth factors sustain tumor growth and its survival.

This review highlights classic and new players participating in complex and redundant interactions, which trigger signaling pathways involved in the acute inflammatory process and wound healing resolution as a homeostatic process. Some events that deregulate and amplify an inflammatory reaction resulting in a chronic inflammation are also revised. During this persistent stage, several environmental factors might be involved in the development of a nascent tumor based on the cancer immunoediting concept that implicates the role of the inflammatory immune response in tumor development. Therefore, this review aimed to depict some immunologic events that participate in the recognition and elimination of nascent tumor cells during the spatial and temporal processes. In case of failure to eradicate some of the transformed cells by the immune cells or gradual occurrence of new tumor cell clones, resisting the impact of cytocidal immune cells, some cellular processes leading to a second phase known as equilibrium are described. In the tumor mass, new clones harboring more genetic alterations become preponderant that increase the tumor heterogeneity. This increased clonal diversity leads to the acquisition of novel resistance mechanisms to evade the cytocidal arsenal of effector immune cells. In addition, tumor cells could generate a tumor microenvironment that gradually shift the phenotype of the tumor-infiltrating immune cells to sustain tumor growth until clinical implications. In brief, we indicate the role of inflammation through the concept of cancer immunoediting, and denote the plasticity of immune cells to antagonize or promote tumor growth from cell transformation to tumor progression. Finally, the use of current and novel anti-inflammatory drugs in the prevention and treatment of cancer will be discussed



Acute Inflammation

Inflammation is a self-protective response against the presence of distinct cellular harmful agents, i.e., exogenous or endogenous. In this setting, inflammation could be elicited in non-sterile or sterile environments caused by infectious organisms or toxins, external bodies, chemicals, dead cells, tissue damage, and endogenous metabolites (1). In the case of pathogen infection, pathogen-specific molecules, by-products of bacterial degradation, or metabolism act as pathogen-associated molecular patterns (PAMPs). In addition, stressed cells injured by the pathogen’s own metabolism translocate internal proteins into the cell membrane or release intracellular molecules. Furthermore, fragments from extracellular matrix components are released by proteases during cell death, a process dependent or independent of the infection. These damage-associated molecular patterns (DAMPs), together with PAMPs, alert the immune cells from the damage (2, 3). In addition to PAMPs and DAMPs, homeostasis-altering molecular processes (HAMPs) are emerging as new players in inflammation and currently encompass various endogenous small lipophilic metabolites, such as lysophospholipids that regulate cellular homeostasis at physiological concentrations. However, in the presence of sterile or non-sterile agents causing cellular stress, the HAMP concentration is modified and sensed by intracellular molecules, thereby triggering inflammation (4).

Independent on the source, immune and non-immune cells recognize PAMPs, DAMPs (1) and HAMPs through distinct receptors. PAMPs and DAMPs are recognized through membrane molecules known as pattern recognition receptors (PRRs), whereas HAMPs are sensed by nuclear receptors such as the thyroid hormone receptor, vitamin D receptor, estrogen receptor (ER), androgen receptor, glucocorticoid receptor, and PR, as well as adopted orphan receptors such as farnesoid X receptor (FXR), RAR-related orphan receptor (ROR), and PPARs (5).

Once PAMPs and DAMPs are released, these molecules impact the endothelial cells, triggering vascular dilation, enhancing capillary permeability, decreasing tight junction integrity and blood flow. With regard to HAMPs, some of them regulate cellular functions within the cytoplasm. On endothelial cells, estrogens bind to the corresponding ER in the cytoplasm to activate signaling pathways controlling the vascular tone and endothelial cell migration (6).

In an initial step, increased expression of adhesion molecules, such as ICAM and PECAM1, in the blood vessels induce platelet cell aggregation causing vasoconstriction and blood clots to reduce blood loss. The uninterrupted blood vessel dilation induces expression of more adhesion molecules, increasing platelet adherence to the endothelium. In addition, activated platelets secrete several growth factors such as epidermal growth factor (EGF) or platelet-derived growth factor (PDGF), histamine, serotonin, and von Willebrand factor for clot stabilization. Furthermore, platelet degranulation activates the complement cascade releasing anaphylatoxins to support neutrophil transmigration. Likewise, activation of coagulation cascade also releases vasoactive mediators such as fibrinogen and fibronectin. This local microenvironment facilitates the leukocyte attachment to initiate their extravasation to the injured zone (7, 8). Additionally, local increase of PAMPs and DAMPs serves as “find me” signals for attracting tissue and blood cells, as they are recognized as “danger signals”. Neutrophils, dendritic cells (DC), monocytes, and other immune cells must be recruited from the circulating blood to the injured site. Transmigration through the endothelial cell wall by these cells is supported by continuous expression of distinct classes of adhesion molecules belonging to the immunoglobulin superfamily such as integrins.

As mentioned above, PAMPs and DAMPs are recognized by the immune cells using distinct types of membrane and cytoplasmic PRRs. Based on their localization, PRRs are classified into membrane-bound receptors such as Toll-like receptors (TLRs), C-type lectin receptors, and cytoplasmic receptors, such as the nucleotide-binding domain leucine-rich repeat receptors (NLRs), retinoic acid-inducible gene-I (RIG-I)-like receptors (RLRs), absent in melanoma-2 (AIM-2)-like receptors (ALRs), and protein-containing tripartite motif and receptor for advanced glycation end-products (RAGE) (9). PAMP and DAMP molecules bind to TLRs and NLR, stimulating the activation of several signaling pathways involved in a cascade of multi-protein complexes such as the inflammasome consisting of NLR, ASC adaptor protein, and pro-caspase 1 (10). Recent evidence suggests that the inflammasome component NOD-, LRR-, and pyrin domain-containing 3 (NLRP3), in addition to the direct interaction with PAMPs and DAMPs, also detect HAMPs, thereby modulating the inflammatory response (4, 5, 11).

Activation of inflammasome leads to caspase-1-mediated cleavage of proinflammatory cytokines interleukin (IL)-1 and IL-18 into their active form. In addition, interaction of PAMPs or DAMPs with TLRs can activate intracellular molecules, such as the transcription factor nuclear factor-κ B (NF-κB) and mitogen-activated protein kinases pathway. These pathways control the expression of many genes to synthesize proinflammatory lipids, cytokines, and chemokines such as monocyte chemoattractant protein-1 (MCP-1), tumor necrosis factor α (TNF-α), IL-6, IL-8, and IL-23 for maintaining and perpetuating the inflammatory response (12). Ishikawa et al. reported that the cyclic GMP-AMP synthase (cGAS) and stimulator of interferon genes (STING) pathways trigger inflammation associated with pathogen infection. In this setting, the sensor cGAS recognizes cytoplasmic DNA, acting as danger signal, and stimulates the production of second messenger cyclic GMP-AMP, which activates STING. This pathway leads to NF-kB activation, triggering a type I interferon-dependent inflammatory reaction (13, 14). Additionally, nuclear receptors have been described to also modulate the synthesis of cyclic nucleotides, such as cAMP and cGMP (15). However, further rigorous studies on this proposal are required.

This altered homeostatic environment attracts polymorphonuclear neutrophils. Neutrophils are the most abundant white blood cells in the circulation and are considered as the first line of defense of the immune system. They are rapidly recruited to damaged sites where they phagocyte pathogens and undergo degranulation. Neutrophil cytotoxic granules contain enzymes with antimicrobial activity such as defensins, cathelicidins, myeloperoxidase, lactoferrins, and cathepsins. In addition, the release of their nuclear content generates a meshwork of chromatin and protease extracellular fibers known as neutrophil extracellular traps (NET) (16). In ischemia/reperfusion damage of the liver, release of NETs is rather mediated by binding of DAMPs, such as HMGB1 and histones, to TLR-4 or TLR-9. In addition to NETs, regulated necrotic cell death such as pyroptosis, necroptosis, and ferroptosis stimulates the production and release of some pro-inflammatory cytokines such as IL-1 β, IL-6, TNF-α, MCP-1, and CXCL-10, thereby propagating the inflammatory environment (17–19).

Moreover, the synthesis and release of reactive oxygen and nitrogen species (RNOs) such as superoxide, hydrogen peroxide (H2O2), hydroxyl radical, nitric oxide, peroxynitrite, and hydrochlorous acid is enhanced by the oxidative burst, causing collateral oxidative damage in the harmful agent and surrounding tissues (20). Other studies indicate that the release of lysosomal content from neutrophils is required to induce the inflammasome activation (21, 22). Their phagocytic and microbicidal activities are crucial to prevent the spread of microorganisms, facilitate cell death, and limit the tissue damage by maintaining a local concentration of enzymatic molecules.

Subsequently, tissue macrophages and mainly blood monocytes are recruited in the damaged site, differentiating into mature macrophages whose main function is the phagocytosis of microbes, cellular debris, and dead cells (23). The continuous migration of monocytes and other immune cells is sustained by the local production of several proinflammatory lipid mediators derived from arachidonic acid, CXC- and CCL-chemokines, and proinflammatory cytokines, such as, IL-1α, IL-1β, TNF-α, IL-6, etc. (24, 25). Besides the recruitment of these cells, particular plasmatic proteins are activated such as the complement system, which promotes destruction and opsonization of microbial agents via the lectin pathway, enhancing the recruitment of immune cells (23). In addition, oxidized lipids from dead cells are recognized and presented as non-self-antigens because they are recognized as dangerous biological waste of the host. These oxidation-specific components are recognized as endogenous DAMPs by PRR in phagocytic cells acting as antigen-presenting cells (APCs) to over-stimulate the innate immune cells (26). Recent evidence reported that CD1b in dendritic cells play a role in oxidizing lipids that stimulate NKT cells (27). Leiw et al. reported that self-antigenic lipids are associated with CD1d that promotes NKT cell participation in restoring tissue homeostasis after a sterile injury (28).

Collectively, all soluble factors released by neutrophils, macrophages, DCs, and stromal cells, such as fibroblast, mast, and endothelial cells, regulate the amplitude and duration of the inflammatory response acting as a self-amplifying network.

Clearance of foreign pathogens, cell debris, and dead cells promotes resolution of inflammation in a harmonious and active process. Recent evidence showed that inflammation resolution proceeds in synchronic and overlapping phases. The whole process also includes cessation of neutrophil tissue infiltration, regulation in cytokine-chemokine production, elimination of death neutrophils and their immediate efferocytosis mediated by macrophages, return of viable cells into the blood or lymphatic system, successful outcome of the wound healing response, and new tissue formation for homeostasis restoration (29).

Inflammation resolution is managed by the production of an array of molecules with anti-inflammatory and immunomodulatory activities called pro-resolving mediators. Some of these molecules are derived from the catabolism of synthesized lipids during the acute inflammatory phase. For example, arachidonic and eicosapentanoic acid promote lipoxin and prostaglandin production, whereas docosahexanoic acid promote maresin, resolvin, and protectin release (29–31). These lipid mediators are produced by recruited neutrophils and macrophages, as well as endothelial cells, epithelial cells, and platelets through the lipoxygenase enzyme. In addition to lipid mediators, proteins such as Annexin-A1 show a potent anti-inflammatory and pro-resolving activities. Most of these pro-resolving mediators exert their function by binding to a wide array of G-protein coupled receptors (GPCR) activating diverse pathways to produce immunoregulatory molecules (29). Recent reports by Wang et al. revealed that lysophosphatidylserine, acting as a HAMP, might act as a pro-resolving mediator because it binds to GPCR 34, which plays a role in anti-inflammatory responses (32). Additionally, pro-resolving mediators influence the rest of the steps involved in inflammation resolution.

Neutrophil recruitment to the damaged site ceases when the stimuli triggering the inflammation disappeared, leading to endothelial inactivation by decreased expression of cell adhesion molecules and reduced vasodilation. In this way, Annexin-A1 and/or its analog peptides play a crucial role as a stop signal for neutrophil extravasation. Evidence showed that Annexin-A1 or its mimetic peptides decreased the production of proinflammatory cytokines such as IL-1 β, IL-8 and CXCL1 and the expression of VCAM-1, ICAM-1, and E selectin adhesion molecules, thereby inhibiting the capture of circulating neutrophils on the activated endothelium (33, 34). Another way to limit the infiltration of neutrophils to the inflammation site is by dismantling the established chemokine-cytokine gradients. In this setting, aggregated NETs promote IL-8 and IL-1 β degradation, mediated by serine proteases that are released by neutrophils and macrophages (35).

Additionally, clearance of recruited neutrophils is controlled by the induction of regulated non-necrotic cell death (19). In an acute inflammation, the lifespan of neutrophils is enhanced by the release of proinflammatory cytokines, growth factors such as granulocyte-monocyte colony-stimulating factor (GM-CSF), and microbial derived products. However, through the resolution phase of inflammation, the lifespan of neutrophils is reduced by macrophages, inducing neutrophil death through the release of agonistic molecules for death receptors such as Fas ligand (FasL), TNF-α, and TNF-related apoptosis-inducing ligand (TRAIL) (36). Recent evidence demonstrated that IFN-β is also important to induce inflammatory neutrophil death by activating STAT3 during a non-sterile inflammation caused by Escherichia coli (37). Dead neutrophils are engulfed by macrophages in a process called efferocytosis. During efferocytosis, phosphatidylserine exposed on the cell surface of dying neutrophils or apoptotic bodies acts as an “eat me” signal, activating distinct intracellular pathways for reprogramming of inflammatory M1 into anti-inflammatory and pro-resolving M2 macrophages (38). Kourtzelis et al. demonstrated that the release of developmental endothelial locus-1 promotes efferocytosis of death neutrophils by interacting with exposed phosphatidylserine on dying cells and αvβ3 integrin receptors on macrophages in a mouse model of periodontitis (39). In addition, type I interferons are crucial to promote reprogramming of M1 into M2 macrophages since knockout IFN-β genes in macrophages reduce their ability to release anti-inflammatory cytokines (37). Several studies indicated that M2 macrophages produce IL-10 and transforming growth factor-beta (TGF-β) in addition to PDGF, vascular endothelial growth factor (VEGF), and other mediators. Reprograming of macrophages also impacts the gradual shifting of T-lymphocytes, changing from Th1 to Th2 phenotype, regulatory T-lymphocytes (Treg cells), or other immunoregulatory cell subpopulations (40, 41). Additionally, the recruitment and differentiation of Treg cells are essential for inflammation resolution. Recent evidence showed that Tregs participate in the reduction of atherosclerosis plaques in mice. Depletion of Tregs impairs the resolution phase of inflammation in atherosclerosis causing a perpetuation of the inflammatory reaction and decreasing efferocytosis and production of pro-resolving mediators (42). Moreover, other immune cells such as innate lymphoid cells and myeloid-derived suppressor cells (MDSCs) have been demonstrated to participate in the resolution of inflammation in distinct pathologies (43, 44).

Through the acute phase of inflammation and its resolution process, a myriad of cells is recruited at the damaged site due to the established chemokine-cytokine gradients. The recruitment of monocyte-derived macrophages, platelets, fibroblast, and other cell types is essential for the wound healing process, producing a plethora of wound-related signals. Growth factors, such as PDGF, VEGF, fibroblast growth factor (FGF), keratinocyte growth factor-1, and EGF, and chemokines and cytokines promote the proliferation of distinct sets of cells as a prerequisite for wound healing (45).

As the inflammation subsides, proliferation becomes a major theme with the focus on covering the wound surface, restoring the vascular network, and forming new connective tissues (granulation tissues). This proliferative phase is characterized by angiogenesis, a process essential for restoration of nutrient and oxygen supply. This process requires growth factors such as VEGF, PDGF, basic FGF (bFGF), and thrombin, promoting the proliferation and migration of endothelial cells toward the site of angiogenic stimulus (46). These sprouts develop into endothelial tubules that connect with each other to form the vessel lumen, and these new vessels interact with pericytes and smooth muscle cells forming a network of venules and arteries. In addition, bone-marrow-derived endothelial progenitors also participate in forming de novo vessels, a process known as vasculogenesis (46).

Fibroblasts are other cells that play a central role in repairing injured tissues. During this proliferative phase, fibroblasts are recruited to the provisional matrix and proliferate in response to the secreted cytokines and growth factors PDGF, TGF-β and bFGF produced by platelets and macrophages in the wound (45). When the wound condition is maintained, circulating bone-marrow-derived mesenchymal progenitors called myofibroblast migrate to the injured area. These cells secrete chemokines, cytokines, and growth factors that strengthen their local concentration to promote healing. Myofibroblasts, besides enhancing angiogenesis, act as APCs that stimulate immune cell infiltration. Other cells in the tissue, in addition to fibroblast, such as pericytes and epithelial cells, have been reported to differentiate myofibroblast in the uninjured zone (47). In this sense, some reports suggest that subsets of macrophages identified by CD45, CD11b, and F4/80 molecules transit to myofibroblast-producing growth factors such as MCP-1, TGF-β, and VEGF contributing to new blood sprouting during angiogenesis (48).

The remodeling phase is the last process in resolving inflammation. During this reparative phase, recruited fibroblasts produce zinc-dependent endopeptidases known as metalloproteinases to degrade the provisional matrix and produce other ECM components, such as proteoglycans, glycosaminoglycans, fibronectin, hyaluronic acid, and collagen to fill the wound gap. In this phase, wound contraction occurs and participation of the myofibroblast is crucial as they produce α-smooth muscle actin and collagen, as responses to fibronectin and other proteins to ECM. Reports indicated that macrophages shift from a M2a to a M2c profile showing fibrolytic activity, as they release proteases for ECM degradation and engulf excess cells present in the damaged site (49).

In addition, myofibroblasts bind to each other allowing wound healing and are eliminated by cell death once tissue integrity is reached. Collagen I is overproduced to promote greater tensile strength. Finally, the formation of new blood vessels and cellular infiltration is avoided, establishing an acellular milieu during wound closure.

Although in recent years the cellular and molecular mechanisms involved in inflammation resolution have been characterized, several aspects remain relatively unclear, e.g., the whole signals that cause the gradual shift from acute inflammation to the resolution or interaction among cells participating in this process. Exhaustive investigation in crucial points of this phenomenon must be performed in order to have a deeper knowledge of the process.



Chronic Inflammation

As described above, inflammation is a self-limiting process of restoring tissue homeostasis after a non-sterile or sterile source of damage that causes injury. However, when this process persists during the inflammatory phase and is dysregulated or the body is unable to repair the damaged tissue, inflammation is prolonged and exacerbated leading to further damage of the surrounding healthy tissues. This uncontrolled state, denominated as chronic inflammation, involves a persistent inflammatory stage caused by the noxious stimulus. Chronic inflammation is characterized by abundant neutrophil infiltration and profuse presence of RNOs and tissue-damaging enzymes. All these factors maintain a positive feedback loop perpetuating the inflammatory process and increasing the damage on the surrounding healthy tissues.

Distinct pathological conditions have been associated with chronic inflammation in the host such as chronic disease, diabetes, malnutrition, vascular insufficiency, and aging, among others, and factors as recurrent trauma, tissue necrosis by hypoxia or ischemia, edema, pressure, and infection (50). Some mechanisms underlying the chronic inflammation have been proposed, such as inefficient elimination of damaging agents by the immune cells, alteration in their activity, and dysregulation of cell signaling pathways involved in the resolution phase (50).

The etiology of chronic wounds is diverse, and their causes are not fully understood despite the efforts made to identify them. With regard to non-sterile inflammation, persistent infection constantly releases PAMPs. In the case of intracellular pathogens, DAMPs are released due to continuous injury and cell death. Besides, the perpetual release of some ECM fragments from the damaged tissue exacerbates the local concentration of released DAMPs. When PAMPs or DAMPs are recognized by distinct PRRs, these receptors trigger the synthesis of proinflammatory cytokines. N-formyl peptides, present in the bacterial membrane or released by dying cells, act as potent chemoattractant for platelets and phagocytic cells. In neutrophils, N-formyl peptide signalization induces IL-8 secretion, another molecule with potent chemoattractant activity (51). In addition, cytochrome-c, cardiolipin, succinate, and other DAMPs trigger different signaling pathways with proinflammatory properties that promote and potentiate the inflammatory response. When these events are not orchestrated, they progress to the development of a chronic inflammation (52). A good example of this phenomenon is the release of intracellular nucleotides. In a regulated inflammatory process, injured or dying cells release ATP to alert the immune system. ATP binds to the P2 purinergic receptors, widely expressed in different tissues, contributing to the blood flow regulation and vascular endothelium activation and promoting immune cell phagocytosis (53). However, dysregulated release of ATP leads to chronic inflammation by RNOs overproduction. Tatsushima et al. demonstrated that in a mice model of steatohepatitis, a chronic liver inflammation, the release of vesicular ATP is crucial in promoting inflammation, fibrosis, and macrophage infiltration. In this regard, knockout vesicular nucleotide transporter gene in mice eliminated the damage caused by high fat diet (54).

Recently, a regulated cell death process known as iron-dependent programed cell death has been linked to chronic inflammation. In inflammatory zones showing increased extracellular iron, surrounding cells capture this metallic compound by endocytosis. The iron released in cytosol increases the ROS levels, generate lipid peroxidation with the concomitant cell membrane disruption, phenomenon known as ferroptosis. As consequence of this process, more DAMPs are released to sustain the chronic inflammatory process. As was previously mentioned, oxidized lipids mediators also contribute to chronic inflammation by activating enzymes related to respiratory burst, thus increasing the oxidative metabolism of the cells in the microenvironment (18, 19, 55).

Impaired inflammation resolution leads to aberrant tissue remodeling and organ dysfunction; therefore, constant cell damage triggers the release of endogenous lipids. The cellular and molecular mechanisms leading to pathogenesis of chronic inflammation, in which the bioactive lipids act, has been recently reported by Chiurchiú et al. (56).

Excessive or uncoordinated production of lipids, DAMPs, and/or PAMPs may lead to a dynamic imbalance of intracellular signals, resulting in chronic inflammation. With regard to HAMPs, increased levels of some lysophospholipids such as LPC are associated with the expression of cyclooxygenase type 2 enzyme in the endothelial cells to produce proinflammatory lipids derived from the arachidonic acid (57). This evidence presented thus far supports the role of uncontrolled production and release of PAMPs, DAMPs, or HAMPs as an event promoting chronic inflammation in malignant and non-malignant diseases.

As discussed earlier, excessive neutrophil and macrophage infiltrations are considered a crucial factor involved in chronic inflammation. Neutrophil accumulation results in RNOs overproduction and protease release, which damages the ECM, as well as the cell membrane of distinct tissue resident cell populations or recruited from circulation. An imbalance in proteolytic activity of local cells involved in wound repair has been reported to result in persistent inflammation. Besides neutrophils, endothelial cells, fibroblast, and tissue macrophages release numerous proteases during wound healing. The endogenous enzymatic activity of proteases is regulated by endogenous inhibitors forming an intricate network. Alterations in the delicate balance of this network by the lack or altered activity of some agonists are associated with chronic inflammation (58, 59).

Uncoordinated production and deregulation of released proteases maintain the tissue damage, encouraging chronic inflammation and increasing cancer risk (60–62). Other factor promoting chronic inflammation is the uncoordinated production of the pro- and anti-inflammatory cytokines (63). Recent studies show that several cytokines exhibit a dual function according to their local concentration or interaction with other soluble factors (64). See Table 1.


Table 1 | Key Cytokines and Growth Factors associated with acute and chronic inflammation.



In addition, immune and stroma cells are immersed in a varied collection of cytokines, growth factors, chemokines, and stroma factors in constant shift. Cells continuously exposed to these signals turn on or off numerous signaling pathways, impacting the phenotypic plasticity of distinct infiltrating immune cells. Chronic inflammation has been associated with the presence of Th17 cells that are differentiated from CD4+ Th1 lymphocytes. Differentiation to Th17 cells requires cytokines such as TGF-β and IL-6 or combination of IL-6, IL-1β, and IL-23 to activate the ROR-γ transcription factor. Differentiated Th17 cells secrete a wide variety of cytokines, including IL-17A, IL-17F, IL-21, IL-22, GM-CSF, IL-9, IL-10, and IFN-γ. Th17 cells are responsible for granulopoiesis and recruitment of neutrophils and macrophages in the injured zone; thus, they have been implicated in perpetuating chronic processes, such as psoriasis, Crohn’s disease, vasculitis, atherosclerosis, and asthma, among others (91).

During the acute inflammation resolution process, distinct immune cell populations are implicated. According to the lineage from which they were derived, immunoregulatory cells are classified into lymphoid-derived, Tregs, regulatory B (Bregs), and natural killer cells (NK cells); or myeloid derived, such as MDSCs, polymorphonuclear (PMN)- and monocytic (M)-MDSCs, regulatory macrophages, regulatory dendritic cells, regulatory neutrophils, and regulatory eosinophils. However, dysregulation in the migration, differentiation, and activity of these immune cells with immunoregulatory activity has been related with chronic inflammation. The activity and complete participation of these immunoregulatory cells in chronic inflammation are beyond the scope of the present manuscript. Excellent works have been conducted in this field (92–96).

Despite the efforts made to understand and elucidate the molecular and cellular processes involved in chronic inflammation, the whole mechanisms that underpin the maintenance of this state remain unknown. In this setting, studies will help define biomolecules associated with the risk of chronic inflammation occurrence, especially its paradoxical effects in cancer development and progression. See Figure 1.




Figure 1 | The relationship between acute and chronic inflammation. Harmful agents that damage tissues trigger the release of PAMPs, DAMPs, and HAMPs. Surrounding tissue cells sense these molecules through surface or intracellular receptors that trigger signaling pathways for the production of proinflammatory chemokines and cytokines. These soluble factors promote the migration of neutrophils and monocytes to the site of injury producing RNOs, NETs, increased iron, and phagocytizing noxious agents. Once the source of damage is eliminated, resolution of inflammation is induced, mediated by immunoregulatory cells and suppressor cytokines, restoring tissue homeostasis. Dysregulation and perpetuation of the aforementioned processes cause chronic inflammation. PAMPs, Pathogen-associated molecular patterns; DAMPs, Damage-associated molecular patterns; HAMPs, Homeostasis-altering molecular processes; RNOs, Reactive oxygen and nitrogen species; NETs, Neutrophil extracellular traps. Created with Biorender.com.





Inflammation and Cancer

Dysregulated and unresolved chronic inflammation is recognized to play a major role in different types of pathologies as mentioned above. Special attention has been focused in the association of chronic inflammation with cancer development. The relationship between chronic inflammation and cancer is well known since the nineteenth century when Rudolph Virchow, based on his observations, proposed that cancer development was associated with the presence of immune infiltrate related to chronic inflammation (97). A century later, Dvorak reported that inflammation and cancer share common features such as proliferation, cell survival, induced angiogenesis, and migration (98). Nowadays, chronic inflammation has been considered as an enabling characteristic for tumor initiation and progression, helping to acquire additional cancer markers (99). Epidemiological studies suggest that 25% of cancer cases are associated to chronic inflammation (100, 101) and up to 15% of cancer malignancies are related to infectious diseases.

The typical oncogenic pathogen infections such as Epstein-Barr virus (EBV), human papillomavirus (HPV), hepatitis B virus (HBV), and hepatitis C virus (HCV) directly block the activity of tumor suppressor pathways, such as P53 and retinoblastoma (RB), disturbing the cell cycle.

The EBV infection has been linked to development of lymphocytic and epithelial malignancies.

Lymphoproliferative disorders such as Burkitt, Hodgkin, diffuse large B cell lymphomas, angioimmunoblastic T-cell, and extranodal NK/T-cell lymphoma, as well as gastric cancer and nasopharyngeal carcinoma of epithelial origin are some of the most frequent cases associated with this infection (102).

HPV is the most common sexually transmitted infection. High risk HPV types 16 and 18 are associated with more than 90% of cervical cancer, 85% of anal cancers, and 50% of penile, vulvar, and vaginal cancers. HBV infection causes acute and chronic hepatitis, and is a major risk factor for the development of hepatocellular carcinoma (HCC). HCV is another virus that shows tropism to the liver. Chronic HCV infection is associated with increased inflammatory cytokines and chemokines, and is the major risk factor for the development of HCC. This virus has been related to the development of some other carcinomas, as well as B-cell non-Hodgkin’s lymphoma. In general, oncogenesis by these infections can be mediated by i) oncogenic proteins encoded by virus genome, ii) oncogenic driver mutations that directly or indirectly induce chronic inflammation, iii) promote genomic instability that leads to carcinogenesis.

Excellent reviews of the molecular aspects and oncogenic pathways contributing to cellular transformation, concerning these and other viruses, have been previously published (103, 104).

With regard to bacterial agents, Helicobacter pylori infection has been recognized as a risk factor for gastric cancer. H. pylori induces inflammation by recruiting immune cells, which increase the production and release of RNOs to generate genomic instability causing the transformation of gastric epithelial cells (105). In this regard, some groups have found that H. pylori increases the activity of the Th17 lymphocyte subpopulation with consequent increase of IL-17 production, thus establishing an inflamed environment that stimulates the development and growth of cancer cells (106). However, this paradigm is shifting, as recent studies showed that H. pylori can directly interact with host genes that regulate the cell cycle, cell death, and other mechanisms of tumor suppression, thereby promoting the growth of incipient transformed cells (107).

Fusobacterium nucleatum upregulates host oncogenes through the interaction between its virulence factor FadA and E-cadherin expressed on epithelial cells. Clathrin-mediated endocytosis of the bacterium leads to phosphorylation of β-catenin and NF-κB activation, which upregulates inflammatory cytokine production. In addition, downstream activation of WNT, Myc, and Cyclin D1 promotes cellular proliferation to induce colorectal cancer (108, 109).

Enterotoxigenic Bacteroides fragilis (ETBF) is associated with risk to colorectal cancer (CRC) by recruiting Th17 cells and altering the STAT3/Th17 pathway (110). Excellent reviews about the participation of other pathogens in cancer development could be found elsewhere (107, 111).

With regard to the impact of sterile inflammation in the cancer development, environmental or lifestyle factors such as tobacco smoking, fine particle inhalation, and asbestos exposure are associated to lung cancer and mesothelioma (112). Wu et al. demonstrated that particulate matters present in air pollution cause autophagy-mediated inflammation in mice. Particulate matter activates TLR-4 that stimulates autophagy through mTOR inhibition. This event leads to activation of the NF-κB signaling pathway to upregulate the expression of proinflammatory cytokines, which might act as an important triggering event to develop cancer (113). Low-grade inflammation induced by excessive lipid accumulation, hyperglycemia associated with diabetes, and obesity increase the risk of different types of cancers, including liver, pancreatic, colon, breast, and other malignancies (114, 115). In addition, the presence of autoimmune diseases is now recognized as a risk factor of some types of cancer. For example, celiac disease, a systemic autoimmune disorder associated with chronic inflammation, is associated with the occurrence of gastric cancer and intestinal lymphomas in distinct cohorts of individuals (116).

As was mentioned before, phagocytic cells produce large amounts of iron. During chronic inflammation, iron participates in generating the oxidative burst required to kill phagocytosed pathogens. However, when deregulation in the production of iron occurs, ROS can cause protein denaturation, lipid peroxidation and DNA damage. As noted above, chronic inflammation caused by persistent pathogens can alter DNA and lead to tumor development. Likewise, this inflammation increases the genetic damage initially caused by physical, chemical or biological factors. Common signaling pathways between inflammation and cancer are depicted in Figure 2. In addition, recent findings have added a new avenue in the complex relationship between inflammation and cancer because oncogenic changes could induce a chronic inflammatory microenvironment.




Figure 2 | Molecular pathways linking inflammation and cancer. Chronic inflammation acts as an extrinsic pathway for cancer development. In tissue cells, genetic and epigenetic alterations act as intrinsic pathway to induce cell transformation. Both pathways impact on the activation of transcription factors that support inflammation and tumorigenesis. Created with Biorender.com.



Sustained proliferation of tumor cells requires a high demand for nutrients. Cancer cells utilize metabolic byproducts from immune and stromal cells to support cancer growth. Iron is one of these demanding nutrients and it has been reported that cancer cells capture several cytokines from the microenvironment to increase iron uptake and repress its efflux in order to maintain high levels of intracellular free iron (91, 117).

In addition, epithelial and immune stem cells carrying driver mutations or in early stages of cancer development enable the aberrant pathway signaling for blockage of cell death process and uncontrolled cell proliferation, causing tissue stress that favors a chronic inflammatory microenvironment. Gene-driver mutations in oncogenes such as Kirsten rat sarcoma (K-RAS), rearranged during transfection (RET), or MYC can continuously activate pathways that upregulate the expression and secretion of some proinflammatory cytokines, such as IL-1β, CSFs, IL-8, and CXC chemokines, among others (118–120). Continuous increase of inflammatory mediators and growth factors by stroma cells induces the inflammatory microenvironment that may contribute to the initiation and promotion of cancer.

The incipient and local inflammation leads to infiltration and increase in phagocytic cells that maintain a continuous release of RNOs, increasing mutations in oncogenes and tumor suppressor genes or epigenetic changes (121, 122). Mutagenic agents (e.g., peroxynitrite) may increase oncogenic transformations that cause non-synonymous mutations, which generate neopeptides in proteins that may act as tumor antigens. Moreover, metabolic alterations play as HAMPs to facilitate inflammasome activation and the synthesis and release of proinflammatory cytokines (123, 124). Dou et al. reported that cancer cells contain extranuclear chromatin (13). In varied cancers, cytoplasmic chromatin acts as a danger signal that activates the chromatin-cGAS-STING pathway, stimulating the expression of proinflammatory cytokines that, in a short term, activate the innate immune cells. However, persistent activation of this pathway leads to chronic inflammation induction and increases the genomic instability in tumor cells.

The evidence presented in this section suggests that perpetuated inflammatory response could facilitate the release of genotoxic agents, leading to a tumorigenic event. This process might be mediated by indirect or direct damaging of the genetic material of normal cells or through the established and preserved inflammatory microenvironment in which cytokines and growth factors stimulate the growth and development of nascent tumor cells. Together, these data demonstrate that sterile or non-sterile chronic inflammation may act as an extrinsic condition that precedes or promotes carcinogenesis. The crosstalk between tumor-inflammatory cells induces angiogenesis, facilitate metastasis, and modulate the antitumor immune response.



Cancer Immunoediting Theory

Inflammation, as discussed above, is considered an enabling characteristic to promote tumor development. In this regard, inflammation might act as an extrinsic condition that transforms normal into tumor cells or could be an intrinsic event elicited by the aberrant activation of intracellular pathways due to mutations in driver genes. Stromal and immune cells participate in sustaining the elicited inflammatory state contributing in the acquisition of cancer biomarkers. However, in recent years, this view of the immune system as a driving force to promote tumorigenesis has been challenged by the understanding of the immune and stromal cell communication with cancer cells. Data obtained from in vitro studies and animal models show that specific genetic or molecular immune deletions exposed to genotoxic agents induce tumor development (125, 126). Schreiber’s group proposed the cancer immunoediting concept, explaining the tumor development and its progress in a host with a competent immune system (127). This theory is composed of three phases: the first involves the elimination phase, in which the immunosurveillance mediated by the innate cells, and also the adaptive immune response, help the total elimination of nascent tumor cells. This theory suggests that when tumor cells are not completely eliminated by the host immune response, a new phase known as equilibrium is induced. In this phase, the innate and adaptive immune cells continue to recognize and destroy susceptible immunogenic clones of the tumor that are continuously arising (128). This stage has been proposed as the longest in duration as tumor cells might enter in a dormant state induced by the immune response, a process called immune-mediated dormancy. In addition, other cellular events could be participating. Finally, in the escape phase, tumor cell clones become refractory to cytolytic molecules released by effector immune cells. Moreover, tumor cells affect the cytokine or growth factor microenvironment produced by the immune and stroma cells, impeding an efficient host immune response and thus causing the emergence of a clinically detectable tumor mass. At this moment, the immune and stroma cells in the tumor microenvironment switch from an antitumor to a protumoral activity contributing to the maintenance of the distinctive cancer biomarkers according to Hanahan and Weinberg (99).


Interactions Between Innate and Adaptive Immune Cells and Nascent Tumor Cells

Early clinical oncology observations lead to discernment that neoplastic cells are recognized and eliminated by the host immune system.

A deeper knowledge of the nascent transformed cells and their subsequent neoplastic transformation for establishing a critical tumor-initiating cell has been achieved. However, the nature of critical interactions between nascent tumor and innate immune cells are still elusive due to obvious technical challenges related to in vitro and in vivo models. To overcome this obstacle, experimental models of chemotherapy-induced stress immunosurveillance have been developed to analyze the participation of innate immune cells (126). Based on these previous reports, we can highlight some aspects related to the nascent transformed cell, its ongoing transformation, and the early participation of the most important types of innate and adaptive immune cells. Knowledge of the distinct immune cell types and their roles in the antitumor immune response induction has led to the establishment of a tight collaboration between the innate and adaptive responses to control tumor progression.

Genotoxic agents are continuously impacting the genome of cells that constitute the human body and might promote the emergence of nascent transformed cells. From an immunologic perspective, the immunosurveillance theory suggests that distinct types of immune cells are continuously patrolling the body to detect and eliminate nascent tumor cells. For sensing, innate cells are armed with a collection of receptors for an immediate response against nascent transformed cells or their initial development. Immune cells with this capacity, particularly from the innate lymphoid cell (129, 130) compartment, have been identified, such as NK cells, γ-δ T-cells, and NKT, which perform the immunosurveillance.

NK cell activation is regulated by a strict balance between activation and inhibition signaling pathways controlled by their respective receptors (131–133). NK cells mediate the lysis of the target cells by releasing granzymes and perforin contained in their cytoplasmic granules. Release of these molecules at the zone of tight intercellular contact triggers target cell death (134). In addition to their main lytic function, some other NK subpopulations release chemokines and cytokines, with IFN-γ released earlier and as the most crucial cytokine (135).

Natural Killer T (NKT) cells were first detected in mice and some years later in humans (136, 137) and they have been incorporated as part of the innate immune response. NKT cells, unlike NK cells and T-lymphocytes, express a semi-invariant α-β T-cell receptor with restricted repertoire to recognize various endogenous and exogenous glycolipids or antigenic lipids associated to non-classical major histocompatibility complex (MHC)-like molecules, particularly the CD1d glycoprotein molecule (138–140). The α-galactosylceramide identified as a CD1d-restricted NKT cell antigen boosted the biologic importance of NKT cells in homeostasis and pathological conditions. Stimulation of NKT cells cause the immediate release of large amounts of cytokines and the same cytolytic machinery as NK cells (141).

γ-δ T-lymphocytes constitute a small proportion of T-lymphocytes infiltrating several tissues; therefore, they were formerly designed as intraepithelial lymphocytes. For their localization, these cells have a primordial participation in detecting tissue perturbation, infection, or tumors. γ-δ T-lymphocytes, as well as NK cells, express the NKG2D receptor that recognizes MICA/MICB and ULBPs proteins upregulated in stressed cells. The response called “lymphoid stress-surveillance” impedes the dissemination of infected or malignant cells. Subpopulations of γ-δ T-cells have been described to infiltrate distinct types of tumors, and some of them participate in secreting cytokines such as IFN-γ and TNF-α. Detailed information of this type of innate immune cell is indicated in Silva-Santos et al. (142).

In summary, NK, NKT, and γ-δ T-cells show effector activity mediated by the release of perforin and granzyme from cytoplasmic granules or mediate the cell death by the death receptor pathway. Moreover, NKT cells essentially release an array of cytokines for favoring activation of the cytotoxic activity of NK and γ-δ T-cells. Reports indicated that innate cells in addition to cytokine production also release chemokines to attract more immune cells.

A tight collaboration among NK, γ-δ T-cells, and NKT conforms a wide network to alert and react quickly to environmental changes for a successful destruction of the arising transformed cells. At this point, these cells participate in the immunosurveillance theory (143), which was incorporated as part of the elimination phase of the cancer immunoediting concept.

Based on the harmful agents inducing inflammation, PAMPs, DAMPs, and HAMPs in the microenvironment activate the endothelium because some of them show chemoattractant activity. In addition to cytokine production, innate cells also release chemokines. These soluble factors attract certain cell types as was previously mentioned in the acute phase of inflammation. In this initial and limited inflammation, neutrophils and mainly macrophages are the most abundant recruited cells to the injured tissue (144). Neutrophils and macrophages phagocytize dead cells and release RNOs causing a hostile oxidative damage that is mainly mediated by intracellular iron accumulation.

This oxidative stress generates cell death of susceptible viable tumor cells and simultaneously cause further genomic perturbations that increase genomic instability in residual viable cells. In this setting, the innate immune response is crucial to eliminate some susceptible tumor cells, while eliciting an antitumoral adaptive immune response.

When the transformed cells are not successfully eliminated by the innate cells, participation of the adaptive immune response is involved. In this step, conventional DCs, monocyte-derived DCs, and macrophages phagocytize transformed dead cells and process the altered self-proteins, harboring non-synonymous mutations, into small neopeptides. After, tissue DCs and macrophages migrate to lymphoid organs, where they mature. In the lymph node, mature DCs (mDCs) act as potent APCs. APCs present non-self-peptides in classes I and II MHC molecules to T-cells, which recognize the MHC-peptide complex through their T-cell receptor (first signal). In this interaction, expression of various costimulatory molecules is required (second signal), and simultaneously APCs release an array of inflammatory cytokines (IL-12, IL-23, IL-6, IL-27, IL-10, and TGF-β) (third signal). These signals are required for the adaptive immune response mediated by antigen-specific CD4+ T-lymphocytes clones. In a synchronized process in the lymph nodes, APCs also present tumor neopeptides to CD8+ T-lymphocytes through a process known as cross-priming.

In CD4+ T-cells after clonal expansion, they differentiate into effector Th1 lymphocytes that secrete an array of other cytokines (IL-2, IFN-γ, etc.) that provide autocrine and paracrine loops that continuously stimulate and expand tumor-specific CD4+ (Th1) and CD8+T-lymphocyte clones. During CD8+T-lymphocytes expansion and differentiation, gradually synthesize granzymes and perforin to become CTLs, which share the same cytolytic machinery with NK and NKT cells. Then, CD4+ and CD8+ lymphocytes with effector phenotypes migrate to reach the tumor zone and interact with malignant cells. Revisions that provided a detailed description of antigen processing and presentation to T-lymphocytes and also the array of involved cytokines have been previously published (145).

While CD4+ T- and CD8+ T-lymphocytes expand to effector cells, innate cells participate in destroying susceptible transformed cells in the tumor mass. Reports indicated that, in tumor bearing mice (146, 147), some cytokines (IL-2, IL-12, IL-15, and type I IFN) upregulates the NK cytolytic activity in collaboration with effector CTLs that in sufficient amount display an antitumor activity, resulting in the elimination of the initial tumor mass. See Figure 3.




Figure 3 | Cancer immunoediting theory. Elimination phase, immune cells with pro-inflammatory activity involved in the recognition and cell death of nascent tumor cells are indicated. Equilibrium phase, tumor zones composed of immune cells with proinflammatory and protumoral activites coexist in the tumor. In this long phase, dormancy and/or autophagy of the tumor cells might be occurring. Also, in the chronic inflammatory environment the Th17 cells could be participating. Escape phase, in this final step, tumor cells acquire mechanism to block the activity, cytocidal mechanisms of immune cells or maintain a microenvironment to promote in immune cells pro-tumoral activity. See text for further explanation. NK, natural killer cell; N1, type-1 neutrophil; mDC, mature dendritic cell; M1, type-1 macrophage; CD8+T, CD8 positive T-lymphocyte; CD4+T, CD4 positive T-lymphocyte; M2, type-2 macrophage; Tol DC, tolerogenic dendritic cell; N2, type-2 neutrophil; MDSC, myeloid-derived suppressor cell; Treg, regulatory T cell. Created with Biorender.com.



Early and local tumor microenvironment is achieved in a coordinated and tightly regulated cellular inflammatory mechanisms that, after eliminating tumor cells, the resolution phase of the inflammation participates in the original tissue repair. When malignant cells were completely destroyed, most of the effector CD4+ T- and CTLs becomes tolerogenic or die by distinct mechanisms. However, a small proportion of the effector cells became memory T-lymphocytes, finishing the elimination phase (148).



Equilibrium Phase

The immunoediting theory suggests that when the innate and adaptive immune responses do not eliminate all transformed cells and some of them maintain their viability, the remaining tumor cells will gradually increase its genomic instability. In addition, macrophages, neutrophils, tissue resident, or chemo-attracted phagocytic cells produce extrinsic factors such as RNOs that increase the genomic instability (149). Increased intrinsic alterations in the DNA repair machinery disrupted cell-cycle control and cell death are some of the affected processes.

As previously indicated, tumor recognition by NK and NKT is limited; therefore, their effector activity might be overwhelmed by transformed cells that are arising and gaining more and new mutations. The novel immunogenic antigens stimulate the participation of the adaptive immune cycle(s). Clones of CD4+ and CD8+ T-lymphocytes expressing TCR to recognize novel neopeptides are activated. This cycle repeats itself as long as immunogenic tumor neopeptides are generated and as a consequence of sustaining tumor cell proliferation, according to the cancer immunity cycle proposed by Chen et al. (150). In this scenario, during the equilibrium phase, the adaptive immune response helps eliminate the preceding and new clones of immunogenic tumor cells, and thus, an antitumoral activity is essential in this chronic inflammatory microenvironment.

In the equilibrium phase, tumor clones of the initial tumor might gain lethal mutations due to the high stochastic mutational rate that occurs as part of the cancer natural evolution (99). In this aspect, several mechanisms to eliminate genomically unstable cells have been reported, including the mitotic catastrophe (151, 152). Cell death for this condition supports a chronic inflammatory environment in which the antitumoral activity of immune cells should be preponderant. However, some cytokines and growth factors (IL-17, IL-6, IL-10, TGF-β, GM-CSF, etc.) are simultaneously released in the microenvironment; hence, the proliferation of malignant epithelial cells containing the genetic arsenal can stimulate tumorigenesis (153). These tumor clones gradually acquire growth advantage by forming a critical tumor mass that allows them to resist the effect of cytotoxic molecules released by the immune cells or induce microenvironments that change the phenotype of immune cells into a protumoral activity.

The equilibrium phase is considered as the step with longest duration. An event that could preserve this long duration is tumor dormancy, a mechanism characterized by both inhibited proliferation and cell death. Several studies provide data that the aberrant organization of tumor growth leads to loss of tissue architecture, inducing a deficient crosstalk with the extracellular matrix components. Loss of this communication supports tumor dormancy (154). Moreover, gradual increase in tumor mass could establish an oxygen- and nutrient-limited environment, due to the absence of factors involved in neovascularization turn on, resulting in a stage of cell dormancy. This event is reversible when the angiogenic program is activated.

In addition, as innate and adaptive immune systems destroy proliferating tumor cells, some malignant cells may enter into cellular arrest reducing their proliferation and keeping them clinically dormant. Other possible mechanisms may be involved in tumor cell dormancy is the histologic type of cancer. Undoubtedly, a deeper knowledge of these phenomena during the equilibrium phase should generate new markers and therapeutic targets related to earlier cancer stages.

Autophagy is another even that could be associated with the equilibrium phase and caused by nutrient deficiency in tumor microenvironment. The role of autophagy in cancer has been considered as dichotomic, which might act as a tumor suppressor mechanism during early tumorigenesis but might stimulate the growth and survival of tumor cells in advanced stages (155, 156). Some reports indicate that dormant cells upregulate autophagy in order to meet the metabolic demands to sustain their viability (157). Interestingly, several studies reported that tumor cells increase the autophagy rate to evade the NK, NKT, γ-δ T-cell, and CD8+ T-cell activities (158, 159). Baginska et al. revealed that in MCF-7 cells, autophagy impairs the cytotoxic activity of NK cells by sequestering and degrading the granzyme B inside the autophagosomes under hypoxic conditions. In addition, Yamamoto et al. recently found that, in a mouse model of pancreatic cancer, tumor cells increase autophagy to selectively degrade class I MHC molecules, thereby reducing the expression of neopeptides and their subsequent recognition by CD8+ T-lymphocytes (159, 160). Overall, these findings suggest that during the equilibrium phase, tumor dormant cells could upregulate autophagy that sustains cell viability and hinders the cytotoxic effect of innate and adaptive immune cells and thereby helps in tumor sculpting. See Figure 3.

To sum up, in the equilibrium phase tumor development will depend on diverse factors such as the type of agent involved in the tumor induction, oncogenic signaling pathways implicated in the cellular events in the tumor, histological type of cancer, microenvironment in which the primary tumor is induced, genetic susceptibility of the patient, and some several other factors such as gender and age, among others.



Escape Phase

This is the latter stage of cancer immunoediting. In this step, the accumulation of genomic alterations, conferred by gradual or catastrophic events along different stages of tumor development, originate primary tumors with high intratumoral heterogeneity (161). These clones have undergone a long selection process, rather due intrinsic mechanisms aimed to eliminate cells with aberrant, genetic alterations and to the pressure exerted by the host immune systems, which eliminated the immunogenic tumor clones that sculpt the tumor phenotype.

The spatiotemporal interplay of oncogenic driver characteristics of the tumor cell, its interaction with various immune and stroma cells, and matrix elements impact in the establishment of inherent complex and shifting microenvironments with distinct biological variability. These microenvironments allow generation of distinctive microhabitats that over time lead to development of diverse cellular niches, which have been reported on the same surgical specimen (162). In this step, tumors establish an immunosuppressive environment to evade the recognition and destruction of the host immune response. Diverse compounds of the tumor microenvironment derived from metabolic changes, reduced oxygen supply, altered tissue architecture and other factors encourage the release of growth factors, cytokines, and soluble ligands that reduce the tumor antigen recognition, block the immune cell activation or inhibit the effector phase of the cytolytic immune cells. Tumor cells secrete numerous chemokines and cytokines with protumoral activity, such as TGF-β, IL-10, IL-4, IL-6, G-CSF, and GM-CSF, among others. Local overproduction of these cytokines by tumor cells, in addition to that produced by immune and stromal cells, maintain an altered environment for tumor progression. In particular, cytokines such as TGF-β, IL-6, and IL-10, alone or in combination, can promote the expression of immune cells with regulatory function, such as Tregs, MSDCs, M2 macrophages, N2 neutrophils, and immature DCs (iDCs).

Another point of complexity is the tumor and immune cellular heterogeneity. The proportions, spatial distribution, and functionality of the cells infiltrating the tumor to produce cytokines and growth factors vary in each tumor even those with the same histological type (intertumoral heterogeneity). Moreover, these characteristics have been demonstrated to vary in different specimen zones, thereby supporting the notion of intratumoral heterogeneity. The primary immune cell identified in tumor infiltration, due to its importance in tumor cell elimination, is the CD8+ T-lymphocytes (CTLs). In this immune population, proteins related to the cytotoxic potential such as granzyme B and perforin have been analyzed. Furthermore, expression of checkpoint markers such as CTLA-4 and PD-1 have been associated with T-cells undergoing chronic stimulation, a phenomenon known as exhaustion (163). Various studies also reported that due to cell plasticity in response to environmental cytokines, high infiltration of Treg cells, M2 macrophages, DCs, or MDSCs can be detected (164, 165).

Another event that has been reported to affect the tumor cell heterogeneity is the epithelial-mesenchymal transition (EMT), triggered by inflammatory stromal cells and ECM components. During the tumor growth, some zones of the tumor mass reach a size that prevents oxygenation, inducing hypoxic zones and production of cells with more aggressive phenotypes. TGF-β, a key player for the EMT, is produced by neutrophils, platelets, M2 macrophages, MDSCs, and tumor cells themselves. Furthermore, TGF-β is released from its latent form from ECM proteins (166, 167). The EMT signature has been associated with expression of different immune checkpoints inhibiting the effector cells (168–170). Despite the significant progress in this issue, more studies are required to understand the complex and dynamic circuits associated with the EMT transition, the gradual acquisition of protumoral phenotypes by immune cells, and the resistance to cancer therapies, mainly immunotherapy.

Another mechanism participating in the escape phase of immunoediting theory is the production of immunosuppressor metabolites. T-lymphocytes have been demonstrated as the principal cells producing IFN-γ to maintain a chronic inflammatory environment. However, as a negative feedback regulatory mechanism, they also induce the expression of indoleamine 2,3-dioxygenase 1 (IDO-1) in endothelial cells and stromal fibroblast. IDO-1 degrades tryptophan, an essential amino acid for lymphocyte survival. The regulatory environment created by this mediator can offer a pathway of tumor immune escape. Numerous reports indicated that IFN-γ induces IDO-1 expression in tumor cells and is associated with a negative prognostic factor in several cancers (171). In tumor microenvironment, IDO-1 produced by cancer cells, DCs and plasmacytoid dendritic cells (pDCS), induces downregulation of the ζ chain of the TCR in T-lymphocytes. In CD8+ T, γ-δ T-cells and NK cells decrease the expression of degranulation marker CD107a and granzyme B. Moreover, IDO-1 acts as a potent suppressor of CD8+ T-lymphocyte activation, stimulates the differentiation of naïve CD4+ T-cells into FoxP3+ Tregs, promotes T-lymphocyte cell death, and has been reported to correlate with the expression of PD-1 and PD-L1 immunologic checkpoints. All these evidences, using animal models and human studies, demonstrated the biological importance of IDO-1 in promoting and facilitating tumor progression (172).

Chronic inflammation is maintained during tumor development. In early stages of tumor development (elimination phase), the inflammatory response exerts an antitumoral effect. However, in advanced stages of cancer, deregulation or overproduction of chronic inflammation mediators show protumoral activity by inhibiting the host immune response. The essential amino acid L-arginine (L-arg) participates in the immune cell proliferation. During the repair phase of acute inflammation, macrophages recruited to the injured area express arginase, an enzyme that hydrolyzes L-arg to L-ornithine, which is then degraded to proline for collagen synthesis (173) or forms polyamines that stimulate cell proliferation (98). Reports indicated that tumors can produce L-arginase; however, most studies found that the production of L-arginase is derived from tumor-associated stroma cells, including macrophages, DCs, granulocytes, monocytes, and mast cells, grouped as MDSCs. Distinct local factors from DAMPs to varied environmental conditions such as hypoxia, nutrient deficiency, cellular metabolites, products derived from the ECM, growth factors, and cytokines stimulate the arginase production in MDSCs. In tumor microenvironment, starvation of L-arg by MSDCs downregulated the CD3 ζ chain of the TCR in lymphocytes; reduced the MHC molecule expression hampering the tumor antigen presentation; restricted viability, proliferation, and effector activity of the NK cells; and induced the presence of alternative macrophages M2 and N2 neutrophils. All and other alterations promote the protumoral activity of the immune response. An excellent review of MSDCs induction and their importance in tumor microenvironment has been recently published by Grzywa et al. (174). See Figure 3.

Under physiological conditions, the immune cell response is strictly regulated by a balance of stimulatory and inhibitory signals to maintain self-tolerance or by minimizing the duration and extension of inflammation. Receptors and ligands, both members of this attenuating pathway, have been designed as “immune checkpoints.” The roster of this type of molecules is rapidly expanding, including but not limited to the following: CTLA-4, PD-1, LAG-3, TIM-3, TIGIT, GITR, and CD96 Also, some members of the B7-CD28 family [B7-H3, V-domain Ig suppressor of T-cell activation (VISTA), and B7-H7], Siglec-7 and Siglec-9, CD200, CD47, and recently HLA-G have been reported.

Several authors have reported that TILs express distinct checkpoints and have been associated with immune response inhibition. In addition, reports indicate that some cancers upregulate the expression of some checkpoints or corresponding ligands. During cancer development, cancer-driving gene alterations and microenvironmental factors have a key role on the ligands or checkpoint molecular expression on cancer cells (175).

The VISTA is a recently discovered immune checkpoint. In human cancers, VISTA expression has been reported in melanoma, hepatocellular carcinoma, colorectal, oral squamous cell carcinoma, gastric carcinoma, acute myeloid leukemia, ovarian cancer, and non-small cell lung cancer (NSCLC) (176, 177). On ovarian cancer cells, VISTA expression is associated with suppression of T-cell proliferation, infiltration, and cytokine production (178). However, in melanoma, VISTA has been reported to promote the induction and maintenance of Treg cells (179). Wang et al. identified that V-Set and immunoglobulin domain containing 3 (VSIG-3) molecule is a putative ligand of VISTA. In this regard, VISTA/VSIG-3 interaction inhibits proliferation of T-cells and diminish the production and release of some chemokines and cytokines such as IFN-γ, IL-2, IL-17, CCL5/RANTES, CCL3/MIP-1 α, among others (180). It has been demonstrated that VSIG-3 is over-expressed in colorectal and intestinal cancers, as well as hepatocellular carcinomas (181).

Galectins are a family of proteins that bind to a specific glycan. In cancer cells, aberrant glycosylation of these proteins has been reported. Secreted galectin-9 facilitates immune suppression by killing CTLs and impairing the NK cell activity. In contrast, the more likely detected membrane expression of galectin-9 protects tumor cells against CTLs-induced death. Yasinska et al. recently reported that cancer cell lines from the brain, colorectal, kidney, blood/mast cell, liver, prostate, lung, and skin expressed detectable amounts of both TIM-3 and galectin-9 proteins (182).

In addition to APCs and Treg cells in the tumor microenvironment, cancer cells express CD155 (PVR) and CD112 (PVRL2, nectin-2) molecules, which are ligands of the T-cell immunoreceptor with immunoglobulin and ITIM domain (TIGIT), DNAM-1 (CD226), TACTILE (CD96), and the recently described PVRIG checkpoint. TIGIT, expressed in activated CD4+ T- and CD8+ T-lymphocytes and NK cells, binds to CD155 or CD112 ligands, triggering a signaling pathway that blocks effector T-lymphocyte functionality, thereby acting as an important tumor evasion mechanism (183, 184).

The member of the B7 superfamily of immune modulatory ligands B7-H3 (CD276) is an additional checkpoint related to B7-H1 (PD-L1), B7-DC (PD-L2), B7-H2 (ICOS-L), and CTLA-4 ligands B7-1/B7-2 (CD80/CD86). Normal tissues express B7-H3 and are highly overexpressed in numerous carcinomas. In most cases, B7-H3 expression is associated with poor outcomes in melanoma, leukemia, prostate, colorectal, and ovarian cancers (185–191). In cancer cells, B7-H3 has been associated with the promotion of protumorigenic functions, such as angiogenesis, migration and invasion, EMT, metabolism, and chemoresistance (189).

PD-L1 is by far one of the most important and studied ligands of checkpoint molecules in cancer cells since its expression has been employed as a prognostic marker. To this respect, PD-L1 is expressed in renal cell carcinoma, NSCLC, colorectal, breast, gastric, papillary thyroid, and testicular cancers (192). Recently, Hou et al. reported that phosphorylated STAT3 is associated with PD-L1 in the tumor cell cytoplasm in hypoxic conditions, the binding that facilitates nuclear import of PD-L1. Authors describe that in multiple cancer cell types, including lung, breast, liver, and ovarian cancers and melanoma, nuclear PD-L1 facilitated TNF-α-induced apoptosis by enabling tumor cell necrosis (193). Perhaps in cancer patients with favorable clinical response to the anti-PD-1 or PD-L1 antibody-based therapy and with biopsies containing a high infiltration of T-lymphocytes, particularly effector CD8+ T-cells, in the intraepithelial compartment or intraepithelial and stroma zones that are also PD-1+ or PD-L1+, an analogous phenomenon described by Hou may be occurring. Immunotherapy-mediated brake release, in addition to DAMP shedding by tumor necrosis, might trigger an efficient activation of the host immune response. Further studies assessing variations in different subsets of circulating immune cells throughout the checkpoint therapy are required to analyze these issues.

Many studies have reported that advanced stages of cancer exhibit impaired expression of class I MHC molecules caused by mutations or loss heterozygosity of genes involved in the machinery for tumor antigen presentation (194). However, in pancreatic ductal adenocarcinoma, MHC-I molecules are localized into autophagosomes and lysosomes for selective degradation (160). The reduced MHC-I molecule expression at the cell surface as consequence of any alteration is a tumor evasion mechanism that impedes the interaction of effector CD8+ T-lymphocytes for specific tumor destruction. In contrast to the alteration of class I MHC expression, several studies have showed that many tumors upregulated the MHC-like HLA-G molecule, possibly due to deregulated post-transcriptional mechanisms. In addition to HLA-G membrane expression, tumors can transfer part of their membrane HLA-G to immune cells or release this molecule in exosomes. Increased HLA-G in the tumor microenvironment induces remarkable inhibition of the host immune response, which can be considered as an important immunoregulatory molecule in cancer (195–197). However, further studies are necessary to determine the biological importance of the overproduction of the HLA-G molecules in tumors. See Figure 4.

Undoubtedly, new molecules exhibiting immune checkpoint activity will be identified on the tumor microenvironment. Understanding the effects that they orchestrate through the signaling pathways that are activated in both immune cell infiltration and tumor cells is required. These emerging molecules combined with those already described will be useful markers that strictly determines the prognosis of cancer patients.




Anti-Inflammatory Drugs in Cancer Treatment

As was previously discussed, inflammation is strongly linked with cancer development. In this context, key inflammatory mediators such as cytokines, growth and transcription factors, and signal transducers promote some of the hallmarks of cancer i.e., sustained growth, cell death evasion, genomic instability, inhibition of immune-mediated destruction, angiogenesis, and the activation of migration-invasion programs (99). For this reason, the use of anti-inflammatory drugs represents a promising therapeutic strategy for prevention and cancer treatment.

In recent years, several pre-clinical and clinical studies have demonstrated that anti-inflammatory drugs, either alone or in combination with anti-tumoral agents, could promote tumor cell destruction (198–200). For example, cyclooxygenase type 2 inhibitors such as celecoxib, have demonstrated to promote cell death by interfering with the mitochondrial transmembrane potential in an in vitro model of mouse hepatoma (201). A similar effect was found by Jeon et. al, in human breast cancer cell lines MCF-7 and MDA-MB-231 which were susceptible to cell death after exposure with celecoxib and luteolin (202). In support of this, FDA approved the use of this drug as an adjuvant for the treatment of familial adenomatous polyposis for preventing the development of colorectal cancer (203).

Additionally, anti-inflammatory drugs have demonstrated to enhance the effect of conventional anti-tumoral drugs decreasing their toxicity by interfering with their pharmacokinetics and metabolism. Administration of glucocorticoids previous to treatment with gemcitabine or carboplatin promoted the accumulation of these drugs at the tumor site in a mouse xenograft model (204). However, no significant differences in plasmatic concentration of docetaxel were found when combined with prednisone in prostate cancer patients (205). For this reason, more studies enrolling an increased number of patients are required.

Given the examples mentioned above, in recent years, the discovery and the pre-clinical evaluation of novel anti-inflammatory agents as anti-tumoral drugs have been performed. In this setting, pre-clinical studies have shown that agents based on COX-2 inhibitors or chemically modified NSAIDs are able to inhibit cancer growth by targeting common inflammation-cancer pathways such as MAPK, PI3K/AKT, STAT3, and NF-κB (199). Special attention has been focused in the activity of chemical compounds derived from natural products which, beside of show anti-inflammatory properties, have demonstrated anti-tumoral activity. For example, derivates from Larrea divaricate or Artemisa rubris plants are potent 5-lypo-oxygenase (5-LOH) inhibitors (206, 207). In this regard, 5-LOH inhibitors such as embelin have shown a potent anti-tumoral activity by inducing cell death, cell cycle arrest, and inhibition of secretion of pro-inflammatory cytokines, growth factors, and metalloproteinases (208–210).

This evidence supports the notion that targeting inflammation is a strategy to prevent and treat several types of cancer. However, extensive research is needed in order to understand the molecular mechanisms by which the anti-inflammatory agents could interfere with biological processes related with cancer cells. Additionally, it is important to consider that the activity of the anti-inflammatory agents might also impact/affect other cells present in the tumor microenvironment, mainly immune cells. For this reason, more studies incorporating in vivo models are required for elucidating the underlying activity of current and novel anti-inflammatory drugs in tumor microenvironment.


Concluding Remarks and Perspectives

Acute inflammation is a dynamic, synchronized, and highly regulated process in response to an external infectious or non-infectious insult culminating with injured tissue healing. In this review, we summarized advances on the mechanisms controlling the inflammatory process. Meanwhile, pathogens release metabolism-derived or degradation products, known as PAMPs, and damaged cells release DAMPs. Currently, some lipophilic metabolites, termed as HAMPs, are emerging as important players in triggering inflammation since their aberrant production is recognized as a danger signal. The importance of PAMPs or DAMPs and HAMPs at the initial steps of inflammation was highlighted. Cells and molecules, including HAMPs, involved in the inflammation resolution were also indicated. Although significant advances have been made in several aspects of inflammation development and resolution, further research is required to discern the signaling pathways and gene expression regulation in controlling and regulating tissue repair. Undoubtedly, knowledge of these aspects will lead to the development of new treatments to prevent the progression of a chronic process and improve wound healing.

However, when inflammation persists and tissue homeostasis is lost, a chronic process is triggered. The role of inflammatory cells and overproduction of biomolecules contributing to this phenomenon were mentioned. Continuous production and release of PAMPs, DAMPs, and HAMPs promote incessant arrival of inflammatory cells that damage the normal tissue by releasing proteases and oxidant agents. Loss of some molecules or failure in recruitment of immune cells with regulatory activity, as antagonists of stimulatory signal exacerbation, was indicated. In contrast, participation of Th17 immune cells in perpetuating the chronic process was suggested. Chronic dysregulated and unresolved inflammation has been associated with the risk of cancer development and has been considered as a tumor-enabling characteristic. Although the relationship between inflammation and cancer is well established since the last centuries, this classical paradigm of chronic inflammation, maintained by some types of pathogens, as the cause of cancer is changing. With this point, several groups have reported the activation of driver genes in the host cells by certain pathogens. In addition, oncogenic changes in transformed cells have been implicated in upregulating the expression and secretion of chemokines and cytokines for maintaining an inflammatory microenvironment. This environment facilitates the process of tumorigenesis by increasing genomic instability and promoting proliferation.

As tumor develops in a host with a competent immune system, the cancer immunoediting concept suggests that innate and adaptive immune responses, triggered in a regulated inflammatory environment, recognize and eliminate nascent tumor cells or tumor in earlier stages.

Due to genomic instability, a gradual gain of genetic and epigenetic alterations leads to the emergence of distinct tumor cell clones becoming refractory to the recognition and elimination mechanisms orchestrated by immune cells. During this process, tumor cells initiate programs to avoid proliferation by the remaining dormant or upregulate autophagy for sustaining cell viability and hindering the cytocidal effect of the immune cells. This large equilibrium stage overlaps with the evasion phase, in which tumor cells create an environment that modifies the phenotype of immune cells to promote tumor growth. In addition, different mechanisms that impede tumor recognition by immune cells were described as another approach of tumor evasion in this review. Studies in biopsies of cancer patients exhibit a heterogenous distribution of distinct subsets of tumor-infiltrating immune cells. Significant progress has been made related to the molecular expression with inhibitory potential known as immune checkpoints. These data have been associated with clinical outcomes of cancer patients and resulted in the development of immunotherapies against checkpoint molecules. However, not all patients are benefited from immunotherapy, even when they exhibit a similar immunophenotype or proportions of immune cells infiltrating the tumor; thus, different factors may be involved in the failed response. One of these factors may be associated with the novel expression of checkpoint in tumor cells, besides the ligand. Understanding the effects, they orchestrated through the signaling pathway that activate tumor cells is required. A rigorous understanding of the progression and complexity of the interactions leading to overexpression of immune checkpoint array in immune and tumor cells environment will overcome the resistance mechanisms to this type of immunotherapy.

Despite great advances in understanding the relationship of the inflammatory response in the development and progression of cancer, knowledge on critical aspects involved in this process will impact in the development of forthcoming therapies for controlling cancer growth and increasing patient survival. Though the in vivo models have allowed to gain depth in the knowledge with respect of the anti-tumoral activity of anti-inflammatory agents, not always the results obtained from these models could be translated to cancer patients. Undoubtedly, the human intellect will achieve a better understanding of these phenomena by developing more complex and dynamic models for studying the relationship among the immune cells, cancer progression, and the effect of anti-inflammatory agents.
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Figure 4 | Immune checkpoint molecules. Schematic representation of the main checkpoint molecules with inhibitory activity expressed in immune and tumor cells as a mechanism of immune evasion. Created with Biorender.com.
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Emerging evidence has indicated that N6-methylandenosine (m6A) RNA methylation plays a critical role in cancer development. However, the function of m6A RNA methylation-related long noncoding RNAs (m6A-lncRNAs) in papillary thyroid carcinoma (PTC) has never been reported. This study aimed to investigate the role of m6A-lncRNAs in the prognosis and tumor microenvironment (TME) of PTC. Three subgroups (clusters 1, 2, and 3) were identified by consensus clustering of 19 prognosis-related m6A-lncRNA regulators, of which cluster 1 is preferentially related to unfavorable prognosis, lower immune scores, and distinct immune infiltrate level. A risk-score model was established based on 8 prognosis-related m6A-lncRNAs. Patients with a high-risk score showed a worse prognosis, and the ROC indicated a reliable prediction performance for patients with PTC (AUC = 0.802). As expected, the immune scores, the infiltration levels of immune cells, and ESTIMATE scores in the low-risk subgroups were notably higher (p < 0.001) when compared with those in high-risk subgroups. Furthermore, GSEA analysis revealed that tumor associated pathways, hallmarks, and biological processes were remarkably enriched in the high-risk subgroup. Further analysis indicated that the risk score and age were independent prognostic factors for PTC. An integrated nomogram was constructed that accurately predicted the survival status (AUC = 0.963). Moreover, a lncRNA–miRNA–mRNA regulated network was established based on seven prognosis-related m6A-lncRNAs. In addition, 30 clinical samples and different PTC cells were validated. This is the first study to reveal that m6A-lncRNAs plays a vital role in the prognosis and TME of PTC. To a certain degree, m6A-lncRNAs can be considered as new, promising prognostic biomarkers and treatment targets.
Keywords: papillary thyroid carcinoma (PTC), tumor immune microenvironment, prognosis, m6A RNA methylation-related lncRNAs (m6A-lncRNAs), nomogram
INTRODUCTION
In the past few decades, the incidence of thyroid cancer has sharply increased globally (Lim et al., 2017). Clinically, papillary thyroid carcinoma (PTC) is the most common histological subtype, accounting for up to 85% of all cases (Wang W. et al., 2020). Most patients with PTC usually present with indolent tumors and show a favorable prognosis after receiving standardized treatment. Nevertheless, up to 20–30% of patients with PTC experience recurrence or distant metastasis during follow-up (Wang W. et al., 2021; Sugino et al., 2020). Therefore, early detection and accurate management of the disease are vital for improving the prognosis. Unfortunately, the underlying molecular mechanisms that regulate PTC progression remain unknown.
N6-methylandenosine (m6A) modification is the most prevalent post-transcriptional epigenetic modification of mRNA or non-coding RNAs (ncRNAs) in eukaryotic cells that modulate RNA stability, translation, splicing, and export (Kasowitz et al., 2018; He et al., 2019; Ma et al., 2019). m6A modification is a reversible and dynamic process regulated by methyltransferases (m6A writers), binding proteins (m6A readers), and demethylases (m6A erasers) (Zhao Y. et al., 2020; Wang T. et al., 2020; Zhou et al., 2020). The methyltransferase complex includes WTAP, METTL3, METTL14, RBM15, ZC3H13, KIAA1429, and RBM15B, which mediate the methylation modification process. Demethylases consist of ALKBH5 and FTO. The readers are composed of IGF2BP1/2/3, YTHDF1/2/3, YTHDC1/2, HNRNPC, and HNRNPA2B1. Increasing evidence has confirm that m6A modification is closely associated with embryonic stem cell self-renewal, immune response, tissue development, and ncRNA processing (Wen et al., 2018; Shulman and Stern-Ginossar, 2020; Yi et al., 2020). Recent studies have revealed that m6A modification also participates in the tumor occurrence and progression of various cancers, including hepatocellular, glioma, thyroid, colorectal, and breast cancers (Huang R. S. P. et al., 2020; Fang and Chen, 2020; Tian et al., 2020; Tu et al., 2020; Xu et al., 2020). For instance, the upregulated expression of METTL3 in hepatocellular carcinoma is positively related to poor prognosis, while METTL3-mediated m6A modification led to epigenetic silencing of SOCS2 via an m6A-YTHDF2-dependent mechanism (Chen et al., 2018). Moreover, IGF2BP3 overexpression has been observed in colorectal cancer and the knockdown of IGF2BP3 has been shown to repress angiogenesis and DNA replication through reading m6A modification of VEGF and CCND1, respectively (Yang et al., 2020). In addition, the downregulated expression of METTL14 in four breast cancer subtypes could predict unfavorable prognosis (Gong et al., 2020). These studies suggest that m6A regulators are highly involved in malignant biological processes, thus serving as useful therapeutic targets with promising prognostic values.
Several studies have highlighted that the aberrant expression of long non-coding RNAs (lncRNAs) also plays a critical role in cancer initiation and the development of PTC, and that the dysregulation of lncRNA is closely related to tumor development and progression (Fan et al., 2013; Xia et al., 2018). Another study has demonstrated that lncRNA GAS5 sponges miR-362-5p to upregulate SMG1 toward promoting proliferation and invasion (Li L. et al., 2020). Upregulated lncRNA MALAT1 levels exacerbate cell growth and invasion by regulating microRNA (miR)-204 (Ye et al., 2021). However, the underlying mechanism of m6A modification regulating the functions of lncRNA remains unclear. Therefore, so far, no study has elucidated the role of m6A methylation-related lncRNAs (m6A-lncRNAs) in the biological functions involved in PTC progression and tumor microenvironment (TME). Thus, a better understanding of the mechanisms of m6A-lncRNAs involved in PTC tumorigenesis and progression may help determine effective biomarkers that can precisely predict prognosis and develop personalized immunotherapy for PTC management.
In the present study, we systematically explored the prognostic significance and TME heterogenicity of m6A-lncRNAs in PTC. This study may provide new insight into the regulatory mechanisms involved in the tumor immune microenvironment and the treatment strategies for PTC.
MATERIALS AND METHODS
Gene Datasets and Clinical Data Collection
We downloaded the RNA-seq dataset containing 58 normal and 470 thyroid cancer samples from the TCGA database (https://portal.gdc.cancer.gov) with complete clinical information. The corresponding clinicopathological data including sex, age, multifocality, TNM stage, lymph node metastasis (LNM), histological type, extrathyroidal extension (ETE), bilaterality, and survival time were used for further analysis. According to previous publications, 20 m6A RNA methylation genes were identified, including writers (WTAP, METTL3, METTL14, METTL16, KIAA1429, ZC3H13, and RBM15), readers (HNRNPA2B1, IGF2BP1/2/3, YTHDC1/2, FMR1, LRPPRC, and YTHDF1/2/3), and erasers (ALKBH5 and FTO). Next, the differential expression of these genes was assessed in the PTC versus normal samples by using the “Limma” package. The workflow of the present study is illustrated in Figure 1.
[image: Figure 1]FIGURE 1 | Study flow chart.
Risk Assessment Model Construction
First, Pearson’s correlation method was used to select the m6A related lncRNAs (m6A-lncRNAs) based on the threshold criteria of Pearson’s coefficient |R| >0.6 and p < 0.001, 185 lncRNAs were significantly associated with m6A RNA methylation genes. Then, univariate Cox regression analysis was performed to filter prognosis-related lncRNAs (p < 0.05). A total of 19 prognostic m6A-lncRNAs were extracted and analyzed. Subsequently, an unsupervised clustering algorithm by using the R package “Consensus-ClusterPlus (Wilkerson and Hayes, 2010)” was used to classify patients with PTC into different types of subgroups after conducting 1000 repetitions. Heatmaps were constructed by the Pearson distance measurement method and the average linkage method. To further identify the potential m6A-lncRNA regulators that affect prognosis, the least absolute shrinkage and selection operator (LASSO) Cox regression was performed to select the candidate risk m6A-lncRNA regulators. The risk score for each patient was calculated according to the following algorithm: Risk score [image: image]. The αi represented the expression level of m6A-lncRNAs, whereas [image: image] represents the coefficient of each m6A-lncRNAs.Thereafter, the patients were divided into low- and high-risk groups based on the median value of the risk score.
Tumor Immune Estimation Resource
The immune and stroma scores for each patient were measured by the ESTIMATE algorithm (Yoshihara et al., 2013) via using the “estimate” R package with default parameters, and tumor purity was calculated based on genomic methods. The association between clustering subtypes and risk score, and the abundance of six types of infiltrating immune cells, including CD8+ T cells, macrophages, CD4+ T cells, dendritic cells (DC), B cells, and neutrophils, was calculated using the Tumor Immune Estimation Resource (TIMER) algorithm (Li T. et al., 2020).
Enrichment Functional Analysis
Differentially expressed genes (DEGs) between the high- and low-risk subgroups were screened using the “limma” package based on p values < 0.05 and |log2FC| ≥1. Kyoto Encyclopedia of Genes and Genomes (KEGG) and gene ontology (GO) analysis (Kanehisa et al., 2016) was performed by using the “clusterProfiler” R package for pathway and functional enrichment analysis. On the other hand, gene set enrichment analysis (GSEA) (Mootha et al., 2003; Subramanian et al., 2005) was performed to identify the significant pathways in the high-risk subgroup when compared with that in the low-risk subgroup.
CeRNA Network Construction
First, 39 miRNAs were extracted from the miRcode database based on 7 m6A-lncRNAs. Then, 72 mRNAs were identified by using miRTarBase (http://mirtarbase.mbc.nctu.edu.tw/php/index.php), miRDB (http://mirdb.org), and TargetScan (http://www.targetscan.org). Finally, a lncRNA–miRNA–mRNA competing endogenous RNA (ceRNA) network was created and visualized using the alluvial plot (http://www.bioinformatics.com.cn).
Quantitative Real-Time PCR Validation
We collected 30 PTC tissue samples and paired the adjacent normal tissue samples from patients who underwent thyroidectomy in the Thyroid Surgery Department of Xiangya hospital from March 2020 to July 2020. The fresh tissues were stored at −80°C. Informed consent was obtained from all the participants and this study was approved by the Ethics Committee of Xiangya Hospital of Central South University. Furthermore, four human thyroid cancer cell lines (i.e., B-CPAP, K1, TPC-1, and IHH4) and human normal thyroid epithelial cell line (i.e., nthy-ori3-1) were cultured in a complete medium supplemented with 10% fetal bovine serum (Gibco, Carlsbad, United States) and RPMI1640 (Gibco) or DMEM (Gibco), supplemented with 100 U/mL penicillin (HyClone) and 100 mg/ml streptomycin. These cells were cultured at 37°C with 5% CO2 atmosphere.
Briefly, we used reverse transcription to construct the first strand of cDNA using 100 ng of total RNA according to the manufacturer’s instructions, Then, quantitative real-time PCR (qRT-PCR) analysis was performed using TBGreen Premix Ex TaqTMII (Cat # RR047A-5, TaKaRa, Japan). Primer sequences for m6A-lncRNAs are listed in Supplementary Table S1. Experiments were performed in triplicate.
Statistical Analysis
Statistical tests were performed using SPSS 22.0 (IBM, NY, United States) and R version 3.6.0.
Chi-square and Student’s t-tests were performed to compare the differences between the two subgroups. The Kruskal–Wallis test was used to compare immune scores, stroma scores, tumor purity, and ESTIMATE scores among different cluster subgroups. Survival curves were depicted by using the Kaplan–Meier method. In addition, univariate and multivariate Cox regression analyses were performed to identify independent prognostic factors and establish an integrated nomogram combining predictable clinicopathological factors and risk scores. The predictive performance of the nomogram was validated by calibrated plots and the concordance index (C index). The receiver operating characteristic (ROC) curve was used to verify the prognostic ability of the nomogram for 3-/5-year OS, and a decision curve analysis was employed to assess the clinical values. The statistical significance was indicated as follows: p < 0.05 (*), p < 0.01 (**), p < 0.001 (***).
RESULTS
The Profile of m6A -lncRNA Regulators
To determine the biological role of m6A-lncRNAs in the development of PTC, we first systematically explored the expression profiles of 20 m6A regulatory genes in PTC and the corresponding normal samples in the TCGA datasets. The expression of ALKBH5, FTO, METTL3, METTL14, WTAP, YTHDF1, YTHDF3, YTHDC2, YTHDC1, ZC3H13, HNRNPA2B1, RBM15, IGF2BP1, IGF2BP3, and LRPPRC was significantly downregulated in PTC than in the normal samples (p < 0.05), whereas that of IGF2BP2 (p < 0.001) and HNRNPC (p < 0.001) was remarkably upregulated in PTC (Figure 2A). Figure 2B shows that most m6A regulators were positively correlated with the expression level of lncRNAs. These results indicated that m6A-lncRNA regulators are reliable factors for predicting prognosis.
[image: Figure 2]FIGURE 2 | The profile of m6A -lncRNA regulators. (A): Differential expression of 20 m6A RNA regulators; (B): the correlations between m6A-related lncRNAs and m6A-related genes. *p < 0.05, **p < 0.01, and ***p < 0.001.
Consensus Clustering of m6A-lncRNA Regulators With Prognosis and the Tumor Immune Microenvironment
Next, according to the expression similarity of m6A-lncRNAs, k = 3 was considered as the optimal selection with the clustering stability increasing from k = 2 to 9 (Supplementary Figure S1). Therefore, a total of 470 PTC patients with complete clinical parameters were classified into three subgroups: cluster 1 (n = 141), cluster 2 (n = 158), and cluster 3 (n = 171). As shown in the heatmap of cluster analysis, 19 m6A-lncRNAs could be identified in different samples. We also found significant differences in the TNM stage, histological subtype, T stage, ETE, and LNM (all p < 0.001) among the three clusters (Figure 3A). Moreover, the OS of cluster 1 was significantly shorter than that of the other two clusters (p = 0.033, Figure 3B).
[image: Figure 3]FIGURE 3 | Prognosis and tumor immune microenvironment in consensus clustering. (A): heatmap of cluster analysis clinicopathologic features; (B): the OS of three subgroups; (C, D): immunoscore and immune cell infiltration levels of cluster1/2/3 subtypes. OS: overall survival; LNM; lymph node metastasis; ETE: extrathyroidal extension. *p < 0.05, **p < 0.01, ***p < 0.001, and ns: no significance.
To better understand the effect of m6A-lncRNAs on the tumor immune microenvironment, we further evaluated the infiltration level of immune cells and immune scores among the three clusters. As shown in Figure 3C, ESTIMATE, immune score, and stroma score were markedly decreased, whereas the tumor purity score was significantly increased in cluster 1 than in the other two clusters (p < 0.001), which indicated that cluster 1 was characterized by reduced immune activity. Additionally, the abundance of B cells, CD8+ T cells, and macrophages was relatively higher, along with the relatively lower enrichment of CD4+ T cells, neutrophils, and DC in cluster 1 (Figure 3D).
Risk Score Was Associated With Papillary Thyroid Carcinoma Prognosis and Tumor Immune Microenvironment
To establish the risk scores to predict the OS of patients with PTC, the LASSO Cox regression analysis was performed to further screen out prognosis-related m6A-lncRNAs, 8 m6A-lncRNAs exhibited strong prognostic value (Supplementary Figure S2). The risk score for each patient was calculated according to the following algorithm: Risk score = (0.536 × AC139795.2) + (0.131 × TRAM2.AS1) +(0.559 × POLR2J4) + (0.478 × AC018653.3) − (0.478 × DOCK9.DT) + (0.056 ×GABPB1.AS1) + (2.088 × NORAD) + (0.676 × AL022328.2). The patients were divided into low- and high-risk subgroups based on the median risk score. The principal component analysis could distinct the distribution of the two risk groups (Supplementary Figure S3), and the distributions of the risk score, OS, and OS status of each PTC patient are shown in Figure 4A. Heatmap distribution indicated that PTC patients with LNM, ETE, classical histological subtype, and T3-4 stage had higher risk scores (p < 0.05, Figure 4B). Survival analysis indicated that patients in the high-risk subgroup had worse OS compared with those in the low-risk subgroup (Figure 4C) and that the risk score model exhibited a good prediction performance with the area under the curve (AUC) of 0.8021 (Figure 4D), suggesting that the risk score model based on 8 m6A-lncRNAs could accurately predict the prognosis.
[image: Figure 4]FIGURE 4 | Construction and analysis of prognostic signatures of m6A -lncRNA regulators. (A): the distributions of risk score, OS and OS status; (B): the heatmap analysis the clinicopathologic features and eight m6A-lncRNA between low- and high-risk groups; (C): Kaplan-Meier curves of OS by risk score group; (D): the AUC value of the risk score; (E, F): the immune cell infiltration landscape in the risk score subgroups. OS: overall survival; AUC: the area of ROC curve. LNM; lymph node metastasis; ETE: extrathyroidal extension. *p < 0.05, **p < 0.01, ***p < 0.001, and ns: no significance.
We also determined the relationship between the risk score and the tumor immune microenvironment. The ESTIMATE and immune scores were notably higher (p < 0.001), whereas the tumor purity score was significantly lower in the high-risk subgroup than in the low-risk subgroup. In cluster 1, which had a worse prognosis, the risk score was significantly higher than in the other two clusters (Figure 4E, p < 0.001). Moreover, the abundance of neutrophils, DCs, and CD4+ T cells were higher but that of CD8+ T cells and macrophages was distinctly lower in the low-risk subgroup than in the high-risk subgroup (Figure 4F). These data indicated that the tumor immune microenvironment plays a critical role in PTC tumorigenesis.
GSEA, and Pathway and Functional Enrichment Analyses
To better comprehend the potential biological mechanisms between the high- and low-risk score subgroups. The KEGG pathway and GO function analysis was implemented. The top 5 GO terms included NABA matrisome associated, thyroid hormone synthesis, surfactant metabolism, regulated exocytosis, and interleukin-4 and interleukin-13 signaling. (Figure 5A).
[image: Figure 5]FIGURE 5 | GSEA and Pathway and Functional enrichment analysis. (A): KEGG pathway and GO function analysis; (B): GSEA showed results in the high-risk group. KEGG: Kyoto Encyclopedia of Genes and Genomes; GO: Gene ontology; GSEA: Gene set enrichment analysis.
Furthermore, GSEA revealed that the malignant hallmarks of cancer, including Wnt/β-catenin signaling, HEME metabolism, UV response, KRAS signaling, bile acid metabolism, and MITOTIC spindle were closely associated with the high-risk subgroups (Figure 5B). These results cumulatively prove that the risk score was significantly associated with the biological mechanisms of PTC.
Construction of a Prognostic Nomogram for Papillary Thyroid Carcinoma
We also implemented univariate and multivariate analyses to investigate the independent prognostic factors for PTCs. The forest plots revealed that the TNM stage (p < 0.01), age (p < 0.001), and risk sore (p < 0.001) were significantly correlated with OS in the univariate analysis, while the results of multivariate Cox regression analysis indicated that age (OR = 1.15; 95% CI, 1.08–1.22; and p < 0.001) and risk sore (OR = 2.16; 95% CI, 1.37–3.42; and p < 0.001) acted as independent prognostic factors (Table 1).
TABLE 1 | Univariate and multivariate Cox regression analysis the prognosis factors of PTC.
[image: Table 1]Furthermore, to meet the requirement for clinicians to easily evaluate the prognosis of PTC patients, we formulated an integrated nomogram based on the independent prognostic factors for calculating the individual OS (Figure 6A). The C-index was 0.923, when compared with the TNM stage, and this nomogram model demonstrated better predictive performance (AUC: 0.743 vs.0.963) (Figure 6C). The calibration plots demonstrated good accuracy in predicting the 3- and 5-year OS (Figure 6B). Decision curve analysis (DCA) demonstrated that the integrated nomogram had an excellent net benefit when compared with the risk score model and age (Figure 6D). These data suggest that the nomogram can better predict the OS of patients with PTC.
[image: Figure 6]FIGURE 6 | Construction and evaluation of prognostic nomogram model. (A): Nomogram based on age and risk score for 3- and 5-year OS prediction; (B): the calibration plots of nomogram model; (C): the AUC value of the nomogram and AJCC TNM stage. (D): decision curve analysis evaluated OS benefits. OS: overall survival.
The ceRNA Network for Papillary Thyroid Carcinoma
7 m6A-lncRNAs, 39 miRNAs, and 72 mRNAs were included in the ceRNA network (Figure 7A). Moreover, 72 target mRNAs were used to perform functional and pathway enrichment analyses, and the results indicated that these target genes were enriched in the cellular response to glucocorticoid stimulus, skeletal system development, embryonic eye morphogenesis, negative regulation of cell differentiation, rhythmic process, insulin signaling pathway, molecules associated with elastic fibers, and transcriptional misregulation in cancer (Figure 7B). These results may provide some potential insight into understanding the role of these m6A-lncRNAs in PTC tumorigenesis.
[image: Figure 7]FIGURE 7 | The ceRNA network for PTC. (A): ceRNA network was constracted by seven m6A-lncRNA, thirty-nine miRNAs and seventy-two mRNAs. (B): functional and pathways enrichment analysis for seventy-two mRNAs.
Validation of m6A-lncRNAs Expression in Papillary Thyroid Carcinoma Tissue Samples
To validate the results of bioinformatics analysis, RT-qPCR was performed on PTC samples and cell lines. The expression level of AC018653-3, GABPB1-AS1, and NORAD were downregulated in PTC samples than in normal thyroid tissue samples, and only DOCK9-DT was significantly upregulated in PTC samples. TRAM2-AS1, POLR2J4, and AC139795.2 revealed no significant differences (Figure 8A). Moreover, the expression level of NORAD and GABPB1-AS1 were significantly upregulated in PTC cell lines than in normal thyroid epithelial cell (all p < 0.05). While AC018653-3 and AC139795.2 were significantly downregulated in PTC cell lines (both p < 0.05). However, the expression of TRAM2-AS1, DOCK9-DT, and POLR2J4 showed no significant differences (Figure 8B).
[image: Figure 8]FIGURE 8 | Validation the expression level of m5C-lncRNAs. (A, B): the expression level of m5C-lncRNAs in 30 pairs PTC tissues and nine cells line. *p < 0.05, **p < 0.01, ***p < 0.001, and ns: no significance.
DISCUSSION
The molecular pathogenesis and development of PTC have been attributed to various factors, including the abnormal expression of tumor suppressor genes and oncogenes, exposure to external radiation, and genetic mutations. m6A RNA methylation is a nascent field of research but is garnering considerable scientific attention. Increasing evidence suggests that m6A RNA methylation can target or modulate lncRNA to affect cancer initiation and development (Tu et al., 2020; Wen et al., 2020; Yi et al., 2020). To the best of our knowledge, this is the first study to systematically elucidate the potential contribution of m6A-lncRNA regulators in the prognosis of PTC and specifically highlight their role in the tumor immune microenvironment. Our findings provide a novel insight into the regulatory mechanisms that govern the tumor immune microenvironment based on which the treatment strategies for PTC can be developed.
Several studies have demonstrated that m6A modification plays a pivotal role in the pathological processes of carcinoma development (Wang J. et al., 2020; Guan et al., 2020; Zhang et al., 2020); however, its role in the lncRNA-dependent development of PTC remains unclear. In glioblastoma, ALKBH5 interacts with the lncRNA FOXM1-AS, which enhances the demethylation of the 3′ UTRs of FOXM1 transcripts to promote tumor proliferation and tumorigenesis (Zhang et al., 2017). In pancreatic cancer, IGF2BP2 has been implicated as a reader to regulate lncRNA DANCR, leading to cell viability and proliferation, and stemness-like properties (Hu et al., 2020). IGF2BP2 also directly binds to PDX1 in an m6A-dependent manner and promotes pancreatic β-cell proliferation in type 2 diabetes (Regue et al., 2021). In this study, we performed Pearson’s correlation analysis to mine m6A-related lncRNA and identified three subgroups by consensus clustering: cluster 1, cluster 2, and cluster 3, respectively. These clusters not only affected the prognosis of PTC patients but were also closely associated with the TNM stage, histological subtype, T stage, ETE, and LNM (all p < 0.001). The incidence of LNM was significantly higher in cluster 1, as well as ETE, which indicated consensus clustering could effectively and accurately distinguish patients with poor prognosis. Moreover, patients with a high-risk score exhibited poor prognoses, PTC patients with LNM, ETE, and T3-4 stage simultaneously presented higher risk scores. These results correspond to the above analysis of consensus clustering, and cluster 1 was characterized by poor prognosis, which have higher risk score. This study fills the gap of m6A-lncRNAs signature in predicting the prognosis of patients with PTC and the risk stratification based on risk score could facilitate the determination of therapeutic options to improve prognoses.
Besides, the tumor immune microenvironment has received extensive attention so far. The TME is formed as a result of dynamic changes and is regulated by immune editing (Wang X. et al., 2021; Kaymak et al., 2021). The imbalance of TME can lead to the occurrence and development of diseases (Xie et al., 2020). The underlying mechanism of m6A modification on TME in PTC remains unclear. In this study, the risk score based on the eight m6A-lncRNAs were significantly correlated with immune cells infiltration. Compared with low-risk group, immune, stroma, and ESTIMATE scores were significantly downregulated in high-risk group. Moreover, the abundance of immune cells such as neutrophils, DCs, and CD4+ T cells was highly infiltrated in the low-risk group. As mentioned earlier, survival analysis confirmed that patients in cluster 1 had an unfavorable prognosis. Corresponding immune infiltration scores were decreased markedly, whereas the tumor purity score was significantly increased in cluster 1 compared to that in the other two clusters (p < 0.001). These findings indicated that the tumor immune microenvironment was significantly involved in the tumorigenesis of PTC.
Currently, the prognostic prediction and risk stratification for PTC patients is mainly dependent on the TNM scoring system, which is cumbersome and cannot accurately estimate the risk of recurrence (Haugen et al., 2016; Ghaznavi et al., 2018). Considering the heterogeneity in PTC, several strong prognostic biomarkers such as BRAFV600E, TERT promoter, and RAS mutation have been widely reported (Zhao L. et al., 2020; Park et al., 2021). However, these potential biomarkers are not sufficiently sensitive and lack the accuracy in predicting the long-term survival rate in clinical practice. Although the incidence of PTC continues to rise, its mortality rate remains stable over 30 years, over diagnosis and over treatment of PTC have been new concerns (Pelizzo et al., 2004; Sugitani et al., 2021). Accurately assessing the prognosis for patients with PTC is critical to ensure that low-risk patients to avoid unnecessary I131 treatment and a higher degree of TSH inhibition, but that high-risk and advanced patients receive more aggressive treatments. Therefore, individualized treatment decision making can improve PTC prognosis and patient’s quality of life. To improve the accuracy of the survival prognostic model, we established an integrated nomogram by combining the predictable clinicopathological factors with the m6A-lncRNA risk scores. The calibration plots showed good accuracy in predicting the 3- and 5-year OS. Compared with TNM stage, our survival prediction model has better predictive performance (AUC: 0.743 vs. 0.963). In addition, to explore the role of m6A-lncRNAs in tumorigenesis and invasiveness of PTC, we constructed a ceRNA network based on the 7 m6A-lncRNAs, 39 miRNAs, and 72 mRNAs. An increasing number of studies reported that lncRNA, as ceRNA, involved in an indispensable role in different types of tumors, such as bladder cancer (Jiang et al., 2020), liver cancer (Wang et al., 2017), and breast cancer (Kong et al., 2019). Liu et al. (2018) demonstrated that LncRNA XIST negatively interacts with miR-34a to modulate the cell proliferation and invasion of PTC through MET-PI3K-AKT signaling. However, to date, research on m6A-lncRNA related ceRNA regulator networks in PTC is rare, which prompting might be a new research direction in future. Besides, GSEA revealed that the KRAS signaling and Wnt/β-catenin signaling were significantly enriched in the high-risk subgroups. He et al. (2021) disclosed that abnormal activation of the KRAS signaling could lower RNA methylation modification, which were related with poor prognosis in patients with breast cancer. Similarly, Han B. et al. (2020) demonstrated YTHDF1 as an amplifier of Wnt/β-catenin signaling to drive intestinal stemness. These studies have indicated that the mRNA of the KRAS signaling and Wnt/β-catenin signaling pathway molecule may serve as targets for m6A methylation modification.
Finally, we validated the mRNA expression of the prognostic m6A-lncRNAs in PTC samples and cell lines for subsequent functional and molecular experiments. Considering the expression level of m6A-lncRNAs, NORAD, and GABPB1-AS1 were the most meaningful signatures for further research. Previous studies have demonstrated that NORAD promoted tumor proliferation and progression in non-small-cell lung cancer (Huang Q. et al., 2020), endometrial cancer (Han T. et al., 2020), and melanoma (Chen et al., 2019). In contrast, NORAD serves as a suppressor gene in neuroblastoma (Yu et al., 2020) and breast cancer (Liu et al., 2021), respectively, which is consistent with our results. Li and Wang (2021) reported GABPB1-AS1 competitively bound to miR-330 and reinforced the ZNF367 expression, thereby facilitating glioma cells progression. In cervical cancer, E6-induced GABPB1-AS1 overexpression facilitated tumor proliferation and invasion (Ou et al., 2020). However, the function and mechanism of NORAD and GABPB1-AS1 in thyroid cancer have not been reported, and its role in PTC needs further exploration.
Undeniably, there are several limitations in the present study. First, our findings are based on TCGA databases without our cohort, resulting in an inevitable selection bias in clinical and genetic data. Second, because of the limited project funding, we only used RT-qPCR to validate the level expression of m6A-lncRNAs, including cellular function- and regulation mechanism-based studies, are still needed. Third, the prognostic predictive model was based on the TCGA cohort with small sample size, and the interactions between the TME and m6A-lncRNAs are also not experimentally validated because of the lack of sufficient available datasets. Fourth, the correlation between m6A regulators and lncRNA has been analyzed, and there is a lack of experiments such as those using MeRIP-seq, m6A-IP-qPCR, and RNA-seq to further confirm m6A modification sites on lncRNA. Last, but not least, important clinical information, such as the treatment strategy (radioactive iodine ablation), TERT promoter and BRAFV600E mutation, and esophagus and tracheal invasions, was not available. Hence, future clinical and experimental studies are necessary to validate the application of our survival prediction model in clinical practice.
CONCLUSION
In summary, this study systematically assessed the prognostic value, role in the TME, and potential regulatory mechanisms of m6A-lncRNAs in PTC. Three PTC subtypes were determined via consensus clustering and the risk score developed from 8 m6A-lncRNAs that stratified the prognosis and presented the significantly different TME. This is the first study to reveal that m6A-lncRNAs play a vital role in the prognosis and TME of PTC. To a certain degree, m6A-lncRNAs can be considered as new, promising prognostic biomarkers and treatment targets. Our findings also provide a crucial insight to support further research regarding the role of m6A-lncRNAs in PTC development.
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Autophagy has been associated with tumor progression, prognosis, and treatment response. However, an autophagy-related model and their clinical significance have not yet been fully elucidated. In the present study, through the integrative analysis of bulk RNA sequencing and single-cell RNA sequencing, an autophagy-related risk model was identified. The model was capable of distinguishing the worse prognosis of patients with gastric cancer (GC), which was validated in TCGA and two independent Gene Expression Omnibus cohorts utilizing the survival analysis, and was also independent of other clinical covariates evaluated by multivariable Cox regression. The clinical value of this model was further assessed using a receiver operating characteristic (ROC) and nomogram analysis. Investigation of single-cell RNA sequencing uncovered that this model might act as an indicator of the dysfunctional characteristics of T cells in the high-risk group. Moreover, the high-risk group exhibited the lower expression of immune checkpoint markers (PDCD1 and CTLA4) than the low-risk group, which indicated the potential predictive power to the current immunotherapy response in patients with GC. In conclusion, this autophagy-associated risk model may be a useful tool for prognostic evaluation and will facilitate the potential application of this model as an indicator of the predictive immune checkpoint biomarkers.
Keywords: gastric cancer, autophagy, single-cell RNA sequence, immune checkpoint, immunotherapy
INTRODUCTION
Gastric cancer (GC) is the most common cause of cancer-related morbidity and mortality worldwide (Bray et al., 2018; Smith et al., 2018). Despite the rapid advances of modern aggressive and comprehensive treatments, the 5-y survival rate of GC remains low (Ajani et al., 2017; Liu et al., 2020). Owing to the atypical clinical symptoms of GC at an early stage, most patients were diagnosed at the advanced stage and missed the chance of surgery therapy. Thus, an investigating predictive model for early diagnosis is essential to the improvement of the long-term survival rate and quality of life among patients with GC.
Autophagy, which is tightly regulated by a series of autophagy-related genes (ATGs), is an essential intracellular homeostatic process involved in the progression of cancer (Guo et al., 2013; Amaravadi et al., 2019) and is tightly linked to the regulation of pathways involved in the initiation and progression of cancer. Recent studies have demonstrated that autophagy-associated molecules show promise for the treatment of GC and autophagy-related inhibitors may enhance the therapeutic efficacy of immune checkpoint inhibitor in GC (Cao et al., 2019; Wang et al., 2019). However, the prognostic value of autophagy-related biomarkers in GC remains to be clarified unequivocally.
In current years, numerous studies have begun to uncover the crucial role of autophagy in the differentiation and function of the immune cells (Clarke and Simon 2019; Xia et al., 2021). Prior efforts to describe the tumor microenvironment of GC using bulk transcriptomic sequencing have enhanced our understanding of the association between the immune system and clinical outcome, but there exist some limitations in uncovering the complexity of cellular composition and the underlying mechanism involved in tumor initiation and progression (Frishberg et al., 2019). The advances of single-cell RNA sequencing (scRNA-seq) have revolutionized our knowledge of disease-associated gene expression profiles (Yofe et al., 2020) and exhibit advantages in elucidating the complexity and heterogeneity of tumors, which are composed by cancer cells, immune cells, and stromal cells (Bruni et al., 2020). Considering the complexity of the interplay between the autophagy and tumor microenvironment, high-dimensional methods need to be applied to construct the prognostic model. Therefore, to comprehensively identify the predictive biomarkers for early diagnosis of GC, we aimed to elucidate the significance of autophagy-related genes in the prognosis and clinical management of GC, both utilizing the analysis of bulk RNA sequencing and scRNA-seq.
Here, we identified an autophagy-related risk model through the integrative analysis of bulk RNA sequencing and scRNA-seq. The capability of this model in predicting the prognosis of patients with GC was validated. The potential application of the autophagy-associated risk model in facilitating the identification of the predictive biomarkers in immunotherapy response was also explored.
MATERIALS AND METHODS
Data Acquisition
The expression matrix data from GSE62254, GSE15459, GSE134520, GSE146027, and GSE91061 datasets were directly downloaded from Gene Expression Omnibus (http://www.ncbi.nlm.nih.gov/geo/). The scRNA-seq count matrix has been described by Zhang et al. (2019). Additionally, the training cohort, which contained 255 GC samples, was obtained from TCGA (https://genome-cancer.ucsc.edu/).
Identification and Assessment of Autophagy-Associated Gene Expression Data
The autophagy-associated expression data used in our study are available on the Human Autophagy Database (HADb, http://autophagy.lu/clustering/index.html) and GSEA database (https://www.gsea-msigdb.org/gsea/index.jsp). The LASSO Cox regression model analysis was performed utilizing the “glmnet” package of R software, and random forest regression was analyzed utilizing the “randomForestSRC” package of R software (version 3.6.1). As described previously (Tian et al., 2017), the penalized Cox regression model with LASSO penalty was applied for the shrinkage and variable selection simultaneously. The optimal values of the penalty parameter lambda were evaluated through 10-times cross-validations. A list of prognostic genes with associated coefficients was screened out according to the optimal lambda value. The risk score for each patient was calculated according to the expression level of each prognostic gene and its related coefficient. The patients in each dataset were classified into a low-risk group and a high-risk group based on the median risk score. The Kaplan–Meier estimator and the log-rank test were performed to evaluate the survival differences between the two groups.
Analysis of Single-Cell RNA Sequencing Data
All the analyses of single-cell RNA sequencing were performed with SCANPY (Wolf et al., 2018) (version 1.5.1) in Python (version 3.6). The principal component analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) methods were used for the dimension reduction. Clusters were annotated according to the marker genes. The pathway activity scores, which were evaluated by the mean expressions of the pathway gene set downloaded from the Molecular Signatures database (MsigDB; https://www.gsea-msigdb.org/gsea/msigdb/index.jsp), were computed using “sc.tl.score_genes ()” function by default parameters.
Construction of the Nomogram
The nomogram and calibration plots were performed utilizing the “rms” package of R software (version 3.6.1). The concordance index, which indicated the level of consistency between the actual observed outcome frequencies and predicted probabilities, was used to evaluate the predictive accuracy of a nomogram. Cross-validation was applied for evaluating the model overfitting. A bootstrap resampling method was utilized to assess the confidence interval (CI) of concordance indexes. The performance of the nomogram was visualized by a calibration plot.
Statistical Analysis
All the analyses were performed using R software (version 3.6.1). Multivariable Cox regression was utilized to test whether the risk score was independent of other known risk factors. The receiver operating characteristic (ROC) analysis was conducted to evaluate the sensitivity and specificity of the survival prediction according to the risk score, AJCC stage, and the combined model. A p value less than 0.05 was defined as the significant difference for all the statistical analyses.
RESULTS
Autophagy Closely Relating to the Progression of Gastric Cancer at Single-Cell Resolution
To investigate the essential pathways involved in the progression of GC, we utilized the single-cell dataset from the study by Zhang et al. (2019), in which cells from non-atrophic gastritis (NAG), chronic atrophic gastritis (CAG), intestinal metaplasia (IM), and early gastric cancer (EGC) were captured by the single-cell RNA sequencing (Figure 1A). During the progression of GC by the NAG-CAG-IM-EGC sequence, the activity scores of pathways involved in cancer progression from the HALLMARK and Gene Ontology (GO) databases were calculated in each single cell within different sample groups. Intriguingly, we detected that the pathway score of “Chaperone-mediated autophagy” was gradually enhanced along the progression of GC by the NAG-CAG-IM-EGC sequence (Figure 1B). Oppositely, the pathway score of “negative regulation of autophagy” was consistently decreased during the progression of GC by the NAG-CAG-IM-EGC sequence (Figure 1B). Such observation indicated that the activation of autophagy might have the key connection with the progression of GC at single-cell resolution.
[image: Figure 1]FIGURE 1 | Autophagy closely relating to the progression of gastric cancer at single-cell resolution. (A) t-distributed stochastic neighbor embedding (t-SNE) plot colored by different sample groups including non-atrophic gastritis (NAG), chronic atrophic gastritis (CAG), intestinal metaplasia (IM), and early gastric cancer (EGC). (B) Heatmap showing the expression-based pathway activities scored per cell within different sample groups as indicated in (A).
Establishment and Validation of an Autophagy-Related Risk Score for Predicting the Prognosis of Gastric Cancer
To establish an autophagy-related risk model, we identified 567 autophagy-related genes derived from the Human Autophagy database (HADb) and the Molecular Signatures database (MSigDB). The LASSO Cox regression model and the random forest regression model were both applied to build the prognostic signature. Then, we identified an autophagy-related signature and two lists of probes with associated coefficients which were generated from the LASSO analysis and random forest regression analysis (Supplementary Table S1–S2). Considering the higher statistically significant value in predicting the prognosis of GC patients by the LASSO analysis compared with the random forest regression analysis, we chose the model generated from the LASSO analysis for further investigation (Supplementary Figure S1). The prognostic analysis of autophagy-related genes in GC patients from the TCGA cohort is detailed in Supplementary Table S3. Among the gene set of autophagy-related signature, 16 genes had positive coefficients, including NEK7, MAP1LC3C, FBXL2, TP63, SNCA, CDH6, SMURF1, LETM2, IFNA4, IFNA17, IFNA2, GAL3ST3, GABARAPL2, ITGA3, HGS, and USP9Y. The coefficients for the other six genes (ATG4C, CD46, ATG16L1, UBQLN1, TSC1, and MTM1) were negative.
Next, we validated the prognosis value of the autophagy-related risk score in GC. In the survival analysis, the autophagy-related signature risk score for each patient was calculated in TCGA, and a dichotomous score was adopted. Patients with GC from the TCGA database were divided into a low-risk group (n = 128) and a high-risk group (n = 127) according to the median risk score. A worse disease-free survival (DFS) was demonstrated in the high-risk group than in the low-risk group (HR = 3.83, 95% CI 2.47–5.95, p < 0.001) (Figure 2A, Supplementary Table S4). To investigate whether the prognostic value of the autophagy-related risk score was independent of other clinical factors associated with the progression of GC, the multivariable Cox regression analysis was performed using the risk score, age, gender, tumor stage, and number of lymph nodes as covariates. We demonstrated that the autophagy-related risk score was significantly related to a worse prognosis as a continuous variable (p < 0.001) (Figure 2B, Supplementary Table S5).
[image: Figure 2]FIGURE 2 | Establishment and validation of an autophagy-related risk score for predicting the prognosis of gastric cancer. (A) Kaplan–Meier curves for TCGA patients (n = 255). (B) Multivariable Cox regression analysis of the risk score, age, gender, AJCC stage, and number of lymph nodes on TCGA. (C) Kaplan–Meier curves for GSE62254 patients (n = 300). (D) Multivariable Cox regression analyses of the risk score, age, gender, AJCC stage, and Lauren classification on GSE62254 datasets. (E) Kaplan–Meier curves for GSE15459 patients (n = 191). (F) Multivariable Cox regression analyses of the risk score, age, gender, AJCC stage, Lauren classification, and subtype on GSE15459 datasets. The differences between the two curves were determined by the two-sided log-rank test. The squares on the transverse lines in the forest plot represent the hazard ratio (HR), and the transverse lines represent 95% CI. Risk score, age, and number of lymph nodes are continuous variables; gender, AJCC stage, Lauren classification, and subtype are discontinuous variables.
The efficacy of the autophagy-related risk score for predicting the prognosis of patients with GC was further validated in two independent datasets (GSE62254 and GSE15459). Consistently, patients from the high-risk group in the validation cohorts Ⅰ and Ⅱ exhibited the significantly worse prognosis than patients from the low-risk group (Figures 2C, E, and Supplementary Table S6–S7). The multivariable Cox regression analyses also showed that the association of the autophagy-related risk score with the prognosis of GC was statistically significant as a continuous variable in the two validation cohorts (Figures 2D, F, and Supplementary Table S8–S9). Our findings above all suggested that the autophagy-related risk score model exhibited the unbiased efficacy for predicting the prognosis of gastric cancer.
The Clinical Value of the Autophagy-Related Risk Model in Gastric Cancer
To further evaluate the clinical value of the autophagy-related risk score in the management of patients with GC, the ROC analysis was performed to demonstrate the sensitivity and specificity of survival prediction in patients with GC. The area under the ROC curve (AUC) was evaluated and compared between the autophagy-related signature score and the AJCC cancer staging system. Our observation indicated that the autophagy-related risk model possessed the strongest predictive power compared to the AJCC cancer staging system and the number of lymph nodes for the prognostic evaluation of GC patients from the TCGA database (0.8237, 95% CI 0.7680–0.8867). The efficacy of diagnosis using the AJCC stage was significantly enhanced when combined with the autophagy-related risk score (0.8493 vs 0.6346, 95% CI 0.7937–0.9050 vs 0.5588–0.7104, p < 0.001) (Figure 3A).
[image: Figure 3]FIGURE 3 | Clinical value of the autophagy-related risk score model in gastric cancer. (A) Receiver operating characteristic (ROC) analysis of the sensitivity and specificity of the recurrence prediction by the risk score, AJCC stage, and the number of lymph nodes in TCGA cohort. p-values were from the comparisons of the area under the ROC curve (AUC) of risk score combined with AJCC stage versus risk score and AJCC stage separately. (B) The nomogram for predicting the proportion of patients with disease-free survival. (C) The calibration plots for predicting disease-free survival. Nomogram-predicted probability of recurrence is plotted on the x-axis; actual recurrence is plotted on the y-axis. The solid line represents our nomogram and the vertical bars represent 95% CIs. (D) Decision curve analysis (DCA) for assessment of the clinical utility of the nomogram. The x-axis represents the percentage of threshold probability, and the y-axis represents the net benefit.
Then, to develop a practical model for clinicians to predict the probability of 3- and 5-year DFS in GC, a nomogram was constructed, which integrated the autophagy-related risk score and the AJCC stage (Figure 3B). The line-segment in the calibration plot was very close to the 45° line, which represented the best prediction utilizing the nomogram (Figure 3C). The decision curve indicated that utilizing the nomogram for the prediction of recurrent probability added more benefit than the treat-all-patients scheme or the treat-none scheme when the threshold probability of DFS of a patient was more than 15% (Figure 3D). Our observations above all suggested the reliable predictive ability of the autophagy-related risk model in clinical management of patients with GC.
Alterations in the Feature of T Cell Between Different Risk Groups Predicted by an Autophagy-Related Risk Model
Considering the complexity of TME during the progression of cancer, we first calculated the proportions of immune cells and stromal cells in the high-risk and low-risk groups in single-cell dataset from Zhang et al., respectively. Compared with the high-risk group (43.48%), the TME of the low-risk group was infiltrated with a higher percentage of immune cells (67.14%) (Figure 4A). Additionally, by evaluating the scores associated with activation involved in immune response among different immune subsets, including T cells, B cells, macrophages, and mast cells, we observed that only the score of T-cell activation involved in immune response was enriched in the low-risk group (Figure 4B). Thus, given that T cells also play the key role in modulating the progression of GC and the clinical response of immunotherapy (Kwon et al., 2021; Poffenberger et al., 2018), we query whether the better prognosis in GC patients from the low-risk group was related to the activation of T-cell immune function. Intriguingly, we detected that pathways associated with immune effector function, including “T-cell activation involved in immune response,” “Activated T-cell proliferation,” and “T-cell–mediated immunity,” were enriched in the low-risk group, while they were decreased in the high-risk group in the single-cell dataset from the study by Zhang et al. (Figure 4C). Additionally, pathways associated with the negative regulation of anti-tumor immune, such as “Negative regulation of T-cell–mediated cytotoxicity” and “Negative regulation of T-cell–mediated immunity,” were enriched in the high-risk group (Figure 4C). Then, to investigate the alterations in the composition of T-cell subsets, we divided patients from TCGA into the low-risk group and the high-risk group according to the autophagy-related risk model. The CIBERSORT algorithm (Newman et al., 2015) was utilized to evaluate the average proportion of each T-cell subset. We observed that the compositions of T follicular helper cells (Tfh), activated memory CD4+ T cells, and type 2 T helper cells (Th2) were significantly decreased in the high-risk group. Yet, the proportion of regulatory T cells (Tregs), which had been implicated in the cancer progression, was significantly elevated in the high-risk group (Figures 4D–G).
[image: Figure 4]FIGURE 4 | Alterations in the feature of T cell between different risk-groups predicted by autophagy-related risk model. (A) Percentages of immune cell and stromal cells in different risk groups in TME. (B–C) Heatmap showing the expression-based pathway activities scored per cell between the low-risk group and the high-risk group. (D–G) The different compositions of T follicular helper cells (Tfh) (D), activated memory CD4+ T cells (E), type 2 T helper cells (Th2) (F) and regulatory T cells (Tregs) (G) between low-risk patients and high-risk patients from TCGA dataset. p value was calculated by nonparametric Mann–Whitney test. *p value < 0.05. ****p value < 0.0001. (H) Matrix plot showing the mean expression of CD8A, GZMA, and GZMB between the low-risk group and the high-risk group. (I) Violin plot showing the distribution of activity score of “T cell activation” from GO database in CD8+ T cells from the low-risk group and the high-risk group, respectively. (J) Violin plot showing the distribution of the activity score of “T cell antigen and presentation” from GO database in CD4+ T cells from the low-risk group and the high-risk group, respectively. (K) Matrix plot showing the mean expression of PDCD1 and CTLA4 in T cells from the low-risk group and the high-risk group, respectively. (L) The alterations of autophagy-related risk score in untreated or anti-CTLA-4 mAbs groups in the GC mouse model at week 1, 2, and 3 from Nagaoka et al.’s dataset. p value was calculated by nonparametric Mann–Whitney test. (M) Violin plot showing the expression of autophagy-related risk scores in patients with PD/SD or PR/CR from GSE91061. (N) Differential response rate of immune checkpoint blockade therapy in the low-risk group and the high-risk group, respectively. CR, complete response; PR, partial response; SD, stable disease; and PD, progressive disease.
Furthermore, we re-clustered T cells from the single-cell dataset into CD8+ T cells and CD4+ T cells for further investigation (Supplementary Table S10–S11). Intriguingly, we observed that the expressions of genes associated with the CD8+ T-cell–mediated cytotoxicity, including CD8A, GZMA, and GZMB, were markedly decreased in the high-risk group (Figure 4H). Additionally, the distribution of the activity score of “T-cell activation” was decreased in CD8+ T cells from the high-risk group (Figure 4I) and the activity score of “T cell antigen and presentation” was also exhibiting the decreased tendency in CD4+ T cells from the high-risk group compared with the low-risk group (Figure 4J), which indicated the poor prognosis in high-risk GC patients might be associated with the dysregulation of T cell-function. As immunotherapy has opened a new era of therapy in GC (Janjigian et al., 2021; Chao et al., 2021; Salas-Benito et al., 2021), we further investigated whether the poor prognosis of the high-risk patients was related to the invalid response for immunotherapy. Intriguingly, we detected that the expressions of the two essential immune checkpoint gene markers: PDCD1 (encoding PD-1) and CTLA4 (encoding CTLA4), were markedly increased in the low-risk group, while they were decreased in the high-risk group (Figure 4K). To verify the efficacy of the autophagy-related risk score in predicting the response of immunotherapy, we utilized two public datasets for evaluation. In the GC mouse model with the treatment of anti–CTLA-4 mAbs, the autophagy-related risk score was significantly decreased at week 3 compared with the untreated group from the study by Nagaoka et al. (Figure 4L) (Nagaoka et al., 2020). Moreover, in patients cohort treated with checkpoint blockade therapy (Riaz et al., 2017), we revealed that the autophagy-related risk score was significantly elevated among patient with stable disease [SD] or progressive disease [PD] by a comparison with patients who had complete response [CR] or partial response [PR] (Figure 4M). Patients in the low-risk group demonstrated higher response efficacy of immunotherapy (33.3%) than patients in the high-risk group (8.0%) (Figure 4N). Such alterations between the two risk groups predicted by the autophagy-related risk model indicated that the poor prognosis in patients from the high-risk group might account for the emergence of dysfunctional characteristics in T cells, and patients with a low-risk score exhibited the potential in response to immunotherapy.
DISSCUSSION
A large body of evidence has demonstrated that autophagy may be implicated in numerous aspects of cancer progression, prognosis, and treatment response (Cao et al., 2019). However, the traditional method singly derived from bulk RNA sequencing still exhibits several limitations in elucidating the complexity of oncology. In current years, single-cell RNA sequencing has broken the conventional thinking in the mechanism of cancer progression (Keller and Pantel 2019; Yofe et al., 2020). Therefore, through the combined analysis of bulk RNA sequencing and single-cell RNA sequencing, the advantages in investigating and validating the value of prognostic model in gastric cancer are shown.
In the study, an autophagy-related risk model was investigated according to the machine learning–based computational method and was validated both in the bulk RNA sequencing dataset and single-cell RNA sequencing dataset. Our results demonstrated that this classifier could effectively classify GC patients into high-risk and low-risk groups, which had the ability to distinguish the patients with significantly different DFS. Even when the conventional clinical factors were adjusted (Shen et al., 2013), the risk model remained an independent prognostic factor, which was in a position to distinguish worse vs relieved prognostic outcomes within patients with GC from different datasets. Such a prognostic value of this risk model could be identified in another two independent datasets, suggesting the reproducibility and practicality of this risk model for the prognostic prediction in patients with GC. Particularly, recent studies have demonstrated that genes involved in our risk model, such as Smad ubiquitin regulatory factor 1 (SMURF1) and NIMA-related kinase 7 (NEK7), played the essential roles in promoting the progression of GC (Ji et al., 2018; Jiang et al., 2019; Li et al., 2021). Experimental evidence indicated that SMURF1 exerted a pro-tumorigenic role by regulating the downstream pathways and influenced the epigenetic mechanism (Ji et al., 2018; Jiang et al., 2019). NEK7 was indicated to not only promote the progression of GC but also closely associate with tumor immune infiltration (Li et al., 2021). Such evidence is consistent with our finding that our risk model may be the potentially prognostic indication in the progression of patients with GC. Although there had been several published studies on autophagy-related risk models, these models were all constructed and estimated according to the RNA sequencing generated from the bulk level and singly focused on the tumor cells. The risk model identified in our research was not only validated in cohort at bulk level but also estimated in samples at the single-cell level. In addition to the prognostic value in GC patients, the model could also be complementary with and add information to the predictive biomarkers of immunotherapy response in patients with GC.
Advances in the knowledge of immune checkpoint inhibitors have uncovered a new era of cancer immunotherapy (Janjigian et al., 2021; Chao et al., 2021; Salas-Benito et al., 2021). The involvement of autophagy in the differentiation, activation, and apoptosis of tumor-infiltrating immune cells has been demonstrated in several studies (Clarke and Simon 2019; Xia et al., 2021). The effector function of T cells and tumor immune response could be influenced and shaped by autophagy-associated pathways (Yamamoto et al., 2020; Xia et al., 2021). Yet, only a limited proportion of autophagy-associated biomarkers were investigated, indicating the urgent demands for the investigation of predictive autophagy-associated models. PD1 and CTLA4 were well-known predictive biomarkers for immunotherapy response (Havel et al., 2019). A recent study has revealed that pharmacological modulation of autophagy might affect the therapeutic efficacy of PD-L1 blockade in GC (Wang et al., 2019). Interestingly, a growing body of studies identified that CD46, a variable involved in our risk model with a negative coefficient, exerted an essential role in modulating the effector function of T cells (Arbore et al., 2018; Liszewski and Atkinson 2021). In consistency with previous investigation that immunomodulatory interactions between the autophagy and cancer (Jacquin and Apetoh 2018; Xia et al., 2021), we also identified that dysfunctional characteristics enriched in the autophagy-associated high-risk group and the low-risk group exhibited high expression of immune checkpoint gene markers and genes associated with the CD8+ T-cell–mediated cytotoxicity than those in the high risk group. Such observations, in combination with previous findings, indicated the potential association between the autophagy-associated risk score model and effector function of immune cells.
Taken together, our findings revealed that the autophagy-related risk model could not only be a useful tool for prognostic evaluation but also be a complementary with and add information to the predictive biomarkers of immunotherapy response in patients with GC.
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Myeloid-derived suppressor cells (MDSC) and tumor-associated macrophages (TAM) contribute to cancer-related inflammation and tumor progression. While several myeloid molecules have been ascribed a regulatory function in these processes, the triggering receptors expressed on myeloid cells (TREMs) have emerged as potent modulators of the innate immune response. While various TREMs amplify inflammation, others dampen it and are emerging as important players in modulating tumor progression—for instance, soluble TREM-1 (sTREM-1), which is detected during inflammation, associates with disease progression, while TREM-2 expression is associated with tumor-promoting macrophages. We hypothesized that TREM-1 and TREM-2 might be co-expressed on tumor-infiltrating myeloid cells and that elevated sTREM-1 associates with disease outcomes, thus representing a possibility for mutual modulation in cancer. Using the 4T1 breast cancer model, we found TREM-1 and TREM-2 expression on MDSC and TAM and that sTREM-1 was elevated in tumor-bearing mice in multiple models and correlated with tumor volume. While TREM-1 engagement enhanced TNF, a TREM-2 ligand was detected on MDSC and TAM, suggesting that both TREM could be functional in the tumor setting. Similarly, we detected TREM-1 and Trem2 expression in myeloid cells in the RENCA model of renal cell carcinoma (RCC). We confirmed these findings in human disease by demonstrating the expression of TREM-1 on tumor-infiltrating myeloid cells from patients with RCC and finding that sTREM-1 was increased in patients with RCC. Finally, The Cancer Genome Atlas analysis shows that TREM1 expression in tumors correlates with poor outcomes in RCC. Taken together, our data suggest that manipulation of the TREM-1/TREM-2 balance in tumors may be a novel means to modulate tumor-infiltrating myeloid cell phenotype and function.
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Introduction

The Triggering Receptor Expressed on Myeloid cells (TREM) and TREM-like (TLT) proteins are a family of cell surface receptors expressed on granulocytes, monocytes, macrophages, microglia, dendritic cells (DC), osteoclasts, and platelets (1). The presence of at least one TREM on virtually every myeloid cell population provides them with a unique ability to regulate inflammation. Accordingly, TREM have been linked to many diseases, including sepsis, inflammatory bowel disease, Nasu–Hakola disease, osteopetrosis, and multiple sclerosis (MS) (1, 2). Of the TREM and TLT, TREM-1, TREM-2, and TLT-1 are best characterized.

TREM-1 is expressed on neutrophils and monocytes and amplifies inflammatory responses by synergizing with pattern recognition receptors (PRR) to induce pro-inflammatory mediators, such as IL-8, TNF, and MCP-1 (3). Blockade of TREM-1 with TREM-1/Fc fusion protein, TREM-1 peptide, or TREM-1 siRNA rescues mice from sepsis (4–6) and delays tumor progression in xenographs (7). In contrast to TREM-1, TREM-2 is expressed on macrophages, microglia, DC, and osteoclasts and is thought to be anti-inflammatory by virtue of its cis interaction with a co-expressed TREM-2 ligand (8–10). Macrophages derived from the bone marrow of Trem2-/- mice produce increased TNF and IL-6 after stimulation with TLR agonists (9). Additional evidence for the dampening roles of TREM-2 comes from recent studies in which TREM-2 was shown to suppress EAE, the mouse model of MS (11, 12), and to promote colonic wound healing through increased production of the anti-inflammatory cytokines IL-4 and IL-13 in the wound bed (13).

A soluble form of TREM-1 (sTREM-1) has been detected in patients and animals suffering from various inflammatory conditions and often correlates with disease severity (2). Most notably, sTREM-1 is elevated in serum and plasma during sepsis (14–16). Recently, soluble TREM-2 (sTREM-2) was found in the cerebrospinal fluid of patients with MS and other inflammatory neurological diseases (17). Although the functions of TREM within the tumor microenvironment are incompletely understood, it is possible that heterologous interactions in cis or trans may control TREM signaling, thus modulating inflammatory outcomes.

In healthy individuals, TREM-1 is present on CD14hi or “classical” monocytes, while it is absent from CD14dim monocytes (3, 18). Similar to humans, two populations of monocytes, resident and inflammatory, are present in mice. The resident monocytes are Gr-1(Ly6C)-CD11b+F4/80+ and are thought to replenish tissue macrophages, while the inflammatory monocytes are Gr-1(Ly6C)+CD11b+F4/80+ and are rapidly recruited to sites of inflammation (19). While TREM-1 is constitutively expressed on resident monocytes, it is absent from inflammatory monocytes but can be upregulated on them after the lipopolysaccharide (LPS) challenge (18, 20).

Mouse inflammatory monocytes resemble a population of cells sometimes referred to as myeloid-derived suppressor cells (MDSC). MDSC are found in the blood of patients with many types of cancer and in the bone marrow, blood, spleen, and tumors of tumor-bearing mice (21). MDSC are a heterogeneous mixture of myeloid cells that suppress T cell responses and contribute to tumor-associated inflammation and tumor progression (22, 23). In murine cancer models, two types of MDSC have been observed. Granulocytic MDSC (PMN-MDSC) are phenotypically similar to neutrophils and are characterized as Gr-1(Ly6G)hiCD11b+F4/80-, while monocytic MDSC (Mo-MDSC) are phenotypically similar to inflammatory monocytes and are characterized as Gr-1(Ly6C)+CD11b+F4/80+ (24, 25). Although the phenotype of human MDSC has been more difficult to characterize, most are defined as either HLADR- CD11b+ CD14- (CD15 or CD66b)+ CD33dim for the PMN-MDSC or CD11b+ CD14+ HLADRdim/- (CD15 or CD66b)- CD33+ for M-MDSC (26, 27)

We hypothesized that TREM-1 would be overexpressed on MDSC in tumor-bearing mice and that TREM-2 would be co-expressed on MDSC and TAM in tumor-bearing animals. Thus, this balance of pro-inflammatory TREM-1 to anti-inflammatory TREM-2 might, in part, control the phenotype and function of tumor-infiltrating myeloid cells. In this study, we found that both TREM-1 and TREM-2 were expressed on MDSC and TAM and that tumor-bearing mice have elevated levels of sTREM-1 in their blood. Additionally, we demonstrated the presence of a TREM-2 ligand on TAM and showed that TREM-1 on MDSC was functional, suggesting that both TREMs may regulate these myeloid populations within the tumor, thus possibly balancing each other. We confirmed the significance of our findings by demonstrating TREM-1 expression on tumor-infiltrating monocytes and neutrophils in renal cell carcinoma (RCC) donors. We also detected elevated levels of sTREM-1 in patients suffering from RCC, suggesting the potential use of sTREM-1 as a biomarker for tumor progression. Furthermore, using The Cancer Genome Atlas (TCGA) database, we found that, although not an individual predictor for survival, TREM-1 expression correlates with disease severity and tumor burden. Thus, we propose that TREM-1 may serve as a biomarker for tumor progression and a useful target for reprogramming the immunosuppressive tumor microenvironment of the host and that TREM2 might play an important role in balancing the inflammatory signals within the tumor.



Results


Trem-1 Is Expressed in MDSCs and TAMs of Tumor-Bearing Mice

In order to determine the TREM expression profile in the tumor context, we initially utilized the 4T1 murine breast carcinoma model, which induces large numbers of MDSC in mice (Supplementary Figure S1) (28, 29). We found, by flow cytometry, that TREM-1 was expressed on PMN-MDSC and Mo-MDSC in the blood and spleens of tumor-bearing mice (Figure 1A and data not shown) regardless of the approach that we used to identify MDSC (Supplementary Figures S2 and S3). While TREM-1 levels were only slightly increased on PMN-MDSC relative to PMN of naïve mice, TREM-1 levels on Mo-MDSC increased significantly with time after 4T1 injection (Figure 1B). TREM-1 was not expressed on the phenotypically similar counterpart (inflammatory monocytes) of Mo-MDSC in naïve animals (3). The expression of TREM-1 on MDSC was not restricted to the 4T1 model or the BALB/c strain as TREM-1 was also expressed on PMN- and Mo-MDSC from EL-4 tumor-bearing C57BL/6 mice (data not shown).




Figure 1 | TREM-1 is expressed on peripheral myeloid-derived suppressor cells (MDSC) subsets, tumor-infiltrating MDSC, and tumor-associated macrophages in tumor-bearing mice. (A) TREM-1 expression on splenic granulocytic MDSC (PMN-MDSC) and monocytic MDSC (Mo-MDSC) from naïve or tumor-bearing mice 21 days after 4T1 inoculation. (B) TREM-1 levels on tumor-derived Mo-MDSC 0, 7, 15, and 21 days after the 4T1 tumor challenge. *p < 0.05 relative to naïve mice, **p < 0.0. (C) TREM-1 expression on PMN-MDSC, Mo-MDSC, and tumor-associated macrophages isolated from tumors of tumor-bearing mice 21 days after 4T1 injection. One representative histogram is shown for each population out of more than three independent experiments.



As the 4T1 tumor volume increases in vivo, the percentage of myeloid cells infiltrating the tumor also increases and is comprised mainly of PMN-MDSC, Mo-MDSC, and TAM (Supplementary Figure S3). Therefore, we examined TREM-1 expression on MDSC and TAM present in tumors of 4T1, EL-4, and MC38 tumor-bearing mice (Figure 1C and data not shown). Consistent with our mRNA analysis, TREM-1 was expressed on tumor-infiltrating PMN-MDSC, Mo-MDSC, and TAM in all three tumor models. TREM-1 expression on Mo-MDSC was more heterogeneous than that on PMN-MDSC and TAM, with some cells expressing low or no TREM-1 and others expressing high TREM-1, suggesting that Mo-MDSC represent a more diverse population of cells than PMN-MDSC or TAM. Overall, TREM-1 is expressed in tumor-infiltrating MDSC and is notably upregulated in PMN-MDSC during tumor progression.



Expression of Trem-1 in MDSC Is Functional and Trem1-Expressing MDSC Suppress T Cell Proliferation

In order to determine if TREM-1 expressed on MDSC was functional, we used TNF production as a marker for TREM-1-mediated activation. Because the identity of the TREM-1 ligand(s) remains largely unknown, we used anti-TREM-1 to engage the receptor on the surface of PMN-MDSC sorted from spleens of 4T1 tumor-bearing mice. Compared to isotype control-stimulated cells, TREM-1 engagement resulted in enhanced LPS-induced TNF release, suggesting that TREM-1 on MDSC, and presumably TAM, is functional and may play a role in increasing pro-inflammatory cytokines from these cells while decreasing immunosuppressive factors (Figure 2A).




Figure 2 | TREM-1 engagement enhances pro-inflammatory cytokine release by myeloid-derived suppressor cells (MDSC) and Trem-1+ MDSC from tumor-bearing mice suppress T cell proliferation. (A) Peripheral myeloid-derived suppressor cells were sorted from spleens of 4T1 tumor-bearing mice, plated onto wells coated with either anti-TREM-1 or rat IgG2A isotype control Ab, and stimulated with lipopolysaccharide. The supernatants were harvested 20 h later, and the TNF levels in the supernatants were measured by ELISA. *p < 0.05. (B) Ly6C+CD11b+ (Mo) and (C) Ly6G+CD11b+ (PMN) MDSC were sorted from spleens of 4T1 tumor-bearing mice. The cells were cultured at the indicated ratios with splenocytes from naïve BALB/c mice. Con A was added to each well at a final concentration of 2 μg/ml. Tritiated thymidine incorporation was measured during the last 18 h of the 85-h incubation period. *p-value <0.05 relative to no suppressors. Data represents mean ± SEM from triplicates of a representative experiment.



One of the hallmarks of MDSC is their ability to inhibit T cell proliferative responses. In order to demonstrate that TREM-1+ PMN-MDSC and Mo-MDSC were suppressive, we sorted these populations from spleens of 4T1-injected mice and measured their capacity to inhibit Con A-induced T cell proliferation. Both TREM-1+ PMN-MDSC and TREM-1+ Mo-MDSC suppressed T cell proliferation (Figures 2B, C). In accordance with our previous results demonstrating increased TREM-1 expression in Mo-MDSC during tumor progression, we found that Mo-MDSC were more suppressive than PMN-MDSC, inhibiting Con A-induced T cell proliferation at lower MDSC-to-splenocyte ratios.



TREM-2 Is Expressed in Mo-MDSC and TAM

As TAM are frequently described as type 2 or alternatively activated macrophages that facilitate tumor growth, we hypothesized that a counteracting TREM receptor, such as TREM-2, might be expressed on these cells since this TREM is generally considered anti-inflammatory, has been shown to be expressed on alternatively activated macrophages, and has been associated with a type 2 macrophage gene signature (9, 30, 31).

Using FACS with multiple anti-TREM-2 antibodies, we were unable to detect TREM-2 on MDSC or TAM in our models. Since detection of TREM-2 ex vivo is limited (9), the tumor microenvironment may have prevented us from detecting TREM-2, possibly through masking or cleavage of the receptor. As an alternative approach to FACS, we examined the plasma and tumor washes for sTREM-2 by ELISA. We detected substantial

sTREM-2 in the plasma of healthy mice, somewhat increased sTREM-2 in the plasma of tumor-bearing mice, and sTREM-2 in tumor interstitial fluid (Figure 3A). To rule out the tumor itself as a possible supply of sTREM-2, we examined Trem2 message levels in 4T1 tumor cells. We detected no Trem2 mRNA in 4T1 tumor cells when compared to a macrophage line (Figure 3B). Thus, the tumor cells themselves provide a negligible contribution, if any, to the Trem-2 and sTrem-2 present in tumor-bearing mice. In order to determine if sTrem-2 was being processed and/or shed from TAM, we sorted TAM from the tumors of 4T1-challenged mice and analyzed them for Trem2 and Trem1 mRNA levels. As shown in Figures 3C, D, TAM expressed 5.5 times more Trem2 message and 19 times more Trem1 mRNA than a B6 macrophage line known to express the receptors. In addition to TAM, we examined the Trem2 and Trem1 message levels in Mo-MDSC and PMN-MDSC sorted from spleens of 4T1-bearing mice. While Trem2 message levels were not as high in Mo-MDSC as they were in TAM, they were increased relative to those of the macrophage line (Figure 1C). Trem2 mRNA was not detected in PMN-MDSC even though Trem1 mRNA was very high in this population. Thus, TAM and Mo-MDSC are the most likely sources of Trem2 within the tumor, whereas PMN-MDSC and TAM are the primary sources of Trem1.





Figure 3 | TREM-2 is expressed in monocytic MDSC (Mo-MDSC) and tumor-associated macrophages (TAM), and a possible ligand is expressed in TAM. (A) sTREM-2 levels in the plasma of naïve, 4TI-bearing mice or in the wash of 4T1 excised tumors. (B, C) Trem2 expression by qPCR in B6 macrophages, 4T1 cells, splenic MDSC, or TAM as indicated. (B) Relative Trem2 mRNA expression in B6 macrophages compared to 4TI cells demonstrating a neglectable Trem1 expression in tumor cells. (C, D) Relative Trem2 and Trem1 mRNA expression in sorted splenic PMN-MDSC, Mo-MDSC, or TAM sorted from 4T1 tumors removed from mice (see Supplementary Figures S2–S4 for the gating strategy). Data are normalized to a Trem1- and Trem2-expressing macrophage cell line (B6 Line). (E) Single-cell suspensions from 4T1 tumors from tumor-bearing mice were stained with MDSC markers and human (hu) IgG-Fc (gray shaded), TREM-1/hu IgG-Fc (dashed line), or TREM-2/hu IgG-Fc (solid line, no shading), followed by PE-labeled anti-human IgG-Fc. The TREM/hu IgG-Fc expression is shown on gated Gr-1-CD11b+ TAM.







A Ligand for Trem-2, But Not Trem-1, Is Present on MDSC and TAM

The presence of a TREM-1 or TREM-2 ligand within the tumor milieu would suggest that TREM could directly regulate TAM and/or MDSC at the tumor site. Although the identity of the TREM ligand(s) remains incompletely defined, using TREM-1/Fc chimera, an inducible ligand has been detected on the surface of neutrophils from LPS-challenged mice and on human platelets (5, 20, 32). Using a similar methodology, a TREM-2 ligand has been detected on bone marrow-derived and peritoneal macrophages, astrocytes, and osteoblasts (8, 11, 33, 34). While the astrocyte ligand has been identified as Hsp60, the identity of the ligand expressed by macrophages and osteoblasts is still unknown (35). Therefore, we examined the expression of ligands for TREM-1 and TREM-2 on tumor-infiltrating myeloid cells using TREM/Fc chimeras. Although we could not detect a TREM-1 ligand, a TREM-2 ligand was readily detectable on the surface of TAM (Figure 3E). These findings suggest that TREM-2 is engaged in these cells and support a role for this receptor within the tumor microenvironment.



sTREM-1 Levels Are Increased in Tumor-Bearing Mice and Correlate With Tumor Burden

Because sTREM-1 levels are associated with many inflammatory conditions (2), we predicted that sTREM-1 was increased in tumor-bearing animals. Therefore, we measured sTREM-1 levels in the plasma of naïve or 4T1-bearing mice by ELISA. The sTREM-1 levels were significantly elevated in tumor-bearing mice as early as 2 weeks following the tumor challenge and increased over time (Figure 4A). Direct measurement of tumors in parallel with sTREM-1 testing demonstrated that the sTREM-1 level correlated highly (r2 = 0.8928; p-value = 0.0004) with tumor volume (Figure 4B). We verified the correlation of sTREM-1 with tumor burden using another tumor-bearing model and found that plasma sTREM-1 levels increased with an increasing concentration of EL-4 injected cells (Figure 4C); however, the total levels in this model were much lower than those in 4T1 even when the mice carried tumors of similar sizes, possibly due to less MDSC accumulation in EL-4 tumor-bearing mice [MDSC means of 34.83 ± 4.15 and 14.47 ± 1.07 (n = 3) in blood and spleen of EL-4, respectively, vs. 84.70 ± 5.52 and 50.17 ± 4.71 in blood and spleen of 4T1 (p-values <0.002 for blood and spleen)]. These findings suggest that sTREM-1 is a good early biomarker for tumor burden, possibly playing a role in tumor progression.




Figure 4 | sTREM-1 levels are increased in the plasma of tumor-bearing mice and correlate with tumor burden. (A, B) The mice were injected with 104 4T1 cells or with varying concentrations of EL-4 thymoma cells (C). The plasma sTrem-1 levels and tumor burden were assessed at various time points (A, B) or at 2 weeks after injection (C). The sTREM-1 levels were determined by ELISA. *p-value <0.05 relative to naïve mice, **p-value <0.01 (A, C). Linear regression analysis was performed to obtain an r2 value of 0.8928 and a p-value of 0.0004 (B).



Although the 4T1 breast cancer model is convenient for the assessment of MDSC features due to the extreme accumulation of these cells, our laboratories have a particular interest in the peripheral response to RCC. Therefore, we investigated the possibility that TREM-1 may be expressed in the RCC model RENCA. We were able to document substantial populations of TREM-1+ myeloid cells within RENCA tumors (Figure 5A). The flow cytometry of single cell suspensions of RENCA tumors showed that nearly 70% of the recovered leukocytes expressed F4/80, and of this population, nearly half also expressed TREM-1 (Figure 5A). In contrast to the breast cancer model, there was little TREM-1 expression on the F4/80- population in RENCA tumors. We detected no increase in TREM-1 expression in the peripheral blood or spleen of mice harboring RENCA tumors, but similar to 4T1 and EL-4, we found significantly higher levels of sTREM-1 in the blood of mice with RCC (Figure 5B) and confirmed the expression of Trem2 mRNA in RENCA tumors (Figure 5C). Together these data demonstrate that RCC contain infiltrating TREM-1-expressing cells and accumulate sTREM-1 in the blood.




Figure 5 | Expression of TREM in RENCA tumors. (A) Representative FACS plot (left) showing the staining of RENCA-associated CD45+ leukocytes with TREM-1 and F4/80. Data from a quadrant analysis of three individual mice are grafted (right). Staining of the quadrants is noted below the graph. (B) Soluble TREM-1 as determined by ELISA. The mean +/- SEM for five individual mice in each group is plotted. (C) qPCR analysis of Trem2 on RNA isolated from whole RENCA tumors (tumor) at day 22 after implantation. Relative values compared to splenocytes isolated from healthy mice (spleen) and splenocytes isolated from tumor-bearing mice (tumor spleen) are shown. *p < 0.05, **p < 0.01, and ****p < 0.0001.





TREM-1+ Monocytes and Neutrophils Infiltrate Human Renal Tumors

Unlike in mice, there are no universally accepted markers for defining MDSC in humans. Therefore, we sought to assess TREM-1 expression on CD14+ monocytes and on neutrophils in peripheral blood and/or tumor tissues of patients with RCC (36). Intriguingly, the TREM-1 expression levels on monocytes and neutrophils of RCC donors were significantly lower than those on cells from healthy donors (40.51 ± 3.788, RCC monocytes vs. 79.20 ± 14.89 healthy monocytes; 103.6 ± 16.65, RCC PMN vs. 191.5 ± 24.52 healthy PMN) (Figures 6A, B). We also found decreased CD16 on PMN from RCC donors versus PMN from healthy donors (mean fluorescence intensity 3,368 ± 511.4, healthy vs. 1 647 ± 363.6, RCC, p-value = 0.031), suggesting that our RCC PMN were, in fact, activated (Figure 6C).




Figure 6 | TREM-1+ myeloid cells infiltrate human renal tumors. (A) Average TREM-1 mean fluorescence intensity on peripheral blood polymorphonuclear neutrophils (PMN) and monocytes (B) from healthy (n = 3) vs. RCC donors (n = 5). (C) CD16 expression on peripheral blood PMN from healthy vs. RCC donors; *pvalue < 0.05.





sTREM-1 Expression Is Increased in RCC Patients and Correlates With Poor Outcome

Because we observed increased sTREM-1 in RENCA tumor-bearing mice, we anticipated that the sTREM-1 levels would also be elevated in patients with RCC, a disease associated with the accumulation of aberrant neutrophils (37). Therefore, we measured the sTREM-1 levels in the plasma of a small cohort of healthy donors or RCC patients by ELISA. Indeed the sTREM-1 levels appeared to be elevated in RCC patients compared to the healthy donors (Figure 7A). Interestingly, the highest concentrations of sTREM-1 were found in those patients with stage IV RCC, suggesting that although the levels did not reach statistical significance, sTREM-1 could be an indicator of disease severity and/or that TREM-1 signaling might be most significant in these patients (Figure 7B). Based on these results, we tested a larger cohort of 63 previously untreated clear cell RCC patients accrued just prior to surgery at the Fox Chase Cancer Center in Philadelphia (Supplementary Table S1) that ranged in pathologic stage (stage 1, n = 41; stage 2, n = 7; stage 3, n = 7; and stage 4, n = 8) (38). These assays showed that sTREM-1 levels were, in fact, increased in patients relative to controls (mean = 265.3 pg/ml, n = 63 RCC vs. mean = 110.04 pg/ml, n = 20 control, p < 0.001)) (Figure 7C). A further analysis of this cohort (Supplementary Table S1) suggested increased sTREM-1 expression in patients that were current smokers or former smokers compared to non-smokers (p = 0.039) and that sTREM-1 expression in patients increases with age (p = 0.041). In addition, we also found significantly higher levels of sTREM-1 in patients with lymph node pathology (248.8 ± 139.0 pg/ml for patients without nodal involvement vs. 422.7 ± 152.7 pg/ml with nodal involvement, p-value = 0.005), but not with grade, overall pathologic stage, pN stage, or pM stage.




Figure 7 | sTREM-1 levels are increased in the plasma of patients with renal cell carcinoma. (A) Serum from healthy donors (n = 10) or patients with either localized (n = 5) or metastatic (n = 9) renal cell carcinoma (RCC) was tested for soluble TREM-1 (sTREM-1) levels by ELISA. (B) sTREM-1 levels between stage I (localized) and stage IV (metastatic) RCC patients demonstrating a trend towards higher levels with worsening stage. (C) sTREM-1 levels in RCC patients from the Fox Chase Cancer Center (n = 63) and healthy controls (n = 20). (D) Percent of CD45+ blood leukocytes expressing TREM-1 in RCC patients and healthy controls. (E) Soluble TREM-1 levels are plotted vs. the percentages of blood leukocytes expressing TREM-1 in RCC (left) and healthy controls (right). The r values and p-values of the correlation analysis are shown. (F) Fluorescence intensity (geometric mean) of TREM-1 staining of RCC patients is plotted against the sTREM-1 values for those same patients. The r values and p-values of the correlation analysis are shown.



In an effort to identify the source of the sTREM-1 in RCC, we took advantage of limited flow cytometric analysis of this cohort of patients. We found no significant differences in the percentages of peripheral blood leukocytes expressing TREM-1 in RCC patients vs. controls (Figure 7D). Because our small discovery cohort suggests that peripheral cells might shed sTREM-1, we assessed the possible correlation between blood levels of sTREM-1 and the percentages of leukocytes expressing the receptor. These levels were not correlated in either healthy subjects or RCC patients (Figure 7E). Moreover, we found no support for the notion that sTREM-1 was being shed from the periphery, as there was no correlation between TREM-1 density, shown as a geometric mean, and the levels of sTREM-1 in the blood of RCC patients (Figure 7F). These data are consistent with the notion that sTREM-1 could be derived, at least in part, by the TREM-1+ tumor-associated leukocytes.

To address this possibility more conclusively, we used mRNA expression data for 72 normal renal epithelial cells and 531 clear cell RCC tumors from the TCGA database to assess the expression changes and possible association of tumor Trem1 to patient outcomes. The tumors showed a higher expression of Trem1 compared to normal renal tissue (Kruskal–Wallis test p-value <0.001) (Figure 8A). Next, we stratified the 531 tumor cases into tertiles based on the RSEM gene expression values of Trem1 and then partitioned the patients into three groups: high (upper tertile), low (lower tertile), and NC (intertertile range as no change in expression) (Figure 8B). When we tested whether Trem1 expression associated with survival, we found that patients in the high tertile of Trem1 expression had statistically worse survival when compared to those patients with low Trem1 expression (logrank test, p = 0.001; HR = 2.0; 95% CI, 1.33–3.22; Figure 8C). When we analyzed cases that are pathological stage 3 and above, we found a similar association where a higher expression of TREM-1 portends a worse overall survival in higher-stage disease (logrank test, p = 0.04; HR = 1.92; 95% CI, 1.1–3.37; Figure 8D). Taken together these data demonstrate that patients with RCC have increased levels of sTREM-1 in their blood compared with healthy donors and that tumor-associated Trem1 correlates with high disease stage, primary tumor size, and poor outcomes in RCC.




Figure 8 | The Cancer Genome Atlas analysis shows that TREM-1 expression is increased in renal cell carcinoma (RCC) patients and correlates with a poor outcome. (A) Box plots showing Trem1 mRNA expression for normal (72) and stages I–IV (n = 267, 57, 123, and 84, respectively) RCC patients, with the medians represented as blue bars in a box, and each case is shown as a pink dot. (B) Trem1 expression levels in 531 RCC tumor samples from TCGA were stratified into tertiles of Trem1 expression levels (low = 3rd quartile, high = 3rd tertile, and NC = intertertile range. (C) Kaplan–Meier overall survival curves according to this strata and (D) for higher-stage diseases (stage III and above).






Discussion

In this study, we examined the expression of the pro-inflammatory receptor TREM-1 and the anti-inflammatory receptor TREM-2 on myeloid cells in the periphery and tumors of mice and patients with cancer. In tumor-bearing mice, we found the expression of both receptors in MDSC and TAM. However, while TREM-1 was expressed in both MDSC populations, namely, Mo-MDSC and PMN-MDSC, TREM-2 was only expressed in the Mo-MDSC population. It has been previously reported that TREM-1 and TREM-2 have unique expression profiles and the dual expression of the receptors has previously been observed only on bone marrow-derived DC (11, 20, 39) and osteoclast precursors (40), although in this population TREM-1 expression negatively regulates differentiation. Most importantly, we find increased levels of soluble TREM-1 in patients with renal carcinomas, and the analysis of TCGA data shows that patient outcomes are worse than when the tumor levels of TREM-1 are highest.

Unlike murine MDSC, which are a heterogeneous mix of myeloid cells, both monocytic and granulocytic in origin, human MDSC in RCC patients have been reported to be more granulocytic (37, 41, 42). Thus, in this respect, our findings in RCC patients more closely resemble our data with murine PMN-MDSC, where we observed only slight changes in TREM-1 levels relative to neutrophils in naïve mice. In fact, our assessment of TREM-1 expression in an RCC cohort showed no differences in the percentages of cells expressing TREM-1 compared to healthy controls. While murine MDSC are immature in status, MDSC from RCC patients are frequently described as a subset of activated granulocytes (37, 41). Accordingly, we found that TREM-1 levels decrease on activated PMN (unpublished findings), and Rodriguez et al. showed that CD16 is decreased on MDSC from RCC patients, which closely resembled activated healthy PMN (37). It should be noted, however, that our data show the accumulation of sTREM-1 in the blood of RCC patients that does not correlate with any reduction in TREM-1-expressing cells. This leads us to conclude that the sTREM-1 that we find in patients may be, at least in part, derived from tumor-associated leukocytes.

Large numbers of myeloid cells, including MDSC and TAM, infiltrate solid tumors, contributing to immunosuppression (43). Indeed high numbers of tumor-infiltrating macrophages have been shown to correlate with poor patient prognosis (44). One method to overcome the immunosuppressive tumor microenvironment would be to re-direct tumor-infiltrating myeloid cells from a pro-tumor, or M2, to an anti-tumor, or M1, phenotype (45, 46). We hypothesize that myeloid cells could potentially be re-polarized through the induction of myeloid-associated receptors, such as TREMs, that, when triggered, could alter the cytokine expression profiles and thus the immunostimulatory capacity of cells. In fact, the recent work of Molgora et al. shows that TREM-2 expression supports the alternative phenotype of macrophages associated with immunosuppression and that interference with that signal yields better responses to immune checkpoint therapy (47).

Although both TREM-1 and TREM-2 signal via the adaptor protein DAP12, these receptors have long been known to deliver proinflammatory or anti-inflammatory signals, respectively—for example, contrary to the reported role of TREM-2 in colonic wound repair, TREM-1 has been found to promote inflammation-driven tumorigenesis (48). A plausible explanation for this dichotomy is their largely non-overlapping expression with TREM-1 primarily on neutrophils and TREM-2 on macrophages. Within the tumor site, the likely complex interactions between TREM-1-positive granulocytic cells and their TREM-2-expressing macrophages are yet to be fully dissected. Regardless, the somewhat paradoxical roles of the two receptors may be reconciled by the functions of soluble TREM-1. It is tempting to speculate that at the tumor site, as is thought to be the case during sepsis (4), sTREM-1 may be blocking the function of membrane-bound TREM-1 via its interference with bona fide TREM-1 ligands. Thus, rather than representing an activation stimulus at the tumor site, the detrimental effects of TREM1 expression revealed by our TCGA analysis may represent a secondary method of tumor immunosuppression via suppression in trans due to soluble TREM-1. Unfortunately, the recent TREM-2 studies did not assess systemic soluble TREM-1, nor did it assess the total tumor levels of the receptors. Future work in this arena may reveal this or other unanticipated interactions.

In summary, we found that TREM-1 is highly expressed on myeloid cells in tumor-bearing mice and in patients with RCC and that TREM-2 is co-expressed with TREM-1 in MDSC and TAM. Moreover, the high expression of TREM-1 in RCC is associated with poor outcome relative to patients with low or negligible TREM-1 expression. Although more in-depth studies are needed, we suggest that manipulation of TREM-1 on MDSC and TAM may alter the function of these cells, resulting in myeloid cells with either enhanced anti-tumorigenic or pro-tumorigenic activities, respectively. Furthermore, our findings suggest that sTREM-1 may be a useful biomarker for tumor progression and that neutralization of sTREM-1 may prove effective in regulating the inflammatory response at the tumor site.



Materials and Methods


Mice, Cell Lines, and FACS Reagents

BALB/c and C57BL/6 mice were purchased from Charles River Laboratories (Frederick, MD) and maintained under pathogen-free conditions at the National Cancer Institute-Frederick. The experiments were performed using 8–16-week old mice in accordance with the procedures approved by the Institutional Animal Care and Use Committee. The immortalized C57BL/6 MΦ cell line (B6 line), produced as described previously (49), was maintained in complete DMEM [containing 10% fetal bovine serum (FBS), L-glutamine, and antibiotics]. The 4T1 mammary carcinoma line and the RENCA renal cell carcinoma line were purchased from ATCC (Manassas, VA), maintained in complete RPMI (RPMI-1640 supplemented with 10% FBS, L-glutamine, antibiotics, 2-ME, sodium pyruvate, non-essential amino acids, and HEPES) and passaged as described (50). The EL-4 thymoma line was purchased from ATCC, maintained in DMEM supplemented with 10% horse serum, L-glutamine, and antibiotics, and passaged according to the instructions of the manufacturer. The MC38 colon carcinoma line was maintained in RPMI-1640 supplemented with 10% FBS, L-glutamine, and antibiotics and passaged by trypsinizing, washing, and plating at low cell density. The anti-mouse FITC-F4/80, PerCP-Cy5.5-CD11b, APC-Gr-1 (RB6-8C5), and FITC-Ly6G (1A8) were bought from BD Pharmingen. The anti-mouse APC-Ly6C (1G7.10) was purchased from Miltenyi-Biotec. The anti-mouse PE-TREM-1 (174031) and PE-Rat IgG2A (54447) isotype control as well as recombinant mouse TREM-1 Fc chimera, TREM-2 Fc chimera, and human IgG1 Fc were purchased from R&D Systems. The anti-mouse FcγRII/III (2.4G2) ascites was a gift from Dr. Robert Wiltrout (NCI-Frederick). The anti-human PE-TREM-1 (TREM-26) was purchased from Biolegend. The anti-human APC-CD16 and FITC-CD14 were purchased from BD Biosciences. PE-anti-human IgG (Fc) was bought from Southern Biotech.



Healthy and RCC Donors

Healthy volunteers were recruited either through the NCI-Frederick Research Donor Program or from volunteers at the Cleveland Clinic through an institutional review board (IRB)-approved protocol. The plasma from IRB-consented RCC patients with papillary and clear cell histology was obtained from the Cleveland Clinic. The patients had localized (n = 5) and metastatic (n = 9) diseases. Serum obtained from healthy donors and donors with clear cell and papillary RCC was analyzed for sTREM-1 levels by ELISA. The patients were grouped into stages based on the American Joint Committee on Cancer staging system (the TNM system), and sTREM-1 levels were re-plotted based on these groupings.

The sTREM-1 levels were similarly assayed in plasma obtained from blood drawn into heparinized tubes from 63 previously untreated clear cell RCC patients and 20 healthy donors, in conjunction with a previously published study at Fox Chase Cancer Center in Philadelphia. All donors provided written informed consent in accordance with HIPAA and the policies of the Fox Chase Cancer Center IRB. The grade and tumor–node–metastasis staging of patients with RCCs was based on the review by a urologic pathologist (TA-S) of surgically excised tumor, and additional patient data were obtained from the FCCC Kidney Cancer Database.

Blood from healthy donors or patients who were evaluated at the US National Cancer Institute on a Urologic Oncology Branch protocol approved by the NCI IRB gave their written informed consent for participation in the study. Samples from patients with presumed sporadic renal cell carcinoma (donor 2 was shown, at a later date, to be an inherited SDHB mutation carrier; Ricketts et al., in preparation) were collected into EDTA blood collection tubes. Moreover, 100 ul of whole blood was incubated with human AB serum (Sigma) to block the Fc receptors, stained with antibodies to neutrophil and monocyte antigens, fixed with BD Fixative, and analyzed using a FACSort flow cytometer (BD Biosciences). For analysis of a larger RCC cohort, peripheral blood was stained and TREM-1 percentages were calculated by gating on leukocytes by scatter followed by singlet discrimination, live/dead discrimination with propidium iodide, and finally gating on TREM-1-positive cells. The percentages of leukocytes and TREM-1 fluorescence intensity (geometric mean of positive cells) were calculated using FlowJo software.

For the isolation of tumor-infiltrating leukocytes, tumors from patients with presumed sporadic RCC carcinoma (donor 2 was shown, at a later date, to be an inherited SDHB mutation carrier; Ricketts et al., in preparation) were minced into a paste-like solution using iris surgical scissors, suspended in 20 ml RPMI containing 10% FCS, 200 U/ml collagenase IV, and 100 U/ml DNAse I, and incubated with shaking for 15 min. The cells were washed with cold Hank’s balanced salt solution (HBSS) containing 0.1% bovine serum albumin (BSA) and 0.5 mM EDTA, resuspended in 40% Percoll, and underlaid with 80% Percoll. The gradients were centrifuged at room temperature for 25 min at 850g. The leukocytes were collected at the interface, washed, and counted using a Sysmex KX-21 (Roche, Indianapolis, IN) automated cell counter. For flow cytometry, Fc receptors were blocked, and 1 to 2 × 106 cells were stained and analyzed as indicated above.



Transplantation of Tumors in Mice

4T1 cells (1 × 104–1 × 106) were injected s.c. as described (50). EL-4 (0.5 × 106–2 × 106) or MC38 cells (0.5 × 106–1 × 106) were injected s.c. into the flank of C57BL/6 mice. For RENCA tumors, 1 × 105 RENCA cells were injected s.c. in 100 ul of sterile saline. The tumors were excised and digested either manually or enzymatically. For enzymatic digestion of 4T1, EL-4, and MC38, the tumors were minced in six-well plates containing a digestion cocktail (RPMI-1640 supplemented with 0.5% FBS, 100 μg/ml DNase I, and 200 U/ml Collagenase IV) and incubated at 37°C for 1 to 2 h with gentle shaking every 30 min. The tumor cells were washed with 0.5× HBSS containing 5 mM EDTA, and single-cell suspensions were prepared by manually digesting the remaining tumor cell clumps and filtering over a 100-μm nylon mesh cell strainer. The single-cell suspensions were washed with HBSS containing 5 mM EDTA. For cell preparation from RENCA, the tumors were homogenized using a GentleMACS Tissue Homogenyzer (Mitenyi Biotec) in RPMI media supplemented with 15 mg collagenase IV (Sigma), 0.5 mg/ml DNase I (Sigma), and 5% fetal bovine serum. The homogenized tissues were incubated at 37°C for 30 min and filtered through a 70-uM nylon filter. The red blood cells were lysed using ACK buffer (Invitrogen). The cells were incubated with fluorescently conjugated antibodies or isotype controls and analyzed by flow cytometry. Flow cytometric analysis of infiltrating populations followed the gating schemes in Supplementary Figures S1 and S2 with the addition of CD45 gating prior to lineage gating.



Cell Sorting

Single-cell suspensions of splenocytes or tumor cells were prepared by manual or enzymatic digestion, respectively. The red blood cells were lysed using ACK lysis buffer. Then, 400 × 106 splenocytes or 100 × 106– 400 × 106 tumor cells were washed and resuspended in PBS containing 0.1% BSA or 2% BSA and 4 mM EDTA, respectively. The Fc receptors were blocked with 2.4G2, and splenocytes or tumor cells were stained and sorted using BD FACSAria. Gating for sorting was as shown in Supplementary Figure S2. The purity of sorted populations was confirmed to be >99% by analysis of post-sorted populations.



T Cell Proliferation Assays

Sorted MDSC were incubated in 0.2 ml complete RPMI in 96-well U-bottom plates with syngeneic splenocytes (5 × 104/well) at the indicated ratios. Con A was added to each well at a final concentration of 2 μg/ml. Tritiated thymidine (1 μCi/well) incorporation was measured during the last 18 h of the 85-h incubation. The plates were harvested onto 96-well filter mats, and counts were measured with a Wallace microbeta counter (Perkin Elmer).



Stimulation of MDSC With Anti-TREM-1

The PMN-MDSC were sorted from spleens of 4T1 tumor-bearing mice as described above. Then, 10 μg/ml anti-TREM-1 (174031) or rat IgG2A isotype control (both from R&D) was coated onto the wells of a 96-well flat-bottom plate in 0.1 ml PBS. At 3 h later, the plates were washed with PBS, and LPS was added at a concentration of 10 μg/ml in complete DMEM. A total of 105 MDSC were added to each well (final well volume of 0.2 ml), and the plates were spun for 3 min to engage plate-bound Ab. The supernatants were harvested 20 h later.



ELISA

The mouse TREM-1, human TREM-1, and mouse TNF quantikine ELISA kits were purchased from R&D. For sTREM-2 detection, Costar 96-well half-area assay plates were coated with 3 μg/ml rat anti-mouse TREM-2 (clone 237920) in borate-buffered saline. TREM-2/Fc chimera (R&D) was used to generate a standard curve, and TREM-2 was detected using biotinylated sheep-anti-mouse TREM-2 (R&D) followed by streptavidin–horseradish peroxidase (Southern Biotech). The plates were developed using BD OptEIA TMB substrate reagent set and stopped by adding an equal volume of 0.18 M sulfuric acid to each well. The plates were read using a Versamax microplate reader with SoftMax Pro software (Molecular Devices). We confirmed the specificity of our TREM-2 ELISA by measuring the supernatants from 293 cells transfected with plasmids encoding the extracellular domains of TREM-1 or TREM-2.



Quantitative RT-PCR

RNA was isolated from cell lines or sorted MDSC and TAM populations using Trizol reagent (Invitrogen) in combination with QIAGEN RNeasy kit according to the protocol of the manufacturer. cDNA was generated using TaqMan Reverse Transcription Reagents (Applied Biosystems). Trem2 message was quantitated from cDNA using mouse TREM-2 TaqMan gene expression assay (Mn00451744_m1) and TaqMan Universal PCR Master Mix (both from Applied Biosystems). cDNA synthesis and quantitative PCR were performed according to the protocol of the manufacturer. Real-time PCR reactions were run in 96-well plates on ABI 7300 (Applied Biosystems). HPRT was used as the housekeeping gene.



Statistics

Unless otherwise noted, the p-values were determined by Student’s unpaired t-test in Prism 5 (GraphPad Software, La Jolla, CA). The p-values <0.05 were considered significant. Correlations between patient TREM-1+ populations and sTREM and/or means of TREM-1 expression were calculated using Prism using two-tailed tests. Differences in sTREM-1 expression by patient characteristics were determined using analysis of variance for nominal variables (gender, race, smoking history, pN, pM, and histology), where p-values from F-statistics are reported. A linear trend in sTREM-1 expression was assessed for ordered variables (age, grade, pathologic stage, and pT) using linear regression. For the TCGA mRNA expression and survival analyses, TREM-1 expression data was obtained as RSEM gene expression values (log2-transformed), and overall survival outcomes obtained from the Broad Firehose pipeline were considered for analysis. The RSEM values were categorized into three categories as tertiles. Kruskal–Wallis test was applied to compare the expression differences between normal and different tumor stages. The Kaplan–Meier overall survival curves were compared with logrank tests and were generated using the survival package in R computing environment. Cox regression models were applied on the overall survival prediction between the three expression categories.
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Item Tumor Percent Normal Percent

sample (%) sample (%)
(n =2,013) (n = 494)

Cancer type
UCEC 181 9 101 20.45
CESC 306 15.20 13 2.63
ov 427 21.21 88 17.81
BRCA 1,099 54.60 292 59.11
Diagnosis analysis
Training cohort 1,007 50 247 50
Validation cohort 1,006 50 247 50
Prognosis analysis
Training cohort 1,127 70

Validation cohort 604 30
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Variables

Univariate analyses

Multivariate analyses

OR 95% confidence interval P OR 95% confidence interval P
HIF1a 0.985 0.973 - 0.996 0.0076 0.980 0.963 - 0.996 0.0155
ER 0.967 0.954 - 0.979 <0.001 0.967 0.944 - 0.986 0.0019
PR 0.982 0.969 - 0.995 0.010 1.017 0.992 - 1.046 0.2120
HER2 3.167 1.361 - 7.600 0.008 3.142 0.989 - 10.86 0.0576
Kie7 1.043 1.022 - 1.066 <0.001 1.041 1.013-1.075 0.0067
T stage 0.548 0.327 - 0.891 0.018 0.578 0.295-1.08 0.0938
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Level Non-pCR pCR (n = 32) p

(n =76)
Age [mean (SD)] 49.72 (9.76)  49.09 (12.04) *0.776
BMI [mean (SD)] 23.35 (2.72) 22.17 (2.54) *0.044
ER [mean (SD)] 67.46 (33.28) 20.53(33.72) *<0.001
PR [mean (SD)] 49.34 (33.50) 30.91(28.92) *0.008
Ki67 [mean (SD)] 35.04 (21.74)  55.00(19.18)  *<0.001
HER2 (%) Negative 52 (68.4) 13 (40.6) *0.013
Positive 24 (31.6) 19 (69.4)
Histologic grade (%) O-Il 45 (59.2) 8 (25.0) **0.002
il 31 (40.8) 24 (75.0)
T stage (%) -1l (22 4) 1(34.4) *0.289
- 9 (77.6) 21 (65.6)
Clinical lymph node No (14 5) 3(9.4) *0.684
metastasis
Yes 65 (85.5) 29 (90.6)
AJCC stage I 22 (28.9) 4 (43.8) *0.205
Il 54 (71.1) 8 (66.2)
HIF 1o High 42 (66.7) 21(33.3) **<0.001
Low 18 (40) 27 (60)

ER, estrogen receptor; PR, progesterone receptor; HER2, human epidermal
growth factor receptor 2; pCR, pathological complete response, *Student’s t-test;
**Pearson chi-square test.
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A Odd Ratio
Variables Comparison for risk ratio OR p value 95%Cl
HIF1a high vs. low 0.242 —a— 0.0148 0.098 - 0.569
ER positve vs. negative 0.085 —a— <0.001 0.031-0.217
PR positive vs. negative 0.376 —s— 0.038 0.149 - 0.951
HER2 positive vs. negative 3.167 —a— 0.008 1.361-7.6
Ki67 240% 8. <40% 6.644 —a——  <0.001 2.581 - 19.6
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Platform Deetection Range Sample used References
Label-based immunoassays

a. ELISA pg/ml Serum/Plasma (3, 111)

b.  125l-streptavidin immunoassay fg/ml Serum/Plasma (112)

c.  Fluorescent-based immunoassay pg/ml Serum/Plasma (113)

d.  Immuno-PCR fg/ml Serum/Plasma (114-117)

e. Immuno-DNA fg/ml Serum/Plasma (118)

f. Nanoparticle-labeled immunoassays pg/ml Serum/Plasma (119, 120)

g. Aptamer assays pg/ml Serum/Plasma (121-123)

h.  Imprinted polymer assays pg/ml Serum/Plasma (124, 125)
Multiplex label-based immunoassays

a.  Protein microarrays pg/ml Serum/Plasma (126-128)

b. Bead-based flow cytometry pg/ml Serum/Plasma (129)

c. Luminex pg/ml Serum/Plasma (130-135)

d. SiMoA fg/ml Serum/Plasma (136-138)

e. Immunoaffinity chromatography pg/ml Serum/Plasma (139-141)

. Hydrogel microparticle with microfluidic system pg/ml Serum/Plasma (113)
Non-antibody based

a. Classical mass spectroscopy pg/ml Serum/Plasma (142-144)

b. Targeted mass spectrometry pg/ml Serum/Plasma (145, 146)
c. Affinity mass spectrometry pg/ml Serum/Plasma (147, 148)
Label free

a. Electrochemical biosensors pg/ml Serum/Plasma (149, 150)

b.  Electro chemiluminescent pg/ml Serum/Plasma (151, 152)

c. Electro chemiluminescent with microfluidic system fg/ml Serum/Plasma (153)

d. Electrochemical aptamers pg/ml Serum/Plasma (154)

e. Nanoparticle-based electrochemical aptamers fg/ml Serum/Plasma (155)

f. Surface plasmon resonance (SPR) pg/ml Serum/Plasma (156-158)

g. Localized SPR fg/ml Serum/Plasma (1569-164)
Single cell secretion assays

a. ELISpot - Cells (165)

b.  FluoroSpot - Cells (165)

c. Microfluidic with labelled biosensor ng/ml Cells (166-169)

d.  Microfluidic with label-free biosensor pg/ml Cells (170)
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CGGA-Training cohort CGGA-Testing cohort TCGA validation cohort GSE4290

N =486 N =484 N =603 N=176

Age

<42 219 221 246 NA

42 267 262 357 NA
Gender

Male 276 295 349 NA

Female 210 189 254 NA
Normal Tissue NA NA NA 23
CGrade

I 136 134 213 45

n 160 162 238 31

\% 189 185 152 7
IDH

Wild 207 214 224 NA

Mutation 252 248 373 NA
1p/19q

Codel 94 105 149 NA

Non-codel 359 338 449 NA
MGMT

Methylated 228 228 NA NA

un-methylated 186 175 NA NA
Status

Dead 300 172 179 NA

Alive 186 312 424 NA
RiskScore

Low 243 252 298 NA

High 243 232 305 NA

NA, Non available.
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Cytokine Primary Target Cell Biological Activity Ref.
IFN-y Macrophages, NK, Increases MHC- and-Il molecules expression, neutrophil and monocyte function, and macrophage activation. (65)
and T-cells
IL-1 NK and T-cells Promotes systemic and local inflammation, fever, vasodilation, hematopoiesis, angiogenesis, leukocyte attraction, and (66)
extravasation; lymphocyte activation and acute phase response.
IL-2 T- and NK cells Increases NK cells functions, ThO cells activation, expansion, and differentiation into effector T-cells, controls immune 67)
response by maintaining Treg cells.
IL-4 T-cells, macrophages  Cytotoxic T-cells proliferation, enhances MHC Class-Il molecules expression. (68)
IL-6 T-, B-, and plasma Regulation of acute phase response, activation of T helper cells. In combination with TGF-B induces Th17 cell (69-71)
cells differentiation during chronic inflammation.
IL-8 Neutrophils Chemoattractant for neutrophils and T cells (72)
IL-9 T-and T-cell proliferation, mast cell growth, and Th2 cytokine secretion. (73)
mast cells
IL-10 T-, dendritic cells Inhibits cytokine production by activated macrophages and DCs. Inhibits antigen-presenting capacity of monocytes and (74)
(DCs), and downregulates class-Il MHC molecules expression.
macrophages
IL-12 NK and T-cells Promotes proliferation and cytotoxic effect of NK cells. Stimulates IFN-y and TNF-o. production in ThO cells. (75)
IL-17 Mucosal tissues, Amplifies the inflammatory response induced by pre-existing tissue injury. Promotes production of some cytokines such (76, 77)
endothelial, T-, NK as IL-8, MCP-1, CXCL1, G-CSF, GM-CSF, IL-1, IL-6, and TNF-o.
cells, and monocytes
IL-18 Thi, NK, and B cells Pro-inflammatory cytokine. Up-regulates cell adhesion molecules for leukocyte trafficking and induces nitric oxide (78, 79)
synthesis. Cooperates with IL-12 inducing IFN-y production from T helper and NK cells, leading to NK cell activation;
up-regulates antigen presentation and exhibits antiviral and antitumoral functions
IL-22 Fibroblasts, epithelial Induces release of acute phase proteins (80)
cells
IL-23 T-cells Stimulates the production of IFN-y by Th1 cells, induces differentiation of CD4+ T-lymphocytes cells into Th17 and (81)
suppresses induction of Treg cells
IL-27 T-cells Pro-inflammatory (82-84)
Induction of early Th1 differentiation.
Anti-inflammatory
Suppression of IL-2, IL-6, and IL-17. Reduces CD4+ T-lymphocytes differentiation into Th17, suppression of ROS
production by macrophages and neutrophils. Inhibits DCs maturation.
TNF-o. Neutrophils, Immune regulation, fever, and inflammation (85)
macrophages,
monocytes, and
endothelial cells
TGF-B Different populations of ~ Enhances acquisition of myofibroblastic phenotype. Promotes and accelerates the wound healing process, acts as a (86, 87)
immune cells chemoattractant for monocytes and fibroblast, potent inducer of the expression of a-smooth muscle actin, fibronectin,
and collagen (major ECM proteins).
GM-CSF  Myeloid-lineage Promotes DCs differentiation in response to cytokine or inflammatory stimuli, activates the effector functions of myeloid (88, 89)
derived cells cells at the resolution of inflammation to promote wound healing and tissue repair.
G-CSF Granulocytes Stimulates proliferation and differentiation of granulocyte line, stimulates peripheral Th2-inducing DCs (90)
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Characteristic Level TCGA cohort GEO cohort
High Low p value High Low p value
Gender (%) Female 67 (26.8) 67 (26.7) 1 29 (15.7) 18 (21.2) 0.35
Male 183 (73.2) 184 (73.3) 156 (84.3) 67 (78.8)
Stage (%) I 4(1.6) 16 (6.4) 0.017 15(8.1) 3(3.5) 0.304
[ 46 (18.4) 50 (19.9) 28 (15.1) 9 (10 6)
Il 50 (20.0) 59 (23.5) 23 (12.4) 4 (16.5)
\% 150 (60.0) 126 (50.2) 119 (64.3) 59 (69.4)
Grade (%) G1 29 (11.6) 33 (13.3) 0.569 - - -
G2 149 (59.6) 150 (60.5) - - -
G3 64 (25.6) 55 (22.2) - - -
G4 0(0.0) 2(0.8) - - -
GX 8(3.2) 8 (3.2 - - -
T (%) T 11 (4.4) 24 (9.6) 0.02 27 (14.6) 8(9.4) 0.446
T2 69 (27.6) 80 (31.9) 50 (27.0) 30 (35.3)
T3 66 (26.4) 70 (27.9) 40 (21.6) 18 (21.2)
T4 104 (41.6) 77 (30.7) 68 (36.8) 29 (34.1)
N (%) NO 115 (46.0) 130 (51.8) 0.552 69 (37.3) 25 (29.4) 0.583
N1 46 (18.4) 39 (15. 5) 21 (11.4) 11 (12.9)
N2 84 (33.6) 76 (30.3 88 (47.6) 44 (51.8)
N3 4(1.6) 3(1.2 7(3.8) 5(5.9)
NX 1(0.4) 3(1. )
M (%) MO 241 (96.4) 244 (97.6) 0.734 180 (97.3) 83 (97.6) 1
M1 3(1.2) 2(0.8) 5(2.7) 2 (2.4)
MX 6(2.4) 4(1.6)
HPV (%) Negative 30 (83.3) 42 (62.7) 0.051 143 (77.7) 3 (62.4) 0.013
Positive 6(16.7) 25 (37.3) 41 (22.3) 2 (37.6)
Fustat (%) Alive 112 (44.8) 170 (67.7) <0.001 114 (61.6) 62 (72.9) 0.094
Dead 138 (65.2) 81 (32.3) 71 (38.4) 3 (27.1)
Futime Mean (SD) 803.57 (782.10) 1015.75 (961.09) 0.007 841.10 (429.59) 974.29 (486.73) 0.024
Age Mean (SD) 61.43 (12.04) 60.73 (11.77) 0.509 60.03 (10.67) 60.33 (9.66) 0.827
Riskscore Mean (SD) 1.65 (0.66) 0.69 (0.23) <0.001 0.02 (0.01) 0.01 (0.00) <0.001

SD: standard deviation.
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NGFR
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TNF
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TNFSF10
TNFSF11
TNFSF12
TNFSF13
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TNFSF9
VTCN1

HR: hazard ratio; Cl: confidence interval.

Family

TNFRSF
B7
B7
CD28
TNFRSF
TNFSF
TNFSF
B7
B7
CD28
TNFSF
TNFRSF
TNFRSF
TNFRSF
TNFSF
B7
CD28
B7
TNFSF
TNFSF
TNFRSF
TNFRSF
CD28
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CD28
TNFSF
TNFRSF
TNFRSF
TNFRSF
TNFRSF
TNFRSF
TNFRSF
TNFRSF
TNFRSF
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TNFRSF
TNFRSF
TNFRSF
TNFRSF
TNFSF
TNFSF
TNFSF
TNFSF
TNFSF
TNFSF
TNFSF
TNFSF
TNFSF
TNFSF
TNFSF
B7

Difference analysis (tumor vs. normal)

Univariate Cox analysis

log2 (fold change)

0.57
0.544
1.689
0.179
0.317
< 0.001
0.928
0.382
0.605
0.86
0.001
0.001
0.001
0.001
0.222
< 0.001
0.601
0.021
0.222
0.629
0.355
< 0.001
0.274
0.876
0.667
0.092
0.265
0.16
0.827
0.116
0.343
< 0.001
0.148
1.472
0.068
0.138
< 0.001
0.184
1.285
< 0.001
0.163
0.341
0.206
0.779
1.019
0.361
0.572
0.721
0.36
< 0.001
< 0.001
0.504
0.112
< 0.001
0.282
0.704
0.043
0.67
< 0.001

AN ANANA

p value

0.001
0.001
< 0.001
0.008
0.021
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
0.002
< 0.001
< 0.001
0.061
0.013
0.633
< 0.001
0.513
< 0.001
< 0.001
< 0.001
0.656
0.018
< 0.001
< 0.001
0177
0.066
0.126
< 0.001
0.13
0.01
< 0.001
0.106
< 0.001
0.115
0.116
0.745
0.165
< 0.001
< 0.001
0.023
0.029
0.198
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
0.009
< 0.001
< 0.001
0.044
< 0.001
0.04
< 0.001
0.402
< 0.001
< 0.001

HR

0.776
1.012
1.206
0.595
1.014
0.442
1.07
0.939
1.02
0.725
1.488
1.345
1.072
0.959
0.758
1.134
0.696
0.762
0.6
0.814
1.344
1.008
0.764
1.012
1.267
0.653
0.962
1.076
1.005
1.104
0.987
0.757
0.829
1.263
0.392
0.723
0.843
0.753
0.863
0.849
1.222
0.83
0.95
0.734
0.692
0.817
0.83
1.02
0.852
0.885
0.97
0.947
0.805
0.819
1.014
0.981
0.556
1.004
1.024

Cl (95%)

0.687-0.876
0.9-1.137
1.007-1.446
0.44-0.804
0.883-1.163
0.282-0.691
0.949-1.206
0.645-1.369
0.854-1.218
0.606-0.868
1.091-2.028
0.913-1.982
0.866-1.326
0.817-1.127
0.5694-0.966
0.667-1.928
0.566-0.855
0.419-1.386
0.43-0.837
0.718-0.923
1.064-1.714
0.918-1.108
0.638-0.914
0.88-1.165
0.98-1.639
0.468-0.911
0.829-1.115
0.889-1.301
0.841-1.202
0.845-1.443
0.844-1.153
0.527-1.088
0.657-1.048
1.1-1.45
0.219-0.701
0.573-0.912
0.712-0.997
0.635-0.894
0.776-0.959
0.727-0.991
0.902-1.654
0.73-0.944
0.833-1.084
0.616-0.873
0.5675-0.833
0.612-1.089
0.655-1.063
0.91-1.145
0.642-1.13
0.737-1.062
0.789-1.193
0.813-1.104
0.56-1.156
0.62-1.083
0.884-1.163
0.818-1.177
0.382-0.81
0.876-1.149
0.915-1.146

p value

< 0.001
0.847
0.042
0.001
0.847

< 0.001
0.266
0.745
0.827

< 0.001
0.012
0.134
0.522
0.612
0.025
0.643
0.001
0.374
0.003
0.001
0.017
0.863
0.003
0.866
0.071
0.012
0.605
0.453
0.953
0.469
0.865
0.132
0.116
0.001
0.002
0.006
0.046
0.001
0.006
0.039
0.195
0.005
0.445
0.001

< 0.001
0.168
0.126
0.731
0.266
0.188
0.774
0.489
0.24
0.162
0.844
0.839
0.002
0.958
0.683
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TCGA cohort
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909.87 (881.90)
61.08 (11.90)
134 (26.7)
367 (73.9)
20 (4.0)

96 (19.2)

109 (21.8)

276 (55.1)
0)

136
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245 (48.9
85(17.0)
160 (31.9)
7(1.4)
4(0.8)
1(0.2)
485 (96.8)
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2(0.4)
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Cancer Type

Involvement

Pathway

Citations

Tumor/Metastasis Promoting

Breast Cancer*

Chordoma
Choriocarcinoma
Colorectal Cancer
Glioblastoma

Glioma

Kidney cancer

Melanoma*
Nasopharyngeal Carcinoma
Oral Squamous Carcinoma
Osteosarcoma

Ovarian

Pancreatic*

Prostate
Rhabdomyosarcoma

Tumor/Metastasis Suppressive

Breast Cancer*

Cervical

Clear Renal Cell Carcinoma
Gastric Cancer
Glioblastoma
Hepatocellular Carcinoma
Medullary Thyroid Cancer
Melanoma*

Pancreatic*

Proliferation, Invasion, Metastasis

CSC Renewal

Invasion, migration, suppressed proliferation
Anti-apoptotic, induced by HIF2a

CSC Renewal

CSC Renewal

Proliferation

CSC Renewal, migration

Metastasis

Migration, invasion

Growth/metastasis, CSC maintenance

Survival, proliferation, metastasis

Tumor Growth, Activation of tumor associated fibroblasts
Immunosuppressive, proliferation, castration resistance
Migration

Metastasis Suppressor

Growth Suppression

Metastasis Suppressor

Growth arrest Invasion/metastasis suppressor
Invasion/Metastasis suppressor

Metastasis suppressor

Growth Arrest

Growth arrest, metastasis suppressor
Metastasis Suppressor

PIBK/AKT, JAK/STAT, AKT/mTOR
N/A

JAK/STAT, miR-141, miR-21
JAK/STAT Downregulation of p53
JAK/STAT, TGF- upregulates LIF
ZEBH1 represses LIF

N/A

BMP, upregulation of stemness genes
SRC/YAP

Tumor cells recruit fibroblasts to release of LIF and TGF-B
JAK/STAT

JAK/STAT

JAK/STAT

JAK/STAT

STAT3, AKT, MAPK

Hippo, STAT3

Suppression of HPV oncogenes

Hippo, decreased YAP expression

PI3K activity increases after LIFR downregulation
PTEN/STAT3

PI3K attenuation

JAK/STAT

TGF-B/STAT3/p21

Increased E-Cadherin

(27-33)
34)
(35) (36),
@7,38)
(39-41)
(42)
@7
(43-45)
(46)
@7
(48, 49)
(50)
(51-54)

(27, 55, 56)

67)

(68-62)
63)
64)

(65-67)
@1

(68-70)
71
72
73)

This table is broken down into cancers where LIF and/or LIFRp are involved in either the growth and metastasis of cancer, or the suppression of growth and metastasis. (*) indicates
cancers that have both metastasis-promoting and-suppressing relationships with LIF and/or LIFRB.
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Tumor free Liver metastasis P value
(n=34) (n=33)

KRAS mutation
Yes 28 28 0.9999
No 6 5
TP53 mutation
Yes 15 25 0.0125*
No 19 8
SMAD4 mutation
Yes 6 2 0.2585
No 28 31
CDKN2A mutation
Yes 4 5 0.7337
No 30 28

Bolded values: statistically significant or trend. *P < 0.05.
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Tumor free Liver metastasis P value

(n=34) (n=33)
Age
<65 15 19 0.3319
>65 19 14
Sex
Male 19 16 0.6278
Female 15 17
Alcohol
Yes 19 19 0.9858
No 12 11
NA 3 3
Smoking
Yes 26 28 0.5378
NA 8 5
DM
Yes 11 6 0.1711
No 16 23
NA 7 4
Residual tumor
RO 23 20 0.7402
R1 8 9
R2 0 1
NA 3 3
Grade
G1+ G2 28 16 0.0047*
G3 + G4 6 17
MTD (cm, mean + SD) 3.448 4+ 1.065 3.945 +£1.012 0.0689
Positive LN 1.794 £ 2.042 4.061 & 3.905 0.0039*
(mean + SD)
Stage
Stage | + Il 31 33 0.2178
Stage Il + IV 2 0
NA 1 0
TMN stage
T stage
T1+T2 3 3 0.6110
T3+ T4 30 30
NA 1 0
N stage
NO 1 7 0.4101
N1 23 26
M stage
MO 33 22 0.2
M1 1 0
MX 17 ih
Post-Chemo
Yes 27 27 >0.9999
NA 7 6

DM, diabetes mellitus; MTD, maximum tumor dimension; LN, lymph node; Post-
Chemo, postoperative chemotherapy. Bolded values: statistically significant or
trend. *P < 0.05.
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Tumor free (n = 14)  Liver metastasis P value

(n=13)
Age
<65 11 9 0.6776
>65 3 4
Sex
Male 5 8 0.2568
Female 9 5
Alcohol
Yes 3 2 0.8096
No 9 8
NA 2 3
Smoking
Yes 3 3 0.8132
No 9 7
NA 2 3
DM
Yes 2 3 0.6483
No 12 10
Residual tumor
RO ihl 8 0.4197
R1 3 5
Grade
G1 + G2 7 2 0.1032
G3 + G4 7 11
MTD (cm, mean £+ SD) 3.093 + 1.282 1.203 3.108 £ 1.112 0.9747
Positive LN 1.214 £ 2.259 1.846 + 1.864 0.4375
(mean + SD)
Stage
Stage | + Il 13 10 0.3259
Stage lll + IV 1
TMN stage
T stage
T+ T2 13 12 >0.9999
T3+ T4 1 1
N stage
NO 10 5 0.2268
N1 3 6
N2 1 2
M stage
MO 14 13 >0.9999
M1 0
Post-Chemo
Yes iRl 8 0.4197
No 3 5

DM, diabetes mellitus; MTD, maximum tumor dimension, LN, lymph node; Post-
Chemo, postoperative chemotherapy.
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Variables Total (n =79) High risk (n = 39) Low risk (n = 40) p-value

Age (years) 61.47 £ 13.94 63.77 £ 13.11 59.23 +14.52 0.148
Gender 1.000
Female 35 (44%) 17 (44%) 18 (45%)

Male 44 (56%) 22 (56%) 22 (55%)

T Stage 0.038*
Stage Il 39 (49%) 15 (38%) 24 (60%)

Stage Ill 35 (44%) 19 (49%) 16 (40%)

Stage IV 4 (5%) 4 (10%) 0 (0%)

Missing 1 (1%) 1 (3%) 0 (0%)

Histological type 0.011*
Epithelioid cell type 13 (16%) 10 (26%) 3 (8%)

Spindle cell type 30 (38%) 9 (23%) 21 (52%)

Mixed cell type 36 (46%) 20 (51%) 16 (40%)

Chromosome 3 status < 0.001*
Monosomy 3 38 (48%) 33 (85%) 5 (12%)

Disomy 3 39 (49%) 5 (13%) 34 (85%)

Missing 2 (83%) 1(B%) 1(2%)

Chromosome 8q status < 0.001*
Gained 45 (57%) 31 (79%) 14 (35%)

Not called 21 (27%) 5 (13%) 16 (40%)

Missing 13 (16%) 3 (8%) 10 (25%)

Chromosome 6p status < 0.001*
Gained 41 (52%) 10 (26%) 31 (78%)

Not called 36 (46%) 28 (72%) 8 (20%)

Missing 2 (3%) 1(8%) 1(2%)

Chromosome 1p status 0.184
Lost 17 (22%) 11 (28%) 6 (15%)

Not called 57 (72%) 27 (69%) 30 (75%)

Missing 5 (6%) 1 (3%) 4 (10%)

SF3B1 status 0.004*
Mutant 18 (23%) 3 (8%) 15 (38%)

wild type 61 (77%) 36 (92%) 25 (62%)

BAP1 status 0.076
Mutant 15 (19%) 11 (28%) 4 (10%)

Wild type 64 (81%) 28 (72%) 36 (90%)

GNAQ status 0.055
Mutant 38 (48%) 14 (36%) 24 (60%)

Wild type 41 (52%) 25 (64%) 16 (40%)

GNA11 status 0.056
Mutant 35 (44%) 22 (56%) 13 (32%)

Wild type 44 (56%) 17 (44%) 27 (68%)

T, Tumor category according to 8th edition of American Joint Committee on Cancer (AJCC) staging system; SF3B1, splicing factor 3b subunit 1; BAP1, BRCA1-associated
protein 1; GNAQ), G protein subunit alpha q; GNA11, G protein subunit alpha 11.
Data are presented as mean + standard deviation (SD)/n (%). *Statistically significant.





OPS/images/fcell-09-710558/fcell-09-710558-t001.jpg
C-index (95% p-value Comparison of models

Cl)
C-index p-value
(95% CI)
Immunosignature 0.881 <0.001* - -
(0.823, 0.939)
T stage 0.619 0.090 —0.262 <0.001*
(0.482, 0.756) (—0.417, —0.137)

T, Tumor category according to 8th edition of American Joint Committee on Cancer
(AJCC) staging system; Cl, confidence interval; *Statistically significant.
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Variable oS PFS
HR 95%ClI P-value HR 95%Cl P-value

Stroma TGFB1 expression 0.0.44 0.212-0.941 0.033 0.991 0.981-1.002 0.095
Tumor PDL1 expression 0.43 0.214-0.883 0.022 0.984 0.965-1.003 0.106
Stroma PDL1 expression 0.48 0.243-1.000 0.049 0.91 0.458-1.890 0.79
Stroma CD8 expression 0.993 0.981-1.006 0.093 0.994 0.988-1.000 0.054
Stroma FoxP3 expression 0.961 0.909-1.016 0.160 0.989 0.938-1.043 0.694
Stroma CTLA4 expression 0.972 0.770-1.227 0.814 0.890 0.677-1.171 0.406

OS, overall survival; PFS, progression-free survival.
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Variable os

HR 95%ClI P-value
Stroma TGFp1 expression 0.387 0.177-0.845 0.017
Tumor PDL1 expression 0.549 0.257-1.172 0.121

OS, overall survival.
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Characteristics No. of TGFp1 expression in CAFs P-value

patients
High Low

Age (years) 0.990

=65 32 15(48.1%) 17(51.9%)
<65 58 28(48.0%) 30(52.0%)
Gender 0.839
Male 66 31(47.4%) 35(52.6%)
Female 24 12(50.0%) 12(50.0%)
Smoking history 0.127
Non-smoker 16 11(68.7%) 5(31.3%)
Smoker 74 32(43.2%) 42(56.8%)
Clinical stage 0.080

[ 41 21(51.4%)  20(48.6%)
I 16 3@21.4%) 13 (78.6%)
Il 33 19(B7.1%)  14(42.9%)

Lymphatic metastasis 0.665
Yes 39 20(51.5%) 19(48.5%)
No 51 23(46.5%) 28(53.5%)
Distant metastasis after therapy 0.438
Yes 36 19(52.8%) 17(47.1%)
No 54 24(44.4%) 30(55.5%)

CAFs, cancer associated fibroblasts.
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Variable Median OS Median PFS

Months P-value Months P-value
Age (years) 0.420 0.866
>65 46.06 —
<65 53.32 46.69
Gender 0.129 0.544
Male 42.91 46.69
Female - 38.21
Smoking 0.24 0.570
history
Yes 42.91 -
No 53.32 -
Stage 0.036 0.035
Il 53.88 46.69
1l 38.08 23.56
Stroma TGFB1 0.037 0.095
expression
High 53.88 38.21
Low 26.90 18.30

Multivariate ananlysis about impact of clinical features on OS and PFS

Variable (o153 PFS
HR (95%) P-value HR (95%) P-value
Stage 2.148 (1.034-4.460) 0.040 1.898 (0.894-4.030) 0.095

Stroma TGFB1  0.466 (0.228-0.951) 0.086  0.989 (0.978-1.000) 0.060
expression

OS, overall survival; PFS, progression-free survival.
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