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The Editorial on the Research Topic
 Phonological and Phonetic Competence: Between Grammar, Signal Processing, and Neural Activity



INTRODUCTION

The present collection addresses the place and role of phonology (as an object of study, not as a scientific field) within a wider range of neighboring domains. Generally, the relevance of phonological structure in language may be claimed to derive from the fact that phonology constitutes a domain of its own within language (along with syntax, semantics, morphology), but also interfaces intimately with other domains such as cognition, articulation, and perception in general. From this dual nature, it follows that phonology may be an object of linguistic description and theory (for an overview see Goldsmith, 1995; de Lacy, 2012) as well as an object of cognitive and behavioral studies (for an overview see Cohn et al., 2012). Ideally, however, theoretical and empirical studies keep this dual nature of phonology in mind and pay attention to both sides of the coin.

Articles in the present Research Topic attempt to capture different aspects of this overall discussion. The starting point for this Research Topic was a Priority Programme on experimental research in phonology and phonetics funded by the German Science Foundation (DFG; SPP 1234). Based on this programme, the aim of this Research Topic is to draw together empirical work in the field of segmental and prosodic processing and representation and phonological theory.

Contributions address the interface of the speech sound systems investigated in phonology, the representations of articulated speech, perception, acquisition and processing established in phonetics, psycholinguistics, and neurolinguistics. Main topics of investigation include: (1) sounds and sound-changing processes—systemic and functional aspects, (2) prosodic units such as syllables and metrical feet—systemic properties, processing, and phonetic consequences, and (3) tones as building blocks of the sentence melody—their relation to the level of linguistic expressions on the one hand, their phonetic realization (e.g., tonal height and contours) and perception on the other hand. In addition, topics (1) and (2) extend to the question how phonological representations are stored in the mental lexicon: specified minimally in terms of categorical phonological information or as variable phonetic imprint of the exemplars in the input.

Diagonally to these thematic domains, the present Research Topic shows a strong focus on up-to-date experimental methods. Contributions go far beyond traditional linguistic analysis, and make use of psycho- and neuro-linguistic methods.

THE CONTRIBUTIONS

Sound and sound-changing processes are investigated by Bukmaier and colleagues, Schild and colleagues, Truckenbrodt and colleagues, van der Vijver and Baer, Poellmann and colleagues, and Zimmerer and Reetz. Bukmaier and colleagues present production and perception experiments that provide evidence for a process of sound change in which the neutralization of /s/ and /∫/ to /∫/ before stops in Augsburg German is influenced by the Standard German contrast between /s/ and /∫/. The continuous function of the exposition to Standard German supports models that adhere to the exemplar theory of speech. Changes in sound perception during early childhood were studied by Schild and colleagues. In an ERP study with pre-schoolers, beginning readers, and adults, the authors investigated how stressed and unstressed syllables prime German word targets when prime and target overlap in phonemes and stress patterns. Age-related differences show that the processing of phonemes, but not the processing of stress is modulated by literacy acquisition.

An MMN-study devoted to investigate whether pre-attentive processing is sensitive to a syllable-related phonological process of German, namely final devoicing, was conducted by Truckenbrodt and colleagues. The authors found MMN effects for deviants violating final devoicing showing that even early pre-attentive auditory processing is modulated by syllable-related and automatic lexical phenomena. Final devoicing as the cause of voicing alternations in singular–plural pairs is also in the focus of the contribution by van de Vijver and Baer-Henney. In their production study, 5 and 7 years old children and adults produced plural forms out of pseudowords that required either voicing or vowel alternations. Age-related decrease of voicing and increase of vowel alternations show that generalizations are lexicon-based and rely on the frequencies of certain processes that vary between child and adult lexicon.

More indirectly connected to the topic of sound changing processes are two contributions on the production and perception of reduced forms displaying either sound deletions or reductions of phonological features. Poellmann and colleagues performed a series of eye-tracking experiments on the perception of reduced forms in which segments were either reduced or deleted. The experience with inconsistent pronunciations leads to a greater perceptual flexibility in dealing with other forms of reduction than does the experience with consistent pronunciations. The processing of reduced forms is also investigated by Zimmerer and Reetz. More specifically, they were interested in the sensitivity to compensatory acoustic cues left when a final /t/ is deleted, and investigated whether German listeners are able to reconstruct a final /t/ when confronted with reduced forms. They found that /t/ was reconstructed in only 45% of items presented. This finding is discussed in the light of the experimental methodology and stimuli used and the acoustic cues indexing final /t/ deletion in German.

The role of prosodic entities and/or their representation is investigated by Bien and colleagues, Samlowski and colleagues, Domahs and colleagues, Domahs and colleagues, Häuser and Domahs, Heisterueber and colleagues, and also Schild and colleagues. In an ERP study using a word fragment priming paradigm, Bien and colleagues found effects that underpin the relevance of the syllable for language processing and lexical access. Samlowski and colleagues investigated the role of a number of prosodic and grammatical factors for syllable pronunciation in German. Some of these factors (word stress and sentence boundaries, lexical classes) were demonstrated to influence phonetic details (especially duration) of syllables corresponding to prefixes and function words.

How syllables are parsed into feet and whether feet are constructed beginning from the right or left edge of words has been investigated by Domahs and colleagues. The selection of the antepenultimate or final syllable as syllable bearing main stress in trisyllabic pseudowords is found to correlate with the working memory capacity of participants in a pseudoword production task.

A study on foot properties is presented by Domahs and colleagues. Their EEG results support evidence for bimoraic trochaic feet as processing units in the word stress system of Cairene Arabic. In addition, prosodic structure in Cairene Arabic is shown to be generated and constructed actively in online processing. The highly predictable word stress system does not lead to limitations in the sensitivity to word stress, i.e., there is no stress-deafness as predicted, among others, by Peperkamp and Dupoux (2002).

Regarding the question where lexical stress representations are functionally localized, Häuser and Domahs reviewed a series of published patient studies: all patients with a representational deficit in word stress processing had lesions in their language-dominant hemisphere. Word stress processing relies mainly on the functioning of the left hemisphere. However, Heisterueber and colleagues show that stress processing is also subject to inter-individual differences, as shown in an fMRI-study performed with German native speakers who participated in a sequence recall task testing the capacity to represent segmental and suprasegmental information on an abstract level. The authors report inter-individual differences in behavioral and neural activation patterns for word stress processing modulated by individual auditory processing and working memory capacities.

Finally, Kügler and Gollrad presented production and perception studies on contrastive meaning components of a rise-fall contour in German: a pitch accent carrying a particular meaning has a preference to occur with a context that triggers this particular meaning. Their findings suggest that the alignment and scaling of the accentual peak are sufficient to license a contrastive interpretation of the nuclear rise-fall contour.
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According to the functional lateralization hypothesis (FLH) the lateralization of speech prosody depends both on its function (linguistic = left, emotional = right) and on the size of the units it operates on (small = left, large = right). In consequence, according to the FLH, lexical stress should be processed by the left (language-dominant) hemisphere, given its linguistic function and small unit size. We performed an exhaustive search for case studies of patients with acquired dysprosody due to unilateral brain damage. In contrast to previous reviews we only regarded dysprosody at the lexical level (excluding phrasal stress). Moreover, we focused on the representational stage of lexical stress processing, excluding more peripheral perceptual or motor deficits. Applying these criteria, we included nine studies reporting on 11 patients. All of these patients showed representational deficits in word stress processing following a lesion in their language-dominant hemisphere. In 9 out of 11 patients, it was the left hemisphere which was affected. This is a much more consistent pattern as found in previous reviews, in which less rigorous inclusion criteria may have blurred the pattern of results. We conclude that the representation of lexical stress crucially relies on the functioning of the language-dominant (mostly left) hemisphere.

Keywords: word stress, representational knowledge, left hemisphere, right hemisphere, acquired disorders of language, dysprosody

INTRODUCTION

According to the functional lateralization hypothesis (FLH; Van Lancker, 1980; Van Lancker Sidtis et al., 2006) the lateralization of speech prosody depends both on its function and the size of the linguistic unit it operates on. Processing of prosody with an emotional function is assumed to be accomplished by the right hemisphere, whereas prosody with a linguistic function should be processed by the left or language-dominant hemisphere. Moreover, the right hemisphere is assumed to operate on larger scale linguistic units such as phrases or sentences, while small units such as syllables should be processed by the left (language dominant) hemisphere. In consequence, according to the FLH, lexical stress should be processed by the left (language-dominant) hemisphere, given its linguistic function and small unit size (Van Lancker, 1980; Wong, 2002).

One relevant source of evidence for the FLH are neuropsychological case studies. If lexical stress processing is found to be impaired in subjects with unilateral brain damage, this would provide insights into the neural substrates that are necessarily involved in the processing of this aspect of prosody. However, so far such studies have yielded mixed results with respect to the FLH, and different reviews have arrived at conflicting results (Baum and Pell, 1999; Wong, 2002). Whereas the authors in one review concluded that there is sufficient evidence in favor of a consistent involvement of left hemisphere substrates in lexical stress processing (Baum and Pell, 1999), another review found the results too inconclusive to fully support the hypothesis of functional lateralization (Wong, 2002). These contradicting conclusions can partly be attributed to diverging methods and interpretations of the results. For example, Wong (2002) stated that since not all reviewed studies consistently include an LHD, RHD, and normal control group, some results are impossible to evaluate against the hypothesis of functional lateralization. Another potential problem is the fact that most previous studies have intermixed tasks involving different stages of lexical stress processing (such as perception, representation, and production), although it seems implausible that these processing stages are accomplished by the same neural regions at all (for a review, see Zatorre and Gandour, 2008). This has possible consequences for lateralization according to the FLH and could also explain why previous reviews did not reach a consistent conclusion in this matter. Finally, existing reviews often included clinical case studies conducted in English, some of which have insufficiently distinguished the size of the linguistic units under consideration. In some studies, compound noun phrases (green 'house vs. 'greenhouse) have been investigated on the same level as noun/verb minimal pairs ('convict vs. con'vict). Such an approach is potentially problematic, since noun phrases have greater semantic and syntactic complexity than compound nouns or simplex nouns and verbs (Wasow, 1997). Consequently, 'green house is not minimally distinct from green 'house in regards to word stress alone. Crucially, they also differ in the size of linguistic units involved which has implications for the lateralization of processing according to the FLH. In sum, various reasons ranging from differing methodologies to contrasting interpretations could explain the rather mixed evidence that has been discussed with respect to the FLH so far.

The goal of the present study was to review existing case reports with respect to the functional lateralization of lexical stress. In contrast to previous reviews (Baum and Pell, 1999; Wong, 2002), we only considered clinical case studies that investigated prosody at a purely lexical level, thus excluding studies on noun phrase or compound noun stress processing. Moreover, we focused on the representational stage of lexical stress processing, excluding perceptional and articulatory deficits. Our aim was to evaluate evidence informative to the claim that lexical stress is represented in the language-dominant (i.e., mostly left) hemisphere.

METHODS

We conducted an exhaustive search on the data bases Google Scholar, PubMed, and Entrez, using the search terms lexical stress AND brain damage, lexical stress AND hemisphere, and lexical stress AND aphasia. We discarded all studies that did not focus on individuals with unilateral brain damage and/or did not investigate stress assignment at a purely lexical level (for example, studies on tone or phrase level stress). In addition, we excluded all studies in which prosodic impairments in speech production could also result from more peripheral perceptual or articulatory difficulties (e.g., cases of dysarthric or apraxic impairment). After the application of these exclusion criteria, 12 articles remained for analysis, reporting on 15 patients with representational impairments in lexical stress processing (meaning that these patients displayed impairments in stress assignment). We reviewed all 12 studies for hemispheric site of lesion and language-dominant hemisphere of the patient. If both types of information were missing and could not be inferred based on the information provided by the authors, the study and/or subject was excluded from further analysis, resulting in the exclusion of four studies/subjects (excluded studies: Lloyd, 1999; Howard and Smith, 2002; Janssen, 2003. excluded subject: DE in Black and Byng, 1986). An overview on all studies and patients included is provided in Table 1.

Table 1. Table of patients included in the review.

[image: image]

The languages spoken by the patients included in our analyses were English, German, and Italian—all languages with variable stress. This means that although in all three languages, word stress assignment shows some regularities (for an overview, see Van der Hulst, 1999), the assignment of stress to individual words cannot be inferred by phonemic or orthographic rules alone and thus requires activation of word-specific (i.e., lexical) phonological representations (Miceli and Caramazza, 1993). The word stress errors reported by the studies included in this review particularly affected words with infrequent or “irregular” stress patterns (Coltheart et al., 1983; Chiacchio et al., 1993; Miceli and Caramazza, 1993; Cappa et al., 1997; Rozzini et al., 1997; Galante et al., 2000; Laganaro et al., 2002; Janssen and Domahs, 2008), typically leading to shifts in stress assignment to the most frequent pattern (“over-regularisations”, e.g., Marshall and Newcombe, 1973; Black and Byng, 1986; Cappa et al., 1997; Laganaro et al., 2002; Janssen and Domahs, 2008).

RESULTS

CLASSIFICATION BASED ON HANDEDNESS

This analysis is based on the fact that handedness is closely related to hemispheric dominance for language (e.g., Knecht et al., 2000). Out of the ten studies with 12 patients that remained in the pool (see Table 1), data on both the impaired hemisphere and the patient's handedness were available in eight cases. All of these eight patients presented with systematic errors in stress assignment following a lesion in their language-dominant hemisphere (which was the LH in seven patients and the RH in one patient), as inferred from handedness.

CLASSIFICATION BASED ON LINGUISTIC IMPAIRMENT

All 12 patients (including the four cases where handedness information was not available) showed major linguistic impairments, suggesting that they suffered from lesions in their language-dominant hemisphere. This yields a total of 12 out of 12 patients who showed representational deficits in word stress processing following a lesion in their language-dominant hemisphere. In 10 out of 12 patients, it was the left hemisphere which was affected.

DISCUSSION

The goal of this study was to review evidence from acquired language impairment regarding the functional lateralization hypothesis (FLH, Van Lancker, 1980; Van Lancker Sidtis et al., 2006), which states that function and size of a prosodic unit determine the cortical hemisphere it is processed in. Specifically, we were interested in the representation of lexical stress, which according to the FLH is a property of the left, language-dominant hemisphere. To this end, we reviewed clinical case studies that focused on brain-damaged patients with representational impairments in lexical stress assignment. Ten studies reporting on 12 cases remained for analysis after the application of all exclusion criteria. The results showed that in all of these patients, impairments in lexical stress assignment followed a lesion in the language-dominant hemisphere. In contrast to earlier reviews, which have arrived at mixed results, our data thus fully support the functional lateralization hypothesis.

The sample of studies that met our inclusion criteria was rather small, given that only few studies addressed the representation (rather than perception or articulation) of lexical stress. However, our rigorous and hypothesis-driven approach yielded a very clear pattern of results, in comparison to previous reviews that investigated speech prosody. In fact, a closer look at patients which were excluded from our analyses because they did not fulfill our criterion of a representational impairment (either because of a speech-motor deficit, e.g., dysarthria, or because of a non-specified deficit affecting lexical stress processing) revealed a much less consistent pattern: 82 of those patients had a left-hemisphere lesion, in comparison to 74 patients with right-hemisphere damage. Furthermore, 65 patients were reported to have lesions at the side of their dominant hand. Clearly, allowing for less precision in the nature of lexical dysprosody (as in previous reviews) would have led to a more impressive number of cases but to a blurred pattern of results. After all, it is highly plausible that perceptual and motor stages of lexical stress processing are subserved by bilateral brain areas whereas the more abstract linguistic representation of word prosody may reside in the language-dominant (left) hemisphere. This could explain the mixed evidence that earlier reviews yielded with respect to the FLH (Baum and Pell, 1999; Wong, 2002).

Our findings are consistent with evidence from dichotic listening showing that stress typicality effects (indicative of the representational stage of stress processing) only appeared in repetition and noun/verb-classification when stimuli were presented to the right ear/left hemisphere (Arciuli and Slowiaczek, 2007). More generally, our findings are also consistent with previous studies (Baum and Pell, 1999) that have rejected a strict division of labor regarding the hemispheric representation of prosody. Even though our results support the notion that lexical stress is a property of the language-dominant hemisphere, it seems that any global “all-left” or “all-right” account with respect to the hemispheric lateralization of all prosodic functions is an oversimplification and fails to account for the data. In this context, it seems that to date the FLH is the most promising account put forward to describe the neural substrates of prosody, since it does not set up an all-or-none division for prosodic functions but allows for gradedness of prosodic representation, depending on their function and the size of the processing units involved. This claim is also substantiated by findings in neuro-imaging, which have demonstrated bilateral cortical activations for lexical stress processing (Aleman et al., 2005; Wildgruber et al., 2006; Klein et al., 2011; Domahs et al., 2013). Yet, it is the methodological strength of lesion studies to highlight the functional relevance of brain regions for cognitive functions (Rorden and Karnath, 2004).

In sum, based on the data at hand we conclude that the representation of lexical stress crucially relies on the functioning of the language-dominant (mostly left) hemisphere.
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In the present behavioral and fMRI study, we investigated for the first time interindividual variability in word stress processing in a language with variable stress position (German) in order to identify behavioral predictors and neural correlates underlying these differences. It has been argued that speakers of languages with variable stress should perform relatively well in tasks tapping into the representation and processing of word stress, given that this is a relevant feature of their language. Nevertheless, in previous studies on word stress processing large degrees of interindividual variability have been observed but were ignored or left unexplained. Twenty-five native speakers of German performed a sequence recall task using both segmental and suprasegmental stimuli. In general, the suprasegmental condition activated a subcortico-cortico-cerebellar network including, amongst others, bilateral inferior frontal gyrus, insula, precuneus, cerebellum, the basal ganglia, pre-SMA and SMA, which has been suggested to be dedicated to the processing of temporal aspects of speech. However, substantial interindividual differences were observed. In particular, main effects of group were observed in the left middle temporal gyrus (below vs. above average performance in stress processing) and in the left precuneus (above vs. below average). Moreover, condition (segmental vs. suprasegmental) and group (above vs. below average) interacted in the right hippocampus and cerebellum. At the behavioral level, differences in word stress processing could be partly explained by individual performance in basic auditory perception including duration discrimination and by working memory performance (WM). We conclude that even in a language with variable stress, interindividual differences in behavioral performance and in the neuro-cognitive foundations of stress processing can be observed which may partly be traced back to individual basic auditory processing and WM performance.
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INTRODUCTION

In some languages (e.g., Czech, Finnish, Polish, Turkish, Persian, or French) main stress always falls on the same position within a word (fixed stress; for a typological overview see Van der Hulst, 1999). In those languages, no minimal pairs of words exist which do only differ in terms of their stress position. Accordingly, in fixed stress languages word stress is not contrastive and does not carry lexical information. In consequence, the processing and representation of word stress is not particularly relevant in the use of such languages. In this vein, it has been repeatedly reported that speakers of languages with fixed stress encounter difficulties when confronted with tasks requiring processing or representation of word prosody (Dupoux et al., 1997; Peperkamp et al., 1999, 2010; Mehler et al., 2004; Domahs et al., 2012, 2013a).

In contrast, other languages (e.g., English, Spanish, Russian, or German) have variable stress positions. Word stress may be contrastive, carrying lexical information. Thus, there may be minimal pairs, which only differ in their suprasegmental make-up, i.e., stress pattern, their segmental sequence being identical (e.g., German verbs umfáhren vs. úmfahren, to drive around vs. to knock over). Therefore, the processing and representation of word stress is particularly relevant in languages with variable stress and speakers of those languages are typically found to be highly sensitive to suprasegmental manipulations, showing relatively good performance in a variety of tasks tapping on word stress (Domahs et al., 2008; Molczanow et al., 2013; for a direct comparison between speakers of a language with fixed stress (French) and with variable stress (Spanish or German) see Dupoux et al., 2001, 2008; Schmidt-Kassow et al., 2011a).

However, comparing speakers of different languages typically ignores the possibility that there may be substantial interindividual variability in stress processing performance even within a given language. Thus, the present study addresses the questions whether there are interindividual differences in stress processing in a language with variable stress (German) and, if so, which neural correlates may underlie those differences. Before the details of the present study will be outlined, a brief summary of research on stress processing will be given by describing word stress assignment in German and discussing evidence on the neuronal basis of stress processing.

WORD STRESS ASSIGNMENT IN GERMAN

Given that German is a language with variable stress, the stress pattern of individual words is largely unpredictable and has thus to be lexicalized (Eisenberg, 2006; Domahs et al., 2008). This lexical knowledge can be used to distinguish between the elements of minimal pairs and to activate the correct meaning related to each of the members of a minimal pair. Beyond complete lexicalization, there are some rules and regularities in German stress assignment which become apparent, when participants are asked to pronounce pseudowords or have to deal with stress violations:

(a) Only one of the final three syllables of a word can bear main stress (“three syllable window,” Vennemann, 1990). Thus, words can have ultimate stress (U, final syllable stressed), penultimate stress (PU, prefinal syllable stressed), or antepenultimate stress (APU, semi-prefinal syllable stressed).

(b) Stress assignment is influenced by syllabic structure, in particular by the syllable weight of the final syllables (Tappeiner et al., 2007; Domahs et al., 2008; Janssen and Domahs, 2008; Roettger et al., 2012) such that words with open final and/or closed pre-final syllables are predominantly stressed on the penultimate syllable. Complex final syllables typically lead to main stress on the final syllable. Antepenultimate stress is typically found, when the penult is open and the final syllable is closed.

(c) Main stress may be conceived as surface expression of metrical foot structure (which is determined by syllable weight) such that strong feet bear main stress. As prosodic feet are typically binary (i.e., containing two syllables which form a trochee, Knaus and Domahs, 2009), but heavy final syllables are parsed into non-branching feet, ultimate and antepenultimate stress can be seen as structurally similar in contrast to penultimate stress (Domahs et al., 2008, 2013b; Haake et al., 2013).

(d) Penultimate stress is the most frequent pattern in German. Féry (1998) found that 73% of German bisyllabic words are stressed on the penult. In this light, it has been debated whether in German the penultimate stress pattern can be regarded as the default (e.g., Eisenberg, 1991; Kaltenbacher, 1994; Wiese, 1996; Levelt et al., 1999) or not (Giegerich, 1985; Vennemann, 1991; Féry, 1998; Domahs et al., 2008; Janssen and Domahs, 2008; Roettger et al., 2012).

Phonetically, German word stress is marked by a combination of the following cues: duration, (global) intensity, fundamental frequency (pitch), vowel formants and voice quality (for a comprehensive overview see Lintfert, 2010). Haake et al. (2013) found a significant relationship between auditory perception of duration cues and the representation of word stress both in children with specific language impairment and in typically developing children acquiring German. (Heim and Alter (2006, 2007) provided EEG evidence that context stress, e.g., in a sentence, can be used as additional information to identify stress patterns.

THE NEURAL BASES OF WORD STRESS PROCESSING

There are currently only very few functional neuroimaging studies investigating the neural correlates of word stress processing (Aleman et al., 2005; Klein et al., 2011; Domahs et al., 2013b). In the study by Aleman et al. (2005) participants had to identify weak-initial and strong-initial words. The bilateral supplementary motor area (SMA) and the left inferior frontal gyrus (IFG), the superior temporal gyrus (STG) as well as the superior temporal sulcus (STS), and the insula were associated with the processing of word stress compared to a semantic control condition. In the study by Klein et al. (2011) participants were asked to solve an identity matching task with pseudowords. Processing of word stress minimal pairs as compared to segmental minimal pairs was associated with activation in a bilateral fronto-temporal network. Klein et al. (2011) suggested that there is a basic system for word stress processing in the left hemisphere, whereas the right hemisphere supports the left in case of increasing task difficulty. Domahs et al. (2013b) investigated the neural correlates of processing correctly vs. incorrectly stressed words. They observed activations of the left posterior angular and retrosplenial cortex when contrasting the processing of correct vs. incorrect stress. In the inverse contrast, bilateral STG were found to be involved. The analysis of severe vs. mild stress violations revealed activations of the left superior temporal and left anterior angular gyrus. Frontal activations, including Broca's area and its right homolog, were found when contrasting mild with severe stress violations.

With respect to interindividual differences in stress processing, Boecker et al. (1999) performed an ERP study using a word stress discrimination task. Based on the median split of the behavioral outcome, they defined two groups of participants: good and poor performers. The authors found a significant N400-effect for sequence-final words with a weak-strong pattern only in the group of good performers, but not in the group of poor performers, providing first evidence to the possibility of substantial interindividual differences in word stress processing in a language with variable stress (Dutch).

THE PRESENT STUDY

While differences in word stress processing between speakers of languages with fixed vs. variable stress have been described repeatedly (Dupoux et al., 2001, 2008; Peperkamp et al., 2010; Schmidt-Kassow et al., 2011a,b), interindividual differences within one type of language—although observed—remained largely ignored or unexplained (Boecker et al., 1999; Peperkamp et al., 1999; Domahs et al., 2008, 2013b; Dupoux et al., 2010). In general, it has been argued that speakers of a language with variable stress should perform relatively well in word stress processing (Dupoux et al., 1997, 2001, 2008, 2010; Peperkamp et al., 1999; Schmidt-Kassow et al., 2011a). Although interindividual variance in word stress processing in German has not been the focus of previous research, such variability has been observed (albeit ignored) in adult participants in previous studies (Domahs et al., 2008, 2013b). In a recent study, (Haake et al., 2013) reported interindividual variability in word stress processing in both children with specific language impairment and typically developing children. This variance was at least partly predicted by individual perceptual processing of auditory cues related to word stress (e.g., duration).

The aim of the current study was to investigate interindividual performance differences in the processing of word stress. To this end, native speakers of German had to perform a variant of a sequence recall task, adapted from Dupoux et al. (2001; see also Haake et al., 2013). Studies on languages with fixed stress using this task have shown that when demands on working memory increase, performance of speakers of such languages in reproducing pseudoword minimal pairs (e.g., míkuta vs. mikutá) decreases disproportionately (Dupoux et al., 1997, 2001). We used a suprasegmental variant of this task to investigate interindividual heterogeneity in word stress processing in native speakers of German, a language with variable stress, while a segmental variant of this task served as a control condition. Note that speakers of German should be highly familiar with both suprasegmental and segmental features since both are essential in the use of this language.

In sum, the research questions of the present study were the following: (i) Are there substantial interindividual differences in word stress processing within a group of native speakers of German, a language where this feature is functional? (ii) Which neural correlates in functional magnetic resonance imaging (fMRI) are associated with word stress processing in good and poor performers? Following the results of previous neuroimaging studies on word stress processing (Aleman et al., 2005; Klein et al., 2011; Domahs et al., 2013b), we expected to find clusters of activated voxels in the left IFG, the bilateral superior temporal gyrus/sulcus and in the insula as well as bi-hemispheric activation in the SMA. (iii) Can predictors for interindividual variability be identified (e.g., working memory abilities and/or basic auditory processing)?

MATERIALS AND METHODS

PARTICIPANTS

Twenty-five right-handed native German-speaking healthy volunteers (nine female; mean age = 28.8 years, SD = 10.1 years) participated in the study after having given their written informed consent. The study was approved by the Institutional Review Board of the Medical Faculty at RWTH Aachen University (EK 182/06).

STIMULI

Stimulus material consisted of trisyllabic pseudowords obeying German phonotactic constraints. The pseudowords were built from five different consonants (plosives: p, t, k; nasals: n, m) and three different vowels (a, u, i). All items had the same syllable structure (CV.CV.CV). Minimal pairs of pseudowords were created such that they either differed only with respect to word stress (suprasegmental condition, SSEG) or only with respect to one consonant (segmental condition, SEG). There were two suprasegmental contrasts and two segmental contrasts, each consisting of two items, respectively (see Table 1). In the suprasegmental condition, penultimate stress (PU) was compared to final stress (U) and antepenultimate stress (APU) was contrasted to final stress (U). In the segmental condition, the consonants differed either in place of articulation (POA) or in a combination of place and manner of articulation (MOA). In the POA condition the consonants /m/ vs. /n/ and /k/ vs. /p/ were contrasted, whereas in the MOA condition /t/ vs. /f/ and /k/ vs. /s/ were contrasted.

Table 1. Stimuli for the segmental and suprasegmental conditions.
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For each type of stimulus, different tokens were recorded such that in each minimal pair one token was spoken by a female speaker (native speaker of Polish) and one token was spoken by a male speaker (native speaker of Persian), with the order being counterbalanced across conditions. Each pseudoword was recorded multiple times from each speaker so that different tokens from the same word were presented in the experiment. In this way, phonetic variance of stimuli was increased, disfavoring purely auditory/phonetic strategies and encouraging a more abstract, phonological type of target comparison. The duration of the pseudowords was approximately 1000 ms. Stimuli were recorded using Amadeus Pro sound editing software (HairerSoft, Kenilworth, UK).

PRETEST PROCEDURE

Each participant completed pretests to evaluate his/her basal auditory processing performance. The following three auditory cues were examined, because they are critical for word stress perception: pitch, duration and skewness. The tasks testing for pitch and length discrimination were taken from the Seashore-Test (Stanton, 1928). Skewness discrimination was determined using the procedure developed by (Haake et al., 2013). The procedure was similar to the one used in the Seashore Test. Basically, skewness discrimination required the ability to distinguish the intensity of sounds (stronger vs. weaker). All items were presented via headphones employing Adobe Audition 1.5 (Adobe Systems, San Jose, CA, USA).

Moreover, given that working memory was crucial for the sequence recall task used in the present study, measures of working memory span were determined for each participant (letter word span forward and backward, following the German version of the Wechsler Memory Scale for number word span forward and backward; Tewes, 1991). Participants were asked to repeat sequences of letters which were given by the examiner. For letter span forward, participants had first to repeat two sequences of three different letters, respectively (for example: f-b-i and c-g-e). At the second level of complexity two sequences of four different letters had to be repeated, respectively, and so forth. On the heighest (sixth) level participants had to repeat two sequences of eight letters. For the letter span backward task participants were asked to repeat two sequences of two up to eight letters, respectively, in inverted order. The test procedure was stopped when a participant repeated both sequences on a given level incorrectly.

FMRI PROCEDURE

The experiment was a combined behavioral and fMRI study. Participants were lying in the scanner, listening to the pseudowords presented via headphones. They had response boxes in both hands and were instructed to press the correct response buttons with the index finger of the respective hand. Head movements were prevented by using soft foam pads. To familiarize participants with the task and to reduce potential training effects during fMRI data acquisition, all participants were given the opportunity to practice two blocks (one per type of contrast) in a separate room before entering the scanner. The same pseudowords as employed in the scanner served as practice items, but spoken by different speakers (a female native speaker of Dutch and a male native speaker of German).

The experiment had a block design and comprised 8 blocks, each one of which lasted about 73.8 s. Each block consisted of two phases: a learning phase and an experimental phase. There were two types of blocks: Block A contained the segmental condition, and Block B the suprasegmental condition. Blocks were separated by pauses of 30 s. The blocks were presented in an alternating fashion, either starting with Block A (A-B-A-B etc.) or starting with Block B (B-A-B-A etc.), counterbalanced over participants (see Figure 1).
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FIGURE 1. fMRI design with 8 blocks (sequence A-B-A-B-A-B-A-B). Each block started with a learning phase followed by the experimental task. SEG, segmental; SSEG, suprasegmental; APU, Antepenultima; MOA, Manner and place of articulation; POA, Place of articulation; PU, Penultima; U, Final syllable.



In each learning phase the two pseudowords needed for the following experimental task were presented, such that participants could familiarize with both words and their association with the respective response button (see Figure 1). Participants were instructed to respond to the first pseudoword encountered by pressing the right button. In this way the right button was always correct for the first pseudoword, such that no further explanation of the correct association between pseudowords and response buttons was needed. When hearing the second pseudoword of the learning phase, participants had to decide whether it matched with the first one (pressing the right button) or not (pressing the left button). Here matching refers to a phonological (type-based) rather than a phonetic (token-based) match. The participants had to make this decision in a sequence of 12 pseudowords per learning phase in pseudorandomized order such that no more than two identical items were presented in a row. The items were spoken either by the male or the female speaker, but no more than three times in a row by the same speaker. Participants were instructed to respond as fast and as accurately as possible by pressing the corresponding button after stimulus presentation. Maximum duration of response time was set to 2000 ms. Only in the learning phase Feedback was presented immediately after each trial only in the learning phase: a “Smiley” for a correct response and a “Frowney” for an incorrect or missing response. The learning phase lasted for about 44.3 s per block. At the end of the learning phase, participants had learned the correct correspondence between both pseudowords and their associated response buttons, which was also valid for the following experimental task.

In the experimental phase participants were presented with pairs of pseudowords from the set of items learned in the preceding learning phase. The task was to press the respective response buttons (as learned in the preceding learning phase) in the order the pseudowords had just been presented. No feedback was provided during the experimental phase. Eight item pairs were presented in random order per block. There were 12 different randomized orders of items for each block, such that only three to four participants had the same order of items. In each item pair, one item was spoken by the male und one by the female speaker. The duration of the experimental phase was 29.5 s per block (see Figure 1). Between pairs in the experimental phase, the background color was slightly modified (a different shade of gray for each sequence) to visually indicate the start of a new pair. Overall, the experiment took 13:34 min. The experiment was presented with Presentation software (version 14.5, Neurobehavioral Systems, Albany, USA).

IMAGING ACQUISITION

For each participant, a high-resolution T1-weighted anatomical scan was acquired with a 3T Philips Magnetom MRI system using the standard head coil (TR = 9.89 s, matrix 256 × 256 mm, 176 slices, voxel size = 1 × 1 × 1 mm3; FOV = 256 mm, TE = 4.59 ms; flip angle = 8°). Moreover, one functional imaging block sensitive to blood oxygenation level-dependent (BOLD) contrast was recorded for each participant (T2*-weighted echo-planar sequence, TR = 2.89 s; TE = 30 ms; flip angle = 79°; FOV = 240 mm; 80 × 80 matrix; 42 slices, voxel size = 3 × 3 × 3 mm3, gap = 0.5 mm).

ANALYSIS OF BEHAVIORAL DATA

Behavioral data analysis was based responses in the experimental phase only. Furthermore, items with response latency faster than 200 ms were not considered. Analyses focused on accuracy data since reaction times in the suprasegmental condition were confounded with different “points of uniqueness” when participants were able to detect the stress difference in a pair of pseudowords (e.g., earlier point of uniqueness in “míkuta” vs. “mikúta” compared to “míkuta” vs. “mikutá”).

Participant's individual performance in word stress processing was evaluated employing accuracy data of the suprasegmental condition. Based on a median split of the number of correct trials in the suprasegmental condition (see Figure 2), each participant was assigned either to a group of poor performers (below average) or to a group of good performers (above average).
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FIGURE 2. Group classification based on a median split between accuracy results in the suprasegmental condition. Note that chance performance would yield 50% accuracy. Black squares = participants of the above average group, gray dots = participants of the below average group.



In an initial step, a 2 × 2 repeated measures Analysis of Variance (ANOVA) on accuracy was performed with the within-participant factor condition (segmental vs. suprasegmental) and the between-participant factor group (above vs. below average word stress processing).

To pursue the potential association between performance in basal auditory processing, working memory, and suprasegmental processing, a stepwise multiple regression analysis with mean accuracy in the suprasegmental condition as criterion variable was conducted, which was stopped when the inclusion of another predictor would not increase R2 significantly (at p < 0.05). The predictors incorporated were performance measures from the pretest tasks, i.e., pitch discrimination, duration discrimination, skewness discrimination, a combined measure of these three auditory processing tasks (mean auditory processing accuracy), and working memory span.

ANALYSIS OF IMAGING DATA

The anatomical scans were normalized and averaged in SPM8 (http://www.fil.ion.ucl.ac.uk/spm/software/spm8/). The fMRI time series were corrected for movement in SPM8. Images were motion corrected and realigned to each participant's first image. Data was normalized into standard MNI space. Images were resampled every 2.5 mm using 4th degree spline interpolation and smoothed with a 6 mm FWHM Gaussian kernel to accommodate inter-subject variation in brain anatomy and to increase signal to-noise ratio in the images. The data were high-pass filtered (128 s) to remove low-frequency signal drifts and corrected for autocorrelation assuming an AR(1) process. Brain activity was convolved over all experimental trials with the canonical haemodynamic response function (HRF) and its derivative.

On the first level, the intraindividual beta contrast weights for segmental and suprasegmental processing were evaluated. On the second level, both main effects and their interaction were evaluated in a 2 × 2 (flexible factorial) ANOVA with the between-subject factor group (above vs. below average) and the within-participant factor condition (segmental vs. suprasegmental). For the anatomical localization of effects, the anatomical automatic labeling tool (AAL) in SPM8 (http://www.cyceron.fr/web/aal anatomical_automatic_labeling.html) was used to identify Brodmann Areas (BA). If possible, the SPM Anatomy Toolbox (Eickhoff et al., 2005), available for all published cytoarchitectonic maps from www.fz-juelich.de/ime/spm_anatomy_toolbox, was additionally used and in the results will be indicated by an “Area” specification.

RESULTS

BEHAVIORAL DATA

Accuracy in the segmental task ranged from 56.3 to 96.9% and in the suprasegmental task from 56.3 to 100%. The group classification was based on a median split for the accuracy results in the suprasegmental condition (see Figure 2). The ratio of male and female participants was comparable between both groups (good: 8m/5f, poor: 8m/4f). A descriptive overview of the results is provided in Figure 3.
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FIGURE 3. Comparison of mean error rate (%) per condition and group. Standard deviations are given in parentheses. SEG, segmental condition; SSEG, suprasegmental condition. **p < 0.01; ***p < 0.001.



A repeated measures ANOVA over arcsine-transformed error rates revealed a significant main effect of group [F(1, 23) = 12.16, p < 0.01], indicating that good performers made significantly less errors (in total) than poor performers (16.0 vs. 29.0%, see Figure 3). There was no main effect of condition [F(1, 23) < 1]. However, there was a significant two-way interaction of condition and group [F(1, 23) = 9.3, p < 0.01]. The effect of condition was only significant for poor performers [t(11) = 3.24; p < 0.01], meaning that in this group the error rate in the suprasegmental condition was higher than in the segmental condition (36.2 vs. 21.9%). In contrast, for good performers the effect of condition did not reach significance [t(12) = 1.78, p = 0.10]. However, it should be noted that, in contrast to the poor performers, error rate was numerically higher in the segmental than in the suprasegmental condition (19.7 vs. 12.3%).

Crucially, both groups differed significantly only in the suprasegmental condition [t(24) = 6.21, p < 0.001] indicating that the good performers performed reliably better (87.7%) than the poor performers (63.8%).There was no significant difference between groups for the segmental condition [t(24) = −0.4, p = 0.70], see Figure 3. Furthermore, no correlation was observed between stress processing (suprasegmental) and consonant processing (segmental) (Spearman rho = 0.072, p = 0.733).

In order to examine whether performance in the suprasegmental condition was influenced by basic auditory processing abilities and/or working memory skills, a stepwise multiple linear regression analysis was performed over arcsine-transformed error rate of the suprasegmental condition. The final model comprised the predictors auditory processing and working memory span forward [R2 = 0.400, adjusted R2 = 0.345, F(2, 24) = 7.3, p < 0.01].

FMRI DATA

Analysis of fMRI data was based on all trials in the experimental phase. In a first step, a conjunction analysis was conducted to identify common overall activation in the paradigm irrespective of group and condition.

OVERVIEW: CONJUNCTION ANALYSIS

A conjunction over all conditions and groups was calculated (SEG in poor performers, SSEG in poor performers, SEG in good performers, SSEG in good performers) to show joined activation at an uncorrected voxelwise p < 0.0001. Please note that this more rigorous p-value had to be used in the conjunction (compared to the level of p < 0.001 for the complex contrasts reported below) to visualize the different maxima of activation (cf. Wood et al., 2009; Klein et al., 2010). However, all activations reported here remain significant following family-wise error correction (FWE) at a cluster-level of p < 0.05. Significant activations in the entire primary auditory cortex were present (see Table 2 and Figure 4). Bilateral activation was found in the superior temporal gyrus/sulcus (STG; STS) and the middle temporal gyrus (MTG). Furthermore, left-hemispheric clusters of activated voxels were observed in the inferior frontal gyrus (IFG; Area 44, Area 6 (BA 44); SPM Anatomy Toolbox, Amunts et al., 1999; cf. Eickhoff et al., 2005), the insula, the inferior parietal sulcus (IPS; hIP2, IPC (PF, PFm), hIP1 (BA 7); SPM Anatomy Toolbox, Choi et al., 2006; cf. Eickhoff et al., 2005) the SMA, and the middle frontal gyrus (MFG). In the right hemisphere voxels in the IFG, inferior parietal lobule (hIP2, SPL (7PC), hIP1, hIP3; SPM Anatomy Toolbox, Choi et al., 2006; Scheperjans et al., 2008a,b; cf. Eickhoff et al., 2005) and the cerebellum were activated, while the precentral gyrus was found active bilaterally (see Table 2, Figure 4).

Table 2. Maxima of the conjunction analysis over both conditions (segmental and suprasegmental) as well as both groups (above and below average) at an uncorrected voxelwise p < 0.0001 (cluster-corrected FWE of p < 0.05).
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FIGURE 4. Conjunction analysis over all groups and conditions at an uncorrected voxelwise p < 0.0001 (cluster-corrected FWE of p < 0.05).



CONDITION-BASED COMPARISONS

Suprasegmental vs. segmental processing

Suprasegmental was contrasted to segmental processing at an uncorrected voxelwise threshold of p < 0.001 and a cluster size of k = 10 voxels (see Figure 5A, Table 3). Larger activation for suprasegmental processing was found bilaterally in the IFG (Area 44 and Area 45 (BA44 and BA 45); SPM Anatomy Toolbox, cf. Eickhoff et al., 2005) as well as in the insula. Furthermore, in the left hemisphere the thalamus, the IPS (hIP1, hIP3 (BA 7); SPM Anatomy Toolbox, cf. Eickhoff et al., 2005) and the pre-SMA (BA 6) were activated, while in the right hemisphere the pallidum as well as the right SMA (BA 6) revealed stronger activation in stress processing compared to consonant processing. Further clusters of activated voxels were found in the bilateral precentral gyrus, in the left MFG (BA 10) and in the cerebellum, bilaterally.
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FIGURE 5. (A) Comparison of suprasegmental vs. segmental condition (uncorrected p < 0.001, k = 10 voxels). (B) Segmental vs. suprasegmental condition (uncorrected p < 0.001, k = 10 voxels). IFG, inferior frontal gyrus; IPS, inferior parietal sulcus; LH, left hemisphere; MFG, middle frontal gyrus; RH, right hemisphere; SEG, segmental; SMA, supplementary motor area; SSEG, suprasegmental.



Table 3. Significant brain activation differences for various group and condition contrasts.
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Segmental vs. suprasegmental processing

Inspection of the inverse contrast (uncorrected p < 0.001, k = 10 voxel) revealed activation in the bilateral SMA (BA 6), the right middle orbital gyrus and the left precuneus (see Figure 5B, Table 3).

GROUP-BASED COMPARISONS

Poor performers vs. good performers

Poor performers revealed significantly stronger activation than good performers in the left MTG at an uncorrected voxelwise p < 0.001 and a cluster size of 10 voxels (see Figure 6A, Table 3).
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FIGURE 6. (A) Comparison of participants below vs. above average (uncorrected p < 0.001, k = 10 voxels). (B) Participants above vs. below average (uncorrected p < 0.001, k = 10 voxels). The bar charts below the activation figure depict the corresponding beta estimates for the respective brain region.



Good performers vs. poor performers

When comparing good performers vs. poor performers (uncorrected p < 0.001, k = 10 voxel), significantly more activation was found in the left precuneus (see Figure 6B, Table 3).

INTERACTION BETWEEN GROUP AND CONDITION

We conducted an ANCOVA over participants on the fMRI data with working memory and auditory performance from the pretest as covariates, to correct the segmental and suprasegmental activations for working memory and auditory abilities. In this context, we also examined whether there is additional fMRI variance, which is exclusively explained by the covariates. However, at the threshold given (FWE-cluster threshold corrected) there was no such additional activity to be found.

Group and condition interacted significantly in the right hippocampus (CA (BA 27), SPM Anatomy Toolbox, Amunts et al., 2005; cf. Eickhoff et al., 2005) and cerebellum at an uncorrected voxelwise p < 0.001 and a cluster size of 10 voxels (see Figure 7, Table 3). However, especially in the cerebellum the interactions in signal change seem to be mostly due to different degrees of deactivation. However, it can be seen that good performers showed relatively more activation (or less deactivation, respectively) in the segmental condition in the right hippocampus and cerebellum compared to poor performers, whereas poor performers revealed relatively stronger activation compared to good performers in these areas in the suprasegmental condition.
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FIGURE 7. Interaction between group and condition (uncorrected p < 0.001, k = 10 voxels). The bar charts next to the activation figure depict the corresponding beta estimates for the respective brain region.



DISCUSSION

The current study set off to examine whether there are interindividual differences in word stress processing performance in native speakers of German and, if so, which neural correlates underlie these differences. So far, most studies focused on typologically motivated processing differences between speakers of languages with fixed vs. variable stress. In particular, Dupoux, Peperkamp and colleagues compared speakers of Spanish (variable stress pattern) to speakers of French (fixed stress pattern; see Dupoux et al., 1997, 2001; Peperkamp et al., 1999; Peperkamp and Dupoux, 2002) and found superior performance of the former compared to the latter (for similar results in a comparison between French and German see Schmidt-Kassow et al., 2011a). Interindividual differences within one language—although repeatedly observed—were treated as noise (Peperkamp et al., 1999; Domahs et al., 2008, 2013b; Dupoux et al., 2010) or were left unexplained (Boecker et al., 1999).

In the present study, participants were examined in both suprasegmental as well as segmental variants of the sequence recall task both at a behavioral and at a neuro-functional level. Indeed, based on behavioral results we were able to identify considerable interindividual differences within native speakers of German (accuracy in the suprasegmental task ranging from floor to ceiling performance).

To explore more thoroughly, which factors modulate suprasegmental processing differences, working memory span as well as auditory processing abilities were analyzed. In fact, we demonstrated that suprasegmental performance was predicted by both basic auditory processing abilities (i.e., duration, time, skewness discrimination) and working memory span. The influence of working memory on performance in the suprasegmental task seems highly plausible since working memory was clearly task-relevant. Crucially, the fact that a combined measure of duration, time, and skewness discrimination predicted individual performance in word stress processing, provides a first hint toward an explanation for the interindividual variability observed. This result fits nicely with findings recently reported by Haake et al. (2013), who observed that word stress processing in children with specific language impairment as well as in typically developing children is predicted by auditory processing of duration cues. Obviously, basic auditory processing performance may exert its influence not only in children, but also in healthy adults for whom the recognition and interpretation of word stress is relevant in their native language.

In sum, there was substantial interindividual variability in word stress processing. Hence, two groups were defined based on a median split of individual accuracy results in the suprasegmental task. Neural correlates of segmental and suprasegmental processing and their interaction with group membership were investigated and will be discussed in the following.

NEURAL CORRELATES OF SEGMENTAL AND SUPRASEGMENTAL PROCESSING

The conjunction analysis revealed a large cluster of activation in auditory cortex across performance levels and conditions (cf. Figure 4, Table 2), extending from the superior temporal gyrus to the middle temporal gyrus and to the insula. This finding is highly plausible, because participants had to process auditory linguistic stimuli. More specifically, previous studies reported activation in the STG or STS for processing of prosodic information in general (e.g., Dogil, 2003; Ischebeck et al., 2008), and for processing of word stress in particular (Aleman et al., 2005; Klein et al., 2011; Domahs et al., 2013b).

In addition, activation in the bilateral supplementary motor area (with left-hemispheric peak activation within a large cluster extending into the right hemisphere) and in the bilateral inferior parietal sulcus was found. This may be related to the fact that participants had to determine either stress localization or consonant differences by button presses since the SMA has been suggested to subserve decision making (Kong et al., 2005). Additionally, a combination of working memory related BA 44 and intraparietal BA 7 activation indicated that participants had to hold the sequences of pseudowords in working memory. Moreover, bilateral activation in the precentral gyrus was observed, probably indicating motor processing associated with finger movements and button presses (Zilles and Rehkämper, 1998).

Beyond these task-related effects, cerebellum, temporal cortex, premotor cortex, preSMA/SMA and inferior frontal cortex have been described as part of a network involved in speech perception, especially engaged in the temporal processing of speech (Grahn and Brett, 2007; Kotz et al., 2009; Kotz and Schwartze, 2010).

SUPRASEGMENTAL VS. SEGMENTAL PROCESSING

In the behavioral data, no correlation was observed between stress processing (suprasegmental) and consonant processing (segmental). This suggests that the linguistic abilities underlying these two conditions may be to a certain degree independent, although they were tested with a comparable paradigm in the present study.

When the suprasegmental task was contrasted to the segmental task, a subcortico-cortico-cerebellar network of brain regions was revealed, including bilateral IFG (BA44 and BA 45), bilateral insula, bilateral precentral gyrus, bilateral cerebellum, left thalamus, left pre-SMA (BA 6), right globus pallidus, and right SMA (BA 6). There is accumulating evidence, that this network is involved in processing spectro-temporal aspects of speech (Lutz et al., 2000; Lewis et al., 2004; Bengtsson et al., 2005; Riecker et al., 2006; Grahn and Brett, 2007; Coull et al., 2008; Geiser et al., 2008; Kotz et al., 2009; Kotz and Schwartze, 2011; Schwartze et al., 2012a,b, see Kotz and Schwartze, 2010, for a review). This finding seems very plausible, given that duration is the most relevant acoustic cue to word stress in German (Jessen and Marasek, 1997; Classen et al., 1998; Schneider, 2007; Schneider and Möbius, 2007; Lintfert, 2010) and performance in auditory discrimination in general and duration discrimination in particular predicts performance in the more complex task related to word stress (behavioral results of the present study, see Haake et al., 2013, for evidence from German speaking children).

More specifically, bilateral activation in the inferior frontal gyri related to the suprasegmental condition is in line with previous studies, which reported these areas to be activated in processing linguistic aspects of prosody (e.g., Wildgruber et al., 2004; Li et al., 2010; Klein et al., 2011; Domahs et al., 2013b).

Furthermore, activation in the left insula related to suprasegmental processing is consistent with previous studies, which found this area activated for auditory temporal processing (Lewis et al., 2000; Ackermann et al., 2001; Lewis and Miall, 2003), for pitch-related stimuli (Zarate and Zatorre, 2005) as well as for auditory timing perception (Geiser et al., 2008) and word stress processing proper (Aleman et al., 2005; Klein et al., 2011).

Activation in the bilateral inferior parietal sulcus may reflect the fact that participants had to store information in working memory and to respond by button presses. Possibly, they employed a spatial representation of the pseudowords (e.g., first syllable = left, last syllable = right) and of response buttons to come to the correct decision. Amongst others, the intraparietal cortex has been suggested to subserve mental imagery (Just et al., 2004). Moreover, the IPS has been frequently reported to be involved in the processing of proximity relations (see Dehaene et al., 2003 for a review). Recall that stress is an inherently relational property and requires the comparison of acoustic cues (e.g., duration, pitch, and skewness) between stressed and unstressed syllables. In the present study, the inferior parietal sulcus may be associated with mental imagery and with the evaluation of gradual differences in acoustic cues related to word stress. This might comprise positional information, which has to be encoded in the IPS and held in working memory as well as the actual comparison process of the positional information within the sequences of CV-syllables—a process also most probably associated with the intraparietal cortices (cf. Klein et al., 2011). In particular, bilateral inferior parietal cortex has been found activated in tasks tapping on suprasegmental compared to segmental aspects of words (Li et al., 2010; Klein et al., 2011).

Beyond temporal processing of speech input, activation in the supplementary motor area may be related to the fact that in general the suprasegmental task in this study was somewhat more difficult than the segmental task. The SMA has been found to support operation procedures (Kong et al., 2005). Interestingly, Domahs et al. (2013b) observed increased activation in bilateral SMA in a difficult compared to an easy condition in a word stress violation task. Moreover, SMA activation in the suprasegmental condition together with a significantly increased activation in the precentral gyrus could point to an involvement of the central motor system. Given that both the SMA and the precentral gyrus were activated bilaterally, these findings may reflect control of finger movements in participants (e.g., Shibasaki et al., 1993; Catalan et al., 1998). Possibly, participants may have needed higher control of their finger movements in the more difficult suprasegmental condition. An alternative explanation could be that in more difficult conditions participants may establish a correspondence between their fingers and the positional information of stress, for instance, by using finger counting. This would be also in line with the activation pattern observed in SMA, precentral and intraparietal areas. However, this account remains speculative so far and needs further evaluation in future studies.

INTERINDIVIDUAL DIFFERENCES

The middle temporal gyrus was found activated in both conditions (segmental, suprasegmental) for both groups (cf. Table 3). This fits well with the fact that the MTG has been associated with phonology (Graves et al., 2010) and, more generally, with complex sound and speech processing (Scott et al., 2000). Nevertheless, poor performers showed stronger activation in this region.

Further significant changes in the BOLD signal were found in the precuneus. These findings are rather difficult to interpret since for good performers the BOLD signal in the precuneus seemed to be close to zero in both the segmental and the suprasegmental conditions (see Figure 6B), whereas in poor performers the precuneus was strongly deactivated in both conditions. Considering that the amplitude of the BOLD signal indicated by SPM is subject to arbitrary factors (such as the definition of the baseline), the present findings can only be interpreted in relative terms, not in terms of “activation” or “deactivation.” Generally, the precuneus has been suggested not only to subserve learning of motor-sequences (Sadato et al., 1996; Sakai et al., 1998) but also to be involved in mental imagery (Dehaene et al., 1996; Huijbers et al., 2011). Possibly, good performers may have relied more on mental imagery or motor-sequence learning to solve the task correctly, compared to poor performers. Nevertheless, we are well aware of the fact that currently this explanation remains speculative.

One may conclude that both groups activated the MTG for phonological processing of stimuli in both conditions, but that poor performers required more resources. It may be speculated that good performers have used a combination of visual and auditory representations to solve the tasks, whereas poor performers only relied on auditory information (but to a higher degree). Possibly, a combination of visual and auditory processing may be advantageous.

Although native speakers of German are highly familiar with the use of suprasegmental features in their mother tongue, the present study shows that their performance in an experimental task tapping on this aspect of language may nevertheless be very heterogeneous. Until now, it was assumed that native German speakers should be “naturally” competent in word stress processing, since this is a relevant feature of their language, which is acquired early. Preverbal infants learn the typical stress pattern of their mother tongue and can use it in speech segmentation (Hoehle et al., 2009). Importantly, even those participants, who showed poor performance in the specific suprasegmental task in the present study, were competent speakers of German. Note that the stress pattern of real words is stored in the lexicon. However, in the present study, participants had to process pseudowords which by definition cannot be stored in the mental lexicon. Thus, processing word stress in everyday language requires lexical retrieval, whereas the suprasegmental task in our experiment may have required other types of prosodic knowledge (e.g., rule-based knowledge). Furthermore, every-day language is typically embedded in a redundant context, which helps in resolving ambiguities related to word stress, e.g., in the interpretation of minimal pairs. Therefore, the specific difficulties in suprasegmental processing of pseudowords observed in the present study are subclinical with no obvious impact on language use.

INTERACTION BETWEEN GROUP AND CONDITION

Behaviorally, a two-way interaction of condition (segmental vs. suprasegmental) and group (below vs. above average) indicated that the good performers were numerically better in suprasegmental than in segmental processing, whereas the poor performers were significantly better in segmental than in suprasegmental processing (see Figure 3). Importantly, a two-way interaction of condition and group was also revealed in the neuro-functional data (see Figure 7, Table 3). Good performers showed relatively more activation (or less deactivation, respectively) in the segmental condition in the right hippocampus and cerebellum compared to poor performers, whereas poor performers revealed relatively stronger activation in these areas in the suprasegmental condition compared to good performers.

Hippocampal cells have been shown to be involved in auditory working memory in rats (Sakurai, 1990, 1994). More recently, the hippocampus has been argued to contribute to performance in a variety of cognitive tasks including working memory and perception, when these tasks require high-resolution binding of features and relational information (Yonelinas, 2013). Clearly, the sequence recall task used in the present experiment does require such a complex and demanding type of binding. Interestingly, activation in the right hippocampus was related to relative task difficulty: Poor performers seemed to need relatively more cognitive resources in the suprasegmental task (which they performed worse than the segmental task), but good performers seemed to put relatively more effort into the segmental task (which they performed worse than the suprasegmental task).

Furthermore, a similar pattern of (de-)activation was observed for the interaction in the right cerebellum. The cerebellum has been considered to be part of a network related to the processing of spectro-temporal aspects of speech (Kotz and Schwartze, 2010). The interaction in the cerebellum suggests that poor performers may have needed the cerebellum relatively more for the suprasegmental task (although achieving inferior results) than good performers. The opposite pattern was observed in the segmental condition. Again, these interpretations have to be considered very cautiously and remain speculative, because the interaction pattern consists only of different degrees of deactivation.

CONCLUSION AND PERSPECTIVES

The present study is a first step toward a more comprehensive understanding of the processing of word stress. In particular, it highlights the need to examine brain activation data not only at the second level in group analyses, but also to analyze individual data at the first level. Taken together, our results provide behavioral and neuro-functional evidence for substantial interindividual differences within a group of native speakers of German, a language with variable stress, in word stress processing. They suggest that part of the behavioral variance is explained by basic auditory processing and working memory performance. It would be interesting to explore, whether speakers of a language with fixed stress (e.g., Czech, Finnish, Polish, Turkish, Persian, or French) show similar interindividual heterogeneity.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: http://www.frontiersin.org/journal/10.3389/fpsyg.2014.00365/abstract
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This study presents two experiments designed to disentangle various influences on syllable pronunciation. Target syllables were embedded in carrier sentences, read aloud by native German participants, and analyzed in terms of syllable and vowel duration, acoustic prominence, and spectral similarity. Both experiments revealed a complex interaction of different factors, as participants attempted to disambiguate semantically and syntactically ambiguous structures while at the same time distinguishing between important and unimportant information. The first experiment examined German verb prefixes that formed prosodic minimal pairs. Carrier sentences were formulated so as to systematically vary word stress, sentence focus, and the type of syntactic boundary following the prefix. We found clear effects of word stress on duration, prominence, and spectral similarity as well as a small influence of sentence focus on prominence levels of lexically stressed prefixes. While sentence boundaries were marked by particularly high prominence and duration values, hardly any effect was shown for word boundaries. The second experiment compared German function words which were segmentally identical but appeared in different grammatical roles. Here, definite articles were found to be shorter than relative pronouns and still shorter than demonstrative pronouns. As definite articles are also much more common than the other two lexical classes, effects of lemma frequency might also have played a role.
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INTRODUCTION

Syllables can vary strongly in the way they are pronounced, even when in canonical pronunciation they are segmentally identical. One important source of variation is prominence, i.e., the degree of emphasis which is placed on syllables and with which they are perceived. Such emphasis may be realized by means of higher duration and intensity values, overall larger articulatory effort, as well as the presence and shape of pitch accents (Wagner, 2002). Among other things, prominence differences are used to distinguish between lexically stressed and unstressed syllables. Duration seems to be a main correlate of word stress in German, but differences were also found for formant values, fundamental frequency, and various voice quality parameters (e.g., Kohler, 1987; Claßen et al., 1998; Kleber and Klipphahn, 2006; Schneider and Möbius, 2007; Lintfert, 2010). Studies specifically investigating word stress in focused and unfocused sentence positions have confirmed duration as a strong signal of word stress which operates independently of sentence accent (Dogil and Williams, 1999 for German; Okobi, 2006 and Cho and Keating, 2009 for English; Sluijter and van Heuven, 1996 for Dutch). However, for English, Plag et al. (2011) found no effect at all of word stress on duration, while Campbell and Beckman (1997) discovered stress-related duration differences only in one of the two unaccented contexts examined. For English and Dutch, spectral tilt, i.e., the intensity in higher compared to lower frequency bands, appeared to be another robust correlate of word stress in accented as well as unaccented contexts (Sluijter and van Heuven, 1996; Okobi, 2006; Plag et al., 2011). Although Dogil and Williams (1999) found no significant differences between accented and unaccented words in German in terms of fundamental frequency, intensity, or duration, studies for other languages showed stress-related differences in fundamental frequency and intensity to be strongly reduced when target words were not accented (Sluijter and van Heuven, 1996; Plag et al., 2011). Apart from signaling sentence focus, prominence differences are also used to distinguish important from unimportant information on the level of lexical class. In German speech synthesis, lexical class has been used as an important indicator for predicting prominence levels (Widera et al., 1997; Windmann et al., 2011). Frequency and predictability effects have an influence on word pronunciation as well. There is evidence for English that words tend to be spoken at a faster rate if they are frequent or easily predictable from their context (Bell et al., 2003; Aylett and Turk, 2004; Baker and Bradlow, 2009). Although effects of word frequency and lexical class are often confounded, both factors were found to play an important role (Jurafsky et al., 2000; Pluymaekers et al., 2005; Bell et al., 2009). The present study consists of two controlled production experiments. The first experiment aims to disentangle influences of lexical stress, sentence accent, and syntactic boundaries, while the second experiment analyzes effects of lexical class and word frequency.

METHODS

PARTICIPANTS

Thirty participants took part in the two experiments (15 men, 15 women, ages ranging between 19 and 47). All were native speakers of German. They were paid for their participation in the study.

MATERIAL

Experiment 1: stress, accent, and syntactic boundaries

Certain German verbs can differ in meaning depending on whether their lexical stress falls on the prefix or the verb stem. For example, the word [ɂʊn.tɐ.ʃtε.lən] ([unter]prefix−[[stell]stem−[en]ending]verb), literally “to underput”) means “to store / take shelter” when stressed on the prefix, but “to insinuate” when stressed on the stem. This ambiguity is not visible in all inflections, however. In most finite forms, lexically stressed prefixes are separated from the verb and placed at the end of the clause. As the verb prefixes used for this experiment are segmentally identical to prepositions or conjunctions, we were able to use them to analyze effects of syntactic boundaries as well. We examined the effects of word and sentence stress as well as word and sentence boundaries on the production of the four German verb prefixes “um” ([ɂʊm] – “around”), “unter” (['ɂʊn.tɐ] – “under”), “über” (['ɂyː.bɐ] – “over”), and “durch” ([dʊʁç] – “through”) in a reading task (see also Samlowski et al., 2012). The phonetic transcriptions given here are canonical. The glottal stop preceding onset vowels may be omitted or realized through vowel glottalization, and the [ʁ] in “durch” is commonly rendered as [ɐ].

Target items consisted of the prefixes combined with two different verb stems each. Each of the eight resulting verbs was placed in seven different carrier sentences. In sentences 1–4, word and sentence stress were varied, while sentences 5–7 compared different types of syntactic boundaries (see Table 1). As participants needed to be able to infer the correct stress pattern from the sentence context, a different set of carrier sentences was created for each verb. Sentence stress differences were not elicited in a uniform manner, either. While sentences belonging to the categories “w+s+” and “w−s+” were formulated so as to imply a broad focus, sentences in categories “w+s−” and “w−s−” contained elements designed to attract a contrasting focus and thereby move the sentence stress away from the main verb. Among the strategies used for this were the inclusion of two contrasting objects, topic fronting, and the addition of an emphasized modifier. For the sake of brevity in this paper we refer to the first four sentence categories in terms of stressed and unstressed prefixes (“w+” vs. “w−”) in accented and unaccented conditions (“s+” vs. “s−”). Nonetheless, it is important to note that the categories do not reflect the actual stress patterns used by the participants. Instead they describe potential differences in word and sentence stress due to different word meanings and the presence or absence of an additional motivation for deaccentuating the verb. Our aim is to discover the extent to which these conceptual differences are realized in the acoustic production of the target syllables.

Table 1. Sentence categories.

[image: image]

We deliberately decided against using underline, font style, or a question-answer structure to indicate lexical stress and sentence focus, since we wanted to avoid potentially evoking exaggerated responses by attracting the participants' attention to the intended reading. This meant that the context was not controlled across verbs and only up to a limited degree within each set of sentences. For the first four sentences within one set, the half syllable preceding and following the prefix were kept constant. Sentence 5 (“sb”) used the same preceding half-syllable as the first four. While the prefix in sentence 6 (“mb”) fulfilled the same conditions as in sentence 3 (“w−s+”), its target sentence was formulated so that the preceding and following half-syllables matched those of the identical prepositions or conjunctions in sentence 7 (“wb”).

Experiment 2: lexical class and word frequency

While different words are used for German demonstrative pronouns, relative pronouns, and definite articles, depending on gender, number, and case, these words are often segmentally identical across the three lexical classes. Definite articles are much more common than the segmentally identical demonstrative or relative pronouns. According to the DeWaC corpus (Baroni and Kilgarriff, 2006), a 1.5 billion word database of German internet articles which was automatically tagged for lexical classes, the words “der” ([deːɐ]), “die” ([diː]), “das” ([das]), “dem” ([deːm]), and “den” ([deːn]) were used as definite articles 89.8% of the time, while 7.2% of their appearances were classified as relative pronouns, and only 3% were demonstrative pronouns.

To examine whether these differences in frequency of occurrence have an influence on pronunciation, we compared their realizations in different grammatical roles (see also Samlowski et al., 2013). Sentences containing relative and demonstrative pronouns were formulated so as to match definite articles already appearing in one of the other carrier sentences from the two experiments. As each of the lexical classes required different types of surrounding grammatical structure, only the half-syllables preceding and following the target word were held constant across each group of 3 sentences. For each of the investigated words, 3 sentence groups were assembled (see Table 2), resulting in a total of 48 new sentences containing relative and demonstrative pronouns.

Table 2. Target items.
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PROCEDURE

Sentences from both experiments were placed in a quasi-random order, which was not varied across participants. Care was taken to avoid repetitions of the same verb and provide a good mixture of sentences from both experiments, allowing them to function as mutual distractors. Acoustic recordings took place in a sound-treated chamber at Bielefeld University. One sentence at a time was presented on a computer screen to the participants, who proceeded through the experiment in a self-paced manner. To further clarify the intended word meaning and improve understanding of the reading content, sentences were illustrated using the text-to-scene conversion program WordsEye (Coyne and Sproat, 2001, see Figures 1 and 2). Participants looked at each sentence and the accompanying picture and then read the sentence out loud. Beforehand, they were instructed to repeat any sentences in which they made a mistake or slip of the tongue. These sentences as well as sentences where participants hesitated noticeably while reading were omitted from analysis. Target items were also discarded if they or their immediate context was impaired through speech errors, noise, or unexpected vowel elision.
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FIGURE 1. Example illustration for Experiment 1—“unterstellen” (category “w+s+”). Corresponding sentence: “Wir wollten uns unterstellen, weil es so stark regnet.” (English: “We wanted to take shelter because it is raining so heavily.”)




[image: image]

FIGURE 2. Example illustration for Experiment 2—“den” (rp). Corresponding sentence: “Es war deutlich, dass der Fuchs den See beobachtete, den Enten als ihre Heimat gewählt hatten.” (English: “It was clear that the fox was watching the lake which ducks had chosen as their home.”)



The remaining recordings were analyzed in terms of syllable and vowel duration, acoustic prominence, and spectral similarity. For the duration and prominence analysis, syllable and vowel boundaries of the target items as well as the preceding and following syllables were manually annotated with Praat (Boersma, 2001). Acoustic prominence was investigated by means of an automatic prominence tagger which analyzed annotated syllable nuclei in terms of pitch movement, duration, intensity, and spectral emphasis. Values for the last three parameters were normalized across all investigated syllables in the utterance using z-scores and the individual factors were weighted so as to model perceptual ratings of German prominence (Tamburini and Wagner, 2007). In the present study, only the syllables immediately preceding or following the target items were used as context for the tagger. If the vowel of a context syllable tended to be elided, the preceding/following syllable nucleus was taken as context syllable instead. We also compared pairs of segmentally identical syllables produced by the same speaker in terms of spectral similarity, using a method developed by Wade and Möbius (2007) and Lewandowski (2011). Amplitude envelopes were computed for 4 frequency bands (equally spaced on a logarithmic scale ranging from 80 to 7800 Hz), using a sampling rate of 500 Hz. The spectral similarity of two syllables was calculated by cross-correlating pairs of envelopes for each frequency band, taking the maximum of the cross-correlation as an indicator for the degree of similarity. Although spectral similarity is not a direct measure of vowel quality and degree of coarticulation, it can serve as an indication of how strongly the target items varied in their pronunciation across contexts and categories. Statistical analysis and visualization was performed with R (R Development Core Team, 2010). As residuals from analyses of variances only followed a normal distribution in the case of the duration results of the second experiment, the other investigations were analyzed with Wilcoxon rank sum tests. Significance values were Bonferroni-corrected for multiple comparisons.

RESULTS

EXPERIMENT 1: STRESS, ACCENT, AND SYNTACTIC BOUNDARIES

Of the 1680 sentences collected (8 verbs × 7 sentences × 30 participants), 113 were discarded. As two of the prefixes used are bisyllabic, the following analyses are based on a total of 2278 syllables. The results were analyzed in terms of sentence category (“w+s+,” “w+s−,” “w−s+,” “w−s−,” “sb,” “mb,” “wb”) and syllable identity ([ɂʊm], [ɂʊn], [tɐ], [?y:], [bɐ], [dʊʁç]).

Duration

Figure 3 gives an overview of vowel duration results for the seven sentence categories examined. Wilcoxon rank sum tests comparing sentence categories across syllables (corrected for 21 comparisons) showed phrase-final prefixes (“sb”) to be significantly longer than those in the other categories (W > 87,000, p < 0.0001). A small influence of word stress was also observed, with syllables and vowels being longer when appearing in lexically stressed compared to unstressed prefixes (“w+s+” vs. “w−s+,” “w+s−” vs. “w−s−,” W > 62,000, p < 0.0001). Vowel duration of lexically stressed prefixes was slightly reduced if the verb was not in the focus of the sentence (“w+s+” vs. “w+s−,” W = 59,074, p < 0.05). Finally, there was a small tendency for prepositions or conjunctions to have slightly longer syllables and vowels than segmentally identical bound prefixes (“wb” vs. “mb,” W > 59,000, p < 0.05).


[image: image]

FIGURE 3. Vowel duration. Duration values in across syllables for the seven sentence categories.



Syllable and vowel durations were also analyzed for combinations of syllable identity and sentence category (corrected for 861 comparisons, see Table 3 for mean values). All investigated syllables were significantly longer when they occurred in separated sentence-final prefixes than in other contexts (“sb” vs. others, W > 2400, p < 0.0001). Differences in vowel duration were significant for all syllables except [ɂʊn]. Here, differences between separated prefixes and bound prefixes in lexically stressed and potentially accented positions (“sb” vs. “w+s+”) failed to reach significance, and comparisons between separated prefixes and segmentally identical function words (“sb” vs. “wb”) were significant on a lower level (W = 2386, p < 0.01) than the other comparisons (W > 2200, p < 0.0001). No significant influences were shown for word boundary (“mb” vs. “wb”) or sentence stress (“w+s+” vs. “w+s−,” “w−s+” vs. “w−s−”). Effects of word stress on syllable and vowel duration are summarized in Table 4.

Table 3. Mean duration.
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Table 4. Duration statistics for lexical stress.
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Prominence

Prominence estimates for the individual syllables in the seven sentence categories are shown in Figure 4. Wilcoxon rank sum tests for sentence categories across syllables (corrected for 21 comparisons) showed that lexically stressed prefixes tended to receive significantly higher prominence values than unstressed ones in accented as well as unaccented conditions (“w+s+” vs. “w−s+,” W = 72,651, p < 0.0001; “w+s−” vs. “w−s−,” W = 59,677, p < 0.01). Sentence stress differences were significant for lexically stressed prefixes (“w+s+” vs. “w+s−,” W = 63,503, p < 0.0001). Separated, phrase-final prefixes were particularly high in prominence (“sb” vs. others, W > 76,000, p < 0.0001), while no effect of word boundary was observed (“mb” vs. “wb”).
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FIGURE 4. Prominence values. Estimates of acoustic prominence for the individual syllables in the seven sentence categories.



In tests for combinations of sentence categories and syllables (corrected for 821 comparisons) differences related to word and sentence stress mostly failed to reach significance. Word stress effects were found for [ɂyː] and [dʊʁç] in accented conditions as well as for [ɂʊm] and [ɂʊn] in unaccented conditions (see Table 5). Effects of sentence stress were only shown in the case of lexically stressed [dʊʁç] (“w+s+” vs. “w+s−,” W = 2189, p < 0.0001). In separated, phrase-final prefixes, syllables often received significantly higher prominence values than in the other categories (“sb” vs. others, W > 1900, p < 0.05). Exceptions for this last tendency were found for [tɐ] (“sb” vs. “w+s+,” “sb” vs. “w+s−”), [bɐ] (“sb” vs. “w+s+,” “sb” vs. “w−s+”), and [dʊʁç] (“sb” vs. “w+s+,” “sb” vs. “w−s−”). No significant differences appeared between bound prefixes and corresponding prepositions or conjunctions (“mb” vs. “wb”) or between unstressed prefixes in accented and unaccented conditions (“w−s+” vs. “w−s−”).

Table 5. Prominence statistics for lexical stress.
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Spectral similarity

For each target syllable in each sentence category, we calculated the level of similarity between prefixes produced by the same speaker in the two verb contexts. Wilcoxon rank sum tests comparing sentence categories across syllables (corrected for 21 comparisons) showed significant differences in syllable similarity for stressed versus unstressed prefixes in accented conditions (“w+s+” vs. “w−s+,” W = 16,183.5, p < 0.01, mean values: 0.889 vs. 0.848). Sentence stress differences in stressed prefixes had only a marginally significant effect (“w+s+” vs. “w+s−,” W = 14,189.5, p = 0.052, mean values: 0.889 vs. 0.864). Separated, phrase-final prefixes (“sb,” mean: 0.897) received significantly higher similarity values (W > 16,000, p < 0.001) compared to all examined categories except for stressed and potentially accented prefixes (“w+s+”). Effects were most pronounced for the syllables [ɂyː], [dυʁç], and, to a lesser extent, [ɂʊn], although results failed to reach significance when combinations of syllables and sentence categories were investigated (corrected for 821 comparisons).

In an analysis of spectral similarity between sentence categories for syllables produced by the same speaker in the same verb context, comparisons with separated, phrase-final prefixes tended to result in lower values than comparisons between the other sentence categories (“sb” vs. others). This effect was shown to be significant (W > 57,000, p < 0.0001) in tests for combinations of sentence categories (corrected for 210 comparisons). Lexically stressed prefixes were significantly closer to those in sentence-final prefixes than syllables in unstressed prefixes (“w+s+” and “sb” vs. “w−s+” and “sb,” “w+s−“ and “sb” vs. “w−s−” and “sb,” W > 64,000, p < 0.001, mean values: 0.794 vs. 0.748 and 0.799 vs. 0.765). Here as well as for the comparisons within sentence categories, effects were most clearly visible for [ɂyː] and [dʊʁç]. An analysis of similarity between sentences in the “sb” category and those in the other categories combined with syllable identity (corrected for 630 comparisons) showed significant differences between stressed and unstressed [ɂyː] in accented conditions (“w+s+” and “sb” vs. “w−s+” and “sb,” mean values: 0.816 vs. 0.709, W = 2552, p < 0.0001).

Discussion

Apart from Dogil and Williams (1999), there have been hardly any studies examining the interaction of word and sentence stress in German. In our paper, we examine the extent to which canonical word stress differences and additional semantic contrasts triggered differences in the word and sentence stress patterns which in turn were visible in the acoustic realization of the target syllables. Based on German language corpus studies as well as evidence from other Germanic languages, we expected lexically stressed syllables to be longer than unstressed syllables in accented as well as unaccented conditions. We also predicted an effect of word and sentence stress on acoustic prominence levels compared to the immediate surroundings. Although spectral parameters have been shown to be affected by stress, we had no clear hypotheses as to how word and sentence stress might influence similarity across and within sentence categories. Our study indeed showed a significant influence of lexical stress on duration values for all investigated prefixes apart from [ɂʊm]. When sentences were given a broad focus, even the lexically unstressed second syllables of the prefixes ['ɂʊn.tɐ] and ['ɂyː.bɐ] were affected. This result may be explained by accentual lengthening of the word carrying sentence stress, as there is evidence that in English and Dutch this effect is stronger to the right of the lexically stressed syllable than to the left (Cambier-Langeveld and Turk, 1999). There was also a tendency for stressed syllables to be higher in prominence and more similar to syllables in sentence-final prefixes than unstressed ones. When no deaccentuation cues were given, lexically stressed syllables were more similar across verb contexts than unstressed syllables. Results for prominence and spectral similarity mostly failed to reach significance in a syllable-by-syllable analysis. One reason for the small size of the word stress effects might be that all investigated syllables except [ɂyː] had lax vowels, since these have been found to have a considerably reduced effect of lexical stress on duration (Mooshammer et al., 1999; Kleber and Klipphahn, 2006). Although there was a slight effect of sentence stress on duration and prominence values of lexically stressed syllables, it almost never reached significance in a syllable-by-syllable analysis. Although the data was not analyzed perceptually, auditory impressions suggest that participants often placed a secondary accent on the target verb in unaccented conditions—perhaps because they wanted to better clarify the intended word meaning or because the given cues were not strong enough. Particularly in the case of the verbs ['dʊʁç.ʃaʊ.ən] (“to look through”) and ['ʊm.faː.ʁən] (“to run over”), effects of final lengthening might also have played a role, as these were sentence-final in the unaccented, but not in the accented conditions. The unusually strong effect of sentence stress on prominence levels for [dʊʁç] may have been due to the fact that ['dʊʁç.ʃaʊ.ən] was one of the few verbs where the potentially contrasting sentence stress in the unaccented condition would actually fall on the syllable used as preceding context by the tagger.

As was to be expected, a large effect of sentence boundary on syllable and vowel duration was observed. All examined syllables, including the first syllables of the prefixes ['ɂʊn.tɐ], and ['ɂyː.bɐ], were considerably lengthened when appearing in sentence-final, separated prefixes. The results confirm findings by Kohler (1983) and Silverman (1990), according to which sentence-final lengthening extends beyond the final syllable. Effects of sentence boundary were also found for prominence and spectral similarity, although not all syllables were affected equally. The interpretation of possible word boundary effects is not straightforward. A longer duration of free words might be expected due to effects of word-final lengthening (e.g., Beckman and Edwards, 1990) or polysyllabic shortening (e.g., Turk and Shattuck-Hufnagel, 2000; White, 2002), as bound prefixes were not followed by a word boundary and therefore appeared in longer words than the corresponding prepositions or conjunctions. Also, bisyllabic items had lexical stress on the first syllable as free words, but not as bound prefixes. On the other hand, there might have been counteracting influences of word frequency and accentual lengthening, as the verbs used were generally less frequent than the matching function words and tended to attract sentence focus. In our study, syllables in bound prefixes tended to be slightly shorter than when they occurred in segmentally identical prepositions or conjunctions, with the first syllable of the bisyllabic ['ɂʊn.tɐ] and ['ɂyː.bɐ] being affected more strongly than the second syllable. No influence was found for prominence and similarity values, and the word boundary effect was not significant in a separate investigation of the individual target syllables.

EXPERIMENT 2: LEXICAL CLASS AND WORD FREQUENCY

Of the 2160 items recorded (8 words × 3 contexts × 3 lexical classes × 30 participants), 310 had to be omitted from the analysis. Results are based on the remaining 1850 items, which were investigated with regards to the factors lexical class (“dp,” “rp,” “da”) and word identity (“der masc.,” “der fem.,” “die sg.,” “die pl.,” “das,” “dem masc.,” “dem neut.,” “den”).

Duration

In terms of syllable and vowel duration, demonstrative pronouns tended to be slightly longer than segmentally identical definite articles, with relative pronouns usually falling somewhere in between. This trend was especially noticeable for feminine “der” as well as masculine and neuter “dem.” Differences for “den,” masculine “der,” and singular “die” were less pronounced, while hardly any changes were observed for “das” and plural “die” (see Table 6 for mean values). Two-Way ANOVAs were computed to examine the influence of word identity and lexical class on log-transformed syllable and vowel duration values. Significant effects (p < 0.0001) were found for word identity [syllable duration: F(7, 1824) = 147.8, vowel duration: F(7, 1824) = 61.2], lexical class [syllable duration: F(2, 1824) = 123.2, vowel duration: F(2, 1824) = 109.3], and their interaction [syllable duration: F(14, 1824) = 8.6, vowel duration: F(14, 1824) = 11.0]. Tukey's HSD tests were used to further investigate the data. In terms of syllable as well as vowel duration, significant differences (p < 0.001) were found between masculine and neuter “dem” and between masculine and feminine “der,” but not between singular and plural “die.” Significance levels for the interaction between lexical class and word identity are given in Table 7.

Table 6. Mean duration.
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Table 7. Interaction of lexical class and word identity.
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Prominence

Across items, prominences were higher for demonstrative pronouns than for relative pronouns and definite articles. Definite articles were minimally less prominent than relative pronouns. Figure 5 shows results by lexical class for the individual words. Combinations of word identity and lexical class were analyzed using Wilcoxon rank sum tests (corrected for 276 comparisons, see Table 8). No significant differences between lexical classes were found for neuter “dem” or “den.” For all other items except masculine “dem,” demonstrative pronouns tended to receive higher prominence values than relative pronouns. Demonstrative pronouns were more prominent than definite articles for masculine and feminine “der” and masculine “dem.” While definite articles tended to be more prominent than relative pronouns for masculine “der,” singular and plural “die,” and “das,” an opposite trend was visible for masculine “dem.”


[image: image]

FIGURE 5. Prominence values. Estimates of acoustic prominence for the individual words in the roles of demonstrative pronoun (dp), relative pronoun (dp), and definite article (da).



Table 8. Prominence statistics for differences in lexical class.
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Spectral similarity

Similarity levels were computed for segmentally identical items belonging to the same lexical class and produced by the same speaker in different contexts. Across words, definite articles (mean value: 0.814) appeared to be minimally less consistent in their pronunciation than demonstrative or relative pronouns (mean values: 0.823, 0.823). The difference, however, was only significant in Wilcoxon rank sum tests (W > 739,000, p < 0.05, corrected for 3 comparisons) when similarities were calculated regardless of gender or class. No effects were found when word identity as well as segmental identity was controlled (corrected for 3 comparisons), or when lexical classes were compared separately for individual word identities (corrected for 276 comparisons). We also examined similarity levels between words belonging to different lexical classes (paired for speaker, word identity, and context). Here, we found a significant difference between similarity measures of relative and demonstrative pronouns on the one hand and relative pronouns and definite articles on the other (mean values: 0.861 vs. 0.850, W = 155,459.5, p < 0.05, corrected for 3 comparisons). In separate comparisons for individual word identities (corrected for 276 comparisons), this tendency was only confirmed for masculine “dem” (mean values: 0.893 vs. 0.831, W = 2651, p < 0.001).

Discussion

Definite articles were expected to have smaller duration values than segmentally identical relative or demonstrative pronouns due to effects of frequency and predictability. Not only are they much more common than the other lexical classes, the carrier sentences for the pronouns were specifically constructed to mirror the phonetic context of definite articles found in other sentences, probably increasing their artificiality and reducing the predictability of the target words. According to exemplar-theoretic approaches, definite articles might also be more strongly adapted to their surroundings, which would lead to lowered spectral similarity values across contexts. However, differences in pronunciation cannot always be explained by lemma frequency, and lexical classes may vary in the degree to which they can be emphasized. For instance, Jurafsky et al. (2000) found that although the English word “that” was most commonly used as a demonstrative pronoun, it tended to be longer in this function than when it was produced as a segmentally identical relative pronoun, complement, or determiner. In order to monitor for differences in emphasis, we also analyzed the target words' level of acoustic prominence in relation to their immediate context. In our investigation, we discovered significant differences between all three lexical classes in terms of syllable and vowel duration. Although these differences were not contradictory to lemma frequency effects, they did not mirror the fact that in German, frequency differences between the two types of pronouns are minimal compared to their difference to definite articles. The comparatively high duration of demonstrative pronouns was probably due to their semantic role, as it is their function to point out and emphasize the entity to which they refer. Results for acoustic prominence confirm that participants tended to emphasize demonstrative pronouns more strongly than relative pronouns or definite articles. Contrary to our expectations, we found only minimal effects and no consistent patterns in terms of spectral similarity within and between lexical classes.

A closer examination of the data revealed that the individual target words varied in the ways and extent to which they were affected by changes in lexical class. Duration differences were most stable in comparisons between demonstrative pronouns and definite articles. Relative pronouns often tended to be closer in duration to demonstrative pronouns than to definite articles. Plural “die” showed no duration effects whatsoever, and the only significant duration effect found for “das” was a slight difference in vowel duration between relative and demonstrative pronouns. Concerning acoustic prominence, it was striking that while any significant differences between demonstrative pronouns and definite articles was accompanied by significant effects of syllable and vowel duration, several words showed prominence differences between relative pronouns and the other two categories without any corresponding duration effects. Although relative pronouns were generally longer than definite articles, prominence levels tended to be lower, with only masculine “dem” showing a significant effect in the opposite direction. Only singular “die” showed contradictory duration and prominence results which were both significant. The conflicting prominence findings may have resulted from the difficulty in controlling the context of the target items. As relative pronouns are generally used to introduce relative clauses, the syllables preceding them tended to be clause-final and therefore subject to final lengthening. It is very likely that relative pronouns received particularly low prominence ratings by the tagger due to their relatively prominent preceding context. In the case of feminine “der,” masculine and neuter “dem,” and one sentence used for “den,” possible context lengthening was avoided by placing the relative pronouns in prepositional phrases. For these words, there was indeed no tendency for relative pronouns to be less prominent than definite articles, and prominence differences were supported by differences in syllable and vowel duration.

SUMMARY

This paper describes results from two experiments designed to disentangle various influences on syllable pronunciation in German. In the first experiment, we found clear differences due to word stress and sentence boundaries, while effects of sentence stress and word boundaries were smaller in size and less consistent across stimuli. In the second experiment, differences between segmentally identical demonstrative pronouns, relative pronouns, and definite articles were found that could be related to lemma frequency, semantic function, and sentence structure. In both experiments, duration was shown to be the most robust of the investigated cues for disambiguating word meanings. Measures of acoustic prominence added valuable information on how strongly syllables were emphasized, but also proved to be highly sensitive to differences in context. Finally, an examination of spectral similarity revealed that syllables in lexically stressed prefixes were less variable across contexts and closer in pronunciation to sentence-final realizations than unstressed prefixes. Separate investigations of individual target syllables often failed to reach significance in terms of acoustic prominence and spectral similarity, suggesting that other influences may also have been of importance. Especially prominence and similarity measures often failed to reach significance in these detailed analyses. A larger study covering a greater number of contexts and using a separate quasi-random order of sentences for each speaker, possibly followed by a perception study to confirm the results, might lead to more robust findings.
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Three eye-tracking experiments tested whether native listeners recognized reduced Dutch words better after having heard the same reduced words, or different reduced words of the same reduction type and whether familiarization with one reduction type helps listeners to deal with another reduction type. In the exposure phase, a segmental reduction group was exposed to /b/-reductions (e.g., minderij instead of binderij, “book binder”) and a syllabic reduction group was exposed to full-vowel deletions (e.g., p'raat instead of paraat, “ready”), while a control group did not hear any reductions. In the test phase, all three groups heard the same speaker producing reduced-/b/ and deleted-vowel words that were either repeated (Experiments 1 and 2) or new (Experiment 3), but that now appeared as targets in semantically neutral sentences. Word-specific learning effects were found for vowel-deletions but not for /b/-reductions. Generalization of learning to new words of the same reduction type occurred only if the exposure words showed a phonologically consistent reduction pattern (/b/-reductions). In contrast, generalization of learning to words of another reduction type occurred only if the exposure words showed a phonologically inconsistent reduction pattern (the vowel deletions; learning about them generalized to recognition of the /b/-reductions). In order to deal with reductions, listeners thus use various means. They store reduced variants (e.g., for the inconsistent vowel-deleted words) and they abstract over incoming information to build up and apply mapping rules (e.g., for the consistent /b/-reductions). Experience with inconsistent pronunciations leads to greater perceptual flexibility in dealing with other forms of reduction uttered by the same speaker than experience with consistent pronunciations.

Keywords: reduction, word-specificity, generalization, learning, adaptation, eye-tracking

INTRODUCTION

In casual speech, speakers tend to articulate in a sloppy way. They frequently reduce words by slurring and even omitting segments or syllables (Ernestus, 2000; Patterson et al., 2003; Johnson, 2004; Mitterer and McQueen, 2009). A given native Dutch speaker may for example reduce the /b/ in bandiet “bandit” to [m] or leave out the first vowel in kanaal “canal” (Schuppler et al., 2011). Listeners might get used to such pronunciation habits; they may recognize a reduced word better the second time and they may be able to adjust rapidly to new forms of reduction produced by the same speaker. The present study investigates whether listeners adapt to a given reduction type (/b/-reductions or full-vowel-deletions) and, if so, how they adapt by asking if they can apply their knowledge to previously unheard reduced words of the same reduction type and/or of the other reduction type. Put another way, the present study tests word-specific learning effects as well as generalization of learning within and across reduction types.

Listeners are usually not aware that they encounter numerous reduced word forms every day (Kemps et al., 2004; Ernestus and Warner, 2011). They use the information provided by the sentence context or also the wider discourse context to predict and, if necessary, restore the upcoming word (Ernestus et al., 2002; Brouwer et al., 2013). On a lower level, listeners are also able to exploit the fine phonetic detail present in reduced forms to distinguish for instance between a reduced form [spɔːt] of support and the unreduced form [spɔːt] sport (Manuel, 1992).

Another mechanism which listeners may use to recognize reduced forms better is adaptation, as perceptual learning may be especially important when the conditions for spoken-word recognition become challenging.

Adaptation, for instance, has been found to play a crucial role in recognizing regional and foreign-accented speech (Clarke and Garrett, 2004; Floccia et al., 2006; Mitterer and McQueen, 2009). Listeners are able to adapt rapidly to these deviant pronunciations and can apply their acquired knowledge to the way they process other words (Witteman et al., 2013).

The present study tests whether a similar adaptation process also takes place when listeners encounter reduced words in their native language. Like regional and foreign-accented words, reduced words are also variants of canonical pronunciations, but the reduction types chosen for investigation in the present study (/b/-reductions and full-vowel-deletions) were not regionally marked. In contrast to regional and foreign accents, reductions affect predominantly unstressed segments and syllables. They are therefore probably less salient. This might make it harder for listeners to adapt to reduced speech than to regional or foreign-accented speech.

The present study investigates potential adaptation processes and their possible constraints. Consider a Dutch listener hearing the word paraat “ready” pronounced as p'raat. Different patterns of adaptation are possible that vary in how general they are. First, no adaptation whatsoever may be found. Second, the listener may find it easier to recognize a second instance of the same word with the same reduction pattern. This would be similar to the recognition benefits for words repeated in the same voice that provide some of the evidence for episodic models of word recognition (Nygaard et al., 1994; Goldinger, 1996, 1998; Nygaard and Pisoni, 1998). Third, listeners may learn that this speaker generally deletes vowels in unstressed syllables. This abstractionist learning may be quite specific, so that only very similar reductions to p'raat benefit (e.g., Parijs “Paris” produced as P'rijs; note that the Dutch rendition is stressed on the second syllable) or it may include reductions of unstressed vowels in other contexts (e.g., kanaal “canal” produced as k'naal). The strongest possible generalization would be that the listener assumes that this speaker reduces a great deal and hence finds it easier to recognize any kind of reduction uttered by the speaker.

Finding a word-specific learning effect, that is, better recognition of a reduced word on hearing it for the second time compared to the first time, would be evidence for episodic storage of reduced forms. In contrast, observing generalization of learning to new words of the same reduction type (e.g., generalization from p'raat to P'rijs or k'naal) would indicate that an abstraction process is taking place and that it occurs at a prelexical level. Storing reduced forms alone cannot account for easier recognition of previously unheard reduced words (McQueen et al., 2006; Cutler et al., 2010). In a purely episodic account of lexical access, there is no way to adjust weights of sublexical units like segments and syllables to build up rules that capture regular reduction processes (e.g., “Potentially restore a bilabial nasal in an unstressed syllable to a bilabial voiced stop if followed closely by another nasal”). Finding generalization of learning to new words of the same reduction type would thus support the claim that there is abstraction in lexical access. Observing generalization of learning from one reduction type to another may also be evidence for abstraction—if there is enough similarity between the reduction types to abstract over the respective mapping rules. Consider, for example, two types of prefix reductions, such as ge- /gə/ → /g/ and be- /bə/ → /b/ in German. An abstraction rule may be: “Potentially insert a schwa after an initial voiced stop” (instead of “… after an initial voiced velar/bilabial stop”). However, should generalization of learning across reduction types be found for very different reduction types, such as the /b/-reductions and full-vowel-deletions examined here, this would more likely indicate a non-specific adjustment and be evidence for the flexibility of the perceptual system. That is, instead of specific adaptation processes (storage of reduced forms and/or abstraction of reduction rules), listeners could make a more general adjustment to the current talker's speaking style.

To test these possible adaptation effects, the printed-word eye-tracking paradigm (McQueen and Viebahn, 2007) was used. In the exposure phase, one group of participants was exposed to segmental reductions, another group was exposed to syllabic reductions and a third group was exposed only to canonical pronunciations. The first group, the segmental reduction group, heard /b/-reductions, where the word-initial /b/ was reduced to a bilabial nasal (e.g., minderij instead of binderij “book binder”). The second group, the syllabic reduction group, heard words in which the first, unstressed full vowel was deleted (e.g., p'raat instead of paraat “ready”). The third group, the control group, heard the same words as the two experimental groups during the exposure phase but all in unreduced form (e.g., binderij and paraat).

In order to assess the frequency with which our chosen reduction types (/b/-reductions and full-vowel-deletions) occur in spontaneous speech, we conducted a corpus study following the principles of Pluymaekers et al. (2005). First, all sound files containing a /b/-initial word with a nasal in third position and an unstressed first syllable were extracted from the Corpus of Spoken Dutch (Oostdijk, 2000). Per word type (this notion here not only describes words belonging to different lemmas but also different word forms of one lemma, e.g., an inflected verb form or the plural of a noun) only one token was randomly chosen to determine its phonetic realization. Out of 65 word types, six showed a /b/ → [m] reduction in the first segment (i.e., 9.2% of the considered cases). A similar analysis was conducted to assess the frequency of full-vowel-deletions in initially unstressed words. The vowel was deleted in eight out of 66 word types (i.e., in 12.1%) containing either a voiceless plosive (/p/, /k/) or a voiceless velar fricative (/x/) in first position and an alveolar nasal or liquid in third position. This was also the segmental structure used in the syllabic reduction condition. The chosen reduction types were thus indeed real-world phenomena and comparable in terms of frequency.

These two reduction types were chosen to examine adaptation to two different-sized linguistic units, the phoneme and the syllable, and the possible interaction of the adaptation effects. An earlier study showed that listeners adapt to syllabic reductions involving a morpheme: After exposure to words containing the reduced prefix ver- (realized as [fː]), Dutch listeners recognized previously unheard reduced ver-words better than a control group (Poellmann et al., under revision). In the present study, we test whether this is also the case for non-morphemic syllables. The deletion of the unstressed, full vowel in CVC-initial words like paraat always leads to a reduction in the number of syllables, which is why this reduction type is called “syllabic.” A pure comparison of morphemic and non-morphemic reductions, however, turned out to be impossible in Dutch. Ideally, one would like to compare a morphemic reduction type (that only affects one specific morpheme, i.e., the same strings of segments, such as Dutch ge-) to a non-morphemic reduction type that also only affects one specific string of segments (e.g., pa-). The Dutch lexicon, however, does not contain enough words starting with one specific unstressed non-morphemic syllable to conduct such an experiment. This constraint on the (non-)morphemic status hence leads inevitably to higher variability in the segmental structure of the CVC-targets compared to the ver-targets examined in Poellmann et al. (under revision). This difference in the degree of consistency with which words are reduced in the two conditions allowed us to ask whether phonological consistency determines which adaptation processes (e.g., storage, abstraction rules, general flexibility) listeners are able to use.

In the test phase, all three groups of participants heard /b/-reductions and vowel-deletions. The reduced words were either the same as in the exposure phase (in Experiments 1 and 2) or different (in Experiment 3). If listeners adapt to a given reduction type and if they can transfer this knowledge to new words (Experiment 3) and/or to other reduction types (Experiments 1–3), participants in the experimental groups should recognize reduced words better than participants in the control group.

Regardless of the specifics concerning the reduction (such as size of the reduced unit or input consistency), it seems plausible that a reduced word can be recognized more easily if it is encountered a second time. We therefore expect to find word-specific learning effects for both /b/-reductions and vowel-deletions.

Moreover, we predict that learning about /b/-reductions generalizes to new words that are reduced in the same way. Such generalization effects have been observed for a similar kind of /b/-reduction where the word-initial voiced stop was reduced to a labio-dental approximant [ν] (Poellmann et al., under revision) and for learning about segmental idiosyncrasies (McQueen et al., 2006). In the McQueen et al. (2006) study, listeners adapted to an ambiguous sound (between /s/ and /f/) and transferred their knowledge to previously unheard minimal pairs that only differed in containing either /s/ or /f/.

The predictions concerning within-reduction-type generalizations for full-vowel-deletions are less clear. The constraint on the (non-)morphemic status of the syllable leads to higher variability in the segmental structure of the CVC-targets compared to the /b/-targets. If the input has to be highly consistent for the creation of abstract mapping rules, we might not observe generalization of learning.

The two reduction types under investigation differ in several respects, such as the degree of reduction (weakening of the [b] vs. deletion of the vowel), in the segment that is reduced (bilabial voiced stop vs. full vowel) and in the position the reduced segment occurs (first position for /b/-reductions vs. second position for vowel-deletions). In order to observe generalization of learning across reduction types, listeners would hence have to adapt on a fairly global level. However, such global adjustments to challenging listening conditions have been observed before (Brouwer et al., 2012; McQueen and Huettig, 2012).

EXPERIMENT 1

The aim of Experiment 1 was to test whether listeners are able to recognize segmental and syllabic reductions better when they have already encountered the same words in reduced form before. Experiment 1 also asked whether learning about reductions might generalize from one reduction type to another (i.e., from /b/-reductions to full-vowel deletions and/or vice versa). In the exposure phase, one group was exposed to /b/-reductions (segmental reduction group), a second group was exposed to full-vowel deletions (syllabic reduction group), while a third group was exposed to canonical forms only (control group). In the test phase, all three groups were tested on reduced-/b/ words and vowel-deleted words. Importantly, these reduced words had already occurred in reduced or canonical form (depending on the group) in the exposure phase. If listeners can adapt to reduced words, the segmental reduction group should recognize the reduced-/b/ words better than the syllabic reduction group and the control group because of their previous exposure to these words in reduced form. The same holds for participants in the syllabic reduction group: If they can adapt to vowel-deleted words, they should perform better on these words than the segmental reduction group and the control group. If listeners can additionally transfer their knowledge about one reduction type to another, the segmental reduction group should outperform the control group on the vowel-deleted words and the syllabic reduction group should outperform the control group on the reduced-/b/ words.

METHODS

Participants

Seventy-five participants of the Max Planck Institute's subject pool, all native speakers of Dutch, were paid to take part. All reported normal hearing and normal or corrected-to-normal vision.

Design

Participants were randomly assigned to one of three groups: a segmental reduction group, a syllabic reduction group and a control group. They listened to sentences, saw four printed words on a computer screen and were asked to click on the word that occurred in the sentence. Improved word recognition in a visual-world eye-tracking experiment can be reflected by faster and more accurate mouse clicks on the target word as well as higher fixation proportions toward the target and away from the similar sounding competitor. We thus measured Reaction Times (RTs) and accuracy of mouse clicks and fixation behavior.

In the exposure phase, participants were exposed to words that were potentially reduced (see the experimental exposure trials in Table 1) but which did not appear on the screen. Instead, they saw (and had to click on) target words that occurred later in the sentences. All three groups were also exposed to unreduced /m/- and unreduced consonant-cluster-words (e.g., /mɑtros/ matroos “sailor” and /knɔflok/ knoflook “garlic”); they also had to click on these filler stimuli.

Table 1. Experimental design and types of stimuli in Experiments 1 and 2.
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In the test phase, all three groups heard reduced /b/-words and vowel-deleted words in the experimental trials. These were the same words as had appeared in the exposure phase (e.g., [mɪndərεɪ] instead of [bɪndərεɪ] binderij “book binder” and [prat] instead of [parat] paraat “ready”). All groups also heard new canonical /m/- and new canonical consonant-cluster words. The reduced /b/-words, the vowel-deleted words, the unreduced /m/-word fillers and the consonant-cluster filler words were all targets and were therefore displayed on the computer screen in (canonical) orthographic form.

Materials

The target words (i.e., the words participants had to click on) appeared toward the end of spoken sentences. Each target word occurred in a different sentence context not containing any further /b/s in unstressed syllables or any further unstressed CVC-sequences which would result in legal consonant clusters when omitting the vowel. The potentially reduced item occurred before the target word in the experimental trials (e.g., Pas in een [b]/[m]inderij wordt een boek of tijdschrift afgemaakt “Only at a book binder, a book or magazine gets finished,” where bold font indicates the target word and underlining marks the potentially reduced critical item). This was done to prevent participants from clicking on the same words twice, once in the exposure phase and once in the test phase. In the test phase, the semantic contexts preceding the target words were kept uninformative (e.g., Het tekstverwerkingprogramma kende het woordje [m]inderij niet “The word processor did not know the word book binder”). During each sentence, there were always four printed words on the screen. In the test trials, these were a /b/-word, a /m/-word, a CVC-word and a consonant-cluster word (see Figure 1 for an example display).
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FIGURE 1. Example display of a test trial in Experiments 1–3.



The test phase consisted of 48 experimental trials containing either /b/-targets or CVC-targets and 48 filler trials containing either /m/-targets or CC-targets. For each type of target word (/b/-target, /m/-target, CVC-target, and consonant-cluster-target), 24 target-competitor pairs were selected (see Table S1 for the /b/-targets, the CVC-targets, and their respective competitors). If a /b/-word was the target, a /m/-word was the competitor and vice versa. The same holds for CVC- and consonant-cluster-targets. All /b/- and /m/-initial words contained an unstressed first syllable. In second position, any vowel including schwa could occur followed by a nasal in third position. The latter condition was necessary for all /b/-targets to motivate nasalization at the beginning of the word. However, there are not sufficient /m/-initial words in Dutch containing a nasal in third position to create perfectly matched pairs of /b/-targets and /m/-competitors. Ideally, /b/-words and /m/-words should be as similar as possible with as much overlap in the reduced forms as possible (e.g., binderij “book binder” pronounced as [mɪndərεɪ] overlaps in the first two syllables with [mɪndərjarəx] minderjarig “underage”). Due to the infrequent occurrence of a nasal in third position following an /m/ in first position, the /m/-targets contained a random consonant in third position (and so did the corresponding /b/-competitors; e.g., moeras “swamp” and boerin “farmer's wife”). Target-competitor pairs were further matched in terms of number of syllables, stress pattern and word frequency [taken from SUBTLEX-NL (Keuleers et al., 2010)] as much as possible (see Table S1).

The principles of as much overlap and similarity as possible between targets and competitors also applied to the (reduced) CVC- and (unreduced) consonant-cluster-words. CVC-words started with an open syllable, consisting of a voiceless consonant (either /p/, /k/, or /x/) and a full vowel, followed by a liquid or /n/ in third position (e.g., paraat “ready”), so that the sequence resulting from vowel deletion would be a phonotactically legal consonant cluster in Dutch. The consonant-cluster words started with the same voiceless consonants directly followed by a liquid or [n] (e.g., praat “talk”). While the stress of the CVC-words was on the second syllable, the consonant-cluster-words were stressed on the first syllable, so that both word types were matched on stress pattern when the full vowel of the CVC-words was deleted (e.g., p'RAAT for paRAAT “ready” and PRAAT “talk”). Again, target-competitor pairs were matched on number of syllables (in the reduced form) and word frequency (see Table S1).

The exposure phase consisted of 96 trials in total. Half of them were filler trials containing /m/-targets or CC-targets. The 48 experimental trials contained potentially reduced /b/-words or CVC-words that did not appear on the screen. The only constraint for the target-“competitor” pairs on the screen was that they did not overlap.

Stimulus construction

Digital recordings of the stimuli were made by a female native speaker of Dutch in a sound-proof booth, sampling at 44.1 kHz. She was instructed to produce the sentences in a casual way, not just reading them aloud. For sentences containing canonically pronounced /b/-targets, an additional set containing reduced forms was created by replacing the /b/ with an /m/ from a word with the same vowel context. The spliced parts were adjusted in pitch (with PSOLA in PRAAT, Boersma and Weenink, 2010) and intensity to their new context. The transitions in amplitude preceding and following the spliced-in [m]s were smoothed where necessary in order to reduce splicing artifacts. The set of sentences containing reduced CVC-words was created by cutting out the first (unstressed) vowel of the recorded versions of these words with intact vowels. Sentence contexts were thus identical across the reduced and unreduced forms of each target word. Filler sentences containing /m/- and consonant-cluster-targets were not manipulated.

Procedure

Participants were seated in a sound-attenuated booth at a comfortable viewing distance from the computer screen. Eye movements were monitored using an SR Research EyeLink 1000 set-up, sampling at 1 kHz. The auditory stimuli were presented to the participants over headphones. Prior to the experiment, participants received written instructions that informed them that they would see four printed words on the screen and asked them to click on the word that occurred in the sentence.

At the beginning of each trial, a fixation cross appeared in the center of the screen for 500 ms. Four printed words (in a 25-point Arial font) were then presented. After 1500 ms, the auditory stimulus was played. As soon as participants had listened to the entire sentence and had clicked with the mouse on the screen, the following trial was initiated. Every 10 trials, a drift correction was carried out. Participants had the opportunity to take a break after every 50th stimulus. The experiment started with six practice trials. The 96 exposure trials in random order were followed by 96 test trials in random order. Randomization was different for each participant. An experimental session took approximately 25 min.

RESULTS

Exclusion criteria

Mouse click responses (reaction time and accuracy data) and eye movements served as dependent variables. For the eye-tracking data, we analyzed the data from the participant's right eye. For the analysis of the eye-tracking data, a total of 2.9% of the trials were excluded, because participants either appeared to have looked away from the screen (2.0%) or failed to click on the target or the potentially confusable competitor (0.9%). Clicks on the competitor were not excluded from all of the analyses, as the competitors sometimes better fitted the exact auditory input with reduced forms than the targets. For instance, reduced p'raat better fitted the canonical form of the competitor praat than the canonical form of the target paraat. Furthermore, the semantics of the test sentences did not make clear which word was the target. In the case of minimal pairs such as paraat and praat, participants thus never received disambiguating information about which of the two words they should click on. Therefore, clicks on competitors were not regarded as errors in the analyses of the eye-tracking and the reaction time data. Note also that excluding trials from the eye-tracking analysis in which participants clicked on the competitor would invalidate any learning effects. Presumably, participants look more at the competitor when they click on it. Excluding these trials would result in a greater preference for the target over the competitor and would thus misleadingly indicate a greater learning effect than was actually present. Moreover, the focus in the RT analyses is on the comparisons across the three exposure groups; these comparisons are thus orthogonal to any differences between targets and competitors. Click responses to competitors, however, were regarded as incorrect in the analysis of the accuracy scores.

The upper part of Table 2 displays descriptive statistics on RTs for trials in which participants clicked either on the target or on the phonological competitor in the test phase of Experiment 1. Participants in the syllabic reduction group took longer to respond than participants in the segmental or no-reduction group. Participants, however, were not asked to respond as fast as possible. Some participants chose to do so; others waited for the sentence to finish before giving a response. The high standard deviation (SD) values reflect these different strategies. Extreme cases, that is, trials in which participants responded either too fast or too slowly, were also excluded. To do that, a linear mixed-effects model containing only participants and items as random effects and Trial Number as fixed effect was run. The residuals of this atheoretical model were computed. Based on visual inspection of a residual plot, 19 trials (0.5%) in the test phase (with residuals either below −1300 or above 3200 ms) were excluded.

Table 2. RTs in ms in the test phases of Experiments 1 and 2 for clicks on targets and competitors.
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Statistical testing

Linear mixed-effects models were used to analyze the click responses (accuracy1 and RT2) and the eye movement3 data on the experimental trials (the /b/-targets and the CVC-targets). To account for the categorical nature of the accuracy data, we used a logistic regression model for these data (cf. Dixon, 2008; Jaeger, 2008). The eye-tracking data were transformed into fixation proportions using the empirical logit function. Participants and Items were entered in the model as random factors including random slopes for Items. Group served as fixed effect. The segmental reduction condition (/b/-words) and the syllabic reduction condition (CVC-words) were analyzed independently. This is because a comparison between these two word sets is difficult: Both had to conform to different phonological constraints and could hence not be balanced on other variables (such as word length, lexical frequency, etc.). We therefore focus on the comparison of how the different groups recognize each word set independently (a one-factorial design with three levels: exposed to /b/-reductions, exposed to vowel-deletions, and not exposed to reductions). Trial Number was entered as another fixed effect with values centered around zero in the models for the accuracy and RT data. This variable was added to account for additional variance, as task performance often improves over the course of an experiment. The results for Trial Number, however, will not be reported below. Thus, we tested whether RTs, accuracy scores and target preference (as determined by the difference between proportion of target and competitor fixations) for the reduced words were influenced by the fixed effect of Group. That is, we examine whether the groups differ in how fast and accurately they recognize the reduced /b/-words and the vowel-deleted words and whether they show different target-competitor preferences when they process reduced words. The control group was always mapped on the intercept, so that the analysis gives two regression weights for the factor Group, one for the difference between the control group and the segmental reduction group and one for the difference between the control group and the syllabic reduction group. For the eye-tracking analyses, we had no a priori expectations about when effects would occur. We therefore analyzed the fixation data at all time points, using sliding 200 ms time windows from 200 to 1500 ms after target onset starting at every 100 ms.

Test phase

Reaction time data. Figure 2A displays the mean RTs of all three groups for the reduced /b/-words (visual /b/-targets) and the vowel-deleted words (visual CVC-targets) in the test phase of Experiment 1. In the segmental reduction condition (/b/-targets), all three groups responded about equally fast and no significant differences between the groups emerged (bSegmental reduction group = −17.9, SE = 87.5, t = −0.2, p = 0.84; bSyllabic reduction group = 117.3, SE = 87.4, t = 1.3, p = 0.21). In the syllabic reduction condition (CVC-targets), there was also no main effect of Group (bSegmental reduction group = −32.7, SE = 98.9, t = −0.3, p = 0.77; bSyllabic reduction group = 1.7, SE = 97.4, t = 0.02, p = 0.98). That is, neither of the experimental groups responded faster than the control group to the reduced words. We thus did not observe any adaptation effects in the RT data.
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FIGURE 2. Mean RTs and SEs in the test phases of Experiment 1 (A), Experiment 2 (B), and Experiment 3 (D) and in the exposure phase of Experiment 3 (C). In the test phases, the /b/-words and CVC-words were reduced for all groups. In the exposure phases, the /b/-words were reduced only for the /b/-reduction group (segmental reduction group) and the CVC-words were reduced only for the V-deletion group (syllabic reduction group).



Accuracy data. The accuracy data in the test phase of Experiment 1 are displayed in Figure 3A in terms of percentage of correct click responses and SEs. In the segmental reduction condition (visual /b/-targets), the main effect of Group was significant. Both the segmental reduction group (bSegmental reduction group = 3.4, SE = 0.7, p < 0.001) and the syllabic reduction group (bSyllabic reduction group = 2.3, SE = 0.5, p < 0.001) gave more correct responses to /b/-targets than the control group. We thus observed an adaptation effect for both experimental groups in the accuracy data for the segmental reductions.
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FIGURE 3. Accuracy in % correct click responses and SEs for the reduced /b/-words (visual /b/-targets) and the vowel-deleted words (visual CVC-targets) in the test phases of Experiment 1 (A), Experiment 2 (B), and Experiment 3 (C).



For the syllabic reductions (visual CVC-targets), the main effect of Group was not significant (bSegmental reduction group = 0.2, SE = 0.3, p = 0.52; bSyllabic reduction group = 0.3, SE = 0.3, p = 0.26). That is, neither of the experimental groups differed from the control group. We thus did not observe a significant adaptation effect for either group.

Eye movement data. The eye movement patterns for the segmental reduction condition (visual /b/-targets) of the two experimental groups compared to the no-reduction control group are displayed in Figures 4A,B. Early on, in a descriptive time window from 200 to 500 ms after target onset, the control group (represented by black lines) looks more often to the competitors (dashed lines) when hearing a reduced /b/-word than the segmental reduction group (in red, Figure 4A) or the syllabic reduction group (in green, Figure 4B). From around 500 ms onwards, all three groups show a similar preference for the /b/-targets (solid lines).
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FIGURE 4. Proportion of fixations in the segmental reduction condition [reduced /b/-words in auditory input, visual /b/-targets on screen; (A,B)] and in the syllabic reduction condition [vowel-deleted words in auditory input, visual CVC-targets on screen; (C,D)] in the test phase of Experiment 1.



Statistical analyses considered time windows of 200 ms length which started at 200 ms after target onset and were then shifted by 100 ms (i.e., the following time windows were analyzed: 200–400, 300–500, 400–600, …, 1300–1500 ms). In the following and both subsequent experiments, only time windows showing significant effects are reported. If several consecutive 200 ms time windows were significant (e.g., the time windows 200–400 and 300–500 ms), the values reported are those for the accumulated time window.

The difference in target-competitor preference between the segmental reduction group and the control group did not reach significance. The main effect of Group, however, was marginally significant for the syllabic reduction group in the time window from 300 to 500 ms after target onset (bSyllabic reduction group = 0.6, SE = 0.3, t = 1.9, p = 0.06). That is, we observed a weak adaptation effect for the syllabic reduction group in the segmental reduction condition, hence a weak generalization of learning across reduction types.

Figures 4C,D display the corresponding eye movement data for the syllabic reduction condition (visual CVC-targets). In the first 900 ms after target onset, all three groups show a very similar pattern for the vowel-deleted words. Only later, the two experimental groups have descriptively a greater target preference for the CVC-targets than the control group.

Statistical analyses did not reveal a significant difference between the control group and the segmental reduction group, but revealed that the main effect of Group was significant in the time window from 1100 to 1400 ms for the syllabic reduction group (bSyllabic reduction group = 0.9, SE = 0.4, t = 2.2, p < 0.05). In this time window, the syllabic reduction group had a greater target-competitor preference for the CVC-words than the control group. For the syllabic reduction group, we thus found an adaptation effect.

DISCUSSION

In Experiment 1, we found adaptation effects for both the segmental and the syllabic reductions. Learning about segmental reductions was evident in the accuracy data but not in the eye-tracking data. For the syllabic reductions, this pattern was reversed: A learning effect was found in the eye-tracking data but not in the accuracy data. Moreover, there was also evidence of generalization of learning across reduction types. Generalization across reduction types, however, was only found in one direction: learning about vowel deletions generalized to /b/-reductions, as shown by the accuracy data and the eye movement data for the segmental reductions. In contrast, learning about /b/-reductions did not generalize. That is, the segmental reduction group could not apply their experience with reductions to the vowel-deleted words.

The learning effects found in Experiment 1 seem somewhat weak. An explanation for this may be that the potentially reduced words in the exposure phase were not highly predictable. Participants did not see the potentially reduced words on the computer screen during the exposure phase and these words appeared early in the sentences, which were in fact designed to predict the targets (e.g., in Pas in een [b]/[m]inderij wordt een boek of tijdschrift afgemaakt, the target tijdschrift is predictable and the potentially reduced word [b]/[m]inderij is not). Participants may therefore not have been able to predict potentially reduced words. Having information about the upcoming reduced words in advance could however facilitate learning. Jesse and McQueen (2011) found that adaptation to ambiguous fricatives did not take place if those fricatives occurred at the onset of a word presented in isolation. They concluded that lexical information likely has to be available when the ambiguous sound is initially being processed. The present study investigates adaptation to another form of deviation, which also occurs at the beginning of the words. Predictable sentence contexts may provide sufficient cues about the upcoming words so that adaptation may be possible. Experiment 2 was run to test this hypothesis.

EXPERIMENT 2

Experiment 2 tested whether providing additional information about the reduced words in the exposure phase might strengthen the learning effects found in Experiment 1. Therefore, we changed the exposure sentences for the experimental words, leaving the filler sentences for the /m/-words and the consonant-cluster words intact. The sentence contexts now predicted the potentially reduced words. To avoid the orthographic versions of the reduced words appearing twice on the screen, the clicking task was not used in the exposure phase. Instead, participants simply listened to the exposure sentences and were asked to answer questions about the content of some of the filler sentences (those containing /m/- or CC-words).

The test phase was kept the same as in Experiment 1, apart from minor changes in three sentences (see Methods section). Further purposes of Experiment 2 were to replicate the generalization effect from vowel-deleted words to reduced /b/-words found in Experiment 1 and to test whether, with predictable sentences, a generalization effect in the other direction (from reduced /b/-words to vowel deletions) might occur.

METHODS

Participants

Sixty Dutch participants of the Max Planck Institute's subject pool, none of whom had participated in Experiment 1, were paid for their participation. All had normal hearing and normal or corrected-to-normal vision.

Design

The design was similar to that in Experiment 1. The main difference was a change in task during the exposure phase, where participants had to answer questions regarding the content of some of the reduction-free sentences without their eye movements being tracked.

Materials

As in Experiment 1, the exposure and the test phases consisted each of 96 trials (48 experimental trials containing either /b/-words or CVC-words and 48 filler trials containing either /m/-words or CC-words). While for the fillers the same exposure sentences as in Experiment 1 were used, new exposure sentences were generated for the experimental conditions (the potentially reduced /b/-words and the vowel-deleted words). The critical words now appeared toward the end of the sentences (e.g., Als een manuscript gedrukt is, moet het naar de [b]/[m]inderij. “When a manuscript is printed, it has to go to a book binder”) and were predicted by the semantic context (see cloze test below). The materials for the test phase were taken from Experiment 1. Only three target words were changed slightly (bankier “banker” → bankiers “bankers,” benauwen “to oppress” → benauwd “sultry,” coulisse “wing [of theater stage]” → coulissen “wings, pl.”) so that it was possible to create more natural sentences for the exposure phase.

Cloze tests

Cloze tests were run to check the degree of predictability of the potentially reduced words in the exposure sentences. The 48 sentences were presented in a randomized order with the critical word replaced by a gap. Participants were instructed to complete these sentences with one word. They were asked to type in at least one answer but had the possibility to give up to seven. After typing in their answer(s), participants saw the same sentence again completed with the corresponding /b/- or CVC-target. They were asked to rate how well the proposed solution completed the sentence context on a scale from 1 (“Word does not fit at all”) to 7 (“Word fits perfectly”). The cloze tests were self-paced; it took participants 15 to 30 min.

An initial test with eighteen Dutch native speakers of the Max Planck Institute's subject pool, who had not participated in Experiment 1, showed that for some sentences the target word was mentioned in less than 25% of cases. These were improved if possible. A second version of the cloze test was run with 19 new Dutch participants. We analyzed the percentages of mentioned target words in the sentence completion task and the mean ratings for the targets in the rating task. The critical /b/-words were mentioned in 36% of the cases, while the critical CVC-words were mentioned in 51% of the cases. This difference does not reflect a frequency effect, as the /b/-targets are more frequent than the CVC-targets (see Tables S1, S2). But it can possibly be explained by the higher constraints on the initial selection of the /b/-words. Only /b/-words were chosen which had a nasal in third position and for which a /m/-initial competitor with as much onset overlap as possible existed. Similar constraints on the CVC-words were less strong, as the consonants in first and third position could vary. Although participants did not come up with our solutions in many cases, they rated those solutions very highly on average: On a scale from 1 to 7, with higher ratings meaning better fits, participants rated the /b/-targets 6.1 and the CVC-targets 6.3 on average.

Stimulus construction

The new exposure sentences were recorded by the same female Dutch speaker who provided the stimuli for Experiment 1. The reduced stimuli were created in the same way as described in Experiment 1.

Procedure

Participants were tested in a sound-proof booth. They were told that the experiment consisted of two parts. For the first part, they were asked to listen to sentences that were presented over headphones and to answer questions regarding the content of these sentences (by clicking on one out of two suggested solutions) that might appear at random points in time on the screen.

Each exposure sentence was preceded by 500 ms of silence and followed by 2000 ms of silence. If a question and two possible solutions were to appear on the screen (after six /m/-word sentences and after six CC-word sentences, i.e., in 1/8th of the exposure trials), they followed the auditory stimulus immediately. After participants had clicked on the screen, it took 1000 ms before the next exposure trial started. The order in which the exposure sentences were played was randomized for each participant individually. Participants had the opportunity to take a break approximately halfway through the experiment, after the 50th stimulus (out of 96).

The procedure of the test phase was identical to the one in Experiment 1, except that eye movements were monitored using an SR Research EyeLink II, sampling at 500 Hz. An experimental session took approximately 30 min.

RESULTS

Exclusion criteria

The same criteria as in Experiment 1 were applied for trial exclusion. This led to the exclusion of 2.2% of the data due to fixations outside of the screen area and of another 1.3% due to failure to click on the target or the potentially confusable competitor. An additional 0.5% of trials were discarded because they were considered to be RT outliers (with residual values either below −2300 or above 3100 ms). For the eye-tracking data, we analyzed the data from the better eye of the participants (i.e., the eye that showed less error in the validation of the calibration of the eye-tracker).

Exposure phase

Participants of all groups hardly made errors in the comprehension questions of the exposure phase. Each group obtained a score of 99% correct responses.

Test phase

Reaction time data. The lower part of Table 2 shows the descriptive statistics for the RT data in the test phase of Experiment 2. The mean RTs and their SEs of all three groups for the reduced /b/-words (visual /b/-targets) and vowel-deleted words (visual CVC-targets) are displayed in Figure 2B. The no-reduction control group seems to respond slightly faster than the two experimental groups in both the segmental reduction condition (/b/-targets) and the syllabic reduction condition (CVC-targets). However, the main effect of Group was not significant in either condition (/b/-targets: bSegmental reduction group = 118.2, SE = 127.0, t = 0.9, p = 0.38; bSyllabic reduction group = 191.2, SE = 130.2, t = 1.5, p = 0.15; CVC-targets: bSegmental reduction group = 93.0, SE = 121.5, t = 0.8, p = 0.43; bSyllabic reduction group = 123.2, SE = 121.5, t = 1.0, p = 0.33). As there was no main effect of Group in the RT data indicating that one or both of the experimental groups responded faster to the reduced targets than the control group, we did not observe any adaptation effect.

Accuracy data. Figure 3B shows the accuracy data in percentages correct responses and SEs of all three groups for the reduced /b/-words (visual /b/-targets) and vowel-deleted words (visual CVC-targets). All three groups performed near ceiling in the segmental reduction condition (/b/-targets). There was no difference between the groups (bSegmental reduction group = −0.4, SE = 0.5, p = 0.44; bSyllabic reduction group = −0.6, SE = 0.5, p = 0.22) indicating that the experimental groups did not respond more accurately than the control group. We thus did not observe an adaptation effect in the accuracy data for the segmental reduction condition.

In the syllabic reduction condition (CVC-targets), the main effect of Group was significant for the syllabic reduction group (bSyllabic reduction group = 0.9, SE = 0.3, p < 0.01) but not for the segmental reduction group (bSegmental reduction group = 0.2, SE = 0.3, p = 0.54). That is, only the syllabic reduction group gave more correct answers when hearing a vowel-deleted word than the no-reduction control group. We thus observed a learning effect for the syllabic reduction group, but no generalized learning effect for the segmental reduction group.

Eye movement data. Figures 5A,B shows the eye-movement patterns in the segmental reduction condition (visual /b/-targets) for the segmental reduction group (in red) and the syllabic reduction group (in green) compared to the no-reduction control group (in black). All three groups behave very similarly when hearing reduced /b/-words. There was indeed no main effect of Group. That is, we did not observe a learning effect for the segmental reduction condition in the eye-tracking data.
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FIGURE 5. Proportion of fixations in the segmental reduction condition [reduced /b/-words in auditory input, visual /b/-targets on screen; (A,B)] and in the syllabic reduction condition [vowel-deleted words in auditory input, visual CVC-targets on screen; (C,D)] in the test phase of Experiment 2.



The corresponding eye movement data for the syllabic reduction condition (visual CVC-targets) are displayed in Figures 5C,D. Statistical analysis revealed a marginal main effect of Group (bSegmental reduction group = −0.6, SE = 0.3, t = −2.0, p = 0.06) in the time window from 200 to 500 ms after target onset. The segmental reduction group had a smaller preference for the CVC-targets over the CC-competitors than the control group in this time window. We thus observed a marginal inhibitory effect for the segmental reduction group, given that participants in this group, who had experience with another type of reduction, showed a smaller target preference than participants in the control group, who had not been exposed to any reductions. Furthermore, no learning effect was found for the syllabic reduction group.

DISCUSSION

Experiment 2 was conducted to replicate the findings of Experiment 1 and to test whether predictability of the reduced words during exposure enhances the learning effects. As in Experiment 1, adaptation was observed in the syllabic reduction condition. Contrary to the previous experiment, it was found in the accuracy data, not in the eye-tracking data. The pattern of target and competitor fixations for the syllabic reduction group, however, was in the expected direction (see Figure 5D). We did not replicate the learning effect for segmental reductions found in the accuracy data in Experiment 1. Neither could we replicate the generalized learning effect for the syllabic reduction group for vowel-deletions to /b/-reductions (that was also evident in the accuracy data of Experiment 1). Another generalization effect emerged, however. In contrast to Experiment 1, the segmental reduction group differed from the control group when dealing with vowel deletions. In the eye-tracking data, they showed a smaller target-competitor preference for CVC-targets. That is, even though they did not show a learning effect for /b/-reductions, participants in the segmental reduction group seemed to be hindered by their exposure to /b/-reductions and struggled more with recognizing the vowel-deleted words than the control group.

In Experiments 1 and 2, we found learning effects for repeated /b/-reductions and vowel-deletions. At this point, we cannot say whether these effects are truly word-specific, meaning that they arose because the reduced forms were stored after their first encounter in the mental lexicon and then accessed again as they were encountered the second time in the test phase. The observed effects could also have arisen because of rule abstraction. To determine which mechanism is responsible for the learning effects found for repeated reduced words in Experiments 1 and 2, we tested whether learning can generalize to other words of the same reduction type in Experiment 3. If there is no or only weak evidence for generalized learning, then the effects found for repeated words are very likely to be word-specific. In contrast, if there is strong evidence for generalized learning, then the effects found for repeated words are likely due to abstraction processes.

The null result for the segmental reductions in Experiment 2 suggests that predictable sentences alone might not be enough to induce a stable adaptation effect. In Experiment 3, we therefore combined aspects of the exposure phase of Experiment 1 (eye-tracking with printed words on the screen) with aspects from Experiment 2 (predictable sentence context). This procedure should render the reduced target words highly predictable, which in turn could lead to a strong learning effect. Using eye-tracking in the exposure phase can tell us whether participants actually make use of the sentence context (i.e., they might already look at the target word before it is mentioned).

EXPERIMENT 3

In Experiment 3, we tested whether learning about reductions can generalize across words (within a reduction type). To that end, new /b/-words and new CVC-words were selected for the exposure phase and new exposure sentences were created in which those words were predictable. In the exposure phase, participants had to click on the potentially reduced /b/-target and CVC-target words, while their eye-movements were recorded. The test phase was the same as in Experiment 1. Importantly, the target words used in the test phase did not occur in the exposure phase. Apart from the generalization of learning within a reduction type, Experiment 3 again tests generalization of learning across reduction types and aims to replicate and extend the results from Experiment 1 on this issue.

METHODS

Participants

Sixty Dutch participants of the Max Planck Institute's subject pool, none of whom had participated in the previous experiments, took part for a small remuneration. All reported normal hearing and normal or corrected-to-normal vision.

Design

The design was very similar to the one of Experiment 1, except for changes in the exposure phase. Predictable exposure sentences were created for new potentially reduced /b/-words and vowel-deleted words which served as target words in an eye-tracking paradigm. That is, participants had to click on the orthographic form of these words while their eye movements were recorded. The test phase was the same as in Experiment 1. Due to the changes in the exposure phase, the targets in the test phase were new to participants and not repeated as in Experiments 1 and 2 (see Table 3).

Table 3. Experimental design and types of stimuli in Experiment 3.
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Materials

As in Experiments 1 and 2, the exposure and the test phases consisted each of 96 trials (48 experimental trials containing either /b/-words or CVC-words and 48 filler trials containing either /m/-words or CC-words). The exposure sentences for the /m/-words and the CC-words were the same as in Experiment 1. The exposure sentences for the potentially reduced /b/-words and vowel-deleted words were constructed anew. These critical words appeared again toward the end of the sentences and were predicted by the semantic context.

For the selection of the 24 exposure /b/-targets and the 24 exposure CVC-targets, the same constraints applied as for the respective targets of the test phase. The criteria for the selection of their “competitors” were less strict. These only overlapped in the initial consonantal part for reduced forms, but were additionally matched on word class (e.g., bandiet “bandit” would be reduced to [mɑndit] and would compete for recognition with [mirakəl] mirakel “miracle”; kanaal “canal” would be reduced to [knal] and would compete with [knεxt] knecht “servant”). The materials for the test phase were taken from Experiment 1.

Stimulus construction

The new exposure sentences were recorded by the same female Dutch speaker as in Experiments 1 and 2. The reduced stimuli were created as described in Experiment 1.

Procedure

The procedure was similar to Experiment 1 except for changes in the exposure phase, in which participants had to click on the potentially reduced word that was predictable from the sentence context. The computer display always showed a /b/-word, a /m/-word, a CVC-word and a consonant-cluster word on the screen. Exposure and test displays differed only in the phonological similarity of target and competitor words which were more similar in the test phase (e.g., exposure trial: bandiet vs. mirakel; test trial: binderij vs. minderjarig). An experimental session took approximately 25 min.

RESULTS

Exclusion criteria

Trials were excluded based on the same criteria as used in Experiments 1 and 2. Due to fixations outside of the screen, 2.6% of the trials were removed. Another 0.6% were discarded due to failure to click on the target or the potentially confusable competitor. Fifteen trials (0.3%) in the exposure phase (with residuals either below −1100 or above 2500 ms) and 29 trials (0.5%) in the test phase (with residuals either below −1700 or above 2800 ms) were considered to be RT outliers and hence excluded. For the eye-tracking results, the data of the participants' right eye were analyzed.

An overview of the accuracy data in the exposure and test phases can be found in Table 4. In the exposure phase, practically no errors were made. In the test phase, we again observe a high percentage of errors for the vowel-deleted words in all three groups. Table 5 displays the descriptive statistics for the RT data in the exposure and test phases. All three groups took longer to give a click response in the test phase (where the sentence context was neutral and the words on the screen were quite similar to each other) than in the exposure phase (where they could use the sentence context to predict the target word). The negative minima for RTs in the exposure phase confirm that the target words in this phase were indeed predictable, as some participants responded even before target onset.

Table 4. Accuracy data of the exposure and test phases of Experiment 3.
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Table 5. RT in ms in the exposure and test phases of Experiment 3 for clicks on targets and competitors.
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Exposure phase

The /b/-words were reduced only for the segmental reduction group and the CVC-words were reduced only for the syllabic reduction group. There were virtually no errors (see Table 4). Moreover, in contrast to previous results (Poellmann et al., under revision), there was no consistent effect of reduction, neither in RTs nor in the eye-tracking data (see Figures 2C, 6; the main effect of Group was not significant for the groups who heard reduced forms indicating that they did not have more difficulties in recognizing the targets than the control group). The data from the exposure phase reflect that the target words were predictable, as participants in all groups already showed a preference for the target before it was mentioned (see the time windows from −200 to 0 ms in Figure 6). Apparently, the words in the exposure phase were recognized efficiently whether they were reduced or not.
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FIGURE 6. Proportion of fixations in the segmental reduction condition [visual /b/-targets; (A,B)] and in the syllabic reduction condition [visual CVC-targets; (C,D)] in the exposure phase of Experiment 3. The /b/-words were reduced only for the /b/-reduction group (segmental reduction group) and the CVC-words were reduced only for the V-deletion group (syllabic reduction group).



Test phase

Reaction time data. Figure 2D displays the mean RTs and SEs of all three groups for the reduced /b/-words (visual /b/-words) and the vowel-deleted words (visual CVC-words) in the test phase of Experiment 3. The segmental reduction group seems to respond somewhat faster to the reduced /b/-words, while all three groups seem to respond about equally fast to the vowel-deleted words.

Statistical analyses did not show a main effect of Group—neither in the segmental reduction condition (/b/-targets: bSegmental reduction group = −177.1, SE = 108.5, t = −1.6, p = 0.12; bSyllabic reduction group = −15.2, SE = 106.4, t = −0.1, p = 0.92) nor in the syllabic reduction condition (CVC-targets: bSegmental reduction group = −7.8, SE = 102.8, t = −0.1, p = 0.92; bSyllabic reduction group = 11.7, SE = 103.0, t = 0.1, p = 0.92)—indicating that all groups responded equally fast to both types of target words. That is, the groups experienced with reduced forms did not respond faster than the less experienced control group. We thus did not observe any adaptation in the RT data.

Accuracy data. The accuracy data in terms of percentage correct responses and their SEs of all groups can be found in Figure 3C. Both experimental groups seem to give more accurate responses to reduced /b/-words (visual /b/-words) than the control group. For the vowel-deleted words (visual CVC-words), only the syllabic reduction group seems to respond more accurately than the control group. This, however, was not confirmed by statistical analyses. The main effect of Group was not significant either in the segmental reduction condition (/b/-targets: bSegmental reduction group = 0.8, SE = 0.5, p = 0.16; bSyllabic reduction group = 0.1, SE = 0.5, p = 0.90) or in the syllabic reduction condition (CVC-targets: bSegmental reduction group = −0.4, SE = 0.3, p = 0.16; bSyllabic reduction group = 0.4, SE = 0.3, p = 0.21). That is, neither of the experimental groups gave more correct answers to the reduced targets than the control group. We thus did not observe any adaptation effects in the accuracy data.

Eye movement data. Figures 7A,B display the eye movement pattern of the two experimental groups plotted against the patterns of the control group (in black) for the segmental reduction condition. Both experimental groups show a greater preference for the target over the competitor for the reduced /b/-words than the control group, descriptively from around 700 ms onwards (when the colored lines diverge from the black lines). This difference is bigger for the segmental reduction group (in red).
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FIGURE 7. Proportion of fixations in the segmental reduction condition [reduced /b/-words in auditory input, visual /b/-targets on screen; (A,B)] and in the syllabic reduction condition [vowel-deleted words in auditory input, visual CVC-targets on screen; (C,D)] in the test phase of Experiment 3.



The main effect of Group reached significance only for the segmental reduction group (bSegmental reduction group = 1.0, SE = 0.4, t = 2.4, p < 0.05) from 1100 ms onwards. That is, the segmental reduction group, but not the syllabic reduction group, outperformed the control group on the reduced /b/-words. We thus observed a within-reduction-type generalization effect in the segmental reduction condition.

The corresponding eye-movement data for the syllabic reduction condition are displayed in Figures 7C,D. The segmental reduction group (in red) shows a smaller target-competitor preference for the CVC-targets than the control group, descriptively from 500 ms onwards. The syllabic reduction group shows a similar pattern from 500 to 700 ms after target onset.

Statistical analyses showed a marginally significant main effect of Group only for the segmental reduction group (bSegmental reduction group = −0.9, SE = 0.5, t = −2.0, p = 0.06) in the time window from 1200 to 1500 ms. That is, the segmental reduction group but not the syllabic reduction group had a significantly smaller target preference for the vowel-deleted words than the control group. We thus did not observe a learning effect for the syllabic reduction group and found a marginal inhibitory effect for the segmental reduction group. Participants in the latter group seem to be hindered by their prior exposure to another reduction type.

DISCUSSION

The aim of Experiment 3 was to test whether learning about reductions can generalize within and across reduction types. In the exposure phase, listeners were provided with predictive sentence contexts and with orthographic information about the critical words, as they saw the orthographic forms of the potentially reduced words on the computer screen. The results from the exposure phase did not show any effects of reduction. That is, neither the segmental reduction group nor the syllabic reduction group were slowed down or had a smaller target preference when hearing reduced forms. This is very likely due to the predictive sentence context. Participants were already expecting the target and looking at it before it was actually mentioned. Hearing it then in reduced form did not disturb the recognition process any more. Note that these data apparently are in contrast with the data of Brouwer et al. (2013), who found that even predictable words suffer from reduction costs. The difference, however, might be due to the stimulus material, with our material being constructed to allow prediction of the target word, while Brouwer et al. used materials from a speech corpus. For reduced words which were particularly predictable, they also observed less reduction costs.

In the test phase, we found clear evidence for generalization of learning within reduction type for the segmental reduction group in the eye-tracking data. No such generalization effect was found for the syllabic reduction group. Contrary to the word-specific learning effects found in Experiments 1 and 2, the within-reduction-type generalizations were stronger for /b/-reductions than for vowel-deletions.

As for generalization of learning across reduction types, we did not replicate the transfer of learning from vowel-deletions to /b/-reductions for the syllabic reduction group found in Experiment 1. There was a trend going in this direction though (see Figure 7B). However, we replicated the marginal inhibitory effect of the segmental reduction group found in Experiment 2. That is, the segmental reduction group did not benefit from its exposure to /b/-reductions and had instead slightly greater problems in recognizing vowel-deletions than the no-reduction control group.

GENERAL DISCUSSION

The present study investigated whether and how listeners can adapt when they encounter reduced word forms. In the introduction, we argued for a continuum of possible adaptation mechanisms that are more or less general. At the specific end, listeners may only adapt to exactly the same words. A more general adaptation would allow generalization to other words of the same or a similar reduction type. Experiments 1 and 2 tested learning effects for repeated segmental and non-morphemic syllabic reductions. Experiment 3 examined whether these learning effects were word-specific by testing whether learning about these reductions generalizes to new words of the same reduction type (within-reduction-type generalization). All three experiments investigated whether experience with one reduction type helps the listener in dealing with another reduction type (across-reduction-type generalization).

Experiments 1 and 2 showed evidence of learning for repeated vowel-deletions but, surprisingly, far less so for repeated /b/-reductions. In contrast, Experiment 3 revealed a strong within-reduction-type generalization effect in the eye-tracking data for the /b/-reductions that was not found for the vowel-deletions. In Experiments 2 and 3, the segmental reduction group further showed a marginal inhibitory effect; they had greater difficulties than the control group dealing with unfamiliar vowel-deletions. Another pattern that was consistently observed (even though not always statistically significant) was that the syllabic reduction group made fewer errors for both the same and other vowel-deleted words (see Figures 3A,B,C, focusing on the CVC-targets, e.g., paraat produced as p'raat). Next to this reduction-specific adaptation, this group also showed generalization of learning across reduction types (from vowel-deletions to /b/-reductions). This generalization effect, however, could not always be found: It was absent in Experiment 2 where task demands in the exposure phase were low and the predictability of the reduced word was high. It was present in Experiment 1, where task demands in the exposure phase were high, but the predictability of the reduced word was low. Finally, a trend was observed again in Experiment 3, where both task demands and the predictability of the reduced word in the exposure phase were high.

The results of Experiment 3 shed further light on the learning effects found in Experiments 1 and 2. For the segmental reductions, strong generalization of learning to new reduced /b/-words was observed. This suggests that, for the /b/-reductions investigated here, recognition predominantly occurs via abstraction rules. It is therefore likely that abstraction processes also play a role in the recognition of repeated reduced /b/-words. The learning effect found for repeated reduced /b/-words in Experiment 1 thus is very likely not a word-specific adaptation. For the vowel-deletions, no generalization of learning to other vowel-deleted words was observed in Experiment 3. The adaptation effects for repeated vowel-deleted words found in Experiments 1 and 2 are therefore very likely due to storage of these reduced forms and hence are word-specific. Similarly, Hanique et al. (2013) claim that, if the absence of schwa in the prefix of Dutch past participles is due to categorical processes, these schwa-deleted forms are stored in the mental lexicon.

Lexical storage is not only useful if a listener encounters a reduced word for the first time, but may also help to build up abstraction rules for later generalization of learning to other words that show the same reduction pattern. It is therefore surprising that we did not find any benefit for repeated reduced /b/-words in Experiment 2, while we did find a benefit for repeated vowel-deleted words under the same circumstances. Furthermore, although small, such a benefit was found for repeated reduced /b/-words in Experiment 1, where participants were involved in a more active task, but where the reduced /b/-words were hardly predictable. One possible explanation for these findings is based on the difference in saliency between the two reduction types. In the vowel-deletions, an entire segment is completely deleted, whereas in the /b/-reductions the segment is only weakened. The vowel-deletions are thus more striking than the /b/-reductions and potentially are therefore less susceptible to experimental manipulations. Apparently, manipulating the preceding context to make the reduced /b/-words more predictable was not enough to draw participants' attention to that reduction type, while giving listeners a more active task might have achieved this. Learning about reductions might thus only occur if the reduction type is (made) salient enough. Note that in Experiment 3, where learning for /b/-reductions was found, listeners saw the orthographic form of the reduced /b/-words on the screen already in the exposure phase. This may have boosted the learning effect.

The within-reduction-type generalization effect found for new reduced /b/-words in Experiment 3 supports the assumption of an abstractionist mode of lexical access. For the vowel-deletions, only a hint of this generalization effect was observed (in the accuracy data). An important difference between /b/-reductions and vowel-deletions that could explain this discrepancy is input consistency. In the /b/-initial words that were to be reduced, the /b/ was always followed by a vowel and a nasal. The structure of the CVC-words was less consistent: The first consonant could be /k, x, p/, the vowel to be deleted was variable and the second consonant was either a liquid or /n/. The phonological context surrounding the reduced segment and the reduced segment itself varied thus more in the vowel-deletions than in the /b/-reductions. This input variability for vowel-deletions may have been too high for the successful generation of an abstract mapping rule. This very likely restricts generalized learning about syllabic reductions to morphemes that show a high frequency of occurrence across words.

There hence seems to be evidence for two types of adaptation: word-specific adaptation to inconsistent phonological patterns and word non-specific adaptation to consistent patterns. More general learning effects, if observed at all, were marginal. This already suggests that it is hard to apply the knowledge of one reduction type to another in case the two reduction types differ substantially. Nevertheless, we observed such a non-specific adjustment to reductions for the syllabic reduction group. Listeners in this group showed a greater tolerance to /b/-reductions than the control group. Possible factors that likely play a role in this uni-directional facilitative effect are input variability and degree of reduction. These two factors, however, are (necessarily) confounded in the present study. The vowel-deletions are both more variable in their segmental structure and more severely reduced than the /b/-reductions. Similar conditions were present in the study by Brouwer et al. (2012). Brouwer et al. focused on processing at the lexical level and selected reductions which had more onset overlap with another existing word than with their respective canonical form (e.g., the reduced form [pjutər] from computer is at the onset more similar to the word pupil than to computer). As a consequence, their set of reductions contained a large variety of reductions, making it unlikely that listeners could adapt to a specific form of reduction. With this set of varying reductions, they found similar facilitative effects as observed here for the group exposed to variable vowel deletions. They reported that listeners penalized acoustic mismatches between input and canonical form less strongly when listening to (strongly and therefore not regularly) reduced speech.

Instead of also observing facilitation for the segmental reduction group in dealing with vowel-deletions, we found marginal inhibitory effects. After having been exposed to consistently reduced /b/-words, the segmental reduction group did worse on the more strongly reduced vowel-deleted words than the control group. It might thus be that learning about reduction can only generalize to other reduction types that are of the same or a lesser degree of reduction but not to reduction types that show a higher degree of reduction. Another possibility is that the vowel-deletions differed in too many ways from the /b/-reductions so that it was not possible to adjust the abstract mapping rule for /b/-reductions to accommodate the variable vowel-deletions.

But why did the segmental reduction group actually differ from the control group in dealing with vowel-deletions? It might be the case that participants in the segmental reduction group expected the speaker to produce reductions only in a consistent way and to a specific degree (e.g., weakening of a segment). This might have biased them against other types of variability and the greater deviation from the canonical form that they encountered in the test phase. The control group, in contrast, had not heard any reductions in the exposure phase. In the subsequent test phase, participants in that group suddenly had to deal with many and various reduced forms. As they could not have built up abstract mapping rules, they probably resorted to flexible, non-specific adjustments, like those observed by Brouwer et al. (2012). Finally, the syllabic reduction group was already used to dealing with variable reduced forms. Participants in this group could therefore handle a consistent and less severe reduction type. How well listeners can handle new reduced forms of a different reduction type might thus also depend on listeners' expectations about a speaker's reduction style and, based on that, on the adaptation mechanisms already in use (specific abstraction rules vs. fast perceptual but non-specific adjustments).

What does this series of eye-tracking experiments tell us about possible constraints and the time-course of learning about reductions? Apparently, the reduced forms have to be noticeable, as learning effects were found for less salient reduction types only if the reduced words appeared in orthographic form on the screen (Experiment 3) or if the listener was actively involved in the task (Experiment 1), whereas this was not necessary for salient reduction types. Interestingly, the generalization effects across reduction types varied in strength across experiments, which suggests that at least some part of learning is susceptible to our experimental manipulations. Attention as measured by task involvement (Experiment 1) seems to be of greater importance than predictability (Experiment 2) in dealing with reductions. However, the combination of these two factors (Experiment 3) yielded only a trend in the expected direction.

Moreover, the time-course results suggest that the point in time when learning about reductions takes effect may depend on the specificity of the learning process. Facilitative and inhibitory generalization effects across reduction types, which are likely not specific to any segments or words in our study, were observed early in the fixation data throughout the study (from 200 to 300 ms after target onset respectively). The inhibitory effect in Experiment 3 also emerged early (around 500 ms after target onset) but reached marginal significance only late (at 1200 ms). In contrast, the effect for generalization within reduction type in Experiment 3 was quite late (starting at 1100 ms after target onset). The word-specific effect found in Experiment 1 was equally late. The former may be explained with the kind of mapping procedure participants have to apply. Listeners learned that this particular speaker was likely to pronounce a /b/ as an [m] and hence that an existing sound ([m]) mapped onto two categories for that speaker (/m/ and /b/). Their perception of an [m] might therefore have shifted from judging it as /m/ in most cases to judging it as /m/ in 80% and as /b/ in 20% of the cases. With this kind of learning, an initial signal-driven hypothesis strongly favors the canonical form, and only when later-arriving segments rule that form out can the learning take effect. Therefore, as soon as listeners receive evidence that a particular sound can map onto more than one category, the rule-based learning process likely needs more time to take effect. Similar reasoning can be applied to word-specific learning. At some point in time, the activation of Parijs “Paris” has to win over the activation of prijs “price” when hearing the reduced speech input P'rijs. Initially, the activation of prijs is likely to be stronger as this meaning is encountered much more frequently. Speaker-specific information (e.g., on the tendency of this speaker to reduced words like Parijs) then has to kick in and shift the weights in favor of the candidate Parijs. This may not happen immediately.

As stated before, all measures in these experiments (RT, accuracy, eye movements) could reflect improvements in spoken-word recognition due to adaptation to deviant pronunciations. However, as we did not push participants to click as fast as possible, it is perhaps not surprising that RTs did not show adaptation effects in any of the experiments. The eye-tracking data may be the more sensitive measure of adaptation because the fixation behavior does not necessarily entail conscious decision processes (unlike the click responses). Note that although we found a word-specific learning effect for vowel-deleted words in Experiment 2 in the accuracy data but not in the eye-tracking data, the eye-tracking data did show a non-significant trend in the expected direction. Note also that there were fewer participants in Experiment 2 than in Experiment 1 (60 vs. 75). It is thus possible that with more participants both measures might have shown significant effects.

Finally, it has to be noted that the learning effects (i.e., the differences between groups) were rather subtle. As stated at the beginning of the introduction, we investigated whether and how adaptation plays a role in the recognition of reduced forms. As discussed, the small learning effects speak for both episodic storage and abstraction in response to different challenges posed by different forms of reduction (answering the how question). Additionally, the group differences were consistently small, despite a reasonably large N (at least 60 participants in each experiment). Adaptation effects of considerable magnitude have been found with much smaller groups in conceptually similar experiments (e.g., Reinisch et al., 2013). This seems to indicate that short-term adaptation is only one piece of the puzzle concerning how we are able to understand speech despite considerable phonological reduction (answering the whether question).

CONCLUSION

The present study provided evidence that listeners use a wide variety of adaptation mechanisms when dealing with reduced forms. Word-specific learning effects showed that reduced forms are sometimes stored as such in the mental lexicon. If possible, that is, if the input was sufficiently consistent, abstraction rules were generated based on the reduced speech input and applied to new reduced words. In the setting of the present study, this was only successful for new words of the same reduction type. If the input was too inconsistent, listeners showed perceptual flexibility and were able to deal with various reduction types. The interplay of abstraction processes and perceptual adjustments may come at a cost if abstract mapping rules are already in place. The perceptual system might then not be flexible enough to allow rapid accommodation to inconsistent reductions. To conclude, both episodic and abstractionist modes of lexical access, as well as perceptual flexibility, play a role in recognizing reduced word forms.
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FOOTNOTES

1lmer(Accuracy ~ Group + scale(Trial_Number, scale = F) + (1 |Participant) + (1 + Group |Item), data = test, subset = Trial_Type == “test_b”, family = binomial).

2lmer(RT ~ Group + scale(Trial_Number, scale = F) + (1 |Participant) + (1 + Group |Item), data = test, subset = Trial_Type == “test_b”).

3lmer((empLogit(targetProp, 20) – empLogit(compProp,20)) ~ Group + (1 |Participant) + (1 + Group |Item), data = test, subset = Trial_Type = = “test_b”).
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Speech is characterized by phonemes and prosody. Neurocognitive evidence supports the separate processing of each type of information. Therefore, one might suggest individual development of both pathways. In this study, we examine literacy acquisition in middle childhood. Children become aware of the phonemes in speech at that time and refine phoneme processing when they acquire an alphabetic writing system. We test whether an enhanced sensitivity to phonemes in middle childhood extends to other aspects of the speech signal, such as prosody. To investigate prosodic processing, we used stress priming. Spoken stressed and unstressed syllables (primes) preceded spoken German words with stress on the first syllable (targets). We orthogonally varied stress overlap and phoneme overlap between the primes and onsets of the targets. Lexical decisions and Event-Related Potentials (ERPs) for the targets were obtained for pre-reading preschoolers, reading pupils and adults. The behavioral and ERP results were largely comparable across all groups. The fastest responses were observed when the first syllable of the target word shared stress and phonemes with the preceding prime. ERP stress priming and ERP phoneme priming started 200 ms after the target word onset. Bilateral ERP stress priming was characterized by enhanced ERP amplitudes for stress overlap. Left-lateralized ERP phoneme priming replicates previously observed reduced ERP amplitudes for phoneme overlap. Groups differed in the strength of the behavioral phoneme priming and in the late ERP phoneme priming effect. The present results show that enhanced phonological processing in middle childhood is restricted to phonemes and does not extend to prosody. These results are indicative of two parallel processing systems for phonemes and prosody that might follow different developmental trajectories in middle childhood as a function of alphabetic literacy.
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INTRODUCTION

Children progressively develop sensitivity to the sound structure of oral language in middle childhood (for review see Goswami and Bryant, 1990; Ziegler and Goswami, 2005). This ability appears to be pivotal for the acquisition of alphabetic writing systems. Children with dyslexia typically have difficulty with detecting or manipulating sounds (e.g., Lyytinen et al., 2004; Ziegler and Goswami, 2005). Once acquired, literacy further shapes phonological awareness. Alphabetic readers outperform illiterate participants in metalinguistic tasks, such as phoneme deletion or phoneme substitution (e.g., Castro-Caldas et al., 1998). The question emerges if progressive refinement of phonological processing in middle childhood is restricted to phonemes or if the processing of speech in general is refined at this age.

Grapheme-to-phoneme correspondence in alphabetic writing systems has been shown to modulate spoken word recognition. Alphabetic readers recognize spoken words more slowly when the words' phonemes can be spelled in different ways than when there is only one spelling for the words' phonemes (Ziegler and Ferrand, 1998). Facilitated word recognition for words with consistent orthography is already evident when normally developing children start reading and writing (Goswami et al., 2005; Ventura et al., 2007, 2008) but is reduced or even absent for children with dyslexia (Zecker, 1991; Desroches et al., 2010). Furthermore, native language orthography appears to have an impact on the processing of non-native language (Mitterer and McQueen, 2009; Escudero and Wanrooij, 2010). Together the findings are captured by the assumption of bi-directional activating links along the pathway of representing and processing spoken language, on the one hand, and written language, on the other (e.g., Grainger and Ferrand, 1996; Grainger and Holcomb, 2009).

Evidence that the development of phonological processing in middle childhood is intimately related to alphabetic literacy comes from functional neuroimaging. By means of fMRI, Brennan et al. (2013) compared neural activation in Chinese and English 8-to-12–year-olds while performing an auditory rhyming task. Rhyming words either were consistent in orthography (e.g., pint-mint) or inconsistent in orthography (e.g., jazz-has). Increased activation of a left-hemispheric phonological network with increasing age, enhanced activation for consistent compared to inconsistent words and a positive correlation between reading skills and superior temporal gyrus activation were found for native English children, but not for native Chinese children. The authors argue that improved phonological awareness and refined phonological processing in English speakers is related to the relatively systematic grapheme-to-phoneme correspondence in English, which contrasts to the relatively arbitrary mapping of written characters to spoken syllables in Chinese.

In line with the assumption of progressively refined phoneme processing as a function of literacy acquisition, we recently found that readers and pre-readers differ in how detailed they process sub-phonemic information in speech recognition (Schild et al., 2011). We tested pre-reading preschoolers, reading preschoolers and second graders by means of the lexical decision latencies and event-related potentials (ERPs) recorded in word onset priming. Spoken syllables (primes) were followed by spoken words (targets). The amount of phoneme overlap between primes and targets was manipulated. For all reading children and for reading adults (Friedrich et al., 2009), a condition in which primes and targets were identical (e.g., in the prime-target pair mon-Monster “monster”) differed from a condition in which the onset phoneme of the primes varied in one feature, namely the place of articulation, from the targets (e.g., non-Monster). By contrast, “Monster” was primed equally well by both primes “mon” and “non” in pre-reading children. We concluded that readers use more phoneme-relevant detail in lexical access than pre-reading children.

Phonemes are not the only type of information that spoken language entails. Prosody is another source. To establish word prosody, a speaker gives relative emphasis to a certain syllable via enhanced duration, pitch and amplitude. Therewith, phonemically identical syllables might be realized with or without stress. For example, the first syllable of the English word music is relatively longer, louder and has higher pitch than the first syllable of the English word museum. Similar to written English, written German does usually not code for syllable stress. For example, the stress difference between August with stress on the first syllable in spoken German (referring to a male name), and August with stress on the second syllable (referring to the month “August”), is not coded in the written forms of those words. For illustration purpose only, we will indicate the stressed syllable of example words by capital letters in the following article (e.g., MUsic and muSEum, or AUgust and auGUST).

From a neurocognitive perspective, it appears that the acoustic input is decomposed into phonemes and prosody. Rapidly varying phoneme-relevant information, on the one hand, and more slowly varying prosodic information, on the other hand, are processed by different neuronal networks in adults (Zatorre and Belin, 2001; Boemio et al., 2005; Giraud et al., 2007; Giraud and Poeppel, 2012; Luo and Poeppel, 2012) and in infants (Telkemeyer et al., 2009). In line with this, Event Related Potentials (ERPs) recorded in a previous cross-modal auditory-visual priming study with adults revealed the independent processing of phonemes and pitch contours, as indicated by separate ERP phoneme priming and ERP stress priming (Friedrich et al., 2004).

Previous behavioral priming results show that adults rapidly integrate syllable stress and phonemes in ongoing speech recognition. In cross-modal auditory-visual priming, adults recognize printed words faster when they are preceded by a spoken stress matching syllable, such as the printed word music preceded by the spoken stressed syllable MUS-, than when they are preceded by a spoken stress mismatching syllable, such as music preceded by the spoken unstressed syllable mus- (see Cooper et al., 2002 for English; Soto-Faraco et al., 2001 for Spanish; and van Donselaar et al., 2005 for Dutch). Similarly, adults' eye movements are rapidly biased by syllable stress in the visual world paradigm. For example, already before the end of the first syllable of the Dutch word OCtopus is encountered, Dutch participants fixate the printed version of octopus more frequently than they fixate the printed version of the stress competitor okTOber (Reinisch et al., 2010).

In the present study, we focus on the processing of syllable stress in middle childhood. Given the developing phoneme awareness in preschoolers (for review see Goswami and Bryant, 1990; Ziegler and Goswami, 2005) and the refined phoneme processing in beginning readers (Schild et al., 2011), the question emerges whether the processing of all aspects of the speech signal is shaped in middle childhood or whether the refinement of phoneme processing is a function of the acquisition of an alphabetic writing system.

Similar to our previous priming study on the processing of syllable prosody in adults (Friedrich et al., 2004), we orthogonally varied stress-overlap and phoneme-overlap between primes and targets in the present experiment. To make the paradigm appropriate for testing pre-reading children and beginning readers, we had to use a unimodal auditory design in which spoken stressed and unstressed syllables (primes) were followed by spoken disyllabic initially stressed words (targets). This resulted in four prime-target combinations: (i) Stress overlap and phoneme overlap between the prime syllable and the onset of the target word, as in the prime-target pair MON-MONster, (“stress-match, phoneme-match”); (ii) Pure stress overlap between the prime syllable and the onset of the target word, as in the prime-target pair TEP-MONster (“stress-match, phoneme-mismatch”); (iii) Pure phoneme overlap between the prime syllable and the onset of the target word, as in the prime-target pair mon-MONster (“stress-mismatch, phoneme-match”); or (iv) Neither stress nor phoneme overlap between the prime syllable and the onset of the target word, as in the prime-target pair tep-MONster (“stress-mismatch, phoneme-mismatch”).

Although unimodal auditory priming has proven to elicit earlier phoneme priming effects than cross-modal priming, other characteristic ERP deflections are largely comparable between both types of paradigms (Friedrich et al., 2009; Schild et al., 2012). Regarding the effects of different onsets of ERPs on unimodal and cross-modal priming, we concluded in our previous studies that phonological processing in the auditory modality is reflected in left-lateralized ERP differences in an early time window, ranging between 100 and 300 ms after the onset of the spoken target word (auditory N100) in adults (Friedrich et al., 2009; Schild et al., 2012) and in infants (Becker et al., 2014; but see Schild et al., 2011 for no effect in children). A left-anterior ERP phoneme priming effect between 300 and 400 ms in both uni- and cross-modal priming, the P350 effect, has been related to matching processes between speech input and lexical representation in adults (e.g., Friedrich, 2005; Friedrich et al., 2009; Schild et al., 2011) and in children (Schild et al., 2012). Finally, an N400-like central negativity starting earlier in unimodal- than in cross-modal priming has been related to predictive phonological processing in adults (e.g., Friedrich, 2005; Friedrich et al., 2008; Schild et al., 2012), in children (Schild et al., 2011) and in infants (Becker et al., 2014). In line with the neurocognitive evidence for independent processing of phoneme-relevant and stress-relevant information (e.g., Boemio et al., 2005; Giraud et al., 2007; Telkemeyer et al., 2009) and based on our previous results (Friedrich et al., 2004), we expect to find independent ERP phoneme priming and ERP stress priming in the present study.

Comparing the processing of syllable stress in pre-readers, beginning readers and adults will enable us to draw conclusions on the middle childhood development of phonological processing. To the best of our knowledge, this study is the first to follow the development of processing of syllable stress over the time related to literacy acquisition in middle childhood. Three possible outcomes could provide insights into language development at that age. First, if the processing of the speech signal in general is refined in readers, they should use syllable stress more effectively than pre-readers. Second, if the processing of speech is refined for those aspects of the speech signal that are relevant in the alphabetic writing system, there might be no difference in how efficiently readers and pre-readers use syllable stress. Third and finally, if literacy draws processing resources away from those aspects of the speech signal that are not coded in the writing system, pre-readers might use syllable stress more efficiently than readers.

METHODS

PARTICIPANTS

A total of 23 pre-reading preschoolers, 24 beginning readers and 22 adults entered the analysis. Five additional participants were tested but were not included in the final analysis. Two preschoolers did not finish the experiment; and for two beginning readers and for one adult, too few EEG segments remained after artifact correction. Participant characteristics and the results of psychometric tests are summarized in Table 1. All children had normal or above normal IQ scores, as measured with the Raven Colored Progressive Matrices (CPM, Bulheller and Häcker, 2002). In this way we ensured that the differences between groups could not be due to general intelligence. The BISC test (Bielefelder Screening zur Früherkennung von Lese-Rechtsschreibschwierigkeiten, Jansen et al., 2002) indicated that no child was at risk for developing reading or writing impairments. Pre-reading preschoolers were not yet able to read or write words beyond their own name. Beginning readers were at the end of their second year of school. They were able to read at age-appropriate level, as confirmed by a reading test (ELFE1-6, Lenhard and Schneider, 2006). All participants were native speakers of German and were right-handed as assessed by the Edinburgh inventory (Oldfield, 1971). None of the participants reported hearing or neurological problems.

Table 1. Sample size (number of girls/boys and females/males, respectively), age (mean year/month for children and mean years for adults, with respective ranges), mean IQ-score (percentile rank with standard error of mean) accessed with CPM (Bulheller and Häcker, 2002) and handedness (lateralization quotient, LQ, with standard error of mean) accessed by the Oldfield Handedness Questionnaire (Oldfield, 1971) are given.
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Children were recruited from local schools in Hamburg. Adults were mostly students from the University of Hamburg. They were recruited via mailing lists and internet advertisement. The children and their parents, as well as the adult participants, gave informed consent prior to their inclusion in the study. Children received a gift for their participation (child book or game). The prize of the gift matched the financial compensation of the adult participants. Adults received credit points (students of Psychology) or 8 Euros per hour as compensation for their participation in the study. The study was approved by the Ethics Committee of the German Psychological Association (Deutsche Gesellschaft für Psychologie, DGPs, 10.2006).

MATERIALS

Forty-five monomorphemic, initially stressed disyllabic German nouns served as stimuli (see Supplementary Material). All of the words had been used in a former study in which we ensured that the words were known by young children (Schild et al., 2011). Pseudowords were created by changing the last phoneme/s of each word (e.g., Monster ≥ *Monste).

For the primes, a male native speaker of German (a professional actor) produced the target words once with correctly applied stress (e.g., MONSter) and once with incorrectly applied stress (e.g., monsTER). We extracted the first syllable of both versions, respectively. Stressed primes were extracted from the correctly stressed version. Unstressed primes were extracted from the incorrectly stressed version. Unstressed primes were realized with full vowels because vowel reduction is not only realized via prosodic parameters but also via the phoneme-relevant parameter vowel quality. In all audio files, the onset of the stimulus was preceded by a 50 ms silent period. The cut-off for the rhymes was the end of the first syllable. If the syllable boundary spanned a plosive speech sound (e.g., MAT-te), the prime was cut after the closure, directly before the release.

Figure 1 illustrates the realization of syllable stress for the primes (spoken first syllable) and the targets (spoken disyllabic word with initial stress). Amplitude and pitch measures were obtained by analyzing the whole time window of the prime syllables, of the initial syllables of the targets and of the second syllables of the targets, using the software package PRAAT 5.3.17 (Boersma and Weenink, 2014). As is typical, stressed syllables were on average longer and louder than unstressed syllables. Furthermore, stressed syllables showed a pronounced longer period of rising pitch compared to unstressed syllables. This means that the maximum pitch value was reached earlier in unstressed than in stressed syllables. By contrast, the maximum intensity was reached at approximately the same time for stressed and unstressed primes. Therewith, differences in the pitch contours between the stressed and unstressed syllables appear to be earlier available in the signal than differences in the intensity contours.


[image: image]

FIGURE 1. The figure illustrates the pitch and intensity for the monosyllabic stressed and unstressed primes (above) and the disyllabic initially stressed target words (below) that were presented in the experiment. Simplified pitch and intensity contours are sketched by the mean first value, the mean maximum value and the mean last value for the monosyllabic primes, as well as for each syllable of the target words. The averaged values are given at the averaged time point they were identified in the signals for stressed and unstressed syllables respectively. Pitch and intensity values were obtained by considering the whole syllable, because the stressed and unstressed syllables were segmentally identical and, therefore, voiced vs. unvoiced segments equally contributed to the pitch contours in both types of syllables. Error-bars indicate standard errors. Measures for stressed syllables are illustrated by black circles. Measures for unstressed syllables are illustrated by white circles. Exemplary intensity and pitch contours for the stressed prime (GIT taken from GITter, Engl. grid) and the unstressed prime (git taken from *gitTER) illustrate the most typical contours. Waveforms of both primes are given for further illustration.



Targets (words and pseudowords) were spoken by a female native speaker of German (also a professional actor). Digital audio files for each single target were extracted from those utterances. In all audio files, the onset of the stimulus was preceded by a 50 ms silent period. The same target word was presented in four different types of prime-target pairs: (i) Stress overlap and phoneme overlap between prime and target (S+P+, e.g., MON–MONster); (ii) stress overlap without phoneme overlap (S+P−; e.g., TEP–MONster); (iii) phoneme overlap without stress overlap (S−P+; e.g., mon–MONster); and (iv) neither phoneme nor stress overlap (S−P−, e.g., tep–MONster). Thus, the stress and phonemes were manipulated independently. The same mapping was applied for pseudowords. To make the task appropriate for children, we had to adapt the lexical decision task, which contained 50% pseudowords, to a go/no-go task, which had only 25% pseudowords. Our pilot testing confirmed that the experiment would have been too long for preschoolers if we had included more pseudoword trials. Moreover, in many priming studies, a lexical decision task is used, in which participants respond to a word with one button and to a pseudoword with another button. Again, our pilot studies showed that these two response alternatives are too demanding for pre-schoolers. Therefore, we decided to use a go/no-go task with a low percentage of non-words (25%) and a single response alternative (“word”).

DESIGN AND PROCEDURE

Each participant completed a total of 240 trials (180 target words, 60 target pseudowords). In twelve consecutive blocks, 20 trials were presented each time. Within blocks 1–3, 4–6, 7–9, and 10–12, no repetition of a target word or a pseudoword occurred. Within and across blocks, the order of trials was randomized. In sum, each participant received the same target word four times with four different pairings of primes.

Participants were comfortably seated in an electrically shielded and sound-attenuated booth. Each experimental trial started with the presentation of a “fixation smiley” (size:1 × 1 cm) at the center of a computer screen in front of the participants (distance: 70 cm). Participants were instructed to fixate on this smiley whenever it appeared. The first audio fragment (prime) was presented via loudspeakers 500 ms after the onset of the fixation smiley. The target was delivered 250 ms after offset of the fragment. The interstimulus interval includes the 50 ms silence from the beginning of the wav file for the target. Participants were instructed to respond as quickly and accurately as possible to words but to refrain from responding when the target was a pseudoword (go/no-go task). If an overt response was given, visual feedback (size: 3 × 7 cm) appeared for 2 s. A smiley different from the “fixation smiley” was presented if the participant responded correctly to a word, whereas a ghost was presented if the participant responded to a pseudoword incorrectly. If no response occurred, no feedback was delivered, and the fixation smiley remained for 3.5 s. The next trial started after a 1.5 s inter-trial interval. The loudspeakers were placed on the left and right sides of the screen. Half of the participants pressed the response button with their left index finger, and half, with their right index finger. Auditory stimuli were presented at comfortable listening sound levels of approximately 70 db. Stimulus presentation was controlled by Presentation® software (Version 14.9, Neurobehavioral Systems, Berkeley, CA, U.S.A.).

EEG-RECORDING AND ANALYSIS

The continuous EEG was recorded at a 500 Hz sampling rate (bandpass filter 0.01–100 Hz, BrainAmp Standard, Brain Products, Gilching, Germany) from 46 active Ag/AgCl electrodes mounted in an elastic cap (Electro Cap International, Inc.) according to the international 10–20 system (two additional electrodes below the eyes, ground at position AF3). For adults, we recorded from 73 electrodes. After recording with a nose electrode reference, the continuous EEG was off-line re-referenced to an average reference and highpass-filtered by 0.3 Hz.

Eye artifacts were corrected using surrogate Multiple Source Eye Correction (MSEC) by Berg and Scherg (1994), as implemented in the Besa Research-Software® (Version 5.3, MEGIS Software GmbH; Gräfelfing, Germany). Here, brain activity is modeled by a fixed dipole model (the “surrogate model”), and spatial artifact topographies are used to correct the artifacts in the ERP data. To adjust typical artifact topographies to the individual artifact topographies, calibration trials for blinks, vertical and horizontal eye movements were recorded prior to the experiment from the children. The continuous EEG was then corrected for those eye movements by means of a principal component analysis (for details see Berg and Scherg, 1994). Because adults barely moved their eyes in the experiment, for them, only blinks out of the experiment were used and corrected. The remaining artifacts, such as slow drift or movement artifacts, were eliminated according to visual inspection. Individual electrodes showing artifacts that were not reflected in the remaining electrodes in more than two trials were interpolated for all trials. This practice resulted in approximately 2 interpolated electrodes per participant (mean = 2.3, Standard Error of mean [SE] = 0.2; not significantly different between groups, all t < 1.8, ns).

ERP segments were computed for the target words with correct responses, starting from the beginning of the speech signal up to 1000 ms post-onset of the stimulus and having a 200 ms prestimulus baseline. All data sets included at least 19 segments in each condition (mean/SE across groups: S+P+: 35.2/0.8; S+P−: 35.4/0.7; S−P+: 36.0/0.8; S−P−: 35.2/0.8). There were no significant differences in the numbers of segments in each condition.

DATA ANALYSIS

As in our previous study (Schild et al., 2011), responses shorter than 200 ms and longer than 2000 ms, which is approximately in the 2-standard-deviation margin, were removed from the behavioral analyses. Reaction times calculated from the onset of the words up to the participants' responses were subjected to a two-way repeated measures ANOVA with the within-participant two-level factor Stress Overlap (prime and target onset match vs. mismatch in stress) and Phoneme Overlap (prime and target onset match vs. mismatch in phonemes) and the between-participant three-level factor Group.

Because the ERP variance for processing different words is high, targets usually are presented several times in ERP studies so that they are heard in all possible prime-target combinations by a single participant. Consequently, target words were repeated four times in the present experiment. This procedure diverges from classical psycholinguistic designs, in which target repetitions within participants are avoided. To compare the present behavioral results with those of former studies using the classical procedure without target word repetition (Soto-Faraco et al., 2001; Cooper et al., 2002 for Spanish, van Donselaar et al., 2005), we analyzed the first presentation of each target word in addition to the analysis of all presentations.

To analyze the ERP effects, two additional factors were used, Hemisphere (left vs. right electrode sites) and Region (anterior vs. posterior electrode sites). We calculated the same ROIs as in our former study, namely four lateral ROIs (anterior left: F9, F7, F3, FT9, FT7, FC5, FC1, T7, C5; anterior right: F10, F8, F4, FT10, FT8, FC6, FC2, T8, C6; posterior left: C3, TP9, TP7, CP5, CP1, P7, P3, PO9, O1; posterior right: C4, TP10, TP8, CP6, CP2, P8, P4, PO10, O2) and two central ROIs (anterior: FPz, AFz, Fz, FCz; posterior: Cz, Pz, POz, Iz). In case of significant interactions, t-tests were computed to evaluate the differences among conditions. ERP analysis was based on average references. For ERP analysis, only interactions including the factor Stress Overlap, the factor Phoneme Overlap or both factors are reported. Data analysis was performed with SPSS® software (Version 19, IBM®).

RESULTS

The mean reaction times for each group and conditions for the first presentation and overall are given in Table 2, and illustrated for the first presentation in Figure 2.

Table 2. Mean reaction times in milliseconds (and standard error of mean) are shown for each group and each condition.
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FIGURE 2. Mean reaction times across all groups for each condition for the first 60 trials (trials without repetition of the target word). Error bars indicate standard errors. The abbreviations of the four conditions are as follows: “S+P+” for stress match, phoneme match (e.g., MON–MONster); “S+P−” for stress match, phoneme mismatch (e.g., TEP–MONster); “S−P+” for stress mismatch, phoneme match (e.g., mon–MONster); and “S−P−” for stress mismatch, phoneme mismatch (e.g., tep–MONster). All conditions were significantly different from each other.



REACTION TIMES FOR THE FIRST PRESENTATION OF THE TARGET WORDS

The ANOVA for the first presentation revealed a main effect of the factor Group, F(2, 66) = 26.2, p < 0.001, a main effect of the factor Phoneme Overlap, F(1, 66) = 247.4, p < 0.001, and an interaction between the factors Phoneme Overlap and Group, F(2, 66) = 9.5, p < 0.001. Crucially, there was an interaction between the factors Phoneme Overlap and Stress Overlap, F(1, 66) = 33.2, p < 0.001.

The main effect of the factor Group indicated that adults responded faster than children. The main effect of the factor Phoneme Overlap indicated that all participants responded faster when primes and target onsets shared phonemes than when they shared no phonemes. Follow-ups of the interaction of the factos Phoneme Overlap and Group indicated that the factor Phoneme Overlap was significant for each group, all F ≥ 74.2, p < 0.001. The mean difference for phoneme match and phoneme mismatch was 79 ms for the adults, 164 ms for the preschoolers and 130 ms for the second graders. Both groups of children showed stronger phoneme priming effects than adults, F ≥ 10.1, p < 0.01. However, the groups of children did not differ significantly from each other, F < 2.4, ns.

Following up the interaction of the factors Phoneme Overlap and Stress Overlap, post-hoc comparisons indicated that all single conditions differed significantly from each other, all t(68) ≥ 4.3, p ≤ 0.001. The fastest responses were made when the prime and target onset shared stress and phonemes (S+P+), whereas slowest responses were made when the prime and target onset shared stress but differed in phonemes (S+P−).

REACTION TIMES OVERALL (FOUR REPETITIONS OF THE TARGET WORDS)

The ANOVA over all four repetitions of the targets yielded similar results as the ANOVA for the first presentation of the target words; namely, a main effect of the factor Group, F(2, 66) = 26.6, p < 0.001, a main effect of the factor Phoneme Overlap, F(1, 66) = 290.3, p < 0.001, and an interaction of the factors Phoneme Overlap and Group, F(2, 66) = 30.5, p < 0.001, were observed. Again, there was an interaction of the factors Phoneme Overlap and Stress Overlap, F(1, 66) = 12.2, p < 0.01.

Similar to the results for the first presentation, the main effect of the factor Group over all blocks indicated that adults responded faster than children. The main effect of the factor Phoneme Overlap indicated that all participants responded faster when the primes and target onsets shared phonemes than when they shared no phonemes. Follow-ups of the interaction of the factos Phoneme Overlap and Group indicated that there was a significant phoneme priming effect for each group, all F ≥ 26.7, p < 0.001. Both groups of children showed stronger phoneme priming than adults, F ≥ 41.0, p < 0.001. The groups of children did not differ from each other, F < 1.3, n.s. The mean difference for phoneme-matching and phoneme-mismatching was 24 ms for adults, 95 ms for preschoolers and 83 ms for second graders.

Again, follow-ups of the interaction of the factors Phoneme Overlap and Stress Overlap indicated fastest responses when the prime and target onset shared stress and phonemes (S+P+). The slowest responses were obtained when the targets' first syllables shared stress but differed in the phonemes from their preceding primes (S+P−). Post-hoc comparisons revealed significant differences among all conditions, t(68) ≥ 3.4, p ≤ 0.001, except in the case of targets that shared phonemes but did or did not diverge in stress from their preceding primes (S+P+ vs. S−P+), which was significant at the trend level only, t(68) = 1.91, p = 0.067.

EVENT-RELATED POTENTIALS

The mean ERPs for each of the three groups are displayed in Figure 3. The mean ERPs across all groups for the four ROIs can be seen in Figure 4. We collapsed the ERP over the groups because, in the time windows from 100 to 400 ms, no group effects were observed. For topographical voltage maps of the phoneme and stress-priming effects, see Figure 5. According to consecutive 100-ms time window analyses (see Supplementary Material) and according to previous auditory priming studies (Friedrich et al., 2009; Schild et al., 2011, 2012), we tested the mean ERP amplitudes in three time windows in detail: (i) a time window ranging between 100 and 300 ms addressing auditory phonological processing (N100); (ii) a time window ranging between 300 and 400 ms addressing abstract lexical processing (P350) and predictive phonological processing (central negativity); and (iii) a time window ranging from 400 to 1000 ms capturing extended ERP phoneme priming and ERP stress priming.
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FIGURE 3. Mean ERPs over the lateral (left and right) and central and over the anterior and posterior ROIs for each group. Black and gray dots on the head montage indicate the electrode positions that contributed to the ROIs. The three time windows analyzed in greater detail are highlighted in gray.
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FIGURE 4. Mean ERPs over the lateral (left and right panel) and central (middle panel) and over the anterior and posterior ROIs across all groups. The three analyzed time windows are highlighted in gray.
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FIGURE 5. Topographical voltage maps of the ERP phoneme-priming effect and stress-priming effect (match subtracted from mismatch, respectively) across all groups for the three analyzed time windows.



Time window 100−300 ms (auditory N100)

Lateral Electrodes. The overall ANOVA of the lateral ROIs revealed interactions of the factor Phoneme Overlap with the factor Hemisphere, F(1, 66) = 3.7, p = 0.05 and with the factor Region, F(1, 66) = 8.4, p = 0.005. The overall ANOVA of the lateral ROIs also revealed an interaction between the factors Stress Overlap and Region, F(1, 66) = 4.9, p = 0.03.

Follow-ups revealed main effects of the factor Phoneme Overlap over the left hemisphere, t(68) = 3.4, p = 0.001, and over anterior regions, t(68) = 3.9, p < 0.001. Prime-target pairs matching in phonemes elicited more negative amplitudes than prime-target pairs mismatching in phonemes. There was no significant difference between both conditions over the right hemisphere, and a trend for reversed amplitude differences between conditions over posterior regions, t(68) = 1.9, p = 0.06. Furthermore, follow-ups revealed a main effect of the factor Stress Overlap over posterior regions, t(68) = 3.1, p = 0.003. Amplitudes for stress match were more negative than amplitudes for stress mismatch. There was no main effect of stress over anterior regions.

Central Electrodes. The overall ANOVA of the central ROIs revealed an interaction between the factors Phoneme Overlap and Region, F(1, 66) = 4.6, p = 0.04, indicating an effect for the posterior ROI that showed the same amplitude difference as was obtained for posterior lateral ROIs, t(68) = 3.5, p = 0.001.

Neither over lateral ROIs nor over midline ROIs were any interactions between the factors Stress Overlap and Phoneme Overlap observed in the first time window.

Time window 300−400 ms (P350 and central negativity)

Lateral Electrodes. In this time window, we found an interaction of the factors Phoneme Overlap, Stress Overlap and Region, F(1, 66) = 4.1, p = 0.05, for the lateral electrodes. Follow-up analysis revealed a significant interaction between the factors Phoneme Overlap and Stress Overlap for the anterior regions, F(1, 68) = 4.5, p = 0.04, and a trend level effect for the posterior regions, F(1, 68) = 3.4, p = 0.07. Both interactions are illustrated in Figure 6. It appeared that the condition (S+P−) showing the slowest behavioral responses differed in ERP amplitudes from all other conditions, all t(68) ≥ 3.5, all p ≤ 0.001. All remaining conditions did not differ from one other t(68) < 1.1, ns.
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FIGURE 6. Mean ERP-amplitudes between 300 and 400 ms elicited for the anterior (upper panel) and posterior (lower panel) ROIs across all groups. Gray lines indicate significant differences between conditions, as revealed by post-hoc t-tests.



Central Electrodes. The overall ANOVA of the central ROIs revealed an interaction between the factors Phoneme Overlap and Region, F(1, 66) = 24.0, p < 0.001, and an interaction between the factors Stress Overlap and Region, F(1, 66) = 17.5, p < 0.001. Follow-ups of effects of the factor Phoneme Overlap revealed significantly more negative amplitudes for matching compared to mismatching phonemes over the anterior midline, t(68) = 3.0, p = 0.004. This pattern was reversed over the posterior midline, t(68) = 4.4, p < 0.001. Follow-ups of effects of the factor Stress Overlap revealed that stress-matching conditions elicited more negative amplitudes than stress-mismatching conditions over the posterior regions, t(68) = 4.3, p < 0.001.

Time window 400−1000 (extended processing)

Lateral Electrodes. The overall ANOVA of the lateral ROIs revealed significant interactions of the factor Phoneme Overlap with the factor Region, F(1, 66) = 23.1, p < 0.001, and with the factors Hemisphere and Region, F(1, 66) = 5.7, p = 0.02. Both interactions were modulated by a four-way interaction of the factors Hemisphere, Region, Phoneme Overlap and Group, F(2, 66) = 3.2, p = 0.05. The overall ANOVA of the lateral ROIs also revealed a significant interaction of the factors Stress Overlap and Region, F(1, 66) = 23.1, p < 0.001.

Follow-up ANOVAS for each group separately revealed that only the preschoolers showed a three-way interaction of the factors Phoneme Overlap, Hemisphere and Region, F(1, 22) = 7.0, p = 0.02. Over right posterior regions, phoneme-matching conditions elicited more negative amplitudes than phoneme-mismatching conditions, t(22) = 2.4, p = 0.03. Both reading groups, the beginning readers and the adults, showed interactions of Phoneme Overlap and Region, both F > 20.0, p < 0.001. For both groups, prime-target pairs mismatching in phonemes elicited more negative amplitudes than prime-target pairs matching in phonemes over anterior regions. The reversed pattern was obtained over posterior regions, all t > 3.9, p ≤ 0.01.

Follow-ups of effects of the factor Stress Overlap revealed that over anterior regions, the amplitudes of the stress-mismatching conditions were more negative than the amplitudes of the stress-matching conditions, t(68) = 5.5, p < 0.001. This effect was reversed over posterior regions, t(68) = 3.7, p < 0.001.

Central Electrodes. The overall ANOVA of the central ROIs revealed a significant interaction of the factors Phoneme Overlap and Region, F(1, 66) = 30.0, p < 0.001, which was not modulated by the factor group. Furthermore, there was a significant interaction of the factors Stress Overlap and Region, F(1, 66) = 21.6, p < 0.001.

Follow-ups of Phoneme Overlap effects revealed that the amplitudes of phoneme-mismatching conditions were more negative over the anterior midline than the amplitudes of phoneme-matching conditions, t(68) = 3.8, p < 0.001. The effect was reversed over the posterior midline, t(66) = 3.5, p ≤ 0.001. Follow-ups of Stress Overlap effects revealed the same amplitude differences as for the lateral ROIs over both the anterior midline, t(68) = 1.86, p = 0.07, and over the posterior midline, t(68) = 4.7, p < 0.001.

Neither over lateral ROIs nor over midline ROIs were any interactions between the factors Stress Overlap and Phoneme Overlap observed in the third time window.

In summary, the ERP data were quite comparable for preschoolers, beginning readers and adults. For all groups, phoneme priming started at approximately 100 ms, and stress priming started at approximately 200 ms (see Supplementary Material). Across all three larger time windows, the ERPs of all groups showed independent ERP priming effects for prime-target overlap in phonemes, on the one hand, and for prime-target overlap in stress, on the other hand. ERP phoneme priming was characterized by enhanced N100 for phoneme match and enhanced P350 and central negativity for phoneme mismatch. ERP stress priming was characterized by sustained enhanced negativity for stress match. Only in the time window ranging between 300 and 400 ms did phoneme priming and stress priming interact over lateral electrodes. Nevertheless, even in this time window, independent phoneme priming and stress priming was obtained over the midline electrodes.

DISCUSSION

The present study focused on the processing of syllable stress in middle childhood. We tested pre-readers and beginning readers, as well as adults. Behavioral and ERP stress priming were comparable across groups. Thus, we can discard the first hypothesis stating that the processing of the speech signal in general is improved in readers, and also the third hypothesis stating that the readers withdraw processing resources from aspects of the speech signal that have no correspondence with the writing system. Instead, adults, pre-readers and alphabetic readers appeared to similarly exploit syllable stress. Together the present results speak for the second hypothesis, stating that alphabetic readers' sensitivity is not enhanced regarding an aspect of the speech signal that does not correspond with the writing system, namely syllable stress.

The group effects in the present data suggest that refined speech processing in middle childhood is restricted to phonemes. The behavioral data indicate stronger phoneme priming effects, but not stronger stress priming effects, in children compared to adults. The ERPs point to a unique late ERP response to phoneme priming for preschoolers, but stress priming does not show a unique ERP response for any group. Together, these results reveal that, in middle childhood and especially at the preschool ages, phonological awareness might drive portions of the phoneme priming effects. That is, preschoolers and beginning readers appear to be especially sensitive to phonemes but do not modulate their processing of syllable stress. Thus, enhanced phonological processing in middle childhood appears to be restricted to those aspects of the speech signal that are relevant for acquiring an alphabetic writing system, namely phonemes, without generalizing to aspects of the speech signal that are not typically encoded in the writing system, namely prosody.

The second major finding of this study regards the independent processing of prosody and phonemes, as indicated by separate ERP phoneme priming and ERP stress priming. We uncovered that the main effects of stress overlap and the main effects of phoneme overlap did not interact in the first and third time window analyzed for the ERPs. Independent ERP phoneme priming and ERP stress priming in the same time windows provides evidence for two separate processing systems operating in parallel. This confirms the conclusion of independent processing of stress and phonemes that we have formerly drawn from ERPs recorded in cross-modal auditory-visual priming with adults (Friedrich et al., 2004).

Although ERPs allow only restricted conclusions about the localization of neuronal sources, different topographies of ERP phoneme priming and ERP stress priming support our conclusion of independent processing systems and are informative about the processing of stress. The left-lateralization of ERP phoneme priming replicates previous results obtained with unimodal auditory word onset priming (Friedrich et al., 2009; Schild et al., 2012) and cross-modal word onset priming (Friedrich et al., 2004, 2008; Friedrich, 2005). Bilateral stress priming replicates a previous result obtained with cross-modal auditory-visual word onset priming (Friedrich et al., 2004). The left-lateralization of phoneme priming is in line with the “asymmetric sampling in time” (AST) hypothesis stating that acoustic information varying on a small time-scale is processed predominantly in the left hemisphere (e.g., Poeppel, 2003; Poeppel et al., 2008). However, the AST hypothesis also states that the processing of acoustic information varying on a larger time-scale, such as syllable stress, is lateralized to the right hemisphere. This assumption is not confirmed by the present and previous bilateral ERP stress priming effects. Together our findings are in accordance with a meta-analysis of lesion literature revealing that linguistic prosodic perception is under bihemispheric control (Witteman et al., 2011).

Regarding behavioral stress priming, the present results obtained with a unimodal auditory paradigm can be integrated within previous work using a cross-modal priming paradigm. Similar to the former studies, we obtained the fastest responses for combined prime-target overlap in syllable stress and phonemes (see Soto-Faraco et al., 2001; Cooper et al., 2002; Friedrich et al., 2004; van Donselaar et al., 2005). This result reveals that pre-readers and readers rapidly integrate phonemes and prosody in ongoing spoken word recognition.

Most astonishingly, stress overlap without phoneme overlap elicited the slowest behavioral responses in the present study. This condition has been previously realized only in a single cross-modal priming study (Friedrich et al., 2004). There, behavioral responses for stress match were faster compared to stress mismatch. Here, we speculate that the enhanced response latencies for stress match in the present unimodal study result from a violation of basic rhythmic properties of speech in the stress match condition for initially stressed targets. In that condition, the stressed prime syllable is immediately followed by the stressed onset syllable of the target word. The juxtaposition of two stressed syllables, referred to as a “stress clash,” violates the regularly alternating sequence of stressed and unstressed syllables in continuous speech (Liberman and Prince, 1977; Tomlinson et al., 2013). The assumption that “stress clashes” delay the processing of stress-matching targets in unimodal priming has to be validated by adding initially unstressed targets to future designs.

ERP phoneme priming, as reflected in the auditory N100, in the P350 effect and in the central negativity, was largely comparable with the results of previous studies. Previously, enhanced left-lateralized negative-going amplitudes for phoneme match compared to phoneme mismatch have been obtained for adults in the N100 time window (100 to 300 ms; Friedrich et al., 2009; Schild et al., 2012), but not for children (Schild et al., 2011). Similarly, enhanced anterior positivity for phoneme mismatch has been obtained for adults and children in the P350 time window (300 to 400 ms). The bilateral distribution of the anterior P350 effect in the present study is integrated into a heterogeneous pattern of results regarding the lateralization of this ERP deflection, for which a bilateral distribution in adults (Schild et al., 2012) and pre-readers (Schild et al., 2011) has been obtained, in addition to a left-lateralized distribution in adults (Friedrich et al., 2009) and beginning readers (Schild et al., 2011).

The topography and polarity of amplitude differences characterizing ERP stress priming differed from ERP phoneme priming. Reversed to phoneme priming, the mean ERP amplitudes for stress match were more negative than the mean ERP amplitudes for stress mismatch starting at 200 ms after the target word onset. The bilateral posterior distribution relates ERP stress priming to N400-like central negativity and therewith to predictive phonological processing in unimodal auditory priming. Enhanced negativity for stress match compared to stress mismatch reflects that stress match is somewhat unexpected. Again, the atypical sequence of two stressed syllables in both stress match conditions might be relevant here. The stressed prime syllable followed by the stressed initial syllable of the target word violates the expectation of an alternating sequence of stressed and unstressed syllables in natural speech (Liberman and Prince, 1977). Enhanced N400 amplitudes for stress clash in a sentence context have been recently reported (Bohn et al., 2013). In other words, together with the behavioral priming results, we might interpret the enhanced central negativity for stress match as reflecting an unexpected stress clash.

Only between 300 and 400 ms was there an interaction between ERP phoneme priming and ERP stress priming. This interaction effect somewhat parallels the behavioral data. The condition that elicited the slowest responses, namely stress overlap without phoneme overlap (S+P−), also diverged in the P350 effect from the other conditions. Because a similar interaction was found over the anterior and posterior regions, we cannot unambiguously relate this event to either the P350 or the central negativity. However, a unifying interpretation of the data should focus on expectancy mechanisms. It appears that the target in the condition S+P− was the least expected, as the remaining three conditions were somehow still primed. S+P+ and S−P+ are primed by phoneme overlap with their preceding primes, whereas S−P− fulfills the expected pattern of alternating syllable stress between prime syllable and target syllable. This post-hoc interpretation must be examined further in future research.

In conclusion, we did not find different processing of syllable stress for pre-readers and readers in the present study. This contrasts to the evidence for enhanced and refined phoneme processing in readers that we found in the present study and in a former study (Schild et al., 2011). Thus, although developmental maturation and vocabulary growth might exert an influence on phonological processing throughout childhood (Walley et al., 2003) the present and previous results might be best explained by the influence of literacy. We conclude that literacy specifically improves the processing of those aspects of speech that find correlates in the written signal. Together these results converge to the conclusion of two separate processing streams for phonemes and prosody. ERPs point to functionally and anatomically distinct networks devoted to process both types of information. Age-related differences reveal that the processing of phonemes, but not the processing of prosody is modulated by literacy acquisition.
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There are contradicting assumptions and findings on the direction of word stress processing in German. To resolve this question, we asked participants to read tri-syllabic non-words and stress ambiguous words aloud. Additionally, they also performed a working memory (WM) task (2-back task). In non-word reading, participants’ individual WM capacity was positively correlated with assignment of main stress to the antepenultimate syllable, which is most distant to the word’s right edge, while a (complementary) negative correlation was observed with assignment of stress to the ultimate syllable. There was no significant correlation between WM capacity and stress assignment to the penultimate syllable, which has been claimed to be the default stress pattern in German. In reading stress ambiguous words, a similar but non-significant pattern was observed as in non-word reading. In sum, our results provide first psycholinguistic evidence supporting leftward stress processing in German. Our results do not lend support to the assumption of penultimate default stress in German. A specification of the lemma model is proposed which seems able to reconcile our findings and apparently contradicting assumptions and evidence.
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INTRODUCTION

How do we know which syllable of a polysyllabic word should receive main stress? In figuring out – should we start from the beginning (i.e., left edge) or from the end (i.e., right edge) of the word? The answer seems easy in languages with fixed stress position: We should start from the left edge in languages with fixed stress on the first (e.g., Cahuilla, Hungarian, and Icelandic), second (e.g., Dakota, Mapudungun, and Tolai), or third (e.g., Winnebago) syllable, while we should start from the right edge in languages with fixed stress on the ultimate (U, e.g., Balinese, Persian, and Weri), penultimate (PU, e.g., Djingili, Polish, and Quechua), or antepenultimate (APU, e.g., Greek, Macedonian, and Paumari) syllable (for an overview see Goedemans and van der Hulst, 2014). The matter is less obvious in languages with variable stress (e.g., English, German, and Russian). As in those languages the position of main stress is largely unpredictable, it has been suggested that this information has to be stored in the mental lexicon for all words. However, it is not clear, whether, for instance, the lexical entry of the German word Veránda codes main stress position as second or prefinal – in other words, whether retrieval of stress position proceeds in a rightward or leftward manner (or with no specific directionality at all).

Based on regularities or analogies generated from their lexical knowledge, even speakers of languages with unpredictable stress are able to assign stress to non-words (Janssen, 2003b; Tappeiner et al., 2007; Röttger et al., 2012; Domahs et al., 2014). Typically, the assignment of stress to non-words is characterized by large interindividual variance. Moreover, the assignment of stress to both existing words and non-words may leave behavioral traces of processing demands. The present study aims to explore the interaction of interindividual variance in stress assignment and specific computational demands for different stress positions to investigate the direction of stress processing in German. In the remainder of this section, we will first summarize arguments on the direction of stress computation in German and then outline the rationale of the study.

THE DIRECTION OF STRESS COMPUTATION GERMAN

The computation of main stress position may, in principle, start from the beginning or from the end of the word (i.e., rightward or leftward assignment, respectively). There are arguments for both options in German, which will be reviewed in the following.

Most current accounts on German stress assignment – explicitly or implicitly – proceed from the assumption that the syllable to be assigned main stress is defined in a leftward fashion, starting from the right edge of a word. This holds true irrespective of whether these accounts opt for quantity-sensitive or for quantity-insensitive stress assignment. Quantity-sensitive accounts state that the structure or weight of the final and/or prefinal syllable is a particularly important predictor of the position of main stress in German (Vennemann, 1991; Féry, 1998; Domahs et al., 2008). Quantity-insensitive accounts typically assume that the PU is the default stress position in German, all other stress patterns being exceptions which require lexicalization (Eisenberg, 1991; Wiese, 1996). Leftward stress computation in German is supported by the fact that only one of the last three syllables (APU, PU, or U) can bear main stress (“three-syllable window,” Giegerich, 1985; Vennemann, 1991; Zonneveld et al., 1999). Psychologically, the three-syllable window seems to be very robust. It was, for example, obeyed in a patient with acquired language impairment, who otherwise showed severe phonological and prosodic deficits (Janßen and Domahs, 2008).

One major argument for rightward stress computation comes from the psycholinguistic “lemma” model of speech production developed by Levelt et al. (1999). In this model, a metrical frame is retrieved (independently from the sequence of phonemes) which determines the number of syllables and the position of main stress in case of non-default stress assignment. In a further processing step, which is called prosodification, the metrical frame is filled with segments and – in the case of default assignment – the stress position is assigned. Crucially, first syllable stress is assumed to be the default in German (as in Dutch and English). In fact, evidence reported by Schiller et al. (2006) seems to lend support to such a rightward processing of metrical stress in Dutch: In a monitoring task, subjects were faster to detect stressed syllables at the beginning compared to stressed syllables at the end of words which they had to name implicitly from pictures. Yet, these authors themselves note that their observation may also be caused by the incremental (i.e., rightward) functioning of the monitoring system rather than by the incremental functioning of stress processing itself. Note that the assumption of first syllable stress as default in German as implemented in the lemma model (Levelt et al., 1999), although conceptually in clear contrast to the assumption of a PU default in German (Eisenberg, 1991; Wiese, 1996), makes identical predictions for the huge bulk of existing words, given that most monomorphemic word types in the German corpus consist of one or two syllables. In trisyllabic words, however, the predictions based on leftward computation differ from the predictions of the lemma model.

There is a third set of accounts, which assume that there are two co-phonologies of German with different implications for the direction of stress computation. According to those accounts, the default position of main stress in native German words is the first syllable, whereas stress in non-native words would be computed in a leftward manner starting from the right edge of the word (Wurzel, 1970, 1980; Benware, 1980; Féry, 1986). However, a number of authors disagree with the need to distinguish between native and non-native German phonology (Giegerich, 1985; Hall, 1992; Wiese, 1996).

THE PRESENT STUDY

In sum, the question in which direction metrical stress is computed in German is still open. In our experiment, we explored the possibility that the processing of word stress in German occurs in a leftward instead of a rightward fashion, as predicted by a number of different phonological theories (Eisenberg, 1991; Vennemann, 1991; Wiese, 1996; Féry, 1998; Domahs et al., 2008). Note that we are taking a cognitive perspective here, rather than a purely descriptive linguistic approach. In this cognitive perspective, different stress positions may be associated with different computational costs. Specifically, processing costs, operationalized as working memory (WM) load, should increase with increasing distance of stress position from the starting point of computation (left or right edge of the word). If stress computation works from right to left, then computational WM load should increase in the following direction: U < PU < APU stress position. The opposite hierarchy is expected in the case of rightward stress computation. For instance, the assignment of stress to the first and the final syllable in non-words with a VC.V.VCC1 structure (e.g., Rulkomenk) is approximately balanced across participants in group analyses (43 and 47%, respectively), while the second syllable is only rarely stressed (Janssen, 2003b). However, if the computation of stress operates, indeed, in a leftward fashion, then it requires additional processing steps to identify and stress the APU position compared to placing stress on the U position, i.e., APU stress assignment is computationally more demanding than U stress assignment. Consistent with the right-to-left hypothesis, two patients with reduced WM span (Janssen, 2003a; Janßen and Domahs, 2008) produced virtually no APU stress on pseudowords, while a group of healthy subjects produced up to 50% of this stress pattern with the same material. More generally, the existence of the three-syllable window in German may be interpreted as consequence of leftward stress assignment subject to processing limitations.

To pursue our hypothesis, we examined non-word reading of native speakers of German whose WM capacity was quantified using a 2-back task (Zimmermann and Fimm, 1993). The use of non-words not only avoids the influence of lexical variables (e.g., word frequency) as far as possible but also ensures that the stress position has to be computed instead of retrieved from long-term memory (i.e., the mental lexicon).

We wanted to use the fact that there is a large degree of interindividual heterogeneity in word stress assignment, at least partly related to WM (Heisterueber et al., 2014). Specifically, it was predicted that the proportion of computationally complex APU stress assignment across stimuli should be positively correlated with the individual WM capacity. In other words: the more limited the WM capacity the fewer computationally complex stress assignments should be observed.

Participants were also asked to read a short story containing words, which can be stressed on different syllables (i.e., stress ambiguous words). Given that German is a language with largely unpredictable stress, the position of main stress should be lexicalized for these words. However, it may still be that a participant’s WM capacity influences his/her preferred stress position for such words. This influence may be less strong than the one expected for non-words, as the computational impact of stress position may be less pronounced in lexical retrieval than in actual computation of a stress pattern.

Some accounts of stress assignment in German assume that tri-syllabic words with a closed final syllable are parsed into two metrical feet (a final non-branching foot and a preceding binary one ([σσ)F(σ)F]ω), while words with an open final syllable are only parsed into one foot ([σ(σσ)F]ω), leaving an unparsed initial syllable, where stress assignment is disfavored (Alber, 1997; Domahs et al., 2008; Knaus and Domahs, 2009). Based on this analysis, words with a closed final syllable have more potential landing sites for main stress than words with open final syllable.

Note that the potential existence of a default stress pattern may overwrite the effect of computational direction. In this case, it may be that the default stress assignment is computationally easier than stress assignment to other positions. Potential default stress positions in German are the first syllable (Levelt et al., 1999) or the PU (Eisenberg, 1991; Wiese, 1996).

In sum, we want to make use of interindividual variance in cognitive processing capacity to distinguish between easier and more difficult stress positions indicative of the direction of stress computation in German.

MATERIALS AND METHODS 

PARTICIPANTS

Participants were recruited from retirement homes in the city of Aachen (Germany) and the orthopedic ward of the RWTH Aachen University Hospital. Thirty-eight participants performed a reading task with a list of 60 existing German words (20 words with APU, PU, and U stress pattern, respectively, in randomized order, see Tappeiner et al., 2007). Two participants read less than 80% correct and were excluded from further analyses. In the remaining sample, there were 20 women and 16 men. All participants were native speakers of German, coming from a heterogeneous educational background (6 had obtained German Abitur, 19 had finished Realschule, and the remaining 11 had finished Hauptschule). All but two participants were right handed according to their own disclosure.

Participants were aged between 52 and 94 years (mean = 72.1). This age range was chosen to increase the interindividual variance in WM capacity (Dobbs and Rule, 1989; Brockmole and Logie, 2013; Murre et al., 2013). No participants with diagnosed dementia or neurological illness were included. It was made sure that all participants used their glasses and/or hearing aid if necessary. All participants gave their informed consent and received a compensation of 5 Euros. The study was approved by the Institutional Review Board of the Medical Faculty at RWTH Aachen University (EK 182/06).

TASKS

Participants performed three tasks: a non-word reading task, a reading task with stress-ambiguous existing words, and a 2-back task.

We used the non-word reading task designed by Janssen (2003b; see also Domahs et al., 2014). In this task, non-words have to be produced within a carrier sentence, to prevent from artifacts due to reading isolated non-words in a list. The carrier sentence was always the same throughout the task (Ich habe gehört, dass Peter … gesagt hat. [I have heard that Peter said …]) to control for interference from sentence prosody. Participants were instructed to first read the non-word silently and only if they felt ready to produce it fluently to utter the carrier sentence containing the target-non-word.

In the second task, participants were asked to read a small purpose-made story (33 lines) containing 8 existing words which are stress ambiguous in German (see Stimuli). Target words were not highlighted in the text and participants were unaware of the specific purpose of this task (i.e., they were globally instructed to read the story aloud).

The 2-back task is a supplement to a larger battery testing attentional functions (TAP, Zimmermann and Fimm, 1993). Participants see a sequence of isolated letters on a screen, in a self-paced speed of presentation. They are asked to indicate by a button press, whether any given letter in this sequence is identical to its pre-predecessor. (e.g., A–E–C–E–K–L–K, required yes-answers highlighted). Thus, this demanding task requires a variety of executive or WM functions including storing and updating of relevant information and inhibition of irrelevant information. As a kind of shorthand term, we will refer to the underlying construct tested with the 2-back task as WM capacity. Note that in this task the position of elements within a sequence is crucially important.

STIMULI

In the non-word reading task, we used the set of stimuli described by Janssen (2003b, see also Domahs et al., 2014). These are phonotactically legal three-syllabic non-words in eight syllable structure conditions (rhyme structures: VC.V.VCC, V.VC.VCC, VC.V.VC, V.V.VC, V.VC.VC, V.V.V, V.VC.V, and VC.VC.V). These eight conditions were designed to examine the role of syllable structure on stress assignment, particularly focusing on the weight of the final syllable, as this seems to be most influential (Janssen, 2003b; Röttger et al., 2012; Domahs et al., 2014). However, the stimulus set did not include all logically possible combinations of syllable structures. Conditions with three heavy syllables (VC.VC.VC and VC.VC.VCC) were excluded, because such words are not attested in German. Furthermore, words with super-heavy syllables and light penult and antepenultimate (V.V.VCC) as well as with light final and penult and heavy antepenult (VC.V.V) were not tested, because such conditions would probably not add further insights into the role of quantity on stress assignment. In the item construction, resyllabifications of coda consonants as onset consonants of the following syllable were avoided by filling each onset position. In addition, in syllable contacts the sonority of consonants was chosen such that the parsing of consonants into complex onsets was made unlikely (e.g., a non-word like bat.ram could be syllabified as ba.tram, while las.fon.ta cannot be syllabified as *la.sfon.ta). Potential similarities to existing words were avoided as far as possible by including only items whose final two syllables did not rhyme with existing words. For further details on stimulus selection, see Domahs et al. (2014).

There were 10 items per condition, 80 items overall, which were presented in pseudorandomized order, interspersed with 40 one- and two-syllable filler non-words as well as 13 four-syllable non-words to prevent participants from using an individual “default” stress pattern consistently across the whole list of items. Although in general the target non-words lead to different specific stress assignment preferences depending on their syllable structure (e.g., words with V.VC.V structure are preferably stressed on PU syllable), there is always a large degree of interindividual variance – which so far is left unexplained – such that in no condition non-words are exclusively stressed on one syllable (Janssen, 2003b; Tappeiner et al., 2007; Röttger et al., 2012).

In the word reading task, eight target words embedded in a short story were stress ambiguous, i.e., they can receive either APU or U stress in German (Kabarett, Telefon, Mikrofon, Dromedar, Marzipan, Alkohol, Megafon, Horizont). Stress ambiguity was confirmed by the Duden® online dictionary (http://www.duden.de). The fact that most stress ambiguities in German involve APU vs. U main stress position can be accounted for by the similarity of their underlying foot structure and the dissimilarity of the underlying PU foot structure and by the related fact that only words with APU and U stress consist of two metrical feet and therefore allow for stress variance (Domahs et al., 2008, 2013; Janßen and Domahs, 2008; Röttger et al., 2012). Note that preference for a specific variant of stress ambiguous words largely depends on the speaker’s regional variant of German. Other possible sources of interindividual variance, in particular WM capacity, have not been reported so far.

ANALYSES

Participants’ oral responses were recorded and transcribed later by a trained speech-language therapist who was blind to the hypotheses of the experiment. Main stress was determined based on perceptual judgment2. In cases of any uncertainty, transcription was discussed with an experimenter. If no consensus could be obtained for a specific item, this item was excluded from analyses.

In non-word reading, only responses without segmental errors for which main stress position could be identified unambiguously were included in the analyses. These criteria were fulfilled by 90.8% of the given responses. Dependent variables were the proportions of APU, PU, and U stress assignment in the target non-words. Note that these proportions are interdependent.

In word reading, the dependent variable was the proportion of APU stress assignment in the target words. Note that the proportion of U stress assignment is complementary with the proportion of APU stress assignment. There were 94.1% analyzable word items.

In the 2-back task, the dependent variable (“WM capacity”) was the number of correct yes-responses (max = 14).

Given the non-parametric nature of the data, we explored the relationship between individual WM capacity on the one hand and the proportion of stress patterns in non-word and word reading on the other using Spearman’s rank correlation coefficient.

RESULTS

NON-WORDS

We found a significant positive correlation between individual WM capacity and the proportion of APU stress assigned (rS = 0.344, p = 0.040) and a (complementary) negative correlation between WM capacity and the proportion of final stress assigned (rS = –0.427, p = 0.009; see Table 1, Figure 1). There was no significant correlation between WM capacity and the proportion of PU stress assigned (rS = –0.081, p = 0.637).
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FIGURE 1. Assignment of main stress in non-word reading as a function of individual working memory capacity. (Note that we plotted linear functions in this graph, while we used a non-parametric procedure in actual analyses, which does not assume a linear function.)



TABLE 1. Results as a function of structural conditions.
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The pattern of correlations was consistent across conditions (i.e., positive for APU, negative for U, and non-significant for PU). However, looking at the influence of syllable structure (possibly indicative of foot structure), significant correlations were almost exclusively found for non-words with closed final syllable, which – due to their foot structure – offer more potential landing sites for main stress than non-words with open final syllable (see Table 1, conditions 1–5).

Moreover, there was increasing interindividual variance of APU stress assignment with increasing WM capacity, i.e., there were increasing absolute residuals from a linear function (rS = 0.352, p = 0.035). There were no such significant relationships between WM capacity and the variance of either PU (rS = 0.045, p = 0.796) or U (rS = 0.260, p = 0.126) stress assignment.

STRESS AMBIGUOUS WORDS

There was a near-significant negative correlation between WM capacity and the proportion of final stress assigned (rS = –0.321, p = 0.057), but no significant correlation between WM capacity and the proportion of APU stress assigned (rS = 0.195, p = 0.254; see Figure 2). Note that these correlations are not completely complementary due to 5.9% unanalyzable trials.


[image: image]

FIGURE 2. Assignment of main stress in stress ambiguous words as a function of individual WM capacity. (Note that we plotted linear functions in this graph, while we used a non-parametric procedure in actual analyses, which does not assume a linear function.)



DISCUSSION

In sum, we observed a positive correlation of WM capacity with the proportion of APU stress assigned and a (complementary) negative correlation with the proportion of U stress assigned for non-words and a similar but non-significant pattern also for stress ambiguous words. There was no correlation of WM capacity with PU stress assignment. We would like to argue that this pattern of results speaks in favor of a leftward processing of word stress in German as participants with limited WM capacity only rarely produced the computationally most demanding (i.e., most leftward) APU pattern, while participants with good WM capacity were able to use APU stress. This interpretation is also supported by the increasing variance of APU stress assignment with increasing WM capacity: while participants with good WM were well able to assign APU stress, they were not restricted to that pattern.

More specifically, our observation that correlations were almost exclusively found for non-words with a closed final syllable is consistent with the assumption that tri-syllabic words with a closed final syllable are parsed into two metrical feet (a final non-branching foot and a preceding binary one) while words with an open final syllable are only parsed into one foot, leaving an unparsed initial syllable (Alber, 1997; Domahs et al., 2008; Knaus and Domahs, 2009). The two metrical feet, that words with closed final syllable are made of, offer two potential positions for main stress, while tri-syllabic words with open final syllable typically consist of only one metrical foot and an unparsed initial syllable, where main stress should be disfavored. In consequence, words with one metrical foot provide only one option of stress assignment, whereas words with two feet do require a decision were to place main stress, which may lead to increased processing costs. Indeed, non-words with open final syllable tended to attract less APU stress than words with closed final syllable, consistent with previous findings (Janssen, 2003b; Röttger et al., 2012; Domahs et al., 2014).

It may be argued that leftward stress computation leads to increased costs in speech production compared to rightward stress computation. Given that the sequence of phonemes is processed in a rightward manner, rightward stress processing is consistent with the processing direction of phonemes whereas leftward stress processing is inconsistent with it, causing elevated costs. Similar arguments have been put forward for left aligning vs. right aligning systems of secondary stress (Hayes, 1995; Alber, 2005). In left aligning systems, less phonological pre-planning may be required in speaking, given that the parser does not have to know the number of a word’s syllables before starting to assign stress. With respect to main stress, a look at the World Atlas of Language Structures Online (Goedemans and van der Hulst, 2014; features 14A and 15A) reveals that systems with right edge orientation are not rare. If, indeed, such systems are associated with increased processing costs, it remains an open question whether there is any compensation for this disadvantage in languages with right edge orientation including German.

If PU stress should be regarded as default option in German (Eisenberg, 1991; Wiese, 1996), one may have expected a processing advantage such that participants with limited WM capacity assign more (“default”) PU stress than participants with good WM capacity. Obviously, this was not the case. Previous studies have also failed to provide empirical evidence for a processing advantage of PU stress in German. PU stress was not the preferred pattern in violation paradigms (Domahs et al., 2008, 2013). Moreover, it was not dominant in monolingual (Röttger et al., 2012) or bilingual (Tappeiner et al., 2007) non-word production experiments either. Finally, PU stress was not the most robust pattern in cases of acquired language impairment (Janssen, 2003a; Janßen and Domahs, 2008). Clearly, we did not find evidence for a first syllable default either.

In sum, we would like to explain the present pattern of results based on cognitive procedures which operate in a leftward fashion to assign stress to non-words. These procedures may be sets of rules or constraints (Domahs et al., 2008; Knaus and Domahs, 2009), while we found no evidence for the psychological reality of a default stress position in German. For the first time, it has been demonstrated that the use of these procedures is influenced by individual cognitive processing capacity. At present, the procedures which are actually used during the computation of main stress remain unspecified. Nonetheless we suggest so far that (a) it seems to be more demanding to assign stress to a syllable (APU) which is distant from the starting point of these procedures (i.e., from the right edge of a word) than to a syllable (U) which is close to it and (b) this difference is more pronounced in non-words which contain two metrical feet compared to non-words containing only one foot. Future work should try to further elucidate the exact nature of stress assigning algorithms.

A processing-based account of stress assignment as sketched above could also explain the observation that two patients with impaired lexical knowledge due to primary progressive aphasia did not use any APU stress in cases of uncertainty (Janssen, 2003a; Janßen and Domahs, 2008). Given that both patients had a massively reduced WM span, APU stress assignment may have been too demanding for them. Their avoidance of APU stress has previously been explained with APU stress being exceptional and needing to be lexicalized (Knaus and Domahs, 2009). However, in the light of the present findings the processing-based account seems to be superior: It was the good participants who produced the largest proportion of the putative exceptional pattern and the participants with limited WM capacity who tended to avoid it.

We also found a near-significant negative correlation between WM capacity and the proportion of stress assignment to the final syllable for stress ambiguous words. This is remarkable given that stress assignment to German words is assumed to be fully lexicalized. In the case of stress ambiguous words, the two variants of a word (e.g., Hórizont vs. Horizónt) show a regional distribution, while individual speakers stick to one of the variants quite consistently, i.e., they have one lexical entry which is determined by their regional variant of German. However, the present results suggest that this is not the whole story. There was interindividual variance in stress assignment to those words which was systematically related to individual WM capacity while all participants were recruited in the same area (Aachen, Germany). In our view, there are two possible explanations for processing-related interindividual variance in stress assignment to ambiguous words: first, it may be that lexical retrieval of word stress in German has some form of right alignment. Thus, for some reason or another, the scanning of lexical entries for their stress information may occur in a leftward manner. Second, it may be that lexical retrieval co-occurs with the application of (rule-based) procedures as applied for stress assignment in non-words and that both processes interact. Given that at least one of the two processes (i.e., rule application) is more demanding for APU than for U stress, this may also influence lexical retrieval or the final articulatory output – at least in stress ambiguous words. Note, however, that all participants were well able to read existing unambiguous words correctly such that they produced merely any variance in stress assignment in such words.

Could the increasing use of ultimate stress with decreasing WM capacity be explained by factors other than the computational ease to place main stress on the final syllable? An alternative explanation may refer to articulatory preparation in general rather than to the computation of main stress position. According to this explanation, participants with limited WM span might tend to lengthen the final syllable of target (non)words to get more time for preparing the subsequent word and – given that duration is also a relevant phonetic cue to word stress – this might result in perceived stress on the final syllable. However, this potential artifact has been minimized in our experimental design as our target stimuli were embedded in carrier sentences/text, respectively. Recall that the carrier sentence was identical for all non-words, such that the word following the target was highly expectable and automatized during the experiment. Moreover, in non-word reading participants were instructed to first read the non-word silently and only if they felt ready to produce it fluently to utter the carrier sentence containing the target-non-word. Yet, to clear away the last doubts and to disentangle ultimate stress from final lengthening, further research may address languages with rightward stress assignment, where both effects would be separable.

Our data support accounts of German word stress, which assume leftward computation (e.g., Vennemann, 1991; Alber, 1997; Féry, 1998; Domahs et al., 2008), but seem to be at odds with those assuming rightward computation (Levelt et al., 1999). However, our data are silent with respect to the possibility that there are two co-phonologies of German with different stress computation directions (Wurzel, 1970, 1980; Benware, 1980; Féry, 1986). Given that we used tri-syllabic non-words in one task and that the stress ambiguous words used in the other task were all loan words, it seems plausible that both types of stimuli were treated within the “non-native” phonology by our participants. In this case, results of both tasks would lend support to the assumption that in this part of German phonology, stress computation proceeds in a leftward manner. Note that experimental evidence based on processing difficulty would be difficult to obtain for the other part of German phonology (native words), as this comprises mainly one- and two-syllable words which do not offer the possibility of “long distance” stress assignment.

In the remainder of this section we would like to argue that it is possible to reconcile the apparently contradicting assumptions on the direction of stress processing in German, based on a specification of the lemma model of speech production (Levelt et al., 1999). Recall that within this model, there are two stages of prosodic encoding: at the first stage (frame generation), a metrical frame is generated, specifying the number of syllables and the stress pattern of words (in case of non-default stress). At the second stage (prosodification), the sequence of segments is filled into the metrical frame and default stress is assigned. Note that the direction of stress processing is only specified for the prosodification stage, where rightward processing is assumed. There is no indication about the direction of stress processing at the frame generation stage. We would like to suggest that the assignment of stress to German words occurs during frame generation, given that there is no psycholinguistic evidence for a default stress pattern. At this stage, stress is computed in a leftward manner, i.e., APU stress assignment is more demanding than PU or U stress assignment. During prosodification, segments are filled into the metrical frame. According to Levelt et al. (1999), prosodification proceeds incrementally in a rightward manner. Therefore, the articulatory realization (but not the computation) of APU stress may be less demanding than the articulation of PU and U stress. This account is consistent with evidence from Italian, showing an articulatory advantage for stress positions at the left edge of a word: pseudowords stressed on the APU could be read faster than pseudowords stressed on the PU. On the other hand, the computation of main stress position for pseudowords was influenced from the phonological similarity with words on the right edge only (Burani and Arduino, 2004; Burani et al., 2013; Sulpizio et al., 2013). In other words: the processing direction between prosodification (starting at the left edge) and frame generation (starting at the right edge) may diverge. Furthermore, empirical evidence for rightward stress processing during the monitoring of lexical stress positions in Dutch reported by Schiller et al. (2006) seems to be related to the prosodification stage rather than to the frame generation stage.

Note that the lemma model is underspecified in several aspects of prosodic encoding. First, it does not incorporate the possibility of right aligning default systems (e.g., languages with fixed stress positions on the U, PU, or APU). Do the filling of the frame with segments (rightward) and the processing of default stress (leftward) occur in parallel or sequentially? Second, in some languages stress is assigned neither by default (fixed stress position) nor via lexical retrieval. Rather, it can be placed on variable positions, which are, however, determined by fully regular rules (e.g., Cairene Arabic or Latin). At which stage of prosodic encoding do these rules operate? A third point, which is related to the second one, concerns stress assignment to non-words. How can the assignment of stress to syllables other than the default be explained? Non-words are stressed on variable positions by German participants (Röttger et al., 2012). These positions are neither restricted to the default nor fully captured by rules. If the assignment of stress involves lexical analogies – are those retrieved during frame generation? Fourth, how can different processing directions for main and secondary stress (e.g., Alber, 2005) be incorporated into the model? Obviously, many further specifications of the model have to follow in the future. Yet, the main distinction into leftward stress processing at the frame generation stage and rightward realization of stress during prosodification could already capture a number of previously contradicting findings and theories on (German) word stress.
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Footnotes

1Here and in the remainder of this paper syllable structure only indicates vowels (V) and consonants (C) of the syllabic rhyme. Syllabic onset structure may vary and is therefore not specified.

2Although perceptual judgment is the standard method in stress assignment experiments using production paradigms, this method does not allow disentangling the potentially distinct contribution of the different phonetic cues (e.g., pitch, duration, and intensity) which – in a complex interplay – lead to the perception of stress.
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German nouns may alternate from singular to plural in two different ways. Some singular forms that end in a voiceless obstruent have a plural in which this obstruent is voiced. Another alternation concerns the vowel. Some singular forms with a back vowel have a plural form in which this back vowel is front. For each noun it has to be established individually whether it alternates or not. The voicing alternation is phonetically grounded, but the vowel alternation is not. Knowledge about such alternations involves two things. First, it involves knowledge of which words alternate and which words do not and second, it involves the ability to extend the alternations to novel words. We studied the knowledge of which words alternate and the proportion to which they alternate in two corpus studies. We studied the knowledge of speakers concerning which words alternate and what generalizations can be based upon these words by means of a production study. The production study involved words and nonces. We asked twenty 5 year-olds, twenty 7 year-olds, and ten adults to produce the plural for a given singular word and a plural for a given singular nonce. In the corpus study we found that both alternations occur with the same frequency. In the production of alternations in words we found that participants in all age groups make few mistakes. With respect to the production of alternations in nonce words, we found that the proportion of voicing alternations decreases with age, while the proportion of vowel alternations increases. We explain this change in the ability to generalize the alternations to nonces on the basis of the confidence speakers can have in a generalization. Young children have a small lexicon and they can form relatively unreliable generalizations on lexical distributions. They are, however, proficient users of language and have great phonetic experience. They can more confidently form generalizations on the basis of this experience. Adults have a large lexicon and, as a consequence, they can confidently form generalizations based on their lexicon. In addition, they know that many alternations are not based on phonetic considerations.
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1. INTRODUCTION

The pronunciation of a word often varies with morphological context. Such variation is referred to as an alternation. In this paper we will focus on two alternations in German nouns. An example of the first alternation is provided by the singular and the plural of the word [bɛɐk] mountain (Berg). The singular ends in a voiceless obstruent, but this obstruent is pronounced as voiced in the plural [bɛɐgə] mountains (Berge). This alternation is referred to in this paper as a voicing alternation. An example of the second alternation is provided by the singular and the plural of the word [kuː] cow (Kuh). The back vowel in the singular corresponds to a front vowel in the plural: [kyːə] cows (Kühe). This alternation is referred to in this paper as a vowel alternation. Both alternations are unpredictable in the sense that one needs to know whether or not a word alternates; many words have no alternation1.

The voicing and the vowel alternation differ in their phonetic grounding. The voicing alternation has a phonetic motivation. A voicing contrast is difficult to perceive word-finally (Steriade, 1997) and voiced obstruents are easier to produce between sonorants than voiceless obstruents (Westbury and Keating, 1986). The vowel alternation is not phonetically motivated in contemporary German. It is fossilized from a vowel harmony process that is no longer productive in German (Klein, 2000).

Native speakers have knowledge of such alternations in two different ways. The first aspect of such knowledge concerns knowledge of alternations in words. If native speakers know a singular and the corresponding plural they have knowledge of this alternation. The second aspect of this knowledge involves the ability to generalize an alternation to novel words. This latter aspect of the knowledge of a native speaker goes beyond knowing just a list of words and suggests that native speakers have knowledge of relations among words (Pierrehumbert, 2000).

In order to generalize alternations to novel words, speakers may rely on different sources of information. One important source of information is frequency in the input (Bybee, 2001a,b, 2006, 2007) and frequency in the lexicon of a speaker (Pierrehumbert, 2006). Pierrehumbert found that velar softening in English—alternations such as found in the pair [əlɛktrIk] ~ [əlɛktrisIti]—are produced rarely in nonces, and that their production depends on the knowledge of many latinate words by the participant. Buckler (2014) investigates the acquisition of voicing alternations in Dutch and German and she finds that German children are able to recognize a voicing alternation at 9 months of age, but Dutch children do not. She also counted the frequency of the voicing alternations in both languages and finds that it is more frequent in German than in Dutch. Her finding indicates that frequency is indeed an important factor in the acquisition of alternations. In order to achieve knowledge about which words alternate the learner needs to acquire a lexicon from the input—the surrounding language. Once learners have acquired a list of words they can form generalizations over these.

Another important source of information is the phonetic grounding of an alternation. If an alternation facilitates the pronunciation or the perception of a word it may be easier to generalize it to novel items than when an alternation does not improve production or perception (Hayes and Steriade, 2004; Hayes and Wilson, 2008; Baer-Henney and van de Vijver, 2012). Baer-Henney and van de Vijver study the influence of frequency and phonetic grounding on the acquisition of morphophonological alternations by Germans in using an artificial language learning experiment. Baer-Henney and van de Vijver (2012) created an artificial language in which the vowel of the plural suffix harmonized with the vowel of the stem. The suffix harmonized for the feature [back] in one language and in the other language the backness of the suffix vowel was associated with the feature [lax] of the stem vowel. The first alternation is phonetically grounded, but the second alternation is not. The alternation in each language was provided as input to the learner in two frequency conditions. In one condition the plurals were 50% of the total amount of input and in another frequency condition the plurals made up 25% of the total amount of input. This created four different artificial languages, a frequent and an infrequent backness language and a frequent and an infrequent laxness language. After a phase with only input, participants were asked to produce a plural. In the frequent condition both the backness alternation and the laxness alternation was learned. In the infrequent condition the backness alternation was generalized more often than the laxness alternation. This findings suggests that, in addition to a frequency bias, there is also a bias for phonetically based alternations. What is not known, however, is whether these biases exert an equal influence at all points in the acquisition of a language.

One reason these biases—one for frequency in the speaker's lexicon and one for the phonetic grounding of an alternation—may develop over time is that the confidence in these biases may change over time. It is reasonable to suppose that a learner relies on a bias in proportion to the amount of confidence it inspires. Generalizations in which she can place greater confidence are preferred in comparison to generalizations in which it can have less confidence (Mikheev, 1997); see also Albright and Hayes (2003) and Pierrehumbert (2006). One source of confidence in generalizations is frequency. If a particular pairing occurs very frequently and is drawn from a large pool of samples it is predicted to lead to a generalization in which it can have great confidence. If, on the other hand, such pairings come from a small sample the cognitive system can have less confidence in the generalization. There is a difference between a pairing that occurs in 1 case out of a sample of 5 and a pairing that occurs in 100 cases out of a sample of 500 (Mikheev, 1997; Albright and Hayes, 2003; Pierrehumbert, 2006). The influence of frequency on generalizations of alternations is uncontroversial, but it is not clear whether the influence is the same for all age groups. Children have a relatively small lexicon and may therefore be skeptical about generalizations based on lexical frequency alone in comparison to adults. They are, however, experienced speakers and listeners. They can use this experience to derive generalizations. Children are, however, experienced speakers and listeners and consequently they rely more on their knowledge of speaking and listening in order to form a generalization.

We are now in a position to formulate our hypotheses. In order to learn about alternations children need to know a number of words with an alternation. We expect that, if this is the case, this is reflected in their production of such alternations in words. If this is true, we expect that children use this information to form generalizations about the alternations that they can apply to nonces. If in the input to the children the alternations are evenly distributed and this is their primary source of information for generalizations then we expect that in the production of alternations in nonces the proportions found in the input will be reflected.

If, on the other hand, the input frequency is not the sole determinant of the generalizations and that the evidence is weighted on the basis of the amount of certainty it provides, we expect that children place more confidence in the phonetic grounding of an alternation than adults. Children have a small lexicon and, therefore, place relatively little confidence in generalizations that are based on their lexicon. As they are proficient speakers and hearers they place more confidence in generalizations that reflect their knowledge of phonetics. We therefore expect that children, who have a small lexicon, may overestimate the proportion of voicing alternations—which are phonetically grounded—and underestimate the proportion of vowel alternations—which are not—both in comparison to adults.

2. MATERIALS AND METHODS

2.1. ESTIMATING THE FREQUENCY OF VOICING AND VOWEL ALTERNATIONS IN NOUNS

We first present the analysis of our corpora, since one of them served as basis for the creation of our nonces and it served as an estimate of the proportion of voicing and vowel alternations in the input of the children and adults.

We created two corpora in order to estimate the proportion of each alternation in the input. We restricted ourselves to nouns, since children appear to track frequencies per part of speech (Berko-Gleason, 1958). We counted types rather than tokens, since type frequencies is what adults track (Ernestus and Baayen, 2003).

One corpus consists of all 945 singular–plural pairs taken from a corpus based on data from the national newspaper Frankfurter Rundschau2. The other corpus consists of all 345 singular–plural nouns taken from the Simone-corpus, which can be found on CHILDES (MacWhinney, 2000). We only used the child-directed speech from the Simone-corpus and, in addition to studying the frequency of the alternations, this phonotactics of the words in this corpus served as a basis for the phonotactics of the nonces (see Table 3).

The proportions of the type alternations are the same in both corpora (for voicing alternation: Fisher's Exact Test p = 0.5, odds ratio = 1.2, 95% confidence interval = 0.69–2.04,; for vowel alternation: Fisher's Exact Test: p = 0.1, odds ratio = 1.33, 95% confidence interval = 0.93–1.89). The raw numbers are given in Tables 1, 2, in which the alternation contexts refer to the number of words ending in an obstruent for the voicing alternation and the number of words with a back stem vowel for the vowel alternation.

Table 1. Voicing alternation and vowel alternation in the Frankfurter Rundschau corpus (types).
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Table 2. Voicing alternation and vowel alternation in the child-directed speech corpus (types).
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The frequency of both alternations in nouns is comparable. In the input children and adults are as likely to encounter a voicing alternation as a vowel alternation. This suggests that, as to the words of the children and adults, they have an equal chance of learning about voicing alternations as about vowel alternations.

2.2. MATERIAL

We used 24 words and created 39 nonces—phonotactically legal words that do not exist in German—in a production test (Berko-Gleason, 1958) in which we presented the participants with an item in the singular and asked them to provide the plural.

The words are common words, taken from a list of words that 2-year-olds are supposed to know (Grimm and Doil, 2000) and a few words that are part of Caroline corpus in CHILDES (MacWhinney, 2000) which Caroline used at an early age. Eight of the words ended in an obstruent, four with a voicing alternation and four without. Another eight of the words had a back vowel, four with a vowel alternation and four without. The last batch of eight words had a back vowel and a final obstruent, four of which had both a vowel and a voicing alternation and the other four had no alternation. The full list of words is given in section A.1.

To create our nonces words we extracted a corpus of 398 singular–plural pairs from a child-directed speech corpus [the Caroline corpus (MacWhinney, 2000)] and analyzed the pairs phonotactically. We wanted to ensure that the nonces resembled words, since such nonces are rated as better examples of words and are treated more like words (Frisch et al., 2000; Friedrich and Friederici, 2005). By basing ourselves on the rhymes of a corpus of child-directed speech we ensured that the rhymes of our nonces resembled the rhymes of words used in addressing children. The distribution of environments is given in Table 3; the gap in the table concerns nonces that would not have the environment for a voicing alternation nor for a vowel alternation; they would thus fall beyond the scope of our study. The full list of nonces is given in section A.2.

Table 3. Phonotactics of the rhymes of the nonces.
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2.3. PARTICIPANTS

We tested three groups of participants: Twenty 5-year-olds (mean age 4;9.11), twenty 7-year-olds (mean age 7;1.10), and twenty adults (mean age 29;11). They were all from the area around Potsdam, Germany, and monolingual native speakers of German.

2.4. PROCEDURE

The participants were seated in front of a computer. We told them that they would see pictures of familiar and unknown items on the monitor.

In a short practice session the participant was shown pictures of an apple Apfel [a[image: image]əl] (Apfel), the moon Mond [moːnt] (Mond), a forest Wald [valt] (Wald) and, as an example of a nonce, a fantasy animal, a wug [vak]. After each picture the participant was prompted to provide the plural. If the participant did not provide any, the experimenter provided the plural. This was repeated until the participant provided the plural.

In the test phase the experimenter told the participant what was shown on the screen, for example, “Look, a [gɔɐp].” (“Guck mal, ein [gɔɐp].”). Then a picture with two gɔɐps appeared and the experimenter said “Look, now there are two! There are two…?” (“Guck mal, jetzt sind da zwei. Das sind zwei…?”) thus prompting the participant to provide the plural. Each participant was tested on 39 nonces and 24 words presented in a different, random order.

The whole session was recorded and transcribed by the experimenter and independently by the second author by auditory inspection and visual inspection. In almost all cases the raters agreed in their judgment. In the few cases where the transcribers disagreed the first author transcribed the target word blindly—without being given any information about what word or nonce was intended. In all cases it could be determined what the child had said by at least two of three transcribers.

2.5. RESULTS

Before we discuss the results for the nonces we will briefly discuss the results for the words. The task was a production task in which the participants were free to give whatever answer as plural. In most cases the answers contained some modification of the singular we provided them with—adding a suffix or changing the vowel—but in some cases the participants did not change anything. Five year-olds produced a total of 478 responses, of which 385 (80%) had a change to the singular we provided them with and 93 (20%) words were a repetition of the singular. Seven year-olds produced 480 responses, 470 of which (97%) contained some kind of modification and 10 cases were repetitions of the singular we provided them with. Adults provided us with 479 responses, 477 (99.5%) of which contained some kind of modification and 2 (0.5%) were repetitions of the singular we provided them with. Only those responses that had any modification provide us with information about alternations, so we only included these responses in our analysis of the production of words3.

Excluding the bare nouns, the 5 year-olds produced plurals for 131 items that require voicing, such as [[image: image]eɐt] horse (Pferd) which has the plural [[image: image]eɐdə] (Pferde). They correctly produced voicing alternations in 127 words (97%) and failed to produce it in 4 words (3%). There were 126 words that end in an obstruent, but that do not require a voicing alternation, such as [flɛk] stain (Fleck), which has as plural [flɛkən] (Flecken). In 11 of these (9%) the children produced a voicing alternation. There were 126 words that require a vowel alternation in the plural, such as [kuː] cow (Kuh) which has as plural [kyːə] (Kühe). In 16 of these (13%) they failed to produce a vowel alternation. There were 127 words with a back vowel in the singular that do not require a vowel alternation in the plural, such as [ʃuː] shoe (Schuh) which has as plural [ʃuːə] (Schuhe). In 16 of these (13%) the children produced a vowel alternation.

As for the 7 year-olds, again excluding the bare nouns, we analyzed the errors in the way. There were 160 singulars that end in an obstruent, the plural of which has a voiced obstruent. Of these, 157 (98%) were correctly voiced and in three words (2%) they produced no voicing alternation. There were 151 words that ended in an obstruent which do not have a plural with a voicing alternation. Of these, 5 words (3%) were erroneously pronounced with a voicing alternation. There were 160 words that require a vowel alternation in the plural and in one word (0.4%) the vowel alternation was not pronounced. There were 153 words that do not require a vowel alternation, 15 of which (10%) were erroneously produced with a vowel alternation.

The adults produced all plurals correctly.

In short, as to the words, all groups of participants know the words very well. All age groups make few mistakes and the numbers of mistakes decrease with age. Their knowledge of alternations in words provides all age groups with the basis for generalizations which can be applied to produce alternations in nonces.

Now, let us turn to the results of the nonces.

As with the words the participants sometimes repeated the nonce without any change; the plural they provided was identical to the singular we presented them with. This tendency was stronger in younger children than in adults. Five-year-olds answered with a bare stem in 538 cases (69%) and with an inflected form in 242 cases (31%). Seven-year-olds answered with a bare stem in 301 cases (39%) and with an inflected form in 477 cases (61%) and adults answered with a bare stem in 95 cases (12%) and with an inflected form in 685 cases (88%). In our analysis we included only those answers that could, in principle, be identified as a plural.

Table 4 shows that the amount of voicing alternations produced in nonces decreases with age. Five-year-olds produced 32% voicing alternations, seven-year-olds produced 21.4% voicing alternations and adults produced 16.9% voicing alternations.

Table 4. Nonces: voicing alternations across age groups.
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Table 5 shows that the amount of vowel alternations increases with age. Five-year-olds produced 1.6% vowel alternations, seven-year-olds produced 5.1% vowel alternations and adults produced 10.8% vowel alternations. This is summarized in Table 5.

Table 5. Nonces: vowel alternations across age groups.
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A graphical overview of these proportions of all alternations produced in nonces is shown in Figure 1.
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FIGURE 1. The proportion of voicing alternations decreases with age. The proportion of vowel alternations increases with age.



We calculated the maximum likelihood of the proportion of voicing alternations for all three populations and the associated 95% confidence intervals based on a simulation of 5000 repetitions of our experiments (Gelman and Hill, 2007). We ran this analysis because the data contained too few cases to run a binomial regression analysis.

Each bell curve shows the expected distribution of the proportion of alternations for a population (Gelman and Hill, 2007). It can be seen that the distributions of the 5-year-olds and the adults do not overlap. The 5-year-olds produce more voicing alternations than the adults. The distribution of the 7-year-olds is between the distribution of the 5-year-olds and adults. This is illustrated in Figure 2.


[image: image]

FIGURE 2. The maximum likelihood distribution of the proportions of voicing alternations with 95% confidence intervals (solid bands) for 5-year-olds, 7-year-olds, and adults.



The maximum likelihood distribution of the proportion of vowel alternations for all three populations and the associated 95% confidence intervals, also based on 5000 repetitions of our experiment is shown in Figure 3. This distribution shows that adults produce more alternations than 5-year-olds. Seven-year-olds produce a proportion that is between the proportions of five-year-olds and adults.
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FIGURE 3. The maximum likelihood distribution of the proportions of vowel alternations with 95% confidence intervals (solid bands) for 5-year-olds, 7-year-olds, and adults.



3. DISCUSSION

We ran a production experiment in order to study the development of generalizations concerning voicing and vowel alternations in German nouns. We tested twenty 5-year-olds, twenty 7-year-olds, and twenty adults. In addition, we also studied the proportion of voicing and vowel alternations in nouns. It turns out that in two corpora the proportion of voicing and vowel alternations is the same.

Given the frequency of the alternations in nouns in the input (see Tables 1, 2) and both the correct productions in words and the error patterns in words one might have expected that both alternations are extended to nonces at the same rate. Both 5-year-olds and 7-year-olds produce voicing and vowel alternations in words largely correctly and, as for their errors, both groups of participants overgeneralize the alternations to the same extent to novel words and they both fail to produce required alternations to the same extent. We found that all participant groups extended voicing and vowel alternations to nonces. With increasing age the proportion of voicing alternations falls off, while the proportion of vowel alternations climbs.

In the light of the results of our production experiment concerning words, this is unexpected. The children know both alternations in words well—which provides them with a basis for generalizations—and in their input both alternations occur with the same frequency. If the distribution of the alternations in the input is the sole source of information they use we would have expected that both are produced with the same proportion in the nonces. This is clearly not the case.

We explain this as follows. Children have evidence for pairs that alternate and pairs that do not; both in words with voicing alternations and in words with vowel alternations. It is, therefore, impossible to find a generalization which can be completely trusted. Since a 5-year-old has a relatively small lexicon any generalization based on their lexicon is necessarily based on a relatively small sample and comes, consequently, with a high degree of uncertainty. However, the 5-year-old is an experienced language user. Generalizations that are based on phonetic grounding are made with a fair amount of confidence. As a consequence, they will be more confident that a voicing alternation is warranted, as this alternation is found in the words they know, which, however, inspires little confidence, and such an alternation is phonetically grounded, which inspires much more confidence. They will have little confidence in extending vowel alternations to nonces, even though such alternations occur and in their lexicon, since they are uncertain concerning generalizations based on their lexicon and this alternation is not supported phonetically.

Seven-year-olds have a larger lexicon than five-year-olds. They have noticed that the proportion of voicing alternations is not as large as they assumed when they were five and that the proportion of vowel alternations is larger than they assumed when they were five. These insights are based on a larger sample than when they were five and, therefore, they are confident that their generalizations reflect the proportions found in their lexicon. Since their lexicon is larger it provides a more secure basis for their generalizations and they can rely less on generalization based on phonetic grounding.

Adults, of course, have the best sample of all: A large lexicon. They can be very confident that their lexicon serves as a basis for their generalizations. They can almost completely ignore any further information that derives from substance as being unreliable. This explains why in many experiments adults reflect the lexical proportions in inflections of novel words (Ernestus and Baayen, 2003), leaving only very little evidence for the presence of a bias for substantively based alternations (Albright and Hayes, 2003; Zhang and Lai, 2008, 2010; Hayes et al., 2009; Zuraw, 2010). It is interesting that the proportion of both alternations produced by adults in the nonces is similar and that the proportion of both alternations in the corpora is also the same. The fact that the absolute proportions in the data of the corpora and in the production of alternations in the nonces is different is probably a result of the fact that the phonotactics of the nonces are a subset of the phonotactics of the words represented in the corpora.

This finding is in agreement with findings in artificial language experiments. In such experiments, where there is no lexical support, adults often show biases toward substantively based generalizations (Wilson, 2006; Finley and Badecker, 2009; Baer-Henney and van de Vijver, 2012). As their lexicon cannot serve as a secure basis for their generalizations they rely on another source of information for confidence in their generalizations: phonetic grounding.

These results can be formalized in several ways, provided the theory is able to incorporate information about frequency and is able to slightly adjust this frequency on the basis of the strength of the evidence. One formal model in which the results can be explained is the Minimal Generalized Learner proposed by Albright and Hayes (2003). In this model generalizations are the result of a comparison of two forms, for example, a singular form and a plural form. The learner takes a singular form, such as [vɛɐk] factory, work, opus (Werk) and its plural [vɛɐkə] (Werke) and compares them. In doing so, the learner concludes that forming a plural consists of adding [ə] to [vɛɐk]. The learner will encounter other pairs. For example, it will encounter the singular [bɛɐk] mountain (Berg) and the plural [bɛɐgə] (Berge). Here the learner will conclude that the first three segments [bɛɐ] remain stable over both forms and that the [k] of the singular changes to [gə] in the plural. In the case of the pair [bɑl] ball (Ball) and [bɛlə] (Bälle) the rule will be that the back vowel of the singular corresponds to a front vowel in the plural and that a schwa is added. In this way the learner compares all pairs it encounters and forms rules—generalizations—that map singular forms onto plural forms. The rules themselves can be further generalized over. For example, once the learner encounters to pair [tɑk] day (Tag) and [tɑgə] (Tage) it will be able to use this rule and compare it to the rule for [bɛɐk] ~ [bɛrgə]. The learner will notice the similarities and generalize that a singular form that ends in a dorsal voiceless stop preceded by a low vowel corresponds to a voiced dorsal stop followed by a schwa in the plural. The more pairs are captured by the rules the more confidence is placed in it and the greater the weight of the rule (Albright and Hayes, 2003). This ensures that lexical frequencies are tracked by the learner. In short, the larger the lexicon the greater the confidence in the rules. In addition the weight of the rules can be adjusted by taking into account the phonetic groundedness of a rule and giving those rules a greater weight that facilitate production or perception of the output (Wilson, 2006). The confidence placed in this additional weight is relative to the general confidence in the rules; the smaller the general confidence in the rules the larger the weight of phonetic groundedness. This interpretation agrees with experimental results on biases for phonetic groundedness (Wilson, 2006; Baer-Henney and van de Vijver, 2012) and experimental results concerning the ability to track lexical frequencies (Ernestus and Baayen, 2003). When learners have no other evidence but their knowledge of phonetics, such as in artificial language experiments, they tend to rely more on phonetic information, but if they can rely on lexical frequencies, as in nonce word productions, they will prefer that source of information.

FUNDING

This research was supported by German Research Council Grant No. VI 223\2-1 “The acquisition of voicing and vowel alternations in German morphophonology” to Ruben van de Vijver. The project is part of the German Research Council Priority Program 1234: “Phonological and phonetic competence: between grammar, signal processing, and neural activity.”

ACKNOWLEDGMENTS

We would like to thank Maria Balbach, Gerlof Bouma, Hae-Eun Cho, Caroline Féry, Heiko Friehe, Henrik Froese, Susanne Genzel, Sabrina Gerth, Pauline Kortmann, Frank Kügler, Antje Sauermann, Angelina Seibt, Saskia Warzecha, the attendants of the Ph.D. Colloquium at the university of Potsdam, the attendants at the annual SPP meeting in Potsdam, Munich and Marburg. Audiences at the OCP 7 in Nice, the OCP 8 in Marrakech, and BUCLD 35, 36, and 37 in Boston. This paper has also benefitted from the input of two anonymous reviewers.

FOOTNOTES

1. ^The acquisition of suffixes—including vowel alternations—has received attention in the literature but this strand of research ignores voicing alternations (Köpcke, 1988; Clahsen et al., 1992; Kauschke et al., 2011).

2. ^The corpus was extracted with the assistance of Gerlof Bouma.

3. ^For an overview of the suffixes produced see van de Vijver and Baer-Henney (2013); in that paper there is no evidence that the suffix [s] is treated as a default. Rather its distribution is very similar to other reports in the literature (Kauschke et al., 2011) and seems to follow its lexical distribution.
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Reduction and deletion processes occur regularly in conversational speech. A segment that is affected by such reduction and deletion processes in many Germanic languages (e.g., Dutch, English, German) is /t/. There are similarities concerning the factors that influence the likelihood of final /t/ to get deleted, such as segmental context. However, speakers of different languages differ with respect to the acoustic cues they leave in the speech signal when they delete final /t/. German speakers usually lengthen a preceding /s/ when they delete final /t/. This article investigates to what extent German listeners are able to reconstruct /t/ when they are presented with fragments of words where final /t/ has been deleted. It aims also at investigating whether the strategies that are used by German depend on the length of /s/, and therefore whether listeners are using language-specific cues. Results of a forced-choice segment detection task suggest that listeners are able to reconstruct deleted final /t/ in about 45% of the times. The length of /s/ plays some role in the reconstruction, however, it does not explain the behavior of German listeners completely.
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INTRODUCTION

In normal conversational speech situations, speakers seem to be rather “careless.” One of the most striking results of this careless speech is that speakers often reduce words (e.g., Ernestus, 2000; Johnson, 2004; Zimmerer, 2009). Reductions are rather “minimal” when the number of segments remains unchanged. For instance, segments can be assimilated as in German Senf (“mustard”) which may be produced as [zεɱf] instead of [zεnf] (e.g., Zimmerer et al., 2009). Segments can be lenited, for example, medial /t/ may be produced as (reduced) flap in American English (e.g., Kiparsky, 1979; Patterson and Connine, 2001; Connine, 2004; Fukaya and Byrd, 2005; Tucker, 2007; Warner and Tucker, 2011 and references therein). However, reduction processes can alter the pronunciation of words more dramatically. For instance, segments can be deleted, which might even have an impact on the syllabic structure of words (e.g., Johnson, 2004; Zimmerer, 2009).

Generally, it seems that listeners are unimpressed by reductions (including deletions) in normal listening conditions despite the high amount of reductions that speakers produce. It is, however, not yet understood, how they deal with these reductions and deletions, which may be due to the use of ideal, unreduced stimuli (so called “laboratory speech”) in many perception experiments. Although there is a better control over what listeners hear in these circumstances, experiments using exclusively laboratory speech might not tell us how listeners deal with reductions occurring in natural speech. This article aims to better understand the processes that lead to the ease of perception of reduced speech.

A number of studies that used reduced items in perception experiments showed that reduced words seem to be harder to process by listeners, especially if the sentential context is not present (e.g., Pickett and Pollack, 1963; Pollack and Pickett, 1963; Ernestus et al., 2002; Ernestus and Baayen, 2007; Zimmerer, 2009; van de Ven et al., 2011; Zimmerer et al., 2012), which appears to be somewhat contradicting the observation that listeners usually fair well in recognizing what has been said. One possible explanation for the apparent ease of perception of reduced speech is that (at least some of the) segments are reconstructed during the course of perception, due to fine phonetic detail in the input (e.g., Manuel, 1991, 1995; Hawkins, 2003; Niebuhr and Kohler, 2011). This article investigates the reconstruction of a single deleted segment, namely the alveolar voiceless stop /t/ in word-final position in German1.

Reconstruction of deleted segments has been shown for several sounds. For instance, Manuel (1991) showed that in words with a deleted Schwa (e.g., a word like support sounding like sport), fine phonetic cues were used by listeners to differentiate the two words (reduced support and sport, Manuel, 1991). Similarly, Manuel found evidence that listeners were able to reconstruct deleted /ð/ in nasal contexts, based on fine phonetic detail in synthetically created stimuli. Fine phonetic detail has also been shown to be important for the perception of more massive reductions (e.g., Hawkins, 2003; Niebuhr and Kohler, 2011).

In the literature, language-specific and cross-linguistic tendencies have been identified, both with respect to the production as well as the perception of deleted segments. For instance, the segment /t/ (especially in final position) is very likely to be reduced in Germanic languages (see e.g., Guy, 1980; Neu, 1980; Sumner and Samuel, 2005; Mitterer and Ernestus, 2006; Raymond et al., 2006; Zimmerer, 2009). Concerning this deletion process, researchers have identified many aspects that are very similar across a number of languages as well including aspects of the context, in which /t/ occurs (see next section). However, there are also aspects in production and perception that appear to be language-specific, for instance the role of fine phonetic detail. When speakers leave these cues to signal listeners a deletion in the speech signal, and thereby help them reconstruct segments, they arguably differ across languages, because the phonetic realization of segments (in case of /t/: the amount of aspiration, closure duration, or voicing patterns) and consequently reduction processes are quite different cross-linguistically.

/T/ DELETION IN PRODUCTION

The voiceless coronal stop /t/ has been studied intensively. One of the reasons is that the segment is relatively frequent additionally, it is deleted quite regularly in many (Germanic) languages (e.g., Guy, 1980, 1991; Neu, 1980; Mitterer and Ernestus, 2006; Raymond et al., 2006; Zimmerer et al., 2011, 2014)2.

Cross-linguistically, (phonological) context proved to be one of the most important factors that can influence the deletion of /t/ (Mitterer and Ernestus, 2006; Raymond et al., 2006; Zimmerer et al., 2011, 2014; Mitterer and Tuinman, 2012). Mitterer and Ernestus (2006), for instance, investigated final /t/ deletion by analyzing two different corpora of spoken Dutch. These corpora differed with respect to both the speech register that was recorded, as well as the vocabulary that had been used. Their results showed that the likelihood of /t/ being deleted in Dutch was highest when preceded by the fricative /s/ and followed by bilabial sounds. Zimmerer et al. (2011, 2014) investigated the deletion of /t/ with help of two newly created corpora that were obtained with a verb paradigm production method which ensured that final /t/ was (at least in one condition) always preceded by /s/, and followed either by /s/, by /v/ or by a vowel. They found overall deletion rates of 20% in the first corpus (Zimmerer et al., 2011) and 27% (Zimmerer et al., 2014) in /-st/ contexts of the second corpus. Concerning context to the right, deletion rates were highest when the /t/ was followed by /s/ and lowest when it was followed by a vowel. Deletion rates were intermediate when final /t/ was followed by the fricative /v/. These results were stable across the two corpora. Similar results were reported by Mitterer and Tuinman (2012) who investigated final /t/ deletion by native Dutch speakers and German speakers of Dutch. The context for final /t/ was either a preceding /n/ or a preceding /s/, and /t/ deletion was most likely when preceded by /s/. However, they found different patterns for verbs and nouns in the two language groups. While Dutch speakers showed the same pattern for verbs and nouns, that is, higher deletion rates after /s/ than after /n/, German speakers behaved (slightly) differently. Deletion rates were higher when the /t/ was preceded by /n/ for verbs produced by German speakers, but with nouns they behaved like Dutch speakers, having more deletions after /s/ than after /n/. Overall, the speakers produced deletion rates of 25% for nouns and 40% for verbs.

Across different studies, other linguistic and extra-linguistic factors have also been identified as influencing the amount of /t/ deletion, such as speaking rate (more deletion in faster speech, cf., Guy, 1980, 1991 see also Byrd and Tan, 1996), speech register (more deletions in less formal speech, cf. Mitterer and Ernestus, 2006), fluency (less deletions in non-fluent speech sections, cf., Raymond et al., 2006; Zimmerer et al., 2011, 2014), social class and dialectal differences (cf., Labov, 1966; Wolfram, 1967), speaker age (tendency for more deletions by younger speakers, cf., Guy, 1991), word category (more deletions in function words than content words, cf., Neu, 1980), relative frequency (the likelihood of /t/ to be deleted was correlated with its likelihood to be decomposed in words like daftly and swiftly, cf., Hay, 2003). Speaker gender was not consistently found to have an impact on the amount of /t/ deletion [a tendency for more deletions by male speakers compared to female speakers, was found, for instance by Wolfram, 1967; Neu, 1980, but not found by Raymond et al., 2006—analyzing the Buckeye Corpus (Pitt et al., 2007);3 or Zimmerer et al., 2014].

The factors that have been found to influence /t/ deletion in different investigations of different Germanic languages seem to point to cross-linguistic similarities, such as segmental context. These similarities concern mainly factors that influence the amount or likelihood of /t/ deletion. However, the studies reported above also reveal some language-specific differences. These differences mainly concern the actual realization of items where the /t/ was deleted. For Dutch, for instance, Mitterer and Ernestus found that speakers kept a preceding /s/ rather short when they deleted /t/. This short /s/ could be interpreted as a cue to a deleted /t/, because in final consonant clusters, such as /st/, the /s/ was produced shorter than if it was a single segment in final position in Dutch (Mitterer and Ernestus, 2006). Interestingly, German speakers used the opposite strategy. When final /t/ in an /-st/ cluster was deleted, German speakers tended to lengthen the preceding /s/ (Zimmerer et al., 2011, 2014). The difference between Dutch and German speakers also raises interesting questions concerning the perception or restoration of deleted /t/ which will be discussed in the next section.

/T/ DELETION IN PERCEPTION

There have been several studies addressing the perception of naturally occurring variants of /t/, including its reduction and deletion. For instance, Sumner and Samuel (2005) investigated released and glottalized variants of final /t/ and their possible role as being represented in long-term memory. When listeners encounter variants of /t/, one could argue that instead of reconstructing the segment, they could also have stored these variants directly. While in their short-term priming experiments all variants activated the correct lexical entry equally well, the results from a long-term priming experiment suggested, that only canonically produced variants (with a full /t/) are stored in long-term memory. These findings indicate that variants with reduced /t/ can be handled well by listeners, but the results not lend support for a direct storage of these variants in long-term memory (Sumner and Samuel, 2005). Furthermore, even if we assume that variants of deleted /t/ were stored in memory, these items could interfere with other words that actually do not have the /t/ in their canonical form. For instance, when the German word hau-st (“hit—2nd PERS. SG.”) is produced without final /t/, the resulting word will be Haus (“house”). This means that listeners would still benefit greatly from strategies to reconstruct deleted /t/ even if (at least some of) the variants were stored in the mental lexicon.

The perception of reduced /t/ was also investigated with its flapped variant. Results were mixed: Some studies showed that flapped variants were perceived (measured as amount of lexical activation) as well as not-flapped variants in American English (Luce and McLennan, 2005; McLennan et al., 2005), other researchers showed that the reduced flap (e.g., unreduced flaps [pʌɾ[image: yes]] as opposed to reduced [pʌ[image: yes]]) was not as acceptable in perception than the unreduced flap (e.g., Tucker, 2007). A possible explanation for the difference between these studies is the status that has been assigned to the flap. Tucker assumed the flap version as canonical and only the reduced flap version as a reduced variant, McLennan and colleagues treated the flap as a reduced variant of an underlying /t/.

Concerning deleted /t/, Mitterer and Ernestus (2006) investigated the extent to which the (acoustic) patterns that were produced by speakers of Dutch—the relatively short /s/ as a cue to an underlying final consonant cluster (see /t/ deletion in production)—had an impact on perception of deleted /t/. They investigated in a perception study with resynthesized stimuli whether Dutch listeners were able to use the cues of a short /s/ to reconstruct final /t/. Furthermore, Mitterer and Ernestus were interested whether there is a difference in /t/ reconstruction depending on the context, that is, whether in the /s/ context, where /t/ deletion occurs more often, Dutch listeners are more likely to reconstruct /t/ than in the /n/ context, which is not as prone to the deletion of /t/. The findings of Mitterer and Ernestus suggest that this is indeed the case. Dutch listeners are more likely to reconstruct /t/ in the /s/ context than in the /n/ context (see also Mitterer and McQueen, 2009 for similar results), and the listeners seem to use the cue of /s/ shortness to reconstruct final /t/. This also suggests that listeners are well aware of production patterns and use this information in the perception of deleted /t/.

In another study, Mitterer and Tuinman (2012) investigated the extent to which the cues left in the acoustic signal are language-specific for the reconstruction of final /t/ with native Dutch participants and German learners of Dutch. For stimuli similar to the ones used in Mitterer and Ernestus (2006), listeners were most likely to perceive a word containing /t/ the more evidence for /t/ was present. Also, participants perceived more often a /t/, if a possible reconstruction created a word, and if the preceding context was /s/. However, there were also differences between German and Dutch listeners. German listeners were in some cases overgeneralizing in the reconstruction of /t/. Mitterer and Tuinman interpreted the difference in reconstruction rate as partly being conditioned by transfer from their German native language, where /t/ deletion is overall less frequent, and where the cues for deleted /t/ may be different. This raises the question of the use of language-specific cues for reconstruction of /t/, which will be addressed in this article.

RESEARCH QUESTIONS

The short overview over production and perception of deleted /t/ suggests that there are both cross-linguistic tendencies, such as context of final /t/, and language-specific processes. This article aims to investigate to what extent perception and reconstruction of /t/ deletion in German is language specific. Two research questions are addressed with a forced-choice segment detection method:

• To what extent are German listeners able to reconstruct seemingly deleted /t/? In German, about 20% of final /t/s get deleted (e.g., Zimmerer, 2009; Zimmerer et al., 2011, 2014). This means that listeners are faced with the process of /t/ deletion quite frequently.

• The second question addresses the language-specific aspect of reconstruction. Dutch listeners have been shown to use the fine phonetic details, such as /s/ length as cues for reconstruction (e.g., Mitterer and Ernestus, 2006; Mitterer et al., 2008). The findings of Zimmerer and colleagues suggest that the length cue is different in German compared to Dutch, and the results of Mitterer and Tuinman (2012) further indicate that perception might be different for German and Dutch listeners. Therefore, the question arises whether German listeners are aware of the /s/ length cue and use it to reconstruct deleted /t/.

MATERIALS AND METHODS

PARTICIPANTS

In all, 14 native (11 female) German speakers participated in the experiment. They were between 20 and 34 years old (mean 24.9) and were recruited at the Goethe-University, Frankfurt. They received payment in kind (cookies and coffee/tee/juice) for their participation. All of the participants spoke standard German and were born in Hesse, or Northrhine-Westphalia. All of them had lived for more than 5 years in Frankfurt area. None of the participants reported any hearing problems. They were naïve with respect to the purpose of the study, and were told about the process of /t/ reconstruction only after they completed the experiment. An experimental session lasted about 25 min, including reading the instructions and the practice session.

MATERIALS

The basis for the experimental stimuli were utterances recorded for a verb paradigm production corpus (Zimmerer et al., 2014). The corpus consists of paradigm productions of 50 different German verb forms. Participants had produced paradigmatic cells of verbs, where a verb form was always preceded by its correct pronoun. For instance, for the verb hauen (“hit-INF”), a paradigmatic cell was “du haust, sie haut, ihr haut, sie hauen” (“you-2nd PERS SG. hit, she hits, you-2nd PERS. PL. hit, they hit”)—the context where /t/ deletion can occur is the second person singular ending of the person/number suffix—st (e.g., du hau-st “you 2nd PERS. SG. hit”), which is underlined. In some cases, 3rd person singular renditions can also end in /st/, however, the morphological structure of these forms is different (e.g., er haus-t “he dwells”).

All items used in the forced-choice experiment were either fragments of verbs or fragments of verbs that were followed by (fragments of) pronouns from this corpus. All items were excised with Praat (Boersma and Weenink, 2013). For deleted /t/ items, fragments were extracted from the paradigms that included the vowel of the verb stem, followed by /s/, and the subsequent word could begin in either [si] (from sie “she/they”) or /vi/ (from wir—“we”)4. This procedure ensured that the items did not sound word-like. Therefore, possible /t/-decisions for /t/-deleted items (henceforth Øt-items) were not based on lexical influence, where listeners could have reconstructed a /t/ more often in order to create an existing word form in German (e.g., Ganong, 1980; Mitterer and Tuinman, 2012).

In a pretest, 93 Øt-items from the corpus were presented to 5 listeners for transliteration, all were students of the institute of Phonetics in Frankfurt. They were asked to write down what they heard, and had 4 s to give a transcription for every item, which they could listen to only once. The instructions were kept very simple (i.e., “write down what you think you heard”), without mentioning the segment /t/ or any reduction process or the fact that they were excised from verb paradigm productions. For the experiment reported here, 30 items which were transliterated without /t/ were used (i.e., an item counted as being transliterated by all listeners without /t/ when it was written with neither “t” nor “z”)5. This procedure ensured that items were used which were rated /t/-less when no close attention was paid to the segment /t/.

For the experiment, a total of 180 stimuli were excised from this verb paradigm production corpus (Table 1 gives an overview over the segmental make-up of the stimuli). Overall, 90 of these items had a /t/ present (+t-items). These were 45 stimuli with a /t/ (t-items) intervocalically, such as [aːtə], a fragment based on braten (“fry-INF”), and further 45 stimuli which had /t/ occurring in an /s/ context, that is, a /ts/ (which also counted as a /t/) like in [iːstsi] from “… fliehst, sie …” (“flee 2nd PERS. SG., she”) (ts-items). Note that the affricate /ts/ is a phoneme of German which is written “z” in orthography (see also footnote 5). The segment sequence [ts] in the ts-items could possibly also interpreted as an affricate, which could have repercussions for the results (see section Results and Discussion and Conclusions). However, these items were included in order to have [s] present in all experimental conditions and not only in the −t and Øt conditions. Furthermore, the inclusion of these items is very close to the segmental and syllabic structure of the Øt-items. Then there were 60 items without an underlying /t/ (−t-items). These were 30 stimuli which had a fricative /s/ or /z/ preceded and followed by a vowel (s-items) such as [iːsə] excised from flieβen (“flow-INF”) and 30 stimuli which had another consonant (e.g., /n/), intervocalically (n-items) such as [anə] which was part of bannen (“ban-INF”). Finally, the third group (30 stimuli) had the /t/ deleted (Øt-items). One example is a fragment from the paradigm where in “… fliehst, er … ” (“flee 2nd PERS. SG., he”) the /t/ was deleted and the fragment was [iːse]. By definition, in the Øt-items, /t/ was deleted word finally and followed by either a consonant (/v/ or /s/), or by a vowel if the deletion lead to a sequence of two /ss/ where no boundaries between the segments could be established which were treated as one single /s/. As can be seen in Table 1, the number of +t-items is higher than the number of −t-items. Because the Øt-items were transcribed without “t” in the pretest, and we did not know to what extent German listeners would be reconstructing “t,” we counted these as instances of t-less items as well. This led to 90 items with “t” and 90 items without “t.”

Table 1. Stimuli in the experimental conditions.
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The 180 items used for the experiment were produced by ten speakers of the verb paradigm production corpus mentioned above (Zimmerer et al., 2014). Individual speakers contributed between 11 and 22 items for the experiment. These speakers were also students at the Goethe-University who spoke standard German and had spent at least 5 years in Frankfurt. None of the speakers participated in the perception experiment.

DESIGN AND PROCEDURE

An experimental trial consisted of a warning tone, which was followed by 250 ms of silence. Then, the items were presented, after which participants had 1500 ms to decide whether the item they heard had a /t/ present or not, before a new trial began. Participants were asked to press the respective response button (“t” or “no t”) on a response box with their dominant index finger. Response measurements were conducted with help of a custom-made software and hardware combination (Reetz and Kleinmann, 2003) where response boxes (with two responses buttons labeled “t” and “no t”) were connected to an external device and subsequently saved onto an Apple Mac Book Pro. Participants were tested wearing Sennheiser eH-350 headphones.

Three experimental lists were created with the 180 items. Each list was pseudo-randomized and between the experimental lists, participants could take a break. Overall, they decided 540 times whether a fragment had a /t/ present or not. Participants were tested in groups of four or less. They received written instructions before the experiments. They were asked to respond as quickly and as accurately as possible, whether the fragment they heard had a “t-sound” present or not. Participants received a training section with 14 items that were not part of the experiment. The training section preceded the actual experiment to familiarize the participants with the task and the procedure of the experiment.

Accuracy rates were calculated as percent correct responses for the respective category (after exclusion of no responses and responses that were too fast or too slow).

PREDICTIONS

• If the /t/ was indeed completely deleted (Øt-items), participants should treat these items as they would treat items where no /t/ was present (−t-items). However, based on the results reported by Mitterer and colleagues (Mitterer and Ernestus, 2006; Mitterer and Tuinman, 2012) and based on the reconstruction of other segments, listeners may be able to use the cues that are left in the speech signal to reconstruct /t/ in some cases, and we expect some qualitative difference compared to items where no /t/ is present (−t-items). We do not expect reconstruction rates that are identical to underlying items (–t- or +t-items).

• For the items where no /t/ was present or where there was an underlying /t/ (i.e., −items and +t-items), we expect very high accuracy rates, because the task itself is rather straightforward and it should not lead to high error rates.

RESULTS

In a first analysis, we investigated how accurate participants were responding to the fragments they had to listen to. Each of the participants was expected to respond to 540 fragments. Therefore, 7560 responses were expected (3 repetitions × 180 items × 14 listeners). Before examining the reconstruction of /t/, it is important to see how participants responded to clear cases where a /t/ was present or where no /t/ was present (i.e., the +t- and −t-items). The responses to +t-items and −t-items were also used to potentially exclude participants that showed a high error rate in these response categories. For the two underlying categories, 6300 responses were expected (3 repetitions × (90 + 60) items × 14 listeners). Of these, there were 64 cases where no response was given which were excluded from further analysis. Furthermore, 117 cases of responses that were faster than 150 ms and slower than 900 ms were also excluded. Wrong responses occurred when participants pressed “t” for −t-items or “no t” for +t-items (217 responses—20 s-items, 19 n-items, 22 t-items, 156 ts-items). For the statistical analysis, errors were coded with “0” and correct responses with “1.” Table 2 gives an overview over the accuracy rates [Least Square Means (LSM) as well as Means] for the +t- and −t-items. Accuracy rates for individual participants ranged between 99.3 and 90.7%; no participant was excluded. For the analysis, a linear mixed model was calculated with JMP (SAS, 2012), with ITEM and PARTICIPANT as random factors, item-condition (t-item, ts-item, s-item, n-item) as factor, and accuracy as dependent variable. Results indicate that ITEM-CONDITIONS differed significantly [F(3, 144.2) = 30.47; p < 0.0001]. This was driven by the lower accuracy rate for ts-items that were significantly different from all other ITEM-CONDITIONS, which did not differ significantly, as was indicated by a Tukey HSD post-hoc test.

Table 2. Least Square Means (LSM) and Means of Accuracy for the underlying itemsa.
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For the next analysis, that is, the comparison with Øt-items, there was no difference made between t-items and ts-items (i.e., the +t-items) on the one hand and s-items and n-items (i.e., the −t-items) on the other hand.

In a next step, response categories for Øt-items were compared to responses to the two underlying item categories. For this analysis, cases where no response was given (91 responses) or responses that were too fast or too slow (154 responses) were excluded from further analysis. Øt-items were responded to with “t” in 45% of the time (541 responses), whereas they received a “no t” response in 655 cases (55%). For statistical analysis, we treated “no t” responses to Øt-items as “correct” to be able to compare the results with the underlying items in a linear mixed model. Figure 1 shows the responses given to the respective categories (+t-, −t- and Øt-items), whereas Table 3 reports the LSM for the respective categories. The linear mixed model with ITEM and PARTICIPANT as random factors, ITEM-CONDITION (+t, −t, Øt) as factor and ACCURACY (“0” for incorrect, “1” for correct) as dependent variable showed that ITEM-CONDITION was a significant factor [F(2, 176.4) = 223.84; p < 0.0001], and that each of the three conditions differed significantly. This means that deleted /t/ was reconstructed in a little less than half of the possible cases.
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FIGURE 1. Percent of different responses to the respective categories, “no t” responses are in blue, while “t” responses are depicted in red.



Table 3. Least Square Means (LSM) of Accuracy for different item categories.
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As indicated in the Materials and Method section, the number of stimuli was not evenly distributed for the three conditions (i.e., 90 +t-items, 60 −t-items and 30 Øt-items). This could have led participants to create a response bias. Therefore, we also used d' as a way to account for possible response biases (e.g., Stanislaw and Todorov, 1999; Macmillan and Creelman, 2005)6. The d' values were analyzed to compare sensitivity differences for the different items. A linear mixed model was calculated with PARTICIPANT as random factor and comparison as fixed factor, as well as d, as dependent variable. Results indicate that COMPARISON is a significant factor [F(2, 26) = 74.9; p < 0.0001]. A Tukey HSD test showed that all comparisons were different from each other. Table 4 indicates the LMS for the different comparisons in this analysis. The d' analysis thus shows the same tendency as the accuracy ratio analysis.

Table 4. Least Square Means (LSM) of d' in the respective comparisons.
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A closer inspection of the different items showed that there was considerable variation between individual Øt-items. The amount of “no t” responses ranged from 95 to 15.4%. Figure 2 shows the percent “no t” responses for each of the Øt-items.
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FIGURE 2. Percent “no t” responses to the different Øt-items.



In a next step, we analyzed whether participants showed different responses to the items in the course of the experiment, that is, whether they changed their reconstruction behavior over time. To this end, we calculated a linear mixed model with ITEM and PARTICIPANT as random factors, ITEM-CONDITION (+t, −t, Øt), PRESENTATION (first, second, third) and the interaction of ITEM-CONDITION and PRESENTATION as fixed factors and ACCURACY (“0” for incorrect, “1” for correct) as dependent variable. The results show that ITEM-CONDITION was a significant factor [F(2, 176.5) = 22.94, p < 0.0001], as was PRESENTATION [F(2, 7118) = 3.82, p < 0.05]. The interaction ITEM-CONDITION × PRESENTATION turned out to be significant as well [F(4, 7117) = 8.07, p < 0.0001]. In this model, concerning ITEM-CONDITION, Øt-items differed from the other two item groups, but +t-items and −t-items items did not differ significantly from each other. When we look at the factor presentation, the first PRESENTATION had an overall accuracy rate of 83.6%, the second presentation was responded to correctly in 83% of the cases, whereas in the third presentation, participants responded correctly in 81.5% of the cases (See Figure 3). A Tukey HSD post-hoc test showed that the third condition was significantly different from the first one, but the first presentation was not different from the second, nor was the second from the third. Finally, the significant interaction of ITEM-CONDITION × PRESENTATION was driven by the fact that the Øt-items showed different accuracy rates in the three presentations. Participants responded with “no t” to Øt-items in 59.1% during the first presentation, 54.9% during the second presentation and 50.2% during the third one. The Tukey HSD post-hoc analysis indicates that the first and third presentations of Øt-items were different from each other, but the first and second were not, nor were the second and the third. The +t-items and the −t-items did not show significant differences in the three presentations, but were significantly different from all Øt-item presentations.
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FIGURE 3. Percent correct responses (“no t” for Øt and −t-items; “t” for +t-items) for the three presentations.



A final investigation analyzed a possible correlation between the reconstruction of /t/ and the s-length of the Øt-items. The correlation that was found was significant but not very strong [r2(2) = 0.03; p < 0.0001]. The analysis showed that the longer the /s/ in the signal, the more likely were participants to reconstruct /t/.

DISCUSSION AND CONCLUSIONS

The first research question we investigated in this article concerns the extent to which German listeners are able to reconstruct seemingly deleted /t/. In German, about 20% of final /t/s get deleted (e.g., Zimmerer, 2009; Zimmerer et al., 2011, 2014). If German listeners behaved similar to Dutch listeners, reconstruction should be frequent, but it should also not occur in every instance.

The results from a forced choice phoneme detection task indicate that listeners are at least sometimes able to do reconstruct deleted /t/. When they were faced with fragments from speech with a deleted /t/, reconstruction occurred in about 45% of the cases. The amount of /t/ responses for the Øt-items is clearly different from both +t-items (with more than 95% “t” responses), as well as from −t-items (with less than 5% “t” responses). This finding is also supported by the analysis of d, where Øt-items fell in between the clear cases of −t- and +t-items.

Thus, compared to Dutch listeners, Germans seem to reconstruct deleted /t/ less often (cf. Mitterer and Ernestus, 2006; Mitterer and Tuinman, 2012). One explanation for this difference is the choice of stimuli in the experiment reported here, which are different from the experiments reported by Mitterer and colleagues. Mitterer and Ernestus used synthetically manipulated stimuli in sentential contexts (as did Mitterer and Tuinman), whereas in this study, only fragments from verbs and pronouns, that is, parts of real speech were used. These fragments were presented without context and were not word-like. Therefore, the stimuli in this study were on the one hand arguably closer to the kind of speech that is encountered by listeners in natural situations, since no additional manipulation (e.g., synthesis) was performed. On the other hand, they were also less natural, since usually, speech never occurs without context. Furthermore, the stimuli used here allowed for less control over what cues speakers could have left for deleted /t/ (see below). A third explanation for the different results could be that the stimuli here were not word-like, and thus, prevented listeners to adjust their perception by reconstructing a /t/. German listeners were shown to rely more on higher-level lexical knowledge when reconstructing /t/ in their foreign language Dutch (Mitterer and Tuinman, 2012). Also, in “normal” speech, German verbs are produced with a pronoun. That pronoun additionally helps to perceive the correct word and to activate the intended meaning. Therefore, this study can be seen to indirectly show further evidence for the importance of context when listeners have to deal with deletions. If context is missing, listeners have been shown to need additional effort for successful recognition (e.g., Pickett and Pollack, 1963; Pollack and Pickett, 1963; Ernestus and Baayen, 2007; Zimmerer, 2009; van de Ven et al., 2011; Zimmerer et al., 2012). To some extent, the lower reconstruction rates of German listeners could be partly due to language-specific behavior, too. Production analyses revealed a slightly higher amount of /t/ deletion in Dutch compared to German. Therefore, Dutch listeners are faced with the deletion of /t/ more often and therefore might have a reconstruction strategy that is based more on phonetic cues (such as /s/ length or sentential context), whereas German listeners are more focused on the lexical information for reconstructing /t/.

This interpretation is also connected to the second research question we addressed in this article, concerning the impact of length of /s/ preceding a deleted /t/ on the reconstruction of /t/ (which seems to be language-specific). Dutch listeners have been shown to use the fine phonetic details of /s/ length as cues for reconstruction (e.g., Mitterer and Ernestus, 2006; Mitterer et al., 2008), but results from production analyses of German speakers indicate that German speakers behave differently from Dutch speakers, therefore, reconstruction strategies might also be different for German and Dutch listeners. The results of this study suggest that despite the consistent production of /s/ lengthening by German speakers, there seems to be only a small, but significant correlation between /s/ length and /t/ reconstruction. On the one hand, this finding can be seen as another argument in favor of language-specific reconstruction strategies of German listeners when encountering deleted final /t/. At the same time, the rather small correlation indicates that listeners are not focusing solely on /s/ length when they reconstruct /t/. The rather small effect of /s/ length could be explained partly by the nature of the stimuli (i.e., fragments without or with only minimal context). Another possible explanation is the number of stimuli with deleted /t/, which is quite small. The stimuli were all excised from the corpus without any consideration to /s/ length. Despite the consistent lengthening of /s/ in case of /t/ deletion, there is also overlap between the length of /s/ in cases where /t/ is deleted and where /t/ is not deleted (cf. Zimmerer et al., 2011, 2014). Therefore, listeners cannot be completely sure about the nature of the /s/ in the stimuli they encounter in the experiment. Furthermore, the fragments were rather short and speech rate (which may play an important role for the perception of /s/ length) cannot be estimated with high confidence by listeners, which might prevent them from using the cue of /s/ length consistently.

One result of the experiment that could lead to further research in the future concerns the differences for the underlying categories with respect to accuracy. The ts-items were more difficult for the participants to respond to correctly than the t-items, but apart from these, there was no difference between the other underlying categories. A possible explanation is that /t/ may be acoustically less salient when preceding /s/. This point is actually one of the explanations why /t/ gets deleted in such contexts in the first place. The ts-items were similar to Øt-items concerning the segmental structure, and if deletion is regarded as extreme form of reduction, maybe some of the ts-items were reduced to some extent. However, we also cannot rule out an orthographic influence, because in German orthography, [ts] can be written in some cases as “ts” or as “z” in others. Therefore, a transfer to the decision “t” or “no t” may be additionally difficult in these cases. Listeners could have treated these items as underlying affricates and thus refrained from responding with “t.” Especially this last possibility should be investigated in future research. It would be interesting to find out, whether listeners treat sequences of the segments [t] and [s] which are parts of the fragments across word boundaries the same or differently from underlying affricates [ts], in words like Mütze (“cap”) or Herz (“heart”), which could also be tested for the influence of orthography, because in some cases the “t” is written, in others not.

An effect that also emerged in the results was that participants responded to Øt-items more often with “t” in the third presentation compared to the first one. Possibly, this shows that listeners were able to learn during the experiment and focus on phonetic cues that were left in the speech signal. Despite the overall tendency to reconstruct deleted /t/ more often later in the experiment, not all items showed this trend. Individual items showed very different patterns across the three conditions some had also more “t” responses in the first presentation compared to the last one. The very different patterns of reconstruction and the finding that, overall, more deleted /t/s were reconstructed during the third presentation compared to the first one may also indicate that the overall asymmetry was not a decisive factor. If this was the case, we would have found more likely the reverse pattern. Because the number of +t-items is higher than −t-items, participants may have a “no t” bias in their response to press each button equally often. If listeners had the expectation that they should give an equal number of “t” and “no t” responses, we would expect even more “no t” responses during the third presentation, because the asymmetry would have built up an increased response bias. This was not the case, however. Taken all presentations together, /t/ was not reconstructed in the majority of the cases by the participants.

The fact that listeners are not able to restore /t/ consistently is also shown by the varying success in /t/ restoration for individual stimuli, showing a range between 15 and 95%. No item was always (or never) restored and the variation between the items is considerable. At this point, we can only speculate about the cues that were left in the items which were leading to a more successful reconstruction compared to other cues, because /s/ length does not seem to be capturing the whole picture. Despite the significant correlation, it is extremely week. This finding also leads to a possible extension of the experiment for further research. The choice of stimuli in this experiment was based on a pretest, where only stimuli were chosen which were never responded to with a /t/ sound. However, since reduction has been shown to be gradient, it could be interesting to include also items which were transcribed with /t/ in some of the cases in the pretest. Arguably, in these items, more cues for /t/ were left in the speech signal. The inclusion of such items could shed more light on the question what exactly the cues are and could also be used to investigate gradient activation (cf. Janse et al., 2007).

A question that additionally could arise with respect to the pretest is the difference concerning the amount of reconstruction in the pretest and in the phoneme detection experiment. At this point, we can offer only speculative explanations. First, the number of participants in the pretest was very small. Therefore, it could be possible that with more transcribers, more “t” transcriptions could have occurred for the items we chose as Ø-items. Furthermore, the participants for the pretest listened to each stimulus only once, and they were completely unaware of the purpose of their transcriptions and therefore did not pay attention to /t/. In the forced-choice experiment, however, participants concentrated on the presence of /t/. They had to make the decision, whether due to some phonetic detail, there could have been a /t/ present in the stimulus, and they had to do so under some time-pressure. In some cases, they arguably made a “random” decision (nearly half of the 30 Øt-items had accuracy rates in the range of 40–60%, cf. Figure 2). This attention to fine phonetic detail to come to a decision may also result in an overall increase in the likelihood to reconstruct /t/. And because participants were told that there is either a “t” sound present (or not), they had to decide spontaneously; there was no third option. Actually, in this respect, the rather unnatural task (“press a button for “no t” or “t”) might be even somewhat close to natural speech situation, because in these, especially, when possible ambiguities are created by the deletion of segments, listeners also have to decide (under time pressure, because conversation goes on), whether there was a /t/ present or not, and they might use all the cues they can to come to that decision (including sentential context, of course, which was absent here). At this point, we cannot be sure, which of the explanations is most accurate and some of the arguments might seem speculative, but this question is also an interesting methodological field for further research. Mitterer and colleagues circumvented many of possible problems with the stimuli by using resynthesized stimuli where it is possible to control very tightly the acoustics of what is presented. The use of non-manipulated stimuli in our experiment does not allow for such a control. At the same time, non-manipulated stimuli might be closer to what listeners are faced with in natural occurring speech. For future research, it may be important to use both natural stimuli excised from corpora with stimuli that were artificially resynthesized.
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FOOTNOTES

1. ^Note, that we call the process (/t/) deletion, despite some evidence that listeners produce some phonetic cues that could be interpreted as remnants of /t/. For us, items that were transcribed as /t/-less in the corpora we used in this investigation are called deleted. This is done to differentiate this process from reductions like flapping that is more regular. Furthermore, we apply this strategy also to other cases from the literature (e.g., Manuel, 1991) which are sometimes called “seemingly” deleted.

2. ^Regularity in this case refers to the fact that the deletions occur in noteworthy percentage of the possible cases. This does not necessarily indicate a phonological regularity. Note, however, that the notion of variable rules has been used to describe the process (e.g., Guy, 1980; see also Cedergen and Sankoff, 1974).

3. ^They also investigated deletion of medial /d/.

4. ^In a canonical standard German production, the pronoun sie (“she”) should be produced as [zi:]. However, in conversational speech, the initial /z/ is very often devoiced (cf. the Kiel Corpus of spontaneous speech, IPDS, 1994). Only [s] was produced in the items that were used for the experiment.

5. ^In German orthography the letter “z” denotes the affricate [ts].

6. ^In cases where participants had an accuracy rate of 100% (this occurred for −t-items only, we set the hit rate to 0.99 by adding one miss to the performance—this occurred for 7 of the participants).
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The study is concerned with a sound change in progress by which a post-vocalic, pre-consonantal /s-ʃ/ contrast in the standard variety of German (SG) in words such as west/wäscht (/vɛst/~/vɛʃt/, west/washes) is influencing the Augsburg German (AG) variety in which they have been hitherto neutralized as /veʃt/. Two of the main issues to be considered are whether the change is necessarily categorical; and the extent to which the change affects both speech production and perception equally. For the production experiment, younger and older AG and SG speakers merged syllables of hypothetical town names to create a blend at the potential neutralization site. These results showed a trend for a progressively greater /s-ʃ/ differentiation in the order older AG, younger AG, and SG speakers. For the perception experiment, forced-choice responses were obtained from the same subjects who had participated in the production experiment to a 16-step /s-ʃ/ continuum that was embedded into two contexts: /mIst-mIʃt/ in which /s-ʃ/ are neutralized in AG and /və'mIsə/-/və'mIʃə/ in which they are not. The results from both experiments are indicative of a sound change in progress such that the neutralization is being undone under the influence of SG, but in such a way that there is a gradual shift between categories. The closer approximation of the groups on perception suggests that the sound change may be more advanced on this modality than in production. Overall, the findings are consistent with the idea that phonological contrasts are experience-based, i.e., a continuous function of the extent to which a subject is exposed to, and makes use of, the distinction and are thus compatible with exemplar models of speech.

Keywords: neutralization, sound change, dialect leveling, categorical vs. continuous, exemplar theory

INTRODUCTION

The present study forms part of a series of investigations (e.g., Kleber, 2011; Müller et al., 2011; Harrington et al., 2012) into dialect leveling in High German varieties under the influence of Standard German (SG). Our particular concern is not just with phonological categorical changes in the direction of SG but more specifically with how such categorical changes are related to the continuously gradient variation in speech production and perception across generations of speakers. The present investigation deals with the association between the post-vocalic /s-ʃ/ contrast before /t/ in SG (e.g., West/wäscht; /wɛst/~/wɛʃt/, engl. west/washes) and the Augsburg variety of German (AG) in which, at least for older, but possibly not for younger speakers, the distinction is collapsed such that these minimal pairs are neutralized as a post-alveolar fricative (i.e., /wɛʃt/ for both West and wäscht). By Augsburg variety we mean a regional variety of Standard German, which is mainly influenced by the Swabian dialect.

In Standard German, the contemporary /s-ʃ/-contrast emerged as a consequence of various sound changes. Old High German (OHG) did not distinguish between those two places of articulation for fricatives, but only had alveolar sibilants, which were realized either voiceless (fortis, /s/) or voiced (lenis, /z/). The OHG /z/ later changed into the contemporary Standard German /ʃ/ (Renn and König, 2009). In addition, /s/ shifted to /ʃ/ in some /s+consonant/-clusters (/sC/ hereafter) from Middle High German (MHG) to SG. The shift from MHG /s/ to SG /ʃ/ took place only in syllable initial clusters (e.g., MHG slagen /slagən/ > SG schlagen /ʃlagən/, to beat), while in Southern German varieties this change also occurred in post-vocalic clusters (e.g., fast, engl. almost, which is /fast/ in SG but /faʃt/ in the south-west German variety of Swabian). However, while Bavarian (spoken in south-east Germany) nowadays contrasts /s/ and /ʃ/ before consonants just like SG, Swabian retains the pronunciation of /sC/-clusters as /ʃC/—not just in the deep dialect but also in the Swabian-colored, regional variety of Standard German. Thus, the Standard German phonemic contrast between post-vocalic, pre-consonantal /s/ and /ʃ/ is neutralized in favor of the post-alveolar pronunciation in Swabian, i.e., the minimal pair West (/vɛst/, west) and wäscht (/vɛʃt/, washes) are homophones when produced by a Swabian speaker. Nonetheless, in the Swabian variety the contrast between /s/ and /ʃ/ is maintained in intervocalic position (e.g., Tasse /tasə/, cup—Tasche /taʃə/, bag).

The data for the present study is taken from Augsburg—a city in Bavaria around 80 km north-west from Munich. Augsburg is situated in a transitional zone between the Bavarian and Swabian dialect areas and as a consequence, this variety has both Bavarian as well as Swabian dialect features (Nübling, 1988). In an investigation that forms the background to the present study, Bukmaier (2010) carried out an auditory analysis to determine whether the Augsburg variety should be classified as a Swabian or a Bavarian dialect based on the proportion of Bavarian and Swabian dialect features in Augsburg speakers' productions; in order to do so, she investigated the usage of dialectal features by younger (aged 20–30 years) and older (aged 40–70 years) Augsburg speakers. Her analysis showed that AG was predominantly Swabian but that there was nevertheless a tendency for younger speakers to make greater usage of SG features. It is this latter finding that is the primary motivation for the present study that focuses on the neutralization of pre-consonantal, post-vocalic /s-ʃ/ in Augsburg German.

The phonological process of neutralization is traditionally conceived as involving a categorical change from one category to another. Nevertheless, acoustic analyses have repeatedly shown that neutralization is incomplete (Port and O'Dell, 1985; Kleber et al., 2010). Similarly, the outcome of historical sound changes is usually categorical, although there is increasing evidence that a diachronic change comes about through a gradual change from one category to another across generations (e.g., Harrington et al., 2012). Since Labov's (1963) pioneering work in sociolinguistics, so-called sound changes in progress are inferred by comparing phonetic differences across two generations of the same speech community and most often within sounds that differ in continuous acoustic parameters (as the many studies on vocalic change show, e.g., Hawkins and Midlgey, 2005) since the gradual changes are perceptible and thus more obvious. There are, however, categorical sound changes such as metathesis that are typically considered to involve no such gradual change. Similarly, the auditory analysis of the data in Bukmaier (2010) points to a categorical change amongst younger speakers from AG /ʃ/ in clusters toward SG /s/.

On the other hand, research on assimilatory processes, in particular in /s#ʃ/ or /ʃ#s/ across word boundaries, has shown that sibilants vary gradually between the two places of articulation depending on the degree of assimilation (Niebuhr et al., 2008; Pouplier et al., 2011), although these fine phonetic differences may not be perceptible (Niebuhr and Meunier, 2011). Similarly, physiological studies of speech errors present evidence for gradual shifts between categories that may be perceived as clear instances of one category and may even result in auditory transcription errors (e.g., Pouplier and Hardcastle, 2005; Goldstein et al., 2007). In the light of this synchronic evidence, it seems quite possible that even these supposedly categorical diachronic changes may in fact be continuous. Thus, one of the main issues we address in this paper is whether the unmerging of /ʃt/ toward /st/ or /ʃt/ is a categorical or continuous process. A categorical change might occur lexically such that there is a discrete change for younger but not older AG speakers from /ʃt/ to /st/ in words such as West (SG /vɛst/). In a continuous change, speakers might gradually shift their production in such words between post-alveolar and alveolar productions with a greater shift toward /s/ in younger speakers.

Another major concern in this paper is whether the change affects the modalities of speech perception and production in equal measure. The arguments for parity between speech production and perception have been made across different kinds of models including at the level of gestures (e.g., Fowler et al., 2003) and also in terms of exemplar theory (Pierrehumbert, 2002) in which speech production draws upon the same sets of exemplars that have been stored in the acoustic/auditory space of the listener's mental lexicon as a result of speech perception. With respect to some sound changes, such parity can be observed within but not between generations. An example for such a sound change in progress in which there is parity between the two modalities within a generation is the age-graded neutralization of the voicing contrast of intervocalic consonants toward the lenis variant of East Franconian speakers (Müller et al., 2011). Older East Franconians neutralize the voicing contrast of Standard German plosives in perception as well as in production, while younger East Franconians neutralize this contrast equally in production as well as in perception to a lesser extent. Nevertheless, younger East Franconians do not yet maintain the voicing contrast to the same extent as Standard German speakers. The exemplar theory not only accounts for this parity but also for the shift toward the Standard German contrast1 : the more a speaker is exposed to Standard German, the more standard forms (with all the fine phonetic detail inherent to them) are added to the edge of an exemplar cloud (i.e., the density distribution of a set of exemplars across the acoustic/auditory space that constitute a phonological category) which eventually shifts in the acoustic/auditory space and then in turn causes the speakers to select more standard-like variants from the cloud for production. On the assumption that the contact with the standard variety increases with each generation of German dialect speakers, we therefore predict with respect to the present study that younger Augsburg speakers produce sibilants before /t/ in a more standard-like way than do older speakers.

At a particular point in time during the period of change, on the other hand, sound change may also present an exceptional case in which the two modalities are out of alignment with each other (Kleber et al., 2012). According to Ohala (1981, 1993), sound change is initiated by listeners' misperceptions of speakers' production. Given the vast amount of synchronic variation in speech signals (Hawkins, 2003), misperceptions may occur under certain conditions, although these misperceptions only rarely turn into a diachronic change. A similar line of argument is found in Browman and Goldstein (1991) who present evidence for articulatory gestures that overlap to such an extent that only one gesture is decoded correctly by the listener. These forms of overlap cause at first perceptual synchronic elision, which can under certain conditions result in diachronic elision. In both models it is the mismatch between production and perception that leads to sound changes on the listener's side. Applied to the present data, AG subjects might initially unmerge /ʃt/ as /st, ʃt/ in perception with production showing a greater degree of neutralization (cf. also Labov et al., 1991).

Sound changes triggered by misperceptions of or undercompensating for synchronic variation (Harrington et al., 2008; Kleber et al., 2012) are thus driven by internal or phonetic factors. External or sociolinguistic factors such as social status or the prestige of a dialect (Kerswill, 2003; Labov, 2007) may, however, also play a role in diachronic changes—in particular those that are due to dialect leveling, which refers to the reduction of dialectal forms, as for example the increasing monophthongization of regional /Iə/ as /e:/ in British English with the latter having a wider geographically distribution (Kerswill, 2003). The question arises whether sound changes that are triggered by sociolinguistic factors occur passively as a result of accommodation (e.g., Trudgill, 2004) or whether the speaker takes up a more active part. The model of sound change described in Lindblom et al. (1995) emphasizes the role of the speaker to a greater extent than the above-mentioned models, as it is the speakers who adapt to listeners' needs when producing speech along a continuum from hypo- to hyper-articulated speech. Sound changes may then evolve when listeners' attention is in such circumstances exceptionally directed to a word's form (i.e., its pronunciation) instead of its meaning. Perhaps speakers of regional varieties have a propensity to evaluate the word's form when they are in contact with speakers from other varieties.

The aim of the present study was to investigate whether or not Augsburg speakers completely neutralize the /s-ʃ/-contrast in the production and perception of /sC/-clusters and whether the degree of neutralization is age-related in this variety, with younger Augsburg speakers tending to a more standard-like pronunciation. The analysis in this paper draws upon the classic technique of an apparent time investigation in which sound change is inferred by comparing phonetic differences across two generations. However, in contrast to almost all sociolinguistic investigations, the present study is based both on production and on the same speakers' responses to perceptual stimuli (see also Harrington et al., 2012, 2013; Kleber et al., 2012). The hypotheses for the two experiments can be formulated as follows:

H1: Augsburg speakers differentiate the /s-ʃ/-contrast in /st/-clusters to a lesser extent in production than Standard German speakers.

H2: Older Augsburg speakers show a greater tendency toward neutralization of the /s-ʃ/-contrast in the production of /st/-clusters than younger Augsburg speakers.

H3: Augsburg listeners differentiate the /s-ʃ/-contrast in /st/-cluster to a lesser extent in perception than Standard German speakers.

H4: Older Augsburg listeners show a greater tendency toward neutralization of the /s-ʃ/-contrast in the perception of /st/-clusters than younger Augsburg speakers.

PRODUCTION EXPERIMENT

METHODS

Participants

The production experiment was conducted with three different subject groups: older Augsburg speakers, younger Augsburg speakers and Standard speakers. The first group—the experimental group—contained 26 speakers of Swabian from the city of Augsburg. Eleven of these subjects were aged between 40 and 70 years (3 male and 8 female) and assigned to the older age group. 15 participants were aged between 20 and 30 years (8 male and 7 female) and assigned to the younger age group. All participants were born/or have spent most of their lives in Augsburg. At the time of participation in this experiment all Augsburg subjects were living in Augsburg.

The second group served as a control group and included 16 Standard German-speaking subjects (two male and 14 female) aged between 20 and 30 years. The participants in this group were all either from Northern Germany or from Munich2. None of the 45 subjects reported any hearing, eye-sight, or reading problems.

Prior to the experiment the Augsburg participants were asked to fill out a questionnaire with questions about the participants education, the length of time that they had been living in Augsburg, and a self-assessment of how much and how often they speak dialect. The AG participants were chosen in accordance to the time they had been living in Augsburg; so all the young AG subjects were living in Augsburg all of their lives and the older AG participants were living in Augsburg most of their lives (30 years and more).

The subjects of the older and the younger experimental group were tested in a quiet room at their homes. The subjects of the control group were tested in a quiet room at the university. It is possible that the difference of whether the speakers were recorded at home or not could have had an influence on the results such that those recorded at home hypoarticulated more than those in the laboratory due to the slightly more informal recording setting at home. However, we found no evidence for this from our auditory impressions of the data.

Materials

In order to elicit productions of /st/-clusters, we designed a blending task (see also Kleber et al., 2010) in which the subjects had to combine the first syllable of one nonword with the second syllable of another nonword (see Table 1) in order to produce a real German word, e.g., the speaker's task was to produce the blend Kiste (/kIstə/, box) from the two nonsense words Kissingen and Wirte.

Table 1. Nonwords and resulting blends.

[image: image]

With the exception of /uː/ in Schuster, the vowels /I/, /ɛ/, and /Y/ in the initial syllables of the resulting blends were always phonologically short, which was triggered by a word medial orthographic double consonant in the first word, e.g., <ss> in Lüssingen (this orthographic representation corresponds to the Standard German norm indicating phonemic short vowels). While the onset consonant varied, the coda consonant of the first syllable was always /s/. The final syllable of the second word was either /tə/ or /tɐ/ (see Table 1). The 16 filler words were disyllabic German words which did not contain any sibilants and which varied in the vowel as well as in the coda consonant of the first syllable (while the second syllable was always −te /tə/), e.g., Wirte, Worte, Bunte, Kalte.

In addition to the cluster blends, we obtained prototypical /s/ and /ʃ/ in intervocalic or post-vocalic position, i.e., in a non-neutralizing context in both varieties. For this purpose, subjects read aloud the following four German real words: Biss (/bIs/, bite), wisse (/vIsə/, to know), Busch (/bʊʃ/, bush), and Tusche (/tʊʃə/, India ink). In order to minimize any coarticulatory effects, /s/ and /ʃ/ were combined with /I/ and /ʊ/, respectively.

Experimental set-up, digitization, labeling

The recordings were made with the SpeechRecorder software (version 2.6.14; see Draxler and Jänsch, 2004), an audio interface (M-Audio Fast Track) and a stereo headset (Beyer dynamics). Each of the six target blends together with eleven distractor blends were repeated ten times and presented in randomized order on a MacBookPro computer screen (in total 170 tokens). Following the blending task, but within the same session and experimental set-up, the subjects were presented with three repetitions of each of the German real words (in total 12 tokens). In both tasks, the subjects had to produce each word within a time slot of 1 s, which was then followed by an automatic pause of 0.8 ms before the next item was presented. In total, each subject produced 182 words.

The words were digitized at 44.1 kHz. All of the data were segmented and labeled automatically into phonetic segments using the Munich Automatic Segmentation System (MAuS, Schiel, 2004); manual readjustments were made subsequently whenever necessary to the target word in PRAAT (Boersma and Weenink, 2012). All words that were mispronounced were excluded from the analysis. For the present study a total of 2996 words were analyzed, including 2494 /st/-clusters, 252 prototypical /s/ and 250 prototypical /ʃ/ (cf. Table 2).

Table 2. Distribution of the 2996 /s/-/ʃ/-/st/-sequences by age group.
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Experimental set-up, digitization, labeling

Spectra were extracted at the temporal midpoint between each fricative's acoustic onset and offset after applying a 256 point discrete Fourier transform with a 40 Hz frequency resolution, 5 ms Blackman window, and a frame shift of 5 ms to the target words using the Emu Speech Database system (Harrington, 2010).

The subsequent parameterization of these data involved the data reduction of each spectrum (at the sibilant's acoustic temporal midpoint in all cases) to a set of mel-scaled coefficients using the discrete cosine transformation. More specifically, for an N-point mel-scaled spectrum, x(n), extending in frequency from n = 0 to N − 1 points over the frequency range of 500–3500 Hz, the mth DCT-coefficient Cm (m = 0, 1, 2) was calculated with the formula in (1)

[image: image]

These three coefficients Cm (m = 0, 1, 2) encode the mean, the slope, and curvature respectively of the signal (in this case of a given sibilant's mel-scaled spectrum extracted at its temporal midpoint) to which the DCT transformation was applied (Harrington, 2010). Since C0, which is proportional to the dB-mean across the entire spectrum, is largely irrelevant for the /s-ʃ/-distinction, only C1 and C2 (the spectral slope and curvature) were used for further quantification.

We quantified the degree of neutralization of the /s-ʃ/-distinction by calculating the Euclidean distances, Es and Eʃ, in the C1 × C2 space separately for each sibilant in the database to the Standard German speakers' /s/-centroid and to the Standard German speakers' /ʃ/-centroid, respectively. These two centroids are the positions in the C1 × C2 space averaged across all Standard German speakers' /s/-tokens and all Standard German speakers' /ʃ/-tokens respectively that occurred in the words from the reading condition. We then calculated for each sibilant its log-Euclidean distance ratio dsib, from (2):

[image: image]

Thus, there is one dsib value per sibilant which is a relative measure: greater positive values denote a closer distance of a given sibilant to the /ʃ/-centroid; greater negative values are associated with distances closer to the /s/-centroid; and a value of zero on dsib denotes that a given sibilant is equidistant in the C1 × C2 space between the /s/ and /ʃ/-centroids (e.g., Harrington et al., 2008; Kleber et al., 2012, for a similar methodology).

RESULTS

Figure 1 shows for each speaker group the log-Euclidean distance ratio, dsib, for their singleton and cluster sibilants to the /s/ and /ʃ/-centroids. Negative/positive values are productions of a given sibilant closer to the /s/ and /ʃ/-centroids respectively. As Figure 1 shows, all speaker groups produced cluster sibilants as more /s/-like, although those of older and younger AG speakers tended to be closer to the /ʃ/-centroid than those of the SG speakers: this is evident in the medians (the dots in Figure 1) which are higher (closer to zero) in /st/ for AG than for SG speakers.
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FIGURE 1. Boxplots of the log. Euclidean distance ratio, dsib for older AG (left), younger AG (center), and SG speakers (right). Negative values indicate productions closer to the /s/-centroid, positive values are productions closer to the /ʃ/-centroid.



Figure 2 shows separately for each speaker group and vowel context (/ε I Y ʊ u:/) dsib for the sibilants in /st/-clusters to the /s/ and /ʃ/-centroids. In these data, older AG speakers have values closest to zero: this shows that their productions were slightly more /ʃ/-like than for the other two groups. At the same time, the SG speakers always had the lowest median values such that their /st/ was closest to /s/ compared with the AG speakers. Figure 2 also shows that the younger AG speakers' medians were between those of the other two groups. A mixed model with dsib (the data in Figure 2) as the dependent variable and with vowel context (/ε I Y ʊ u:/) and speaker group coded for increasing order (three ordered levels: older Augsburg > younger Augsburg > Standard) and with speaker as the random factor showed a significant effect for vowel [χ2(1) = 30.4, p < 0.001], a significant effect for group [χ2(1) = 4.7, p < 0.05], and no interaction between these factors. The significant effect for group is a confirmation of the evidence in Figure 2 that there is a trend from older AG to younger AG to SG speakers for /st/ to be progressively closer to /s/.
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FIGURE 2. Boxplots of the log. Euclidean distance ratio, dsib for sibilants in /st/-clusters to the /s/ and /ʃ/-centroids (older AG left, younger AG center, and SG right) and vowel context (/ε/ bottom left, /I/ bottom right, /Y/ top right, /ʊ/ top left). Negative values indicate productions closer to the /s/-centroid, positive values are productions closer to the /ʃ/-centroid.



PERCEPTION EXPERIMENT

METHODS

Participants

The participants were the same as in the production experiment. The production and perception experiments were both run in one session per speaker (always starting with the production experiment), i.e., each subject who had participated in the production experiment completed the perception experiment as well.

In order to control for the effect of biological age (i.e., for differences between groups that are not due to the dialectal background but that might come about because of an age-related diminished capacity for identifying high-frequencies that are critical for place of articulation distinctions in fricatives), we included a fourth subject group consisting of older (aged between 40 and 70 years; 7 males and 8 females) Standard German listeners. The older SG listeners were born and lived in Northern Germany (near the city of Hannover). They were tested in a quiet room at their homes. None of them reported any hearing, eye-sight, or reading problems.

Materials

For the perception experiment, we created two synthetic continua between /s/ and /ʃ/ using STRAIGHT Tandem (Kawahara et al., 2008). The first continuum extended between the minimal pair Mist (/mIst/, dung) and mischt (/mIʃt/, mix). In this context, we expected AG listeners to have difficulty perceiving the contrast, given the tendency to produce both words as homophones in this variety (we will henceforth refer to this continuum as the ambiguous context). The second continuum (the unambiguous context) extended between vermisse (/və'mIsə/, first pers. sing. miss) and vermische (/və'mIʃə/, first pers. sing. mix). For this continuum, we expected no difference between the groups, since the /s-ʃ/-contrast is contrastively produced in both Augsburg and Standard German.

Both continua were derived from natural productions of vermisse and vermische spoken by a Standard German speaking phonetician. We recorded several repetitions of these two words and selected two prototypical realizations. These two selected /və'mIsə/ and /və'mIʃə/ sound files were morphed by adding time anchors to the /s/ and /ʃ/-sequences and setting frequency anchors for the added time anchors. This was done to get a horizontal overlap between the two sibilants. After creating a 22-step continuum between /və'mIsə/ and /və'mIʃə/ the mi[s/ʃ]-sequence was cut out of the created continuum. We then selected stimuli 1, 3, 5, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 18, 20, 22 (i.e., selected only 16 stimuli from the original 22 steps continuum3) for our perception experiment. After we had selected the stimuli, we prepended the synthetic mi[s/ʃ]-sequences to a following −t (to create the ambiguous continuum Mist-mischt) and spliced the same synthetic sequences between ver___e, (to create the unambiguous continuum vermisse-vermische).

Experimental procedures

The perception experiment was conducted using Praat's ExperimentMFCscript. Listeners judged all 320 stimuli (16 stimuli × 10 repetitions × 2 contexts) in a two-alternative forced-choice identification task. The order of presenting the continua was counterbalanced, i.e., some subjects first listened to the /mIst/—/mIʃt/ continuum and afterwards listened to the /və'mIsə/—/və'mIʃə/ continuum and vice versa. All stimuli were presented to the listeners over headphones. Upon presentation of an auditory stimulus, the subject saw an orthographic representation corresponding to the minimal pair distinction. For example, the subject heard a stimulus from the /və'mIsə/—/və'mIʃə/ continuum and saw vermisse and vermische on the screen. The task then was to judge whether the stimulus sounded more like vermisse or vermische. The order of the stimuli was random for each participant to avoid any presentation effects. The experiment was self-paced, i.e., the next stimulus was only presented after the subject had made a decision and after a stimulus initial silence of 0.5 s. The perception experiment took about 20 min per listener.

Data analysis

We fitted eight logistic regression models to the responses, one for each of the possible combinations of age (younger vs. older), variety (AG vs. SG), and continuum-type (mi[s/ʃ]t vs. vermi[s/ʃ]e). For each of these 8 models, the dependent variable was the binary responses (/s/ or /ʃ/), and the integer stimulus number (1 ≤ n ≤ 16) was the independent (numerical) factor. The output of this analysis was used to derive psychometric curves separately by age, variety, and continuum type (Figure 3 below).
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FIGURE 3. Psychometric curves of the proportion of /ʃ/ responses as a function of stimulus number for the mi[s/ʃ]t (left) and vermi[s/ʃ]e (right) continua shown separately for AG (solid) and SG (dashed) listeners, and for older (gray) and younger (black) listeners. The vertical lines at the bottom of the display are the decision boundaries for which the /s/ and /ʃ/ responses are equiprobable (and equal to 0.5).



We then re-ran the same 8 logistic models, but this time included for each of them an interaction term between the stimulus and the listener: with this technique, we derived slopes, intercepts, and decision boundaries for each listener. All of the listener-specific decision boundaries fell within the range of the stimuli (i.e., between 1 and 16). However, the data from one younger AG listener on the mi[s/ʃ]t continuum and from one older Standard listener on the vermi[s/ʃ]e continuum were subsequently excluded from any further analyses because their slopes could not be unambiguously determined4.

RESULTS

As the short vertical lines at the bottom of Figure 3 show, there seems to be no systematic influence of any of the main factors on the decision boundary (the point at which the probability of /s/ or /ʃ/ responses are equal and 0.5). On the other hand, they do have an influence on slope: in particular, the slope is clearly steeper (i.e., the psychometric functions have a more pronounced sigmoid-shape) for the Standard vs. the Augsburg listeners in both continua. In addition, the same figure suggests that there may be a steeper slope for the younger vs. older Augsburg listeners in the mi[s/ʃ]t than in the vermi[s/ʃ]e continuum (compare the solid black with the solid gray curves in the left panel of Figure 3).

The barchart of these eight slope values in Figure 4 shows more clearly the steeper slopes for Standard vs. Augsburg listeners in all cases, as well as the steeper slope for the younger than for the older Augsburg listeners in the mi[s/ʃ]t vs. vermi[s/ʃ]e continuum.
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FIGURE 4. The slopes of the psychometric curves shown in Figure 3 for mi[s/ʃ]t (left column) and vermi[s/ʃ]e (right column) continua and for younger (row 1) and older (row 2), AG (gray) and SG (black) listeners.



Figure 5 of the listener-specific slopes shows only some of the trends that were apparent from the analyses based on the entire population of listeners in Figures 3, 4. The clearest consistency is in the effect of variety: with the possible exception of older listeners on the vermi[s/ʃ]e continuum, there is strong evidence that the slopes are steeper for the SG compared with the AG listeners. However, a comparison of the first with the second row does not confirm the earlier observation of any influence of age group on slopes.
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FIGURE 5. The distribution of the listener-specific slopes on the three fixed factors. There is one point per listener in each distribution. The rectangle spans the inter-quartile range; the black dot in the center of the rectangle is the distribution's median.



In order to quantify these observations further, we ran a mixed model with slope as the dependent variable, with the listener as a random factor, and with three fixed factors: age (older vs. younger), variety (AG vs. SG), and continuum-type (mi[s/ʃ]t vs. vermi[s/ʃ]e). The results (see also Table 3) showed significant main effects for variety [χ2(5) = 6.3, p < 0.05] and for continuum-type [χ2 = 5.0, p < 0.05], but no effect for age group5. The results also showed no significant interactions between any of the fixed factors.

Table 3. Estimates, Standard error, and t-statistics for the independent factors in the mixed model with slope as the dependent variable.
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The significant effect of continuum type is to a certain extent evident in Figure 6 in which the slopes in the vermi[s/ʃ]e continuum have been subtracted from those in the mi[s/ʃ]t continuum separately per listener. The null hypothesis is that the two continua do not differ on slope in which case the difference between the continua in Figure 6 on slope should be zero. Figure 6 shows that the median of all four distributions is above zero which means that, compatibly with the statistical analysis, the slopes were steeper on the vermi[s/ʃ]e than on the mi[s/ʃ]t continuum. Additionally, there was a trend for greater slope differences between continua in older Augsburg listeners (as opposed to all other speaker groups) since it is only for this group that the lower quartile is above zero.
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FIGURE 6. The distributions resulting from subtracting the slopes of the mi[s/ʃ]t from those of the vermi[s/ʃ]e continua separately per listener. There is one point per listener in each distribution. The rectangle spans the inter-quartile range; the black dot in the center of the rectangle is the distribution's median. Values above the horizontal zero line denote a larger slope in vermi[s/ʃ]e than in mi[s/ʃ]t.
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FIGURE 7. Psychometric curves of the proportion of /ʃ/-responses for the younger Augsburg group to the stimulus of the mi[s/ʃ]t continuum shown separately for each listener together with the raw values shown as data points.



DISCUSSION

The aims of the present study were two-fold: the first was to investigate a potential sound change in progress in the Augsburg variety of German and the second to examine whether an apparently categorical sound change is gradual across generations. The motivation for this study was Bukmaier's (2010) analysis showing evidence that younger Augsburg speakers use less dialectal features such as /ʃt/ instead of Standard German /st/ than older Augsburg speakers. To address the present research questions, analyses of both production and perception data were mandatory. There are three main findings from this production and perception study, which are discussed below.

The first finding comes from the analysis of the production data showing that—although both Augsburg and Standard German speakers maintained the /s-ʃ/-contrast before /t/ and produced the fricative as /s/ in this position—the sibilant in the cluster was further away from /s/ for AG compared with SG speakers. Thus, this finding supports hypothesis H1 according to which Augsburg speakers maintain the /s-ʃ/-contrast to a lesser extent in the cluster context than do Standard German speakers. As far as speaker age is concerned, hypothesis H2 predicted that the /st/-productions of younger Augsburg speakers should be between those of the older Augsburg and the Standard speakers. Our results were consistent with this hypothesis. Younger Augsburg speakers' sibilants were more /s/-like than those of their older counterparts, but not as /s/-like as those of the Standard speakers.

According to hypothesis H3, the /s-ʃ/-neutralization in production in Augsburg German should have an impact on perception: that is, the /s-ʃ/-contrast should not be as perceptually distinctive for AG as for SG listeners. Based on this hypothesis, we predicted that Augsburg subjects would perceive more instances of the /st-ʃt/-continuum as /ʃt/ with the category boundary either shifted toward the /s/-end of the continuum or even with no shift from /ʃ/ to /s/ in case of (in)complete neutralization of the contrast. Our results provide partial support for H3. On the one hand, the location of the /s-ʃ/-category boundary was similar for the three groups, suggesting that there is no preference for AG listeners to perceive /ʃ/, even though /ʃt/ is much more frequent in the Augsburg dialect than /st/. This result does not match Kleber et al.'s (2010) findings showing a bias in listeners' responses toward sound sequences that occur more often in a variety that the speaker is frequently exposed to. On the other hand, the results from the slopes were consistent with our hypothesis: the flatter slopes for the AG listeners are consistent with the idea that there is a greater ambiguity for AG than for SG listeners in categorizing an /s-ʃ/-continuum: that is, Augsburg listeners perceived the contrast less sharply than SG listeners.

The age6 effect too was less apparent in the perception than in the production data. While younger listeners' response curves appeared to be steeper and thus more categorical, this observation did not reach significance when taking differences between individuals within a speaker group into account. Therefore, hypothesis H4, which predicted that older Augsburg listeners should perceive this contrast to a lesser extent than younger Augsburg listeners is not quite supported. The results showing greater similarities across the three groups in perception than in production may be consistent with the idea that the sound change is more advanced in perception than in production. This is compatible with other findings showing a potential misalignment between the two modalities during a sound change in progress such that perception precedes production (Ohala, 1993; Kleber et al., 2012). Thus, for the present data, while older AG subjects are the most conservative of the three groups in production (because their sibilants are closest to /ʃ/), they are similar to the younger AG listeners in how they cut up the /s-ʃ/-continuum in perception. Despite the nonsignificant age-effect, our data is consistent with the view that younger speakers lead this sound change in progress from /ʃt/ to /st/ (Labov, 2007) since in older as opposed to younger participants' data there was (1) a trend toward flatter /st-ʃt/-curves (2) an apparently greater slope difference between the vermi[s/ʃ]e and the mi[s/ʃ]t continua, and (3) a more /ʃ/-like pronunciation of the cluster sibilant.

In general, the Augsburg participants maintained the contrast both in perception and production in a categorical manner and thus surprisingly well. This result is probably due to Augsburg participants' awareness of the contrast between the sibilants before stops in SG. The awareness comes about because (1) they learn the standard realization in school, (2) the Augsburg variety has a phonemic /s-ʃ/-contrast in intervocalic position, and (3) because they are of course exposed to the Standard German variety. Speakers also often target a standard pronunciation in a laboratory recording session. Knowledge of the contrast facilitates its production even if /ʃt/ is characteristic of their variety. For example, Broersma (2005) found that Dutch listeners' performance in perceiving the final voicing contrast in English words was similar to those of English native speakers even though the voicing contrast is neutralized in final position in Dutch. She explained this finding with the listeners' capability of transferring perceptual cues from a contrast in a familiar position (such as the voicing contrast in intervocalic position in Dutch) to the same contrast in an unfamiliar position. The results from her study are consistent with our findings in perception. In addition, our production data show that speakers may also transfer these cues to the production of a contrast in an unfamiliar position—even in a blending task that is designed to obscure the aim of a study and to prevent hyperarticulation.

Studies based entirely on auditory impressions and transcriptions are not suitable for detecting the subtle differences between speaker groups observed in the present study. It is the dialect- and age-grading found in the acoustic analyses and to a certain extent in the perception data which shows that the transfer of standard forms to the Augsburg variety is not a categorical change from /s/ to /ʃ/. Thus, the third important finding from this study is that sounds that give the auditory impression of a categorical change may nevertheless show remnants of the old or dialectal form in the acoustic signal. That is, traces of a gradual shift from the old variant toward the new variant are still present. In this respect our results are consistent with findings from physiological studies showing that articulatory traces from a segment may still be observable even though the segment is not perceptible (Pouplier and Hardcastle, 2005; Pouplier, 2007).

The findings from speech production and perception are in general consistent with previous results on gradual sound changes in German regional varieties that are most likely to evolve under the influence of the standard variety and thus can be regarded as a form of dialect leveling (Kerswill, 2003). For example, Kleber (2011) showed that, while the long/short vowel contrast tends to be neutralized before fortis stops in older Bavarian speakers, such a contrast is beginning to develop toward that of the standard variety for younger Bavarian speakers. Müller et al. (2011) report a gradual change from dialectal lenis stops toward standard fortis stops from older to younger East Franconian speakers. Similarly to East Franconian, fortis stops are lenited in Upper Saxon. Although Kleber (in press) found no age-grading in her Saxon data, she argues that the sound change in progress may be more advanced in Saxon as both older and younger Saxon speakers behaved like younger East Franconian speakers and listeners in a study by Müller et al. (2011). In addition, there was a trend toward flatter psychometric curves derived from the older Saxon listeners to a fortis-lenis continuum—similar to the data presented in this study. These forms of dialect leveling are very likely to come about because of the speakers' increasing contact with the standard language—for example, in school (Besch, 1983), via the media (cf. Stuart-Smith et al., 2013) and generally as a result of higher speaker mobility (cf. Clopper and Pisoni, 2006). The position of Augsburg in a transitional zone between Swabian and Bavarian (with Bavarian speakers patterning with Standard speakers in relation to the /s-ʃ/-distinction) might further strengthen the influence of the standard variety on Augsburg German.

These forms of gradual sound changes as a consequence of dialect leveling are best explained in a usage-based model of speech perception such as the exemplar theory of speech perception (Johnson, 1997; Pierrehumbert, 2002) according to which each perceived token with all its fine phonetic detail is added to the neighborhood of the most similar exemplar in an acoustic-perceptual space of the listener's mental lexicon and where phonological categories emerge from the density distribution of the stored exemplars. The resulting exemplar cloud is not fixed to a certain point in this acoustic/auditory space, but it may shift as new exemplars that differ slightly in their acoustic make-up from the other exemplars in this cloud are added. The probability of a shift in the exemplar cloud is increased when more and more variants with properties that are auditorily at the edges of the cloud are added. Thus, in terms of this model, a shift toward the standard variety may be caused by a progression of the cloud as more pre-consonantal /s/-exemplars from the standard variety are stored: the greater shift observed in younger AG subjects is because they are, or have been, exposed to a greater extent to SG than older subjects.

The conclusion so far is that external factors (Kerswill, 2003) cause sound change that can be associated with a general trend of dialect leveling in German regional varieties. External factors may influence sounds such that they change in a direction that would not have been predicted by phonetically motivated internal factors (Torgersen and Kerswill, 2004; Kleber, 2011; Müller et al., 2011). The present sound change in progress, however, may not only be driven by variety contact but also by internal phonetic factors. The phonetic basis of a diachronic change from /ʃ/ to /s/ before /t/ lies in the generally higher spectral peak in /ʃ/ before /t/ due to the coarticulatory effect of the alveolar stop thus pushing the sibilant toward an alveolar place of articulation. This may also explain the finding of slightly steeper vermi[s/ʃ]e than mi[s/ʃ]t-curves in all speaker groups including in the standard group (cf. Figure 6). That is, standard listeners are more variable in their choices between /s/ and /ʃ/ in an mi[s/ʃ]t-continuum because of the greater ambiguity in deciding whether a higher spectral peak is a property of the fricative itself or instead caused by the coarticulatory influence of the stop's alveolar place of articulation. Such a perceptual account would explain why a diachronic change from /s/ to /ʃ/ before /t/ is much more likely than a change from /ʃ/ to /s/.

To conclude, our findings provide evidence for a sound change in progress that affects both perception and production and which is primarily the result of the external influence of the standard variety on Augsburg German. This type of sound change patterns with a more general trend of dialect leveling in German regional varieties. Together with the results of previous studies on regional varieties of German such as East Franconian (Müller et al., 2011; Harrington et al., 2012), Saxon (Kleber, 2011, in press) and Bavarian (Kleber, 2011), these findings support the idea that the shift from one phonological category to another is gradual rather than abrupt in a context in which the categories are neutralized. In this respect, our results contribute to the longstanding debate on whether sound changes are categorical or whether phonological processes such as neutralization are complete. Phonological categories such as voiced vs. voiceless or (as in the present study) alveolar vs. post-alveolar mark endpoints of phonetic continua that span not only hyper- or hypoarticulated forms but also other forms of indeterminacy such as incomplete neutralization. Speakers produce and perceive variants along these continua. Diachronic changes may then come about when the distribution of variants along the continuum is incrementally shifted due to external factors. This idea is compatible with usage-based theories of speech perception as well as theories in which perception leads production during a sound change in progress. Future research is necessary to probe more deeply the mechanisms underlying diachronic change by investigating, for example, whether gender and social class differences or gradual shifts along phonetic continua are reinforced in certain conditions such as different prosodic contexts or speech rates, and in certain age groups, e.g., in children during phonological acquisition.
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FOOTNOTES

1The direction of this change is not easily accounted for by other phonetic models of sound change as phonetically lenition is much more likely to occur than fortition as the many diachronic lenitions in Romance languages show.

2The dialect spoken in Munich is not affected by the dialect feature in this study, i.e., the Munich variety has exactly same /s-ʃ/ contrast distribution as Standard German.

3In order to create a continuum with a finer separation between stimuli in the middle of the continuum (i.e. the ambiguous part) we morphed a 22-step continuum. Since this fine separation was not necessary for responses to stimuli at the edges of the continuum, we discarded every second stimulus at the beginning and end of the continuum; another reason for discarding some stimuli was to shorten the duration of the perception experiment.

4This comes about for the type of data exemplified by listener KAWI in Figure 7 for which there is only a single point (at stimulus 9) in the region of ambiguity between /s/ and /ʃ/ responses as a result of which the slope cannot be unambiguously determined (giving rise to the error message in R “fitted probabilities numerically 0 or 1 occurred”).

5We included a term for random intercepts for speakers which quantifies by-speaker variability in the dependent variable dsib. This was because there were insufficient tokens for convergence to be obtained by additionally including random slopes. We applied a repeated measures ANOVA to the same data, in order to assess the validity of the mixed model with random intercepts only. The results showed significant influences on slope of continuum [F(1, 51) = 5.8, p < 0.05] and of variety [F(1, 51) = 6.4, p< 0.05] but not of age, and there were no significant interactions. These results are entirely consistent with those obtained from the intercept only mixed model (and also comparable in the F-statistic size and probabilities for the significant results for continuum and variety).

6Age as an artifact due to the potentially diminished perceptual capacities in older listeners can be ruled out as there were no significant differences between younger and older listeners in the standard group. That means that older speakers did not perform in general worse in sibilant perception than younger listeners.
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This article presents neurolinguistic data on word stress perception in Cairene Arabic, in comparison to previous results on German and Turkish. The main goal is to investigate how central properties of stress systems such as predictability of stress and metrical structure are reflected in the prosodic processing of words. Cairene Arabic is a language with a regular foot-based word stress system, leading to highly predictable placement of word stress. An ERP study on Cairene Arabic is reported, in which a stress violation paradigm is used to investigate the factors predictability of stress and foot structure. The results of the experiment show that for Cairene Arabic the internal structure of prosodic words in terms of feet determines prosodic processing. This structure effect is complemented by a frequency effect for stress patterns.
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INTRODUCTION

Recent crosslinguistic studies on word stress perception revealed a correlation between the predictability of stress positions in a native language and the sensitivity to stress properties in second languages. In a series of studies utilizing a stress sequence recall paradigm, Dupoux, Peperkamp and colleagues found that speakers of a language with predictable word stress have difficulties to store stress information in abstract phonological representations when learning an L2 with lexical stress (e.g., Dupoux et al., 1997, 2001, 2008, 2010; Peperkamp and Dupoux, 2002; Peperkamp et al., 2010). Within a continuum of predictability ranging from predictable without exceptions to non-predictable, grades of stress-“deafness” were identified as a function of the number of exceptions from a predictable stress position. Speakers of a language with invariable stress (e.g., French) are less sensitive to stress information than speakers of a language with variable stress (e.g., Spanish). Furthermore, the more variable stress positions in a language are the more likely it is that stress information has to be lexically specified. In more recent studies, Peperkamp et al. (2010) suggest the crucial factor for stress sensitivity to be the amount of exceptional stress in a given language. The fewer cases of exceptional stress the more likely that speakers show reduced sensitivity to stress information.

So far, investigations of language specific stress representations have mainly addressed the influence of fixed vs. variable stress. The question arises what kind of stress representation has to be assumed for languages with variable stress that are said to be predictable by means of metrical structure, i.e., by predictable parsing routines of syllables into feet. In metrical theory (e.g., Hayes, 1995) it is assumed that strong and weak syllables are grouped to either trochaic or iambic feet in which trochaic feet bear stress on the first syllable and iambic feet on the second syllable. Cairene Arabic is a trochaic and quantity-sensitive language in which bimoraic feet (consisting of either one heavy or two light syllables) are built from the left edge of a phonological word and in which the rightmost of these feet bears main stress (see Section Metrical Properties of Cairene Arabic for details, and also Hayes, 1995; Watson, 2002). Cairene Arabic is quantity-sensitive in the sense that heavy syllables build monosyllabic feet and light syllables bisyllabic ones. The position of stress varies according to the weight of the syllables and the number of feet. Thus, in contrast to languages with a fixed stress position (like final stress in Turkish; e.g., Kaisse, 1985) stress in Cairene Arabic is predictable by structure.

In order to test the effects of predictability and metrical structure, we performed a study measuring EEGs [and calculating event-related potentials (ERPs)] while native speakers of Cairene Arabic listened to correctly and incorrectly stressed words. Such a stress manipulation paradigm in an ERP study has also been applied in studies of German (Domahs et al., 2008), a language with word stress depending on metrical structure, and Turkish (Domahs et al., 2013) with mostly predictable stress. The results of both studies provide starting points to compare stress processing in a language with predictable stress (Turkish) and a language with non-predictable stress guided by metrical structure (German) with Cairene Arabic, in which stress is assumed to be predictable as well as guided by structure. This selection of languages allows us to investigate whether the representation and processing of stress in Cairene Arabic depends mainly on the presence or absence of lexical stress specifications, on metrical structure of words or on both.

PREVIOUS ERP STUDIES ON WORD STRESS PROCESSING

For German and Turkish word stress perception, a series of ERP experiments was performed in which participants were confronted with correctly and incorrectly stressed words of their native language (Knaus et al., 2007; Domahs et al., 2008, 2013).

The measurement of event-related potentials is suitable to investigate the online processing of certain language structures or manipulations in comparison to another condition. ERPs that are obtained via averaging processes over stimuli of the same kind and over participants are negative or positive going deflections time-locked to the stimulus onset and reflecting certain cognitive processes.

In ERP experiments on German or Turkish stress perception, trisyllabic monomorphemic words were presented auditorily, once with the correct stress pattern, and twice with the incorrect ones. The participants' task was to decide whether stress was assigned to the appropriate syllable by pressing either a “yes” or a “no” response button. The visual presentation of the target words, which immediately preceded the auditory input, helped to avoid lexical search effects, and in consequence, facilitated the decision by reducing efforts in lexical retrieval. Furthermore, the visual presentation triggered an expectation that was either met or violated in the auditory stimuli. The studies on Turkish and German demonstrated particular ERP findings, which will be summarized briefly in the following two sections.

TURKISH

Turkish is a language with a clear default pattern: default stress is, according to many descriptions, realized on the word-final syllable (e.g., Lewis, 1967/2000; Sezer, 1981; Hayes, 1995; Kornfilt, 1997; Inkelas, 1999; Kabak and Vogel, 2001, 2011; Inkelas and Orgun, 2003; Göksel and Kerslake, 2005). The regular word-final stress pattern is quantity-insensitive, and long vowels do not attract main stress.

For the study on Turkish prosodic processing (reported in Domahs et al., 2013), a set of words with predictable final stress (e.g., mıknaˈtız; “magnet”) and with exceptional lexical stress on the penultimate syllable (e.g., tiˈyatro; “theater”) was presented with either correct stress or manipulated stress on each of the other two syllables (e.g., *ˈmıknatız or *mıkˈnatız for words with correct final stress and *ˈtiyatro or *tiyaˈtro for words with correct prefinal stress). Comparisons of stress violations with correct stress conditions revealed that incorrect penultimate stress (e.g., *mıkˈnatız) evoked a positivity (between 850 and 1100 ms), while no such component occurred for the perception of items with incorrect final stress (= default stress) in words with lexical penultimate stress (e.g., *tiyaˈtro).

Such positivity effects in evaluation tasks have been suggested to reflect sensitivity to a deviant structure with an amplitude being correlated with the degree of abnormality (e.g., Picton, 1992; Coulson et al., 1998): The less likely a metrical structure the more pronounced the positivity effect. In the literature, this task-related component has been labeled P300 (e.g., Picton, 1992; Coulson et al., 1998), P600 (e.g., Marie et al., 2011; Schmidt-Kassow et al., 2011a,b) or LPC (e.g., Rugg and Nagy, 1989). The P300 reflects decision-making processes where the reduction of the amplitude indicate that stimulus information is not clear enough. Thus, this component reflects indirectly the grammaticality in stimulus categorization (e.g., Niewenhuis et al., 2005).

The different ERP results for deviating stress patterns in Turkish is depicted in Figure 1. In words with correct final stress (Figure 1A), both violations produce a late positivity if compared with the correct condition. The latency of the positivity, however, differs due to the fact that the position of stressed syllables, which are decisive for the identification of stress patterns, varies. In contrast to Figures 1A,B depicts a positivity effect for violations with initial stress in words with canonical penultimate stress, but no positivity effect for violations involving final stress. The asymmetrical patterning of positivity effects for the two word sets suggests that Turkish participants are sensitive to lexical stress patterns but insensitive to default stress, because violations with lexical stress patterns are perceived as less likely in contrast to violations with the default stress. Thus, our findings support and complement findings by Peperkamp et al. (2010) for languages with predictable stress.


[image: image]

FIGURE 1. Grand-average curves of correctly and incorrectly stressed Turkish words (see also Domahs et al., 2013) measured at midline electrodes. Correct words are illustrated by solid lines, incorrect antepenultimate stress pby dashed lines and incorrect penultiamte/final stress by dotted lines.



In addition to the P300 effect, an N400 effect, a negative going deflection around 250 and 500 ms post-stimulus onset, was obtained for violations with final stress. This effect was interpreted to reflect brain responses to an unexpected stimulus that produce higher costs in lexical retrieval (for a review of the N400 component see Kutas and Federmeier, 2011). Note that a shift from the lexical non-final stress position (tiˈyatro) to the default (*tiyaˈtro) involves a violation of a lexical stress specification. It is most remarkable that the Turkish participants showed this negative deflection mirroring the violation of an expected stress pattern while they had difficulties to classify the incorrect default stress as violating. The difficulties were not only indicated by a lack of a P300 effect but also by high error rates in the behavioral data.

GERMAN

German monomorphemic words allow for final, penultimate, or antepenultimate stress. Which pattern to occur cannot be adequately predicted by means of stress rules. Though the stress position itself is considered not predictable, the underlying prosodic structure can be determined mostly on the basis of the weight of the final syllable. In most accounts of German phonological words, trochees are built in a right-to-left manner (Eisenberg, 1991; Wiese, 1996; Féry, 1998; Janssen, 2003). In words with a heavy final syllable (Vitamin—((vi.ta)F(mi:n)F)ω), the final syllable constitutes a non-branching foot (a moraic trochee), and in words with a light final syllable, the final syllable constitutes the weak syllable of a bisyllabic trochee. Thus, trisyllabic words varying in the structure of the final syllable consist of either two feet ((σσ)F(σ)F)ω or one foot (σ(σσ)F)ω (for such an analysis see Janssen, 2003; Domahs et al., 2008, 2014; Knaus and Domahs, 2009; Röttger et al., 2012).

The experiment on German word stress evaluation (reported in Domahs et al., 2008) revealed different ERP patterns compared to the findings on Turkish. Again words with antepenultimate, penultimate and final stress were recorded with correct and deviating stress on each of the other two syllables. In contrast to Turkish, no effect of default stress was found, although several proposals assume penultimate stress to be the default stress pattern (as in Kaˈsino; “casino”) in German. If the penultimate stress were the default stress pattern, we would expect this pattern not to evoke a late positivity when used incorrectly. However, incorrect penultimate stress in trisyllabic words with either correct final (e.g., *Viˈtamin instead of Vitaˈmin; “vitamin”) or initial stress (e.g., *Leˈxikon instead of ˈLexikon; “lexicon”) evoked enhanced positivity effects (between 900 and 1150 ms) showing that participants can decide clearly that this stress is incorrect (see Figure 2). However, comparisons between correct and incorrect conditions revealed another form of asymmetric results regarding the occurrence or non-occurrence of a P300 component in German stress perception: stress violations produce enhanced positivity effects whenever the stress derivation leads to a change in foot structure (e.g., *vi(ˈta.min)F instead of (vi.ta)F(ˈmin)F), but not if the foot structure is maintained (e.g., *(ˈvi.ta)F(min)F instead of (vi.ta)F(ˈmin)F). In contrast to Turkish, it is not the main stress position but rather the internal prosodic structure of words that is more or less predictable and has an impact on the processing of word stress (see Janssen, 2003; Domahs et al., 2014). In addition, behavioral data (error rates) indicate that German participants are sensitive to stress manipulations and identify incorrect stress with high accuracy, while Turkish participants recognized violations involving default stress at chance level only.
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FIGURE 2. Grand-average curves of correctly and incorrectly stressed German words (see also Domahs et al., 2008) measured at midline electrodes.



In the present paper, we examine a third type of language, Cairene Arabic, with a predictable and foot based stress system. Strictly bimoraic feet are built from left to right and the rightmost foot receives main stress (see below Section Metrical Properties of Cairene Arabic). Hence, Cairene Arabic is situated between the Turkish and German system by having predictable word stress like Turkish, but varying positions of word stress due to quantity sensitive foot formation like German. The main goal was to see whether speakers of Cairene Arabic are insensitive to the very predictable stress positions in their language (as Turkish participants have been shown to be insensitive to the predictable stress pattern), or whether asymmetrical ERP results occur along the lines of metrical structure (stress derivation that change the structure produce P300 effects and those that maintain structure not). To test this, trisyllabic words with penultimate and final stress were compared in two conditions each: (i) penultimate words with one foot [e.g., va(ˈnil)Fja; “vanilla”; in the following word type 1] and with two feet [e.g., (mus)F(ˈtaʃ)Ffa; “hospital”; in the following word type 2] and (ii) finally stressed words with a bisyllabic initial foot and a monosyllabic final foot [e.g., (vi.ta)F(ˈmi:n)F; in the following word type 3] and with two monosyllabic feet [e.g., ki(ris)F(ˈta:l)F“crystal”; in the following word type 4]. If structure licenses stress positions, we should find that deviating stress realized on a strong syllable of a foot produces less pronounced positivities compared to deviating stress on a weak syllable (for instance, incorrect antepenultimate stress in words of the structure (mus)F(ˈtaʃ)Ffa should evoke less pronounced effects compared to incorrect antepenultimate stress in words of the structure va(ˈnil)Fja).

Before we continue to present the experiment on Cairene Arabic we would like to introduce the main characteristics of the Cairene Arabic stress system.

METRICAL PROPERTIES OF CAIRENE ARABIC

The Cairene Arabic dialect of Arabic is the most widely spoken language in Egypt. Half of the population speaks the Cairene Arabic dialect as its first language. Note that Cairene Arabic is a spoken language (though also written forms exist), while the literary language of Egypt is Standard Arabic (Woidich, 2006).

Cairene Arabic is not only the most widely spoken dialect in Egypt, it is also the best described Arabic dialect, particularly as regards its metrical structure. In the literature, pre-generative (Harrell, 1960; Mitchell, 1960), generative (Hayes, 1995; Watson, 2002), and typological accounts (Hulst van der and Hellmuth, 2010) exist, which all identify Cairene Arabic as a quantity-sensitive language in which the parsing of syllables into feet is sensitive to syllabic weight: a super-heavy final syllable with long vowels followed by a consonant (CVVC) receives main stress, otherwise a heavy penult with a long vowel or a short vowel followed by a consonant is stressed or a light antepenult in words ending in three light syllables (open syllables with short vowels). According to McCarthy (1979), bimoraic trochees consisting of either one heavy syllable or two light syllables are built in a left to right manner. In (1) examples for words with final, penultimate, and antepenultimate stress are given.

(1)

(a) final stress

[gaˈto:] “cake”, [vitaˈmi:n] “vitamin”, [kirisˈta:l] “cristal”

(b) penultimate stress

[ˈbe:tak] “your house”, [vaˈnilja] “vanilla”, [musˈta ʃ fa] “hospital”

(c) antepenultimate stress

[ˈkazino] “casino”, [sanˈtimitir] “centimeter”

The syllable in Cairene Arabic consists obligatorily of a single onset consonant followed by a short or long vowel. The coda maximally includes two consonants, but only one consonant in word-medial position. Syllable weight is important for the foot formation in Cairene Arabic because feet consist of minimally and maximally two moras, a unit proposed to define syllable weight (e.g., Hyman, 1985). Accordingly, syllables with a long vowel or a short vowel followed by a coda consonant (two moras) are heavy and syllables with a short vowel (one mora) are light. For word final syllables different conditions must be met for a syllable to be heavy because the final consonant is analyzed to be extrametrical, i.e., does not contribute to syllable weight. Therefore, a final syllable is heavy if it consists of a long vowel or a short vowel followed by two consonants. These properties of heavy and light syllables guide the foot formation of phonological words in Cairene Arabic. In (2), the analysis according to Hayes (1995: 69/70; following McCarthy, 1979) is summarized.

(2) Rules for Cairene Arabic stress

(a) word final consonants are extrametrical: C → <C> / ___]word

(b) foot construction: Build up bimoraic trochaic feet from left to right

No degenerate feet!

(c) word layer construction: Group feet into a right-headed word constituent

(End Rule Right)

We also note that there are other types of evidence for the bimoraic trochee in this language although secondary stress corresponding to a foot not carrying word stress has been reported to be absent (Watson, 2002, ch. 5): the word in Cairene Arabic minimally consists of a bimoraic foot. Furthermore, there is a productive pattern for nick names or hypocoristics in which names of any prosodic shape are truncated to a bimoraic foot, see examples in (3).

(3) full form          hypocoristic

           Fahd           ˈdo.do

           Karim         ˈKi.ki

           Shaimaa       ˈʃo.ʃo

           Mostafa        ˈSˁa.sˁa

The present study is designed to investigate whether the foot structure as proposed in metrical analyses of Cairene Arabic are psychologically real and used during the processing of lexical words.

ERP EXPERIMENT ON CAIRENE ARABIC

The method used in the present ERP-experiment was adopted from the ones on German and Turkish reported in Domahs et al. (2008) and Domahs et al. (2013). Similar to the previous studies, participants were confronted with correctly and incorrectly stressed words and instructed to judge the correctness of the stress patterns. Given the results on German, this stress-violation paradigm utilizing explicit judgments of stress proved to be suitable to investigate factors involved in prosodic processing of words. In particular, this method enables to identify potential stress positions irrespective of the correct one. In the following, we will present the experiment on Cairene Arabic in more detail and compare the results with those obtained from German and Turkish participants.

CAIRENE ARABIC

The aim of the present experiment is to test whether (i) native speakers of Cairene Arabic are sensitive to stress manipulations and (ii) whether the processing of stress manipulations is influenced by foot structure. For this purpose, participants were presented with correctly and incorrectly stressed trisyllabic words differing in syllable and foot structure.

Participants

Twenty-three right-handed native speakers of Cairene Arabic (20 men) were recruited for participation at the University Marburg, all of which having normal or corrected-to-normal vision and no hearing deficits. The participants' age ranged from 26 to 45 (mean age 32). All participants were born and raised monolingually in and around Cairo in Egypt, all from the Cairene Arabic dialect region. The participants' language skills comprised of second language knowledge of English, German, French, or Spanish. All participants stated to have been raised monolingually with Cairene Arabic as ambient language, and had been in Germany for 36 month in mean before participation, ranging from 1 month up to 7 years. Participants were instructed in Cairene Arabic to ensure that participants are well informed. Each participant was paid for his/her contribution. The data sets of three participants had to be excluded due to missing responses, left-handedness or excessive movement artifacts.

Note that a balanced proportion of women and men could not be obtained due to the fact that participation would have required removing the headscarf.

Material

In order to be able to investigate whether the foot structure constrains the processing of stress shifts, we investigated four word types that different in foot structure, as summarized in Table 1. Words with structure 1 and 2 are canonically stressed on the penultimate syllable and consist of heavy penultimate syllables with either long or short vowels followed by a consonant (for the sake of clarity only rhyme structures are illustrated, i.e., a structure CVC is mentioned as VC) and the first syllable is either footed or not, words with structure 3 and 4 are canonically stressed on the final syllable and contain super heavy final syllables. In structure 3, the first two syllables constitute a bisyllabic foot while in structure 4 the heavy penult constitutes a monosyllabic foot.

Table 1. Conditions and material.
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In words with canonical penultimate stress (structure 1 and 2), the question is whether stress moved from penultimate syllable to antepenultimate syllable produce less pronounced P300 effects when the antepenultimate syllable is head of a foot (structure 2) in comparison to unfooted (structure 1). In words with canonical final stress (structure 3 and 4), either the antepenultimate syllable (structure 3) or the penultimate syllable (structure 4) is the head of a foot and therefore a potential landing site for stress. Though the existence of secondary stress is disputed in Cairene Arabic, the question arises whether words are exhaustively parsed into feet and whether heads of feet are stressable in contrast to weak syllables of feet.

For each type of trisyllabic words, a set of 15 monomorphemic items (as given in Appendix) was selected and recorded by a female native speaker of Cairene Arabic in a sound-proof booth (44 kHz, 16 bit, mono). Each word was realized in the correct and in the two incorrect conditions (see Table 1). In order to ensure that incorrect stresses were not produced in an exaggerated manner, correct and incorrect words with the same stress pattern were recorded in a randomized list. The phonetic parameters of duration, intensity, and F0 of each stress pattern were compared between correct and incorrect conditions (e.g., between correct kirisˈta:l and incorrect *vanilˈja, see Table 2 with mean values for each stress patterns) showing that incorrect and correct stress realizations of a certain stress pattern differ significantly only with respect to duration because correct and incorrect conditions differ in syllable structure (e.g., kirisˈta:l ends in a super heavy syllable while *vanilˈja does not; for the statistical analyses of phonetic parameters see Table 2). But crucially, correct and incorrect versions of each stress pattern do not differ regarding F0 and intensity.

Table 2. Mean values (SD in parentheses) of phonetic parameters fundamental frequency (F0 in Hz), duration (ms), and intensity (dB) as well as repeated measures ANOVAs on the factor CORRECTNESS (correct vs. incorrect) per stress pattern.
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Furthermore, the stimuli were not spoken in isolation but embedded in the following carrier sentence:

(3) howa lazem ye?ool vitami:n delwa?ti “He has to say Vitamin now!”

The carrier sentence was identical for each critical stimulus and included the stimulus in a citation-like context bearing nuclear stress. The carrier sentence avoids a list reading and a pitch fall at the end of the critical words.

Each of the 15 items per word condition was presented in the correct and in the two incorrect conditions. To increase the number of items per condition, each version of a stimulus was presented twice. Thus, the total number of critical items was 4 (word types) × 15 (individual items) × 3 (stress patterns) × 2 (repetitions) resulting in 360 tokens. In addition, 80 trials including words with correct antepenultimate stress were included as filler. This was done to ensure that each stress pattern occurred in correct and incorrect conditions, and that the number of correctly and incorrectly stressed words was balanced.

Procedure

Participants were seated in front of a computer screen in a sound-proof room. In each trial they were confronted with the visual presentation of an experimental item followed by the auditory presentation of the same item. The participants' task was to decide as accurately as possible whether the auditory stimuli were correctly stressed or not by pressing a response key of a push-button box. The task required the participants to activate internal stress representations (from the written input) and to compare these representations with stress information in the auditory presentation.

Each trial started with a fixation cross that appeared for 500 ms. An experimental item was then presented visually for 900 ms, followed by a blank screen for 250 ms before the auditory presentation of the stimulus started. The mean duration of the sentences was 3.9 seconds. Throughout the auditory presentation, the participants were asked to fixate on a cross in the center of the screen to avoid eye movement artifacts while listening. After the offset of each sentence, a question mark appeared on the screen and remained there until a yes or no button was pressed with a timeout of 2000 ms. Responses were given after the appearance of the question mark, but not immediately while listening to the critical items, to avoid movement artifacts. The assignment of thumbs to the yes and no buttons was counterbalanced across participants. During the answering period and the following intertrial interval of 3000 ms, the participants were allowed to blink and to rest their eyes. The experiment was controlled by the Presentation software (Version 15; Neurobehavioral Systems).

The stimuli appeared in eight experimental blocks consisting of 55 stimuli each, preceded by a short practice phase. Experimental and filler items were presented in pseudo-randomized order, each word appearing only once within each block. The order of blocks was varied for each participant to avoid sequence effects. The entire duration of the experimental session was approximately 60 min.

Data acquisition and analyses

(a) Behavioral Data

During each trial accuracy and reaction time data were measured. For statistical analyses, only the accuracies of judgments were calculated because response latencies were measured after the offset of the sentences with a delay of approximately 880 ms. The accuracy scores were calculated for each participant and condition and for each stimulus and condition.

In two repeated measures ANOVAs, the factors FOOT STRUCTURE (two different structures) and STRESS POSITION (antepenultimate, penultimate, and final) were analyzed in a 2 × 3 design for words with canonical penultimate and canonical final stress separately. We calculated two separate ANOVAs due to the fact that the structure conditions for words with either penultimate or final stress vary systematically.

(b) ERP Data

An electroencephalogram (EEG) was recorded from overall 24 Ag/AgCl electrodes via a BrainVision (Brain Products) amplifier. Four electrodes measured the electro-oculogram (EOG), i.e., horizontal and vertical eye movements. The reference electrode was placed at the left mastoid. EEGs were re-referenced off-line to both mastoids. The C2 electrode served as ground. The head electrodes were mounted on an elastic cap (Easy Cap). EEG and EOG were recorded with a sampling rate of 500 Hz and filtered offline with a 0.3 to 20 Hz bandpass filter. All electrode impedances were kept below 5 kΩ. Prior to data analysis, all individual EEG recordings were automatically and manually scanned for artifacts from eye or body movements and muscle artifacts. In total, 7.5% of the data with an amplitude change of more than 40 μV had to be excluded from analysis.

Averages were calculated per participant and condition starting from the onset of the auditory stimulus up to 1500 ms. For words with correct penultimate or final stress, incorrect conditions were compared with correct conditions. In analogy to earlier studies (Domahs et al., 2008, 2013), time-windows were chosen by visual inspection for the two sets of words with canonical penultimate and final stress pattern separately because the latency of effects reflecting the evaluation of stress patterns and decision making seem to depend on the position of the stressed syllable. Therefore, effects measured for words with incorrect antepenultimate stress occur earlier than effects found for incorrect penultimate and final stress.

Furthermore, violations with penultimate and final stress evoked a biphasic pattern consisting of a negativity followed by a positivity, while violations with antepenultimate stress evoked only a positivity. This lack of a negativity is due to the fact that the positivity occurs within the negativity time-window. Table 3 provides an overview of time-windows per word type and incorrect stress condition. For each time window, a general analysis of variance with repeated measures (ANOVA) was calculated for words with canonical penultimate and canonical final stress separately over the factors FOOT STRUCTURE (the two different foot structures per correct stress pattern; structure 1 and 2 are compared for words with canonical penultimate stress and structure 3 and 4 for words with canonical final stress) correctness (correct vs. incorrect) and region (frontal, central, parietal). Region is defined as a three-level factor with the values frontal (including F3, Fz, F4), central (including C3, Cz, C4), and parietal (including P3, Pz, P4).

Table 3. Time-windows for statistical analyses.
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Results

(a) Behavioral Data

In the analyses of accuracy scores, the aim was to investigate whether specific conditions were more error-prone than others. A repeated measures ANOVA of arcus-sinus transformed accuracy scores was calculated over the factors FOOT STRUCTURE (two different structures) and STRESS POSITION (antepenult, penult, and final stress) for the two sets of words with either canonical penultimate or final stress, and pairwise t-tests comparing correct with incorrect stress and both incorrect conditions per word set. Figure 3 depicts the mean accuracy scores for all conditions.
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FIGURE 3. Mean accuracy in percent for each word type and condition.



Generally, speakers of Cairene Arabic are accurate with their judgments for more than 80% in each condition. This finding suggests that they are in principle sensitive to the presented stress manipulations. However, the accuracy for all conditions differs slightly, and as is illustrated in Figure 3, the mean accuracy for conditions with incorrect antepenultimate stress is lower compared to other conditions. Repeated measures ANOVAs and paired t-tests are calculated for words with canonical penultimate and final stress separately (see Table 4).

Table 4. Statistical analyses of behavioral data.
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Analyses for words with correct penultimate stress yield a main effect for the factors FOOT STRUCTURE and STRESS POSITION as well as an interaction of both factors. Post-hoc t-tests comparing mean accuracies of the correct condition with each incorrect condition and of both incorrect conditions revealed a significant difference between two incorrect conditions. This holds for both word types with canonical penultimate stress.

Analyses for words with correct final stress yield a main effect for the factor STRESS POSITION and an interaction of the factors FOOT STRUCTURE and STRESS POSITION. Post-hoc t-tests revealed a significant difference between mean accuracy for incorrect antepenultimate stress and incorrect penultimate stress in words of the structure (V.V)(V:C) but not in words of the structure V(VC)(V:C). Overall, the analyses suggest that conditions with incorrect antepenultimate stress are more error-prone than correct conditions and other incorrect stress conditions. This could be interpreted as an uncertainty toward words containing incorrect antepenultimate stress. Note that accuracies for correct words with antepenultimate stressed (filler condition) scored high with 98% correct responses.

(b) ERP Data

For the analyses of mean voltage changes induced by stress manipulations, we calculated for each set of words with either canonical penultimate or final stress whether each of the two incorrect conditions differ significantly from the correct condition and whether the foot structure influences the processing of incorrectly stressed words. Figure 4 shows the grand averages at midline electrodes for the four word types. Generally, we observed positivity effects for stress deviations involving antepenultimate stress and a biphasic ERP pattern for violations with penultimate or final stress. As noted in Section Data Acquisition and Analyses, effects for violations with antepenultimate stress occur in earlier time-windows compared to effects for violations with penultimate or final stress. Therefore, mean voltage changes for the processing of separate stress deviations were analyzed in different time windows. Appendix provides an overview of statistical analyses. In the following, the results are presented for each set of words with either penultimate or final stress separately.


[image: image]

FIGURE 4. Grand Averages of event-related potentials (ERPs) measured at midline electrodes for words with canonical penultimate stress with Structure 1 (a) and 2 (b) and canonical final stress with Structure 3 (c) and Structure 4 (d). Correct conditions (solid lines) are plotted against the incorrect conditions with antepenultimate stress (dashed lines) and with penultimate/final stress (dotted lines). The light gray bars indicate time-windows for positivity effects evoked by words with incorrect antepenultimate stress and the darker gray bars for positivity effects evoked by words with incorrect penultimate and final stress.



Words with canonical penultimate stress. Violations with antepenultimate stress (dashed line in Figures 4A,B) produced a positivity effect between 350 and 600 ms in the two word types with canonical penultimate stress. A main effect for the factors CORRECTNESS and REGION and an interaction for FOOT STRUCTURE × CORRECTNESS × REGION occurred. Post-hoc analyses confirm significant differences between correct and incorrect antepenultimate stress in each region and for each structure (see Table A2A).

Violations with final stress in words with canonical penultimate stress (dotted line in Figures 4A,B) evoked a biphasic ERP pattern consisting of a negativity effect between 400 and 550 ms and a positivity effect between 800 and 1150 ms. For the negativity, repeated measures ANOVAs revealed a main effect for the factors CORRECTNESS and REGION and an interaction for REGION × FOOT STRUCTURE for which post-hoc analyses exhibited no significant structure effects in the three regions (see Table A2B). For the positivity effect, a main effect for the factors CORRECTNESS and REGION and a three-way interaction was obtained. Post-hoc analyses show that mean voltages differ significantly between correct and final stress in parietal region for words of the structure V(VC)V, and in centro-parietal region for words of the structure (VC)(VC)V (see Table A2C).

Words with canonical final stress. For violations with antepenultimate stress (dashed lines in Figures 4C,D), positivity effects occurred between 300 and 650 ms in both word types with canonical final stress. Repeated measures ANOVAs over the factors FOOT STRUCTURE, CORRECTNESS and REGION revealed a main effect for the factor CORRECTNESS and an interaction for CORRECTNESS × REGION and CORRECTNESS × FOOT STRUCTURE. Post-hoc analyses showed a difference between correct final stress and incorrect antepenultimate stress in each REGION and each FOOT STRUCTURE (see Table A2D).

Violations with penultimate stress (dotted lines in Figures 4C,D) led to a negativity effect between 400 and 480 ms and to a positivity effect between 550 and 850 ms only in the context of word type 3 with the structure (V.V)(V:C), but not for word type 4 with a strong penultimate syllable V(VC)(V:C). For the negativity effect, a main effect for all three factors but no interaction was found (see Table A2E), and for the positivity a main effect for the factors CORRECTNESS and REGION and an interaction between CORRECTNESS × REGION as well as CORRECTNESS × FOOT STRUCTURE. Post-hoc analyses suggest that an overall effect of CORRECTNESS is restricted to frontal regions only and that a difference between correct and incorrect penultimate stress occurs only for words of the structure (V.V) (V:C) (see Table A2F).

Figure 5 depicts mean amplitudes of respective peaks of positivity effects for correct and incorrect conditions measured at parietal electrodes (P3, Pz, P4). Except for incorrect penultimate stress in words with the structure 4 (V.(VC)(V:C); circled in Figure 5), the amplitude of positivity effects is significantly more pronounced in incorrect compared to correct conditions.
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FIGURE 5. Mean amplitudes and standard errors in microvolt for positivity effects of correct and incorrect conditions measured at parietal electrodes. The label pu1 denotes conditions of word type 1, pu2 conditions of word type 2, u1 conditions of word type 3 and u2 conditions of word type 4. The circle indicates the conditions for which the comparison was not significant.



DISCUSSION

The current study aims at investigating whether speakers of Cairene Arabic are (like speakers of Turkish) partly insensitive to stress manipulations because stress in Cairene Arabic is predictable (as hypothesized in the Stress-“Deafness” account, i.e., Dupoux et al., 1997, 2001, 2008; Peperkamp and Dupoux, 2002), or whether the evaluation of stress differs between violations involving foot restructuring and those in which the prosodic structure is maintained.

In our ERP study utilizing a stress violation paradigm, violations of words with correct penultimate stress produced a positivity effect or a biphasic effect irrespective of prosodic structure: violations with antepenultimate stress evoked a positivity between 350 and 600 ms and violations with final stress a negativity between 400 and 550 ms and a positivity between 800 and 1150 ms. In contrast, for words with correct final stress asymmetrical results for different word structures are found: violations with antepenultimate stress evoked a positivity effect between 300 and 650 ms in both word types 3 and 4 and violations with penultimate stress a negativity between 400 and 480 ms, but a positivity only in word type 3 with the structure (V.V)(V:C) (between 550 and 850 ms).

We interpret the occurrence of positivity effects in different time-windows to reflect a task-related process that has been shown to reflect how easy it is for participants to decide how to classify a stress violation. We interpret these positivity effects as instances of the P3b family (Picton, 1992; Coulson et al., 1998; Niewenhuis et al., 2005) as found in previous similar experiments using the stress deviation paradigm (Domahs et al., 2008, 2013). The P3b effect is known to reflect stimulus probability, saliency, and task relevance in diverse cognitive domains. According to Coulson et al. (1998), the P300 is an appropriate dependent variable to test the saliency of a given manipulation because the amplitude and the latency of the effect increase with the degree of anomaly. Thus, in the present study, violations evoking enhanced positivity effects can be regarded as less probable than violations with reduced effects. Overall, the positivity effects observed vary in latency, most likely due to the fact that the evaluation and decision-making process is dependent on the perception of a stressed syllable. Since strong syllables play a crucial role in the perception of stress patterns, the latency differences can be explained by varying positions of stressed syllables.

Generally, the findings of the experiment reported in Section ERP Experiment on Cairene Arabic show that stress deviations in Cairene Arabic words produce brain responses reflecting the participants' sensitivity to most violations. Their brain responses are similar to those obtained in previous experiments on German and Turkish. In the following, the results for specific word structures will be discussed in comparison to previous results.

ARE SPEAKERS OF CAIRENE ARABIC INSENSITIVE TO STRESS MANIPULATIONS?

In Section Previous ERP Studies on Word Stress Processing, results reported for speakers of Turkish showed that Turkish participants had difficulties judging incorrect stress patterns if the default stress pattern was applied to words with lexical stress, while violations of words with canonical default stress produced enhanced positivity effects (Domahs et al., 2013). This finding was interpreted as evidence for the insensitivity to the default stress pattern, and for the view that the processing of stress information in Turkish mainly depends on the lexical status of stress (default vs. non-default stress). In Cairene Arabic, the position of word stress is also predictable though variable. In contrast to the Turkish default stress, stress in Cairene Arabic is not predictable by position but by structure. The behavioral data as well as the ERP data reported in Section ERP Experiment on Cairene Arabic suggest that speakers of Cairene Arabic are clearly sensitive to stress violations. In the behavioral data, correctly and incorrectly stressed words are accepted or rejected with an accuracy of more than 80%. Only violations involving incorrect antepenultimate stress are judged less accurately compared with other violations. However, this moderate difficulty is not reflected in ERPs in which violations with antepenultimate stress produced a positivity effect in each word type. In the study on Turkish, the condition with least accuracy in behavioral data did not produce a P300 effect.

In words with the structure 4 [V(VC)(V:C); e.g., ki.(rís)(ˈta:l)] with canonical final stress in Cairene Arabic, a lack of a positivity effect occurs for incorrect penultimate stress. We argue that the absence of a positivity cannot be explained by the factor predictability in the sense that penultimate stress is the default stress. In words like ki.(rís)(ˈta:l) final stress is the only predicted stress pattern. The most reasonable explanation is related to the metrical structure of phonological words in Cairene Arabic as discussed in the following section.

THE ROLE OF THE METRICAL STRUCTURE IN STRESS PROCESSING

Related to the findings on German word stress processing (as summarized in Section Previous ERP Studies on Word Stress Processing), the second question was to test whether word stress processing in Cairene Arabic is guided by the internal foot structure of phonological words. In Table 5, the structures of correct forms are compared with those of incorrect forms.

Table 5. Overview of metrical structures in correctly and incorrectly stressed forms and the occurrence of P3 effects as reflections of task-specific evaluation-to-expectation processes.
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In Table 5 it can be seen that in words exhibiting more than one foot (structures 2–4) violations occur that do not involve restructuring of feet, i.e., neither regrouping of syllables into feet nor creating feet from unparsed syllables. The results from the experiment on German (Domahs et al., 2008; see Section German) suggested a qualitative distinction between violations with stress realized on the head syllable of a weak foot and violations with stress on a weak or unparsed syllable. Thus, in German it was possible to identify indirectly which syllables are capable of bearing stress and which are not via the occurrence of P300 effects. With respect to the experiment on Cairene Arabic, it was expected that violations with stress on the head syllable of a weak foot are more difficult to classify as violation than violations involving changed structure, the latter ones leading to a P300 component. From the occurrences of P300 effects (Table 5) in the experiment on Cairene Arabic it seems that our hypothesis is not borne out in all cases: A lack of a P300 effect was obtained only for violations with penultimate stress when the structure was preserved (see final row in Table 5), but violations involving antepenultimate stress produce P300 effects in each word type, although in words with structure 2 and 3 such violations maintain the foot structure.

The question arises whether the effect patterns found in the study on Cairene Arabic can be interpreted along the same lines as the results found for German. We suggest that structure plays a role in Cairene Arabic stress processing when certain conditions are met: first the structure is maintained and second the incorrect stress pattern involved is a likely pattern in terms of frequency. Thus, we hypothesize that metrical structure is not the only factor influencing stress perception, but also the frequency asymmetries between different stress patterns. To strengthen this hypothesis we report the results of a frequency count on stress patterns in loan words.

An analysis of stress patterns in loan words in Cairene Arabic by El Shanawany (2013) showed that irrespective of the stress position in the source language, stress is assigned along the principles also suggested for native words of Cairene Arabic and is predictable by syllable quantity and position of (the head of) the final foot in phonological words. The corpus analyzed consisted of loan words because the trisyllabic stimuli presented in the ERP study are predominantly loans. Out of 286 types of bi-, tri-, and quadrisyllabic words, 57% exhibit final stress, 39% penultimate stress, and only 4% antepenultimate stress. Since native words of Cairene Arabic consist of higher proportions of mono- and bisyllabic words than loan words, the proportion of words with antepenultimate stress among native words can be expected to be even lower than 4%. Antepenultimate stress occurs only in words with three light syllables, a rare configuration. This corpus analysis demonstrates that final feet are more likely to be aligned with the right than with the left edge of phonological words. In this respect, Cairene Arabic differs from German for which it is postulated that the final foot within words is strong but which exhibits many exceptions with stress on non-final feet [e.g., 69% of existing words of the structure (V.V)(VC); see Janssen (2003)]. The positivity effect in words with incorrectly stressed head syllables in antepenultimate position (structures 2 and 3) indicate that such violations are clearly identified as deviating patterns though the participants were less accurate in explicitly judging them as incorrect compared to other violations. This discrepancy between behavioral and electrophysiological data suggests that the P300 effect not simply reflects the explicit judgment but rather the implicit evaluation of the likeliness of an event. One potential explanation for the occurrence of the P300 effect in words that preserve the prosodic structure could be that antepenultimate stress involving left aligned strong feet occur only rarely in Cairene Arabic and could therefore be classified as exceptional. In principle, the sensitivity to exceptional, less frequent stress patterns was also demonstrated in the study on Turkish word stress, in which only exceptional incorrect stress patterns led to P3 effects. Antepenultimate stress in Cairene Arabic is not exceptional in the sense that it is not derived by foot structure, but rather in terms of stress pattern frequency: only a few words consist of a sequence of three light syllables.

Taken together, the occurrence or absence of P3 effects in Cairene Arabic seems to be guided by the metrical structure and by the frequency distribution of the different stress positions, i.e., whether a certain pattern is exceptional or not. Therefore, we suggest that the participants' performance and sensitivity to word stress violations lie in between those observed for Turkish and German participants. Comparable to Turkish, exceptional stress patterns evoke a P3 effect when used incorrectly, and comparable to German, metrical structure plays a role. In contrast to Turkish, Cairene Arabic exhibits no default pattern, and in contrast to German word stress shows a stronger orientation toward the right edge of words.

NEGATIVITY EFFECT: ERROR-DETECTION MECHANISM OR VIOLATION OF LEXICAL EXPECTANCY?

In Section Results, it was reported that violations involving penultimate and final stress evoked a biphasic ERP pattern. The discussion so far has mainly focused on the interpretation of the positivity effect. As regards the negativity effect in similar experiments, different interpretations have been proposed in the literature. In the study on German word stress processing (Domahs et al., 2008), an extended more fronto-centrally distributed negativity was found which was interpreted as an instance of a contingent negative variation (CNV; according to Rugg, 1984) to reflect the detection of a pitch-contour violation when a de-stressed initial syllable was encountered that did not provide sufficient information to judge such a form as incorrect. The judgment requires the detection of a stressed syllable (Domahs et al., 2008, 2013). In the present experiment on Cairene Arabic, however, the occurrences of negativity effects do not seem to mirror the perception of de-stressing and the prolonged activation of the phonological form in the working memory. The negativity effects occur for violations with penultimate and final stress, and in both cases the curve is not flat and extended over more than 400 ms (slow wave) but peaks at around 400–550 ms (see Figure 4).

In the study on Turkish word stress processing (Domahs et al., 2013), a centro-parietal negativity effect between 500 and 750 ms was obtained for violations with the default pattern (= final stress) replacing lexical penultimate stress. The effect was interpreted as belonging to the N400 family. For Turkish, it was assumed that exceptional stress on the penultimate or antepenultimate syllable has to be lexically specified in the phonological representations of words. If the lexical specification is not realized, the violation of the stress expectation leads to an N400 effect.

For Cairene Arabic, in contrast, it is not very likely that the negativity effects reflect deviations from lexical expectations. There are no indications that stress positions need to be lexically specified in Cairene Arabic. Furthermore, the components occur earlier than in the Turkish experiment (between 400 and 480 ms or 400–550 ms instead of 500–750 ms in Turkish). In previous studies on metrical processing (e.g., Koelsch et al., 2000; Rothermich et al., 2010), negativity effects were observed that have been proposed to indicate the general detection of deviations in metrical regularity or expectation. This component which has been described with different distributions (either lateralized or not, more frontally or broadly) and which has therefore been labeled differently, can be roughly summarized as an error detection component. It is suggested here that the present negativity effects represent an error detection mechanism, which is independent from lexical processing but related to metrical deviations. This component is independent from the occurrence of the later P3 effect as becomes evident for violations with penultimate stress in words with heavy penults [*V(ˈVC)(V:C) e.g., *ki(rís)(ta:l)]. Thus, participants detect the metrical error, but in the evaluation process such violations are difficult to categorize as an unlikely form.

CONCLUSION

The present behavioral and electrophysiological results on stress perception in Cairene Arabic show that speakers of this language are sensitive to stress information because they perform accurately in a stress evaluation task and produce ERP components indicating their ability to evaluate and categorize the likeliness of a certain stress pattern. Thus, psycholinguistic accounts of stress perception like the Stress “Deafness” account (i.e., Dupoux et al., 1997, 2001, 2008; Peperkamp and Dupoux, 2002), which assume that speakers of a language with predictable stress have difficulties identifying stress information, cannot explain the effect patterns we found.

Rather, our data support linguistic theories proposed for the Cairene Arabic word stress system as outlined in Section Metrical Properties of Cairene Arabic. In particular it was shown that prosodic structure, and metrical feet in particular, determines stress perception. This was evident for the processing of incorrect penultimate stress evoking a late positivity effect only if a light penult was stressed, but not when it was heavy. However, this structure effects cannot be generalized to incorrect antepenultimate stress which was easily categorized as unlikely irrespective of weight and its position within feet. To account for this result, it has been suggested that the frequency of stress patterns influences the processing of word stress in Cairene Arabic as a second factor. This hypothesis is supported by a corpus analysis of loan words. Effects of stress perception in Cairene Arabic lie therefore in between those obtained for German and Turkish.

Together with previous findings on stress perception in German and Turkish the present data complement the results by Dupoux, Peperkamp and colleagues that stress sensitivity is a function of predictability of stress. Our results suggest that the metrical structure in foot-based systems (i.e., German, Cairene Arabic), the lexical status of stress patterns in languages with default and lexical (exceptional) stress (i.e., Turkish), and the frequency of certain patterns also influences stress perception.
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APPENDIX

Table A1. List of critical items.
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APPENDIX 2: OVERVIEW OVER STATISTICAL RESULTS

Generalized repeated measures ANOVAs of mean voltage changes over the factors Foot Structure (the two structures per canonical stress pattern), Correctness (correct vs. incorrect stress condition) and Region (frontal, central, parietal electrodes) and post-hoc analyses of interactions with Bonferroni correction. Effect sizes are given in generalized eta-squared values (ges). Tables A2A–A2F provide summaries for separate comparisons of correct and incorrect conditions. U is the abbreviation for final stress, PU for penultimate stress and APU for antepenultimate stress. 1 and 2 refers to different foot structures.

Table A2. Conditions and material.
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Results of a mismatch negativity experiment are reported in which the pre-attentive relevance of the German phonological alternation of final devoicing (FD) is shown in two ways. The experiment employs pseudowords. (1) A deviant [vus] paired with standard /vuzə/ did not show a mismatch effect for the voicing change in /z/ versus [s] because the two can be related by FD. When standard and deviant were reversed, the two could not be related by FD and a mismatch effect for the voicing difference occurred. (2) An ill-formed deviant that violates FD, *[vuz], triggered mismatch effects that were plausibly attributed to its ill-formedness. The results show that a syllable-related process like FD is already taken into account by the processing system in early pre-attentive processing.
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INTRODUCTION

NEURAL PROCESSING AND MISMATCH NEGATIVITY

Electrophysiological methods like the electroencephalogram (EEG) and the magnetoencephalogram (MEG) provide the possibility to obtain online insight into the perceptual process. This includes the pre-conscious and pre-attentive or automatic stages of processing. There is a sequence of positive–negative–positive deflections in the event-related potential (ERP), of which the first negative deflection (N100) typically peaks around 100 ms after the occurrence of a transient sound like an isolated vowel. The N100 has been found for speech sounds and for non-speech sounds. For speech sounds, the processing in this early stage shows, for one thing, characteristics of acoustic processing that are independent of phonological categories (e.g., Sharma and Dorman, 2000). At the same time, a number of studies have demonstrated the effect of phonological categories in this early stage: acoustically equidistant stimuli cluster along phonological categories. This can be observed in the exact timing of the effect ([a] at 95 ms, [u] at 120 ms; see Roberts et al., 2004), and in the location of the activity in the brain (Obleser et al., 2004).

The mismatch negativity (MMN) component of the ERP allows for some indirect insights into this early phase of processing. MMN is typically obtained in a classic passive oddball paradigm. In this experimental protocol, a sequence of identical sounds, the standards, (for example [a]), is interrupted occasionally by another sound, the deviant, (for example [u]), as in [a a a u ...]. A standard experimental design, called reversed oddball design, will test [a a a u ...] with standard [a] and deviant [u] as well as [u u u a ...] with standard [u] and deviant [a], both with a considerable number of repetitions. The activities of standard [u], deviant [u], standard [a], and deviant [a] are then each averaged separately, and the difference waves are calculated from the ERPs either by subtracting the ERP of the original standard from the deviant ERP or by subtracting the ERPs elicited by the same stimulus when presented as standard and as deviant from the reversed oddball condition. A significant negative-going deflection in the difference wave calculated from the deviant and the standard ERP may be evidence for the MMN ERP component (Näätänen, 1992, 2001). This often occurs in the time range of 100–250 ms after the beginning of the deviating sound (e.g., Schröger, 2005).

Mismatch negativity studies also show the early effect of phonological categories (see for example Dehaene-Lambertz et al., 2000; Phillips et al., 2000); the evidence for this comes in part from comparisons between speakers of different languages (Näätänen et al., 1997; Winkler et al., 1999; Peltola et al., 2003). The speakers may react differently to a given sound contrast depending on the sound inventory of their native language.

PREVIOUS MMN-STUDIES ON PHONOTACTIC RESTRICTIONS

Some other studies have investigated the effects of phonological rules or phonotactic constraints in MMN protocols. Dehaene-Lambertz et al. (2000) investigated the Japanese restriction that the syllable coda allows only place-assimilated nasals (and the first part of a geminate; cf. Itô, 1986). When Japanese listeners hear a sequence like [igmo] they perceive the presence of an additional vowel as in [igumo]. The additional vowel makes the sequence well-formed in Japanese. French speakers do not hear such an additional vowel. In an MMN experiment, pairs like [igmo] and [igumo] were investigated for effects of the vowel epenthesis. In Japanese speakers, there was no MMN effect, while in French speakers there was. As the authors note, these results “suggest that the impact of phonotactics takes place early in speech processing and support models of speech perception, which postulate that the input signal is directly parsed into the native language phonological format” (p. 635). Since we were interested, in our own studies, in effects of processing that take place outside of the focus of attention, we mention that the participants of the study of Dehaene-Lambertz et al. (2000) were instructed to pay attention to the stimuli and to answer for each five-stimulus sequence whether the fifth (the deviant) was different from the preceding four.

Mitterer and Blomert (2003) investigated optional nasal place assimilation in Dutch compounds (in terms of lexical phonological theory: postlexical assimilation). They paired the unassimilated [tuinbank] with the assimilated [tuimbank] (both “garden bank”), both of which are possible forms of this word in Dutch, while participants were watching a silent movie. This contrast was compared with the pairing of [tuinstoel] and [tuimstoel]. While the difference between [tuin] and [tuim] was identical in the two stimulus pairs, the change was not motivated by assimilation in [tuimstoel]. A significant difference between standard and deviant was found in the latter pair, but not in the former pair where the assimilation process relates the two forms. Therefore, the regressive assimilation process is relevant to early pre-attentive processing.

Flagg et al. (2006) investigated an assimilatory nasalization process in English with an MEG study. In /ama/ the first vowel optionally gets nasalized by the following nasal as in [ãma]. Flagg et al. (2006) classified this alternation as phonological assimilation, though we point out that the process more likely is to be seen as coarticulatory, i.e., phonetic in nature. Such a nasalized vowel was spliced before a non-nasal consonant as in [ãba]. The participants of the experiment were watching silent movies during passive stimulation. A latency delay was found for the M50 response elicited by the incongruent plosive in [ãba] compared to [aba]. This indicated that the nasalization process was relevant to very early pre-attentive processing.

Steinberg et al. (2010a,b, 2011) investigated a German allophonic alternation related to two dorsal fricative allophones both represented orthographically as “ch.” The palatal allophone of this fricative occurs after front vowels ([dɪçt] dicht ‘dense’) and the velar allophone after back vowels ([dɔxt] Docht ‘wick’). This alternation is also known as dorsal fricative assimilation (DFA). From a range of different experiments that all provide evidence for the effect of DFA in pre-attentive processing, we here choose one for presentation: the ill-formed non-word ∗[εx] combines a velar fricative with a front vowel. Contrasted with the well-formed pseudoword [ɔx] as standard, there was a mismatch effect attributable to the different vowels. The fricatives are segmentally identical, so that the deviant [ɔx] did not show an MMN due to the fricative in the comparison condition. However, the ill-formed deviant ∗[εx] elicited an additional MMN response attributable to the fricative. This response was temporally separated from the vowel-related MMN and attributed to the abstract phonotactic ill-formedness of the deviant.

In the present study on final devoicing (FD) in German, we continue our investigation of bona fide productive lexical phonological rules in German, i.e., of alternations that apply obligatorily, without idiosyncratic exceptions and within the domain of words or pseudowords, but not across words or pseudowords.

FINAL DEVOICING

Final devoicing operates on what has classically been analyzed as a voicing contrast (see e.g., Rubach, 1990; Hall, 1992). Jessen and Ringen (2002) have argued that the contrast instead involves the feature [spread glottis] for the plosives, and Beckman et al. (2009), building on this, have argued that the German fricatives are specified for both [spread glottis] and [voiced] (see also Vaux, 1998 for arguments that voiceless fricatives are specified [+spread glottis] across languages). In the present experiment, we employed a voicing distinction in fricatives. Assuming such a dual specification, we expect no effects of lexical underspecification, which have been argued to affect MMN by Eulitz and Lahiri (2004), Cornell et al. (2011, 2013), and Scharinger et al. (2012). Instead, voiced fricatives would be specified [+voiced] and voiceless ones would be specified [+spread glottis] in the mental lexical entries.

The German plosives and fricatives that allow such a laryngeal contrast, here transcribed in terms of voicing, are [p/b, t/d, k/g, f/v, s/z]. Both members of each pair can occur in the onset of a syllable before a vowel. In the classical analysis, the voiced values become voiceless in a syllable coda (Rubach, 1990; Hall, 1992). Thus, the two genitive forms [ra.d-əs] (Rades ‘wheel-GEN’) and [ra.t-əs] (Rates ‘advice-GEN’) distinguish [d] and [t] in the syllable onset before a vowel. However, in the nominative form, without the genitive suffix [-əs], the forms are identically pronounced [ra:t] (‘wheel’/‘advice’). Here, /d/ and /t/ are in the syllable coda and only the voiceless pronunciation [t] occurs. The change from /d/ in the mental lexical entry /rad/ to [t] in the pronunciation in coda position is called final devoicing (FD). There are different suggestions about the best way of describing and capturing the correct environment (see e.g., Lombardi, 1991, 1999; Steriade, 1997; Beckman et al., 2009). There is also a debate about whether the voicing neutralization is phonetically complete (see e.g., Port and O’Dell, 1985; Beckman et al., 2009). However, it is clear that the change takes place obligatorily in a set of core environments that include the word-final position, that there are no lexically marked exceptions, and that the change is bounded by the word.

Hwang et al. (2010) showed that English voicing agreement in consonant clusters as in their pseudoword stimuli [ʊts] and [ʊdz] lead to processing difficulties in non-agreeing clusters like ∗[ʊds], which were not found in non-agreeing clusters like ∗[ʊtz]. Poeppel and Monahan (2011, p. 947f.) refer to results of a related MEG experiment in which a distinction between [ʊts] and ∗[ʊds] was found around 150 ms after the onset of the fricative. Hwang et al. (2010) interpret their results in terms of the underspecification for voicing of voiceless plosives in English postulated by Lombardi (1991, 1999): speakers predict a following voiced sound after [d] in ∗[ʊds] but do not predict a following voiceless sound after [t] in ∗[ʊtz] because [t] is underspecified for voicing. We think that this explanation may apply to a phonological surface structure in which the position preceding the fricative is conceivably one of laryngeal neutralization (see Steriade, 1997). It is conceivable that the voicelessness of [t] preceding a fricative may be accounted for by laryngeal neutralization by the processing system, while the voicing of [d], if followed by a fricative, can only be licensed by agreement with the fricative. Our assumptions about the underlying featural specifications in German are thus not in conflict with these interesting results.

The voicing distinction between obstruents in German is phonetically implemented in several ways depending both on the manner of articulation and on the relative position of the sound. As we will focus on fricatives in intervocalic and final position in our study (see Experimental design), we will limit the following overview over phonetic voicing cues to these instances. Because in German, the phonetic implementations of the voicing contrast are – at least partly – neutralized in final positions, we also attend to voicing parameters obtained in languages like English in which FD is not operative. As shown by various phonetic studies (for an overview of the literature on the voicing distinction in German fricatives, see Jessen, 1998, pp. 65–66, 96; phonetic evidence on English fricatives is reviewed for instance by Stevens et al., 1992, and Maniwa and Jongman, 2009) the voicing distinction between fricatives is mainly coded by three kinds of parameters: first, the duration of the fricative (as reflected by the duration of friction noise in the acoustic signal) is shorter in voiced compared to voiceless fricatives. Preceding full vowels show – to some degree – the reversed durational pattern. Second, there are several spectral indicators for fricative voicing, most importantly the presence of periodic low-frequency energy during the fricative (reflecting vocal fold vibrations). Additionally, voiced fricatives are characterized by a lower Center of Gravity (COG) and higher variance compared to voiceless fricatives (cf. Maniwa and Jongman, 2009). Third, fricative voicing is indicated by a greater extent of the F1 transitions of preceding or following adjacent vowels (e.g., Stevens et al., 1992). Furthermore, vowels following a voiced fricative have been shown to begin with lower F0 than vowels after voiceless ones (Jessen, 1998).

AN ASYMMETRY BETWEEN STANDARDS AND DEVIANTS

There is an interesting asymmetry in the roles played by standard and deviant in processing the oddball stimulation. Since the standard is repeated a number of times, and the pauses between the repetitions give sufficient time for it to be recognized as a particular phonological sound or sound sequence, it seems, put simply, that the expectation for another standard is phonologically represented, or represented in more abstract terms (Näätänen, 2001). The deviant, on the other hand, is just coming into the system and its initial processing is ongoing at the time when the mismatch against the standard arises.

Eulitz and Lahiri (2004), Cornell et al. (2011, 2013), and Scharinger et al. (2012) have argued that the standard can in certain ways be seen as similar to a mental lexical entry, likewise abstractly represented, and that the deviant can be seen as similar to the incoming acoustic information that the system seeks to match to an abstract lexical entry. They have argued that lexical underspecification of features matters for MMN in a way that can be understood in these terms. A crucial aspect of the asymmetry for our experiment is that it provides a direction of application of FD: if it applies in an oddball protocol in early pre-attentive processing, it should apply in pairs in which the standard corresponds to a possible mental lexical entry to which FD could apply, and in which the deviant can be seen as similar to a spoken word to which FD has applied. For ease of exposition we therefore adopt some notation of Cornell et al. (2013). The standards are provided with slashes /./ and the deviants with squared brackets [.]. This is parallel to the phonological notation where /./ is used for mental lexical entries and [.] for what is heard.

EXPERIMENTAL DESIGN

The experiment reported here addressed German FD in pre-attentive phonological processing. The stimuli employed were [vus], ∗[vuz], [vusə], and [vuzə] as depicted in Figure 1. We concentrated on four pair-wise contrasts each of which was employed twice with reversed roles of standard and deviant in the stimulations, resulting in a total of eight experimental conditions. As explained above, we marked the standard stimuli of the experimental conditions with /./ and the deviants with [.]. Our expectations were based on the similarities of standard stimuli to abstract phonological lexical representations on the one hand, and deviants to phonetic surface representations that are close to the acoustic input on the other hand (Näätänen, 2001; Eulitz and Lahiri, 2004).
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FIGURE 1. Stimuli and design. Representative waveforms depict the segmental and temporal structure of each of the four pseudowords. Arrays indicate the employed pair-wise oddball contrasts. The experimental conditions are listed below stating the segmental deviation criteria between the respective standard and deviant along with the time-ranges in which Mismatch Negativity (MMN) responses were expected in the difference waves. The asterisk * indicates ill-formedness.



Contrast 1 is what would be an alternation in German for an underlying voiceless /s/. There is no change in voicing of the fricative. Hence, we expected MMN elicitation both for the additional vowel in 1a and for the missing vowel in 1b.

In contrast 2, stimuli differ with respect to the voicing of the second fricative. In condition 2a, this change is phonologically unmotivated. Furthermore, the deviant differs due to its additional vowel. Here, we expected an MMN to be elicited by each of these changes. Run the other way around, as in condition 2b, the whole contrast between standard and deviant could be interpreted as an alternation in German for an underlying voiced /z/ in /vuzə/, with FD in [vus]. While the phonetic differences were the same in 2a and 2b, we expected the respective MMN patterns to reflect that standard and deviant were phonologically related due to FD in 2b but not in 2a.

Contrasts 3 and 4 employ the ill-formed stimulus ∗[vuz]. It is ill-formed because FD would obligatorily turn it into [vus] in German. In contrast 3, the deviant enters into an unmotivated voicing alternation of the second fricative in both conditions. In addition, the stimuli differed with respect to the presence or absence of the final vowel. Consequently, we expected to find MMN for each of these segmental differences in both conditions. Furthermore, we were interested in whether we would find an additional effect attributable to the ill-formedness of ∗[vuz] when being presented as deviant. As the phonological violation ∗[vuz] coincided with the absence of the second vowel, we expected these mismatch responses to overlay, as reflected by a larger MMN amplitude in condition 3b compared to 1b.

In contrast 4, there is no change in voicing with respect to the second fricative, so no effects were expected in any corresponding time window. With respect to the difference in the final vowel, we were interested in whether condition 4a would show reduced MMN compared to the remaining a-conditions; this may be expected as it would reflect a remedy of the violation of FD in the standard ∗[vuz]. In condition 4b, we again expect superimposed mismatch effects due to the ill-formedness of the deviant ∗[vuz] and due to the missing second vowel as in condition 3b.

MATERIALS AND METHODS

PARTICIPANTS

Sixteen volunteers participated in the study (four male; median age was 26 years, range from 22 to 33), all of them right-handed and monolingual native speakers of German. Handedness was assessed using an inventory adopted from Oldfield (1971). All participants reported normal auditory and normal or corrected-to-normal visual acuity and no neurological, psychiatric, or other medical problems. They gave informed written consent. The study conformed to The Code of Ethics of the World Medical Association (2013, Declaration of Helsinki).

MATERIALS

As described, four pseudowords were used as stimuli: [vus], [vusə], ∗[vuz], and [vuzə]. The stimuli are phonotactically well-formed in German, except for the non-word ∗[vuz], which fails to have undergone FD. The stimuli [vus], [vusə], ∗[vuz], and [vuzə] were articulated numerous times by a professional male speaker with a fundamental frequency (F0) of about 100 Hz, and digitally recorded with a 48 kHz sampling rate and a 16 bit resolution using a RME Fireface 800 recording device (Audio AG, Haimhausen, Germany) and a Neumann U87 Microphone (Georg Neumann GmbH, Berlin, Germany).

Stimulus preparation for ERP-experiments on speech processing is always a compromise. The point is to control for lower-level acoustic stimulus characteristics in order to avoid confounds with higher-level linguistic factors while on the same time keeping the stimuli as natural as possible and avoiding artifacts caused by manipulation. To assure some acoustic variability of the stimulus material, we selected 5 different utterances of each pseudoword resulting in a set of 20 pseudoword stimuli in total (see Eulitz and Lahiri, 2004; Jacobsen et al., 2004; Steinberg et al., 2012). However, the conflicting methodological requirements mentioned above concern our study in a special way. The phonological issue under investigation (i.e., the voicing distinction between [s] and [z]) is also coded by the inherent durational differences both between the voided and voiceless fricatives and between the preceding vowels. Other sufficient voicing cues for fricative perception are the presence or absence of low frequency energy during the fricative in the acoustic signal and distinct F1 transitions on vowel-fricative and fricative-vowel boundaries. These cues are also highly reliable at least in intervocalic and final fricative position (as in our stimuli).

Based on these considerations we decided to normalize the segmental durations of the stimuli across contrasts and to base the voicing distinction only on spectral phonetic parameters. Durational normalization was performed using the time-domain pitch synchronous overlap add (TD-PSOLA) algorithm provided by Praat software (Boersma and Weenink, 2010). Segmental durations were equated by setting the initial fricative to 100 ms (mean original durations of [v] in ms: [vus] 129, [vusə] 119, [vuz] 102, [vuzə] 109), the full vowel to 200 ms (mean original durations of [u] in ms: [vus] 200, [vusə] 188, [vuz] 285, [vuzə] 203), the second fricative to 150 ms (mean original durations of [s] in ms: [vus] 329, [vusə] 177; of [z] in ms: [vuz] 259, [vuzə] 119) and the final vowel to 170 ms (mean original durations of schwa in ms: [vusə] 189, [vuzə] 167). Afterward, intensities were normalized using the root mean square (RMS) of the whole sound file.

Theoretically, the duration normalization bore two risks: first, originally voiced fricatives might be perceived as voiceless after the relative lengthening of the fricative and the shortening the preceding vowel. Second, the contrary effect might have occurred to the originally voiceless fricatives. However, our ERP data clearly indicate that a distinction in the fricative has been detected in both directions in contrasts 2 and 3 [see Analysis of the voicing change in the fricatives (contrasts 2 and 3)]. Nevertheless, we performed acoustic analyses after the manipulation procedures to ensure that sufficient phonetic information was left in the stimulus material coding the voicing distinction between the fricatives [v] and [s] and to test potential interactions with the syllabic position of the fricative. We tested both offset F1 transitions of the first vowel, and the first two spectral moments of the fricative.

Formant measures were taken from each single stimulus file as mean values within 20 ms analysis windows by using the linear prediction-based burg method (as implemented in Praat) with a pre-emphasis frequency of 50 Hz. F1 measures were taken from the mid part (190–210 ms) and from the final part of the vowel (280–300 ms) by automatically determining maximally two formants below 2000 Hz. F1-transitions were analyzed by means of a univariate mixed design analysis of variance (ANOVA) with the within-items factor TRANSITION (mid vowel/vowel offset) and the between-items factors FRICATIVE (voiceless/voiced) and SYLLABLE (mono-/bisyllabic). We found a main effect of the factor TRANSITION (F1,16 = 6.2; p = 0.024; [image: image] = 0.279) and a significant interaction TRANSITION∗FRICATIVE (F1,16 = 5.9; p = 0.027; [image: image] = 0.269). As expected from the literature, the first vowel formant showed a significantly falling pattern when preceding the voiced fricative (F1 mid vowel: 357 Hz/F1 vowel offset: 316 Hz; main effect TRANSITION in a broken down two-way ANOVA with TRANSITION and SYLLABLE: F1,8 = 13.8; p = 0.006; [image: image] = 0.633) while the F1 transition remained steady-state when being followed by the voiceless fricative (F1 mid vowel: 356 Hz/F1 vowel offset: 355 Hz; no significant effects). Note that there was no significant effect by the factor SYLLABLE.

To analyze the spectral qualities of the fricatives, FFT power spectra were calculated using a 50 ms Hann window that was centered over the mid part of the fricative (350–400 ms). From these spectra, COG and standard deviation (SD) were obtained. The spectral measures of the fricatives were analyzed by means of a multivariate ANOVA (MANOVA) with the between-items factors FRICATIVE and SYLLABLE as described before. A significant main effect of FRICATIVE indicates spectral differences between [s] and [z] (Pillai’s trace = 0.532; F2,15 = 8.5; p = 0.003; [image: image] = 0.532). The factor SYLLABLE did not show any significant effects. The univariate analyses revealed that voiceless fricatives were characterized by significantly higher COG frequencies ([s] 7712 Hz/[z] 5908 Hz: F1,16 = 10.9; p = 0.004; [image: image] = 0.406), and lower SD ([s] 2094Hz/[z] 2730 Hz: F1,16 = 14.0; p = 0.002; [image: image] = 0.466) compared to the voiced fricatives. Based on this we assumed that the voicing distinction in the stimulus material was sufficiently coded phonetically even though durational voicing cues had been neutralized by manipulation.

EXPERIMENTAL DESIGN AND PROCEDURE

As described above, four different experimental contrasts were employed: [vus] vs. [vusə] (contrast 1), [vus] vs. [vuzə] (contrast 2), ∗[vuz] vs. [vusə] (contrast 3) and ∗[vuz] vs. [vuzə] (contrast 4). Each pair-wise contrast was presented twice in oddball sequences, both using one pseudoword as standard (85% of the trials = 1360 items) and the other as deviant and the other way around (reversed oddball-design), resulting in eight experimental conditions. Oddball sequences of 1600 trials in total were presented per condition, using all tokens of each pseudoword equally. Standard and deviant stimuli were delivered in pseudo-randomized order forcing at least two standards to be presented between successive deviants. Oddball conditions were then divided into two technical blocks each, resulting in a total of 16 stimulation blocks per participant. Sessions were split into two parts, so the second half of each condition was presented on a second day. Stimulus sequences were presented with a stimulus onset asynchrony randomly varying from 550 to 900 ms in units of 10 ms. The order of the experimental blocks was counterbalanced between participants. Participants were seated comfortably in a sound-attenuated and electrically shielded experimental chamber, and they were instructed to ignore the auditory stimulation while watching a self-selected silent subtitled movie. Stimuli were presented binaurally at 53 dB SPL through headphones (Sennheiser HD 25-1 II; Sennheiser electronic GmbH & Co. KG, Wedemark, Germany). Loudness was measured by means of an artificial head (artificial head HMS III.2; HEAD acoustics GmbH, Herzogenrath, Germany). All participants reported that they were able to ignore the auditory stimulation. Informal questioning of the participants revealed that they had perceived all stimulus types as speech sounds. A whole experimental session lasted approximately 180 min (plus additional time for electrode application and removal) including ten short breaks of about 2 min each.

ELECTROPHYSIOLOGICAL RECORDINGS

The EEG (Ag/AgCl electrodes, Falk Minow Services, V-Amp EEG amplifier; Brain Products GmbH, Gilching, Germany) was recorded continuously from 26 standard scalp locations according to the extended 10–20 system (American Encephalographic Society, 1994; FP1, FP2, F7, F3, FZ, F4, F8, FC5, FC1, FCZ, FC2, FC6, C3, CZ, C4, CP5, CP1, CP2, CP6, P7, P3, Pz, P4, P8, O1, O2) and from the left and right mastoids. The reference electrode was placed on the tip of the nose, and an additional electrode placed at AFZ was used as ground during recording. Electroocular activity was recorded with two bipolar electrode pairs, the vertical electrooculogram (EOG) was obtained from the right eye by one supraorbital and one infraorbital electrode and the horizontal EOG from electrodes placed lateral to the outer canthi of both eyes. Impedances were kept below 10 kʊ. On-line band-pass filtering of the EEG and EOG signals was carried out using a 0.011 Hz high-pass and a 100 Hz low-pass filter. The signal was digitized with a 16 bit resolution at a sampling rate of 500 Hz.

DATA ANALYSIS

Off-line signal processing was carried out using EEP 3.0 (ANT Neuro, Enschede, Netherlands). EEG-data were band-pass filtered with a finite impulse response filter: 4001 points, critical frequencies of 0.5 Hz (high-pass) and 15 Hz (low-pass; cf. Schröger, 2005). EEG epochs with a total length of 1050 ms, time-locked to the onset of the stimuli and including a 100 ms pre-stimulus baseline, were extracted and averaged separately for each stimulus probability (standard, deviant), for each pseudoword, and for each participant.

The ERP responses to the first five stimuli per block as well as to each standard stimulus immediately following a deviant were not included in the analysis. Epochs showing an amplitude change exceeding 100 μV at any of the recording channels were rejected. In the present study, an average of 15.1% (SD 6.2%) of the trials per participant was rejected prior to ERP computation. Grand-averages were subsequently computed from the individual-subject averages.

To quantify the full MMN amplitude, the scalp ERPs were re-referenced to the averaged signal recorded from the electrodes positioned over the left and right mastoids. This computation results in an integrated measure of the total neural activity underlying the auditory MMN (e.g., Schröger, 2005).

Deviant-minus-standard difference waveforms were calculated for each pseudoword per oddball condition by subtracting the ERPs elicited by the standard point by point from the ERPs elicited by the original deviant obtained from the same oddball condition, i.e., the MMN elicited by [vusə] in condition 1a was quantified as difference between the deviant ERP from [vusə] and the standard ERP from [vus]. We opted for original contrasts from the same block in order to prevent superimposing effects from the block context to affect our comparisons.

Deviance-related effects (as the MMN) were quantified by measuring the ERP amplitudes as mean voltages in a fixed analysis window of 40 ms (for the width of the analysis window, cf. Luck, 2005, pp. 234). These windows were adjusted a posteriori on the basis of the grand-averaged deviance-minus-standard difference waves (cf. Picton et al., 2000). We adjusted separate windows for each condition and for each deviation by identifying the peak latencies of any distinguishable negative-going deflection (averaged across F3, Fz, F4, C3, Cz, and C4 electrode positions) within a priori determined time ranges. First, any effect due to the voicing alternation in the second fricative was expected to occur between 400 and 500 ms post stimulus onset (note that this latency equals 100 to 200 ms after the onset of the differing fricatives). This voicing alternation only occurs in contrasts 2 and 3. Second, deviations due to the presence or absence of the second vowel were expected to affect processing within the time range of 550–650 ms post stimulus onset (i.e., 100–200 ms after the offset of the fricative/onset of the final vowel). In singular cases, additional earlier or later time windows were analyzed in an exploratory approach.

Statistical analyses were performed with SPSS (IBM SPSS Statistics 21). As the MMN is known to be maximal over frontal scalp areas (cf. Kujala et al., 2007), we decided to base our analyses only on the F-line positions by collapsing the ERPs obtained at F3, Fz, and F4 into one single measure. Separately for each analysis window, an overall univariate repeated-measures analysis of variance, henceforth ANOVA, was run including the within-subjects factors STIMULUS PROBABILITY (standard/deviant), CONTRAST (depends on the window), and VOWEL (additional vowel in the deviant is present/missing). Afterward, analyses were broken down if appropriate. Finally, comparisons between conditions relating to the hypotheses were performed using repeated-measures ANOVAs with the factors introduced above. Only significant main effects of the factor STIMULUS PROBABILITY and interactions with this factor were reported. The level of type 1 error was set to p < 0.05 and, in case of multiple post hoc comparisons, Bonferroni correction was applied. If the sphericity assumption was violated (indicated by the Mauchly test), the original degrees of freedom were provided along with the Greenhouse-Geisser-epsilon. Finally, partial eta-squared ([image: image]) effect sizes were given for all significant effects.

RESULTS

The ERP results for all conditions are depicted in Figure 2. Also, this figure shows the respective analysis windows for each effect. The outcomes of the statistical analyses based on these windows are presented below separately for each analysis window. In Figure 3, topographical maps of the analyzed MMN effects are provided separately for each condition and time window.


[image: image]

FIGURE 2. Grand-averaged and re-referenced event-related potentials (ERPs) elicited by the stimuli of Contrasts 1–4 depicted separately for conditions a (left) and b (right) at FZ electrode site. The color of the ERPs codes the stimulus that elicited that ERP. The black line represents the difference wave calculated for each condition. The gray bars indicate the time windows of statistical analyses. FRIC indicates that the marked time range is attributed to the voicing change in the second fricative, VOW indicates that the marked time range is attributed to the final vowel. The asterisk * indicates ill-formedness.
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FIGURE 3. Topographical maps of the analyzed deviance-minus-standard differences obtained from grand-averaged re-referenced data within the time windows stated below each map. Depicted are contrasts 1–4 separately for conditions a (left) and b (right). FRIC indicates that the marked time range is attributed to the voicing change in the second fricative, VOW indicates that the marked time range is attributed to the final vowel. The asterisk * indicates ill-formedness.



ANALYSIS OF THE VOICING CHANGE IN THE FRICATIVES (CONTRASTS 2 AND 3)

For the MMN responses to the fricatives (FRIC in Figure 2) the overall ANOVA with the factors STIMULUS PROBABILTIY (standard/deviant), VOWEL (additional/missing), and CONTRAST (2/3) revealed a significant main effect of the factor STIMULUS PROBABILITY (F1,15 = 17.9; p = 0.001; [image: image] = 0.544), indicating the presence of an MMN across all conditions, and a significant interaction STIMULUS PROBABILITY∗VOWEL∗CONTRAST (F1,15 = 5.9; p = 0.028; [image: image] = 0.284), indicating different amplitudes of the MMN responses across conditions. Broken-down analyses were calculated separately for each contrast: in contrast 2, the main effect for STIMULUS PROBABILITY (F1,15 = 9.1; p = 0.009; [image: image] = 0.387), and also the interaction STIMULUS PROBABILITY∗VOWEL (F1,15 = 5.9; p = 0.028; [image: image] = 0.282) were significant, the latter indicating a stronger MMN response in condition 2a compared to condition 2b. In contrast 3, only a significant main effect for STIMULUS PROBABILITY was obtained (F1,15 = 9.3; p = 0.008; [image: image] = 0.384).

ANALYSIS OF THE EFFECT DUE TO THE CHANGE IN THE FINAL VOWEL (ALL CONTRASTS)

For the MMN responses to the additional or missing vowel (VOW in Figure 2) the overall ANOVA with the factors STIMULUS PROBABILITY (standard/deviant), VOWEL (additional/missing), and CONTRAST (1/2/3/4) revealed a significant main effect for STIMULUS PROBABILITY (F1,15 = 25.0; p < 0.001; [image: image] = 0.625), as well as significant interactions STIMULUS PROBABILITY∗CONTRAST (F3,45 = 4.0; p = 0.026; ε = 0.725; [image: image] = 0.209) and STIMULUS PROBABILITY∗CONTRAST∗VOWEL (F3,45 = 3.1; p = 0.039; ε = 0.928; [image: image] = 0.172). Next, analyses were broken down by the factor VOWEL. Comparing the MMN amplitudes for the a-conditions, only a significant main effect for STIMULUS PROBABILTY (F1,15 = 9.3; p = 0.008; [image: image] = 0.382) was found, but no interaction with this factor. For the b-conditions, the main effect STIMULUS PROBABILITY (F1,15 = 21.1; p < 0.001; [image: image] = 0.585) and the interaction STIMULUS PROBABILITY∗CONTRAST (F3,45 = 6.2; p = 0.002; ε = 0.880; [image: image] = 0.292) were significant. This interaction indicates differences in MMN amplitudes due to the missing final vowel across the contrasts. We a priori were only interested in potential differences between conditions 1b and 3b, both sharing the same legal standard /vusə/. A broken-down ANOVA with STIMULUS PROBABILITY and CONTRAST (1/3) revealed a significant main effect for STIMULUS PROBABILITY (F1,15 = 35.4; p < 0.001; [image: image] = 0.703), and a significant interaction between both factors (F1,15 = 5.1; p = 0.039; [image: image] = 0.252), indicating stronger MMN amplitudes for 3b compared to 1b.

EXPLORATIVE ANALYSES OF EARLIER AND LATER EFFECTS (CONTRASTS 2 AND 3)

In conditions 2b and 3b, unexpected deviance-related effects were found in a time range later than 650 ms post stimulus onset. These effects were analyzed as described above: a significant main effect of STIMULUS PROBABILTIY (F1,15 = 19.5; p = 0.001; [image: image] = 0.565) was found but no interactions with this factor. Because of its latency, it seems possible to us that this effect reflects morphological processing (see Royle et al., 2010). This is conceivable if the additional vowel is processed as a morphological suffix.

Furthermore, a strong deviance-related effect was observed in condition 3b that appeared in an unexpected early time range before 400 ms, i.e., before the onset of the deviating fricative. Because of its latency, this effect seemed to be temporally related to the later part of the first vowel [u]. This effect was compared with a corresponding time window in condition 1b (360 ± 20 ms) that shared the legal standard stimulus /vusə/. A significant main effect STIMULUS PROBABILITY (F1,15 = 39.1; p < 0.001; [image: image] = 0.722) was found as well as a significant interaction STIMULUS PROBABILITY∗CONTRAST (F1,15 = 9.0; p = 0.009; [image: image] = 0.374), indicating a stronger deviance-related response in 3b compared to 1b.

DISCUSSION

REMARKS ON CONTRAST 1

Our statistical assessment employed condition 1b as a comparison condition for condition 3b (see Evidence for the relevance of final devoicing in condition 3). However, contrast 1 (pairing the legal stimuli [vusə] and [vus] with no voicing change) is here also briefly considered on its own. Visual inspection of the difference waves for contrast 1 in Figure 2 shows distinct MMN responses that are attributable to the presence vs. absence of the final vowel, but no further effects, in particular no effects between 450 and 550 ms where differences attributable to the fricative would occur. This provides some assurance that effects attributed to fricatives in other conditions were not general consequences of our stimulus contrasts in which stimuli with and without a final vowel are compared. There is, for example, a distinction in syllabification. The a-conditions are syllabified like 1a: [vu.se] while the b-conditions are single syllables like 1b: [vus]. This distinction could in principle have phonetic correlates in regard to the extent of coarticulation of the [s/z] with the preceding vowel. Recall that the phonetic analysis of the stimuli did not detect any such differences. Condition 1 suggests that such differences, if they exist after all, also did not lead to observable effects in the difference wave.

EVIDENCE FOR THE RELEVANCE OF FINAL DEVOICING IN CONTRAST 2

The following sketch shows condition 2b next to condition 2a.We included a dot to mark the syllable boundary in [vu.zə].

[image: image]

There is a significant difference between conditions 2a and 2b in the processing correlates of the voicing change in the fricative. The MMN effect due to the voicing mismatch in condition 2a was absent in condition 2b, where the voicing change was motivated by FD. This significant difference between conditions 2a and 2b is here interpreted as evidence for the relevance of FD in pre-attentive processing.

REMARKS ABOUT REACTIONS TO THE FINAL VOWEL IN CONDITION 2B

We turn to some remarks about the MMN response due to the additional/missing vowel in conditions 2a and 2b. The plots in Figure 2 suggest that the response attributable to the missing final vowel in the deviant of condition 2b was also reduced. We here want to comment this impression for the benefit of possible future experiments that might investigate such an effect more specifically. The observation suggests that the expectation of any upcoming auditory event, which is violated in the deviant and shown by the MMN, is not limited to the expectation of just another standard stimulus. It seems, instead, that this expectation can be modulated by what is found earlier in the deviant. The system seems to have related /vuzə/ and [vus] by FD. If the system possesses knowledge of the environment of FD, it will then expect the absence of a vowel following [vus], since FD would not have applied in the presence of a following vowel. (Similar expectations could also be modulated by phonetic factors that might allow the anticipation of the absence of a final vowel. However, the reduced MMN response to the missing final vowel seems to be specific to condition 2b, where FD has applied.) It is also possible, then, that the standard /vuz+ə/ and the deviant [vus] were processed as morphologically related by the omission of an inflectional element [ə] in the deviant, with phonological adjustment due to FD. It seems conceivable that this was related to the late deviance-related effect that was observed about 250 ms after the missing vowel had become detectable.

We note that we have argued (Jacobsen et al., 2013) against the assumption of successive MMN responses in case of mismatching monosyllabic vowel-consonant sequences, where both the vowel and the consonant differed. However, the case at hand is different in an important aspect: the second deviation in the present contrast pairs, namely the missing or additional final vowel in contrasts 2 and 3, did not just involve a distinct sound, but established a distinction in syllable structure between standard and deviant. By this, the present stimulus contrasts were clearly different not just at the segmental but also at suprasegmental representation levels.

EVIDENCE FOR THE RELEVANCE OF FINAL DEVOICING IN CONDITION 3

It was seen in the presentation of the results that condition 3b and condition 1b both haveMMNresponses attributable to the missing vowel, and that both effects furthermore differ significantly in strength. This is illustrated in the following sketch.

[image: image]

It was suggested that this is evidence for a superposed effect of the ill-formedness of the deviant ∗[vuz] in condition 3b, which becomes manifest in the signal simultaneously with the absence of the final vowel. This distinction provides further evidence for the relevance of FD in pre-attentive processing.

REMARKS ON REACTIONS TO THE FIRST VOWEL IN CONDITION 3

The comparison between conditions 1b and 3b is repeated in the following, this time highlighting a significant distinction that was found post hoc: condition 3b showed an effect at the time at which the second part of the vowel [u] is expected to be processed. The distinction to 1b was seen to be significant.

[image: image]

This effect in 3b may be related to the anticipation of [z] during the vowel [u] due to coarticulatory cues. It is furthermore possible that phonetic factors allowed an early prediction of the syllable structure. The system might have noticed in ∗[vuz] during the vowel that there would be an upcoming voiced fricative within the same syllable, in violation of FD. If so, the early strong MMN effect before 400 ms in condition 3b might already be a first electrophysiological response to the ill-formedness of the deviant.

SUMMARY

In summary, we have found two pieces of evidence for the role of FD in pre-attentive processing. While condition 2a, [vuzə]/vus/, showed mismatch effects due to the voicing change in the fricative, these are significantly reduced (and in fact absent) in condition 2b, [vus]/vuzəs/, in which the two forms can be related by FD. In condition 3b, ∗[vuz]/vusəs/, an overlaid effect of the violation of FD in the deviant ∗[vuz] was found.

An interesting aspect of our findings is that they provide evidence that syllable-related lexical phenomena such as FD are already taken into account by the processing system in an early pre-attentive stage. This point is new insofar the only previous study we are aware of that showed the processing relevance of a syllable-related process is Dehaene-Lambertz et al. (2000), which did not employ a pre-attentive protocol.
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We investigated the role of the syllable during speech processing in German, in an auditory-auditory fragment priming study with lexical decision and simultaneous EEG registration. Spoken fragment primes either shared segments (related) with the spoken targets or not (unrelated), and this segmental overlap either corresponded to the first syllable of the target (e.g., /teis/ – /teisti/), or not (e.g., /teis/ – /teistləs/). Similar prime conditions applied for word and pseudoword targets. Lexical decision latencies revealed facilitation due to related fragments that corresponded to the first syllable of the target (/teis/ – /teisti/). Despite segmental overlap, there were no positive effects for related fragments that mismatched the first syllable. No facilitation was observed for pseudowords. The EEG analyses showed a consistent effect of relatedness, independent of syllabic match, from 200 to 500 ms, including the P350 and N400 windows. Moreover, this held for words and pseudowords that differed however in the N400 window. The only specific effect of syllabic match for related prime—target pairs was observed in the time window from 200 to 300 ms. We discuss the nature and potential origin of these effects, and their relevance for speech processing and lexical access.
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INTRODUCTION

In a familiar language, listeners perceive speech as a sequence of discrete and meaningful units, though the spoken input consists of a continuous and often noisy signal. Speakers provide few reliable cues on how to organize this continuous signal into units of meaning. Speech is highly variable between, and even within, speakers. Moreover, speech segments (such as phonemes) partially overlap due to coarticulation, and can vary widely depending on the phonemic context. A question that is still not fully resolved is how this variable and noisy input is mapped onto word forms and meaning. One idea is that the input is mapped onto stored sublexical units, which aid access to lexical representations of word form. Among the candidates proposed as mediators between the acoustic input and the lexicon, two have received special attention: phonemes and syllables (Cutler et al., 1986; Dumay et al., 2002; Zwitserlood, 2004).

There is quite some evidence for phoneme-sized prelexical representations (cf. Hickok and Poeppel, 2007; Obleser and Eisner, 2009), including our own work with MEG and EEG (Bien et al., 2009; Bien and Zwitserlood, 2013). Obviously, sublexical phonemic units aid in abstracting away from the noisy input. According to word-recognition models in which the speech input, in terms of features and/or phonemic segments, is continuously mapped onto lexical word-form representations, irrespective of where words begin or end, such units suffice for lexical access and selection (cf. McClelland and Elman, 1986; see Christiansen and Chater, 2001). Other models of spoken-word recognition assume that potential word onsets are important for lexical access (cf. Marslen-Wilson, 1987; Norris and McQueen, 2008). Detection of potential word-onsets presupposes segmentation or marking of incoming speech. Various cues have been proposed to signal potential onsets, such as transitional probabilities between consecutive segments (Saffran et al., 1996), phrase-boundary cues (Christophe et al., 2004), syllable duration and stress (Tyler and Cutler, 2009; Langus et al., 2012) or a combination of such cues (Mattys et al., 2005). Syllabic boundaries may also provide valuable cues for lexical access (Content et al., 2001; Cutler et al., 2001; Zwitserlood, 2003, 2004). Interestingly, word-initial syllables showed a more pronounced N100 in the EEG, compared to word-medial or final syllables (Sanders and Neville, 2003), and a study with newly learned pseudowords showed a similar N100 effect (Sanders et al., 2002).

Early evidence for the role of syllables in speech perception has been obtained in studies using monitoring paradigms (e.g., Mehler et al., 1981). In these studies, a (visually or auditorily presented) fragment precedes a spoken word, and participants have to press a button whenever the fragment is contained in the word (e.g., PA/PAL in the French word “palace”). In this paradigm, known as fragment or sequence monitoring (cf. Frauenfelder and Kearns, 1996), reactions are often faster when the fragment corresponds to the first syllable of the spoken word (e.g., PA – /palace/) than when not (e.g., PAL in /palace/). This has been taken as evidence that listeners syllabify the incoming speech signal, and for syllable-based mental representations that mediate access to the lexicon (cf. Bradley et al., 1993). Using fragment-monitoring paradigms, syllable effects have been demonstrated in various languages, such as French, Spanish, Italian, Dutch, and Portuguese (Mehler et al., 1981; Morais et al., 1989; Bradley et al., 1993; Zwitserlood et al., 1993; Dumay and Content, 2012; see Floccia et al., 2012, for an excellent overview). The evidence is mixed for English (Cutler et al., 1986; Bradley et al., 1993).

Syllables do not seem to be good candidates for prelexical processing across all languages, and there is good reason to expect varying results in different languages. Languages differ greatly in the extent to which syllable boundaries are clear and unambiguous, as well as in the regularity of syllable structure (Bradley et al., 1993). English includes many ambisyllabic segments (i.e., segments that are part of two adjacent syllables). According to Bradley et al. (1993), a preponderance of ambisyllabicity may render syllabic segmentation inadequate. Consequently, other segmentation aids have been proposed (e.g., Cutler et al., 1986) for English listeners. Cutler et al. (1997) argue that listeners exploit the rhythmic structure characterizing their language in order to segment the speech signal. Cutler et al. (1997) assume that the viability of the syllable as an aid in speech segmentation corresponds to the basic prosodic structure of natural languages. In stress-timed languages such as English, listeners use stress as a segmentation cue, whereas in syllable-timed languages such as French and Spanish, listeners use syllabic boundary information. German and Dutch are stress-timed, but in Dutch, a language with high ambisyllabicity, syllabic effects have been observed (Zwitserlood et al., 1993). It is noteworthy that the interpretation that syllabic effects provide evidence for syllable-sized prelexical units of speech has been largely abandoned in the last decade or so. The more general view that syllable-boundary information—among various other cues—aids the parsing of speech input for lexical access has been proposed instead (Content et al., 2001; Cutler et al., 2001; Dumay et al., 2002; Zwitserlood, 2003, 2004).

Fragment or sequence monitoring is not the only paradigm with which effects of syllables in speech comprehension can be examined. An alternative is fragment priming, used to investigate lexical activation and access in spoken-word processing. Fragment priming can involve form relatedness (/kaep/ – captain) or semantic relatedness (/kaep/ – ship) between primes and targets (see Zwitserlood, 1989, 1996). The paradigm can be cross-modal, with spoken fragments and visually presented target words (similar to most fragment-monitoring studies) or unimodal, with spoken fragments and spoken targets. Form-related spoken fragments that match the target (e.g., /stri:/ – STREET) facilitate target processing relative to mismatching fragments (e.g., /stra:/ – STREET; cf. Marslen-Wilson, 1993). The paradigm has not been used often to investigate particular aspects of the fit between fragments and targets. Exceptions are the studies reported by Friedrich and colleagues. Friedrich et al. (2004a), for example, showed clear EEG correlates of segmental overlap between fragments and target words (e.g., /dra/ – DRAGON vs. /hun/ – DRAGON). They also investigated particular aspects of form overlap, for example shared place of articulation of (differing) initial consonants of fragments and targets (Friedrich et al., 2008; Schild et al., 2012), or pitch (Friedrich et al., 2004b).

In the present study, we used fragment priming with lexical decision to study effects of syllabic match in German. Note that German has not been studied before with respect to a specific role for syllables in speech perception. There are studies in German on the role of syllables in visual word processing that demonstrate negative effects when the first syllable of a target word is of high frequency. This inhibition is evident in lexical decision (Conrad and Jacobs, 2004) and in early (200–300 ms) event-related components of EEG (Hutzler et al., 2004). The interpretation is that words are parsed into phonologically defined syllables during reading (cf. Conrad et al., 2007). However, interesting these results are, they provide no direct evidence for a similar role for syllables during speech processing. The fragment-priming studies with EEG by Friedrich and colleagues, all conducted in German, showed positive effects of segmental overlap. From the examples, the fragment primes seem to correspond to the first syllable of the target (e.g., /trep/ – TREPPE or /kan/ – KANTE), but it remains unclear whether there is a specific advantage of syllable-sized primes (Friedrich, 2005; Friedrich et al., 2009; Schild et al., 2012). Note also, that most studies employed a crossmodal paradigm (but see Friedrich et al., 2009; Schild et al., 2012), which seems less suitable to pick up early, or prelexical, effects of overlap between fragments and targets. We decided to use the unimodal priming variant (auditory fragments, auditory targets), because effects of syllabic match may be prelexical and/or modality-specific. We collected behavioral data—lexical decision latencies to spoken words and pseudowords primed by spoken fragments—and simultaneously recorded event-related potentials (ERPs).

Our participants performed lexical decisions on auditory stimuli (e.g., “lustig” – funny), preceded by related (e.g., /lus/) or unrelated (e.g., /tra/) auditory primes. Note that we used prime fragments spoken in isolation, not excised from longer stimuli. This was done to avoid particular information that is present in fragments that are cut out of words. One type of information comes from coarticulation of adjacent segments, another from subtle cues that signal syllabic boundaries. For example, Zwitserlood (2004) demonstrated for Dutch that fragments such as /mark/ cut out of /marker/ contain information about the syllabic boundary between /mar/ and /ker/. In fact, such cues drove the syllable-match effects obtained in that study. As our main aim was to study the role of syllables in speech processing at a level that abstracts away from particular cues provided in running speech, we opted for fragments spoken in isolation. Evidently, no solution is ideal, since fragments spoken in isolation tend to be longer than corresponding parts of longer words (Salverda et al., 2003). But note also that positive effects of overlap have been found before, with spoken prime-target stimuli that did not overlap completely (e.g., the French pseudoword “lurage” priming the target word “tirage”; Dumay et al., 2001).

Our predictions for the reaction time latencies were as follows. If related fragments activate corresponding words in the mental lexicon, lexical decision should be facilitated, compared to unrelated fragments. Crucially, if syllables play a role in German speech perception, related primes that precisely match the initial syllable, as in /lus/ – /lus.tig/ (funny), and /lust/ – /lust.los/ (listless; the dot marks the syllable boundary) should be superior to primes that match an equivalent number of initial phonemes but do not match the first syllable (e.g., /lus/ – /lust.los/, and /lust/ – /lus.tig/).

We also manipulated the relatedness between fragments and targets in the pseudoword trials. Note that this is hardly ever done, because pseudoword trials, necessary for the lexical decision task, are often considered uninteresting for other purposes (but see Friedrich et al., 2004a). Our pseudoword trials differed in critical aspects from the word trials. First, the fragments used with pseudoword targets did not correspond to existing German words or morphemes (e.g., wos, zas, limp, wost). The idea was to assess, with the pseudoword sets, effects of segmental overlap—even of syllable-sized segmental overlap—under conditions that minimize lexical contributions to the effects. For the same reason, the pseudoword targets were not very similar to existing words (e.g., wosteck, limpal, zastig) and many of the fragment primes did not even correspond to existing syllables (in particular the long primes). We explicitly avoided pseudowords consisting of two existing morphemes, such as “lustbar” or “mutung” that could exist but happen not to occur in the language (see Bölte et al., 2009, for EEG data on such stimuli). Thus, the pseudoword stimuli, in addition to their purpose for lexical decision, were used to assess the contribution of (syllable-sized) form overlap to the processing of spoken stimuli with as little lexical contribution as possible. Comparing word and pseudoword targets with respect to effects of (syllabic) match is informative with respect to the locus of these effects (lexical, prelexical; existing vs. possible syllables).

A comparison of behavioral and ERP data may shed light on the automaticity of potential effects and on their dependence on lexical processing, because EEG data are informative about the time course of effects. Based on the literature, we expected effects of relatedness in the EEG data. Both studies with auditory-auditory priming (Friedrich et al., 2009; Schild et al., 2012) revealed modulations of early (before 200 ms) components (N100, T-complex) by relatedness, as well as effects in the P350, a component sensitive to the goodness-of-fit between fragments and targets, reflecting lexical activation (Pylkkänen and Marantz, 2003; Friedrich et al., 2009). Effects in the N400 range are taken to reflect lexical processing, that is, the fit between the input provided by the prime fragment and the lexical representation of the spoken target. As for syllabic match, there are no data to guide our predictions. Early modulations of the EEG should be evident when syllabic match plays a role during early phases of speech processing and lexical access. Modulations in the N400 domain would rather point to late, lexical effects, so a difference between word and pseudowords is expected here.

METHODS

PARTICIPANTS

Seventeen students of the Westfälische-Wilhelms Universität Münster, Münster, Germany (four males) with mean age 21 years (SD = 3.4, aged 19–31 years) took part in the experiment. All participants were native speakers of German and right-handed according to the Edinburgh Handedness Inventory (Oldfield, 1971). None reported any (history of) hearing loss or neurological problems. They received 12€ or course credit for their participation.

MATERIALS

All stimuli were spoken by a trained female native speaker of German and recorded using a high-quality microphone and a digital recorder (M-AUDIO microtrack 24/96) with a sampling rate of 44.1 Hz. For stimulus extraction and editing, we used the software packages Praat (Boersma and Weenink, 2010; version 5.0.23) and CoolEdit (CoolEdit 2000 v1.1).

The experiment contained 37 pairs of word targets, all of which were bisyllabic with clear syllable boundaries (e.g., lus.tig1, funny, and lust.los, dull). All word targets were morphologically complex, derived words. The targets of each pair differed in length (Long vs. Short; for durations and other relevant matching parameters see Appendix 1 in Supplementary Material), shared the initial morpheme (“lust,” delight), but differed in the length of their first syllables, due to re-syllabification of these morphemes (e.g., lust.los vs. lus.tig). As shown in Table 1, Short and Long targets were combined with two form-related (e.g., /lus/, /lust/) and two unrelated (e.g., /tra/, /trag/) spoken primes. Prime fragments were not excised from target words but recorded separately as monosyllabic stimuli. The two targets of a pair (e.g., lust.los – lus.tig) were combined with the same four primes, forming a set of eight trials with which stimulus properties and priming effects can be disentangled. In half of the trials, prime and target were related (e.g., /lus/ – /lust.los/), in half, they were unrelated (e.g., /trag/ – /lust.los/). Given that primes in the two related conditions differed in length, related, and unrelated primes were matched for length (/lus/ – /tra/; /lust/ – /trag/; related primes were some 20 ms shorter than unrelated ones), as well as with for pitch and intensity (see Appendix 1 in Supplementary Material). Unrelated primes did not occur as related primes elsewhere.

Table 1. Example of materials.
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Crossed with the factor Relatedness was the factor Syllabic Match, which is a dummy variable for unrelated trials (see below). In half of all trials, indicated by a “+” sign in Table 1, the structure and segments of the prime matched the target-initial syllable (e.g., /lus/ – /lus.tig/, funny). In the other half, indicated by a “−” sign, despite shared phonemes, there was no syllable-structure match (e.g., /lus/ – /lust.los/, listless). In related trials, the target always contained the prime. Only in half of the related trials did the prime exactly match the initial syllable of the target (e.g., /lus/ – /lus.tig/; /lust/ – /lust.los/). In the remaining half, the related prime was either shorter (e.g., /lus/ – /lust.los/) or longer (e.g., /lust/ – /lus.tig/) than the initial syllable. As is standard in control trials, the unrelated primes were in all aspects unrelated to their targets. With very few exceptions, this also concerned the syllabic skeleton of control primes and targets, so that the syllabic structure (CV, CVC, CCV, CCVC, and so on) of unrelated and related primes differed. Appendix 4 in Supplementary Material contains all word and pseudoword stimuli.

While Target Length and Syllabic Match are crossed for related pairs, there remains an imbalance with respect to the morphological status of the prime fragments. The longer prime fragments always corresponded to the stem morpheme of both target words. All stimuli had a transparent semantic relation between the stem morpheme and both targets. Given that many of the short targets were verbs, the long primes constituted the verbal stem of these stimuli (e.g., /greif/ in /greifen/, to grasp) and were potentially even more closely related to these verbs than to the derived longer words (e.g., /greifbar/ – graspable). Note also that in some cases, the short, CVC prime fragments corresponded to an existing morpheme (e.g., /lau/, tepid, from the target pair /lauf.band/ – /lau.fen/, treadmill, walk), but these morphemes were always semantically unrelated to the targets.

Another 37 sets of pseudowords (non-existing but phonotactically legal strings) were added for the lexical decision task. These sets occurred in similar conditions as the word sets. The pseudoword targets were created to be dissimilar to existing words while conforming to the phonotactic constraints of German. Almost without exception (e.g., /ris/ – Riss, crack), the fragment primes of pseudoword targets did not correspond to existing words or root morphemes of German. Note that syllabic overlap in fragment—pseudoword pairs is defined via the syllabic structure of the pseudoword targets and often involves non-existing, but possible syllables of German.

With 74 experimental sets (37 word sets, 37 pseudoword sets), and eight prime-target pairings per set, the number of experimental trials presented to each participant was 592. These trials were distributed over four blocks, such that there was no repetition of a prime or a target within a block. Using Latin square designs, conditions were evenly distributed over blocks, and block order was balanced between participants. To reduce the proportion of trials with prime-target overlap, we added 144 filler trials with 72 filler targets (36 words, 36 pseudowords) each combined with two different, unrelated prime fragments. None of these filler primes or targets was used in an experimental trial. The experiment started with seven additional warm-up trials of similar structure.

PROCEDURE

Participants were individually tested, comfortably seated in front of a computer screen (Samsung SyncMaster 2233RZ, 22″, 120 Hz refresh rate, 1680 × 1050 pixel, 32 bit color depth) and a button box (Response Pad, Model RB – 830, producer Cedrus Corporation). They were instructed before and kept informed during the testing phase. Upon informed consent, the EEG-cap was positioned on the participant's head and two researchers simultaneously prepared the 64 electrodes. The experiment was controlled using the software Presentation (producer Neurobehavioral Systems, version 14.1.). To minimize artifacts, we asked participants to keep looking at a fixation cross at the center of the screen, and to blink and move as little as possible during trials. The auditory stimuli were presented via Sennheiser IE6 in-ear headphones and participants were allowed to adjust the volume to their individual preferences.

At the beginning of each trial (see Figure 1), a black fixation cross (Courier New, 48 pt) was presented at the center of the white screen where it remained until the end of the trial. Four hundred milliseconds after the appearance of the fixation cross, the auditory prime was presented, followed with a temporal jitter of 275–300 ms by the auditory target. Participants could provide their lexical decision from target onset onwards, pressing one of two buttons using their index fingers. For individual participants, left-right button assignment to word and pseudoword decisions remained the same throughout the experiment, between participants it was balanced. Participants were instructed to decide as quickly and accurately as possible. Decisions and the reaction times were recorded starting from target onset.


[image: image]

FIGURE 1. Time course of a trial.



We followed standard EEG recording and analysis procedures (Picton et al., 2000). The EEG was recorded continuously from 64 Ag/AgCl electrodes using a WaveGuard cap (ANT Software B.V., The Netherlands) connected to a high input impedance amplifier (ANT ASA-lab amplifier, digital low-pass FIR-filter, cut-off frequency = 0.27 *sampling rate). Two additional electrodes were placed on the outer left and right canthi and another two above and below the left eye to monitor eye movements. Impedances were kept below 10 kΩ. A high-impedance amplifier in combination with actively shielded electrode caps enables clear signals even with high electrode impedances (Ferree et al., 2001). The EEG was recorded with a sampling rate of 256 Hz using an average reference (Dien, 1998). Triggers were set to the beginning of the target stimulus.

Every 1.5–2 min there was a short break of 10–15 s. Every 7.5–9 min there was a longer break of 1.5–2 min. During breaks, participants were allowed to move freely. The breaks were counted down by seconds on the screen, enabling participants to resume a comfortable position before the start of the consecutive trials. With 743 trials and the various breaks, the experiment lasted approximately 70 min. Including instructions, application and removal of the EEG-cap, a session took about 2 h.

RESULTS

BEHAVIORAL RESULTS

Trials with reaction times (RTs) above 2500 ms (0.2%) were excluded as were trials with incorrect lexical decision (1.6%). Error rates were below 5% for all participants. Three of the 74 sets were excluded from analyses due to high error rates for one of the targets. For the remaining 71 sets, we performed an outlier correction, excluding RTs outside two standard deviations from the mean per participant and condition (5.5%). The excluded trials as well as the remaining errors were evenly distributed over conditions and not analyzed further.

Overall, mean RTs were shorter for word (963 ms) than for pseudowords targets (1036 ms). This is a common finding in lexical decision and indicates that the pseudowords were not easy to reject as existing words (compared to phonotactically illegal stimuli such as “prlaspkusx”) even though they turned into pseudowords well-before word offset (see Table 2 for means and SD per condition). We ran Three-Way repeated measures ANOVAs with Relatedness (related vs. unrelated), Syllabic Match (present/absent in related conditions) and Target Length (short vs. long), separately for reaction times to word and pseudoword targets. The ANOVA using RT toward words revealed a significant effect of Target Length [F(1, 16) = 10.200, p = 0.006, η2p = 0.389]. Not surprisingly, short targets (mean: 953 ms, SE: 35) yielded faster RTs than long targets (mean 972 ms, SE: 35). The interaction of Relatedness and Syllabic Match proved to be significant [F(1, 16) = 27.098, p = 0.001, η2p = 0.629]. This interaction showed that reactions to targets were facilitated when the related prime matched their first syllable (25 ms), but not when preceded by a prime that merely shared initial segments with the target (−13 ms). The three-way interaction [F(1, 16) = 7.969, p = 0.012, η2p = 0.332] was also significant. All other effects were not significant (F = 1.481, p = 0.214, η2p = 0.085).

Table 2. Mean reaction times in ms and SD (in parentheses) as a function of conditions.
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The three-way interaction was evaluated by means of t-tests, contrasting mean RTs to targets after related and unrelated primes. There was a clear 35 ms priming effect of short primes followed by their matching targets [e.g., /luf/ – /luf.tig/, t(16) = 2.606, p = 0.009]. The smaller effect (13 ms) for long primes and their syllable-matching targets (e.g., /luft/ – /luft.los/) failed significance [t(16) = 1.500, p = 0.076]. There was no facilitation of lexical decision latencies in cases of mere phonological overlap. When the fragment primes matched the segments of the target but not its first syllable (e.g., /luft/ – /luf.tig/) the short targets revealed a numerical 24 ms interference effect which was not significant [t(16) = 1.634, p = 0.061] despite the fact that the long fragment prime corresponds to the stem morpheme. The condition with long targets (e.g., /luf/ – /luft.los/) showed no effect (−2 ms, t < 1).

The ANOVA using RT toward pseudowords yielded a different pattern. Only the factors Relatedness [F(1, 16) = 5.157, p = 0.037, η2p = 0.244] and Target Length [F(1, 16) = 44.304, p = 0.001, η2p = 0.735] proved significant. Short targets (mean: 1013, SE: 39) attracted faster RTs than long targets (mean: 1059, SE: 43). Pseudoword targets were responded to faster when preceded by unrelated primes (mean: 1029, SE: 42) than by related ones (mean 1043 ms, SE: 40). All other effects were not significant (F = 2.736, p = 0.118, η2p = 0.146).

To summarize the reaction-time data: No facilitation was evident for pseudowords preceded by related fragments; inhibition was observed instead. In contrast, there was facilitation for word targets preceded by fragments that matched their first syllable. This main effect of syllabic match was strongly evident for short fragments and short targets, and just failed significance for long fragments/long targets. This is surprising, given that the matching fragments (e.g., lust) of long targets (e.g., lust.los) correspond to the syllable as well as to the stem morpheme of the target. In Dutch, this double overlap resulted in larger effects than mere syllabic overlap evident with short prime fragments, but note that these data come from fragment monitoring, not from priming (Zwitserlood, 2003). In contrast to syllabic match between fragments and targets, the cases of syllabic mismatch—but still providing phonemic overlap—showed no priming.

The difference between word and pseudoword targets can be interpreted in two ways. First, it is possible that the existence of the primes as syllables of the language, for example as members of a mental syllabary (Levelt and Wheeldon, 1994), is a prerequisite for priming by syllable-sized fragments. If this plays a role, we would have expected a difference between the long and short pseudoword primes, since about half of the short primes were (rather infrequent) syllables of German, but the long ones were not.

An intriguing finding is the lack of priming with long fragments and short word targets, when related primes mismatch the first syllable but still constitute targets' stem morpheme. In fact, this condition with syllabic mismatch showed numerical interference instead of facilitation. In contrast, the pseudoword conditions—in the first-block ANOVA—showed interference in cases of syllabic match, that is, in conditions that produce facilitation for word targets. A possible interpretation for this reversal of effects focuses on the nature of the targets, word or pseudowords. The only positive syllabic effects occurred with word targets, interference was observed when the target was a pseudoword, in particular for related primes that syllabically matched their target. This suggests a sensitivity to the syllabic structure of the targets that results in speeded word decisions and slowed pseudoword decisions. A likely locus for such a pattern is a postlexical, strategic one.

Auditory lexical decision thus seems to tap into late effects of syllabic match and may not be ideally suited to investigate the role of syllables in pre-lexical and early lexical speech processing. For this, EEG data might be better suited.

ERP RESULTS

EEG-data were analyzed using a combination of ASA (ANT, The Netherlands), EEGLAB (version 12.0.2.06b, Delorme and Makeig, 2004; MATLAB 2012b) and ERPLAB (version 4.0.2.3, Lopez-Calderon and Luck, 2014). EEG-data were filtered using a half-power Butterworth bandpass filter (0.1–20 Hz, 24 db/oct) based on the FFT-method. Ocular artifacts were corrected using a PCA-approach (Ille et al., 2002). Remaining artifacts were detected using a ±75 μV threshold. There were on average 11% errors in the word condition and 10% errors in the pseudoword condition (see Appendix 2 in Supplementary Material for a complete compilation). Artifact-free trials with correct responses were averaged using epochs of 700 ms length, time locked to target onset, with a 200 ms pre-stimulus baseline. We formed six regions of interest (anterior central: Fp1, Fpz, Fp2, AF3, AF4, F1, Fz, F2; anterior left: F7, F5, FT7, FC5, FC3, T7, C5, C3; anterior right: F8, F6, FT8, FC6, FC4, T8, C6, C4; posterior central: CP1, CPz, CP2, P3, Pz, P4, POz, Cz; posterior left: TP7, CP5, P7, P5, PO7, PO5, PO3, O1; posterior right: TP8, CP6, P8, P6, PO8, PO6, PO4, O2). These six ROIs constituted the variables LR-axis (left, central, right) and A-P (anterior, posterior).

The EEG-data quality for two participants was too low to be included in further analyses. Mean voltage was calculated in a number of time windows that were shown to be of interest in unimodal fragment priming (cf. Friedrich et al., 2009; Schild et al., 2012). The first two windows (80–200 ms, including the N100) and (200–300 ms) are taken to reflect early modality-specific processing of speech input (cf. Friedrich et al., 2009). Next, data were analyzed in time windows that were shown to be relevant for auditory-auditory priming with matching or mismatching word fragments: the 300–400 ms window, including potential P350 effects, and the 280–500 ms window, including the N400, where lexical effects are expected next to effects of the overlap between fragments and targets.

EEG data for correct reactions in lexical decision were included, and all ANOVAs (except the last one) had the following within-factors: Syllabic Match (present vs. absent in related conditions), Relatedness (related vs. unrelated), Target Length (short, long), A-P (anterior, posterior), and LR-axis (left, central, right). The ANOVA on the N400 time window included a different electrode selection. Word and pseudoword targets were analyzed separately. Effects including more than two levels are reported only if they remained significant after Greenhouse-Geisser correction; effects of electrodes (A-P, LR-axis) are reported only when interacting with manipulated factors.

TIME WINDOW 100–200 MS

The ANOVAs showed no significant effects of any of the variables, nor interactions between them, in this time window. This held for word and pseudoword targets alike.

TIME WINDOW 200–300 MS

The repeated-measure ANOVA with Syllabic Match, Relatedness, Target Length, A-P, and LR-axis on the mean amplitudes for words in the time window from 200 to 300 ms showed a significant interaction between Relatedness and A-P [F(1, 14) = 15.76, p = 0.001, η2p = 0.529] as well as a three-way interaction between Relatedness, A-P and LR-axis [F(2, 28) = 5.45, p = 0.009, η2p = 0.280, GG = 0.996; see Figure 2]. Related conditions showed more negative mean amplitudes at anterior sites than unrelated conditions, and this pattern was reversed at posterior sites. The three-way interaction revealed that the difference in μV between related and unrelated conditions was most pronounced at left-anterior electrodes (0.76). Comparing related and unrelated conditions, all differences were significant (Fischer's LSD = 0.206) except for the anterior-central (0.10) electrodes (see Figure 2). The localisation and the polarity of this effect fits best with a P350.
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FIGURE 2. Mean μV for words as a function of conditions for the time-window 200–300 ms; error bars represent Fisher's least significant differences.



The analysis also showed a main effect of Syllabic Match [F(1, 14) = 8.20, p = 0.013, η2p = 0.369]. Collapsed over related and unrelated primes, “matching” conditions yielded more positive mean amplitudes (mean: 0.048 μV, SD: 0.929) than “mismatching” conditions (mean: −0.015 μV, SD: 0.973). Given that Syllabic Match only applies to related primes, and despite the fact that the interaction between Syllabic Match and Relatedness was not significant [F(1, 14) = 1.90, p = 0.189], we computed separate ANOVAs on related and unrelated prime-target pairs. The ANOVA on related prime-target pairs showed an effect of Syllabic Match [F(1, 14) = 6.88, p = 0.020, η2p = 0.330]. Matching prime target pairs (mean: 0.053, SD: 0.150) were more positive than mismatching ones (mean: −0.041, SD: 0.106). Although in the same direction, (0.042 μV for “matching” pairs, 0.011 μV for “mismatching” pairs), the effect failed significance in the ANOVA on unrelated prime-target pairs [F(1, 14) = 1.23, p = 0.285].

The analysis of pseudoword reactions showed no effects or interactions of Relatedness and Syllabic Match, neither overall nor in separate ANOVAs on related and unrelated prime-target pairs (all p > 0.12). However, the interaction of Relatedness, A-P and LR-axis was significant [F(2, 28) = 15.11, p = 0.001, η2p = 0.519, GG = 0.889, see Figure 3], with a very similar pattern to the P350 found for words. Fischer's LSD for the contrast of related and unrelated conditions was 0.153, and differences were significant except at anterior and posterior central sites (see Figure 3).
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FIGURE 3. Mean μV for pseudowords as a function of conditions for the time-window 200–300 ms; error bars represent Fisher's least significant differences.



TIME WINDOW 300–400 MS

The same ANOVA as before was run for correct word responses using the mean amplitude in a time window of 300–400 ms. There was a significant main effect Relatedness [F(1, 14) = 5.22, p = 0.038, η2p = 0.271]. Overall, the amplitude of the related condition (mean: 0.055, SD: 1.14) was less positive than the amplitude of the unrelated condition (mean: 0.094, SD: 1.10). Relatedness interacted with A-P and with LR-axis, and the three-way interaction between Relatedness, A-P and LR-axis was also significant [F(2, 28) = 4.96, p = 0.014, η2p = 0.261, GG = 0.912; see Figure 4]. The mean amplitudes in the related condition were more negative than in the unrelated condition at anterior sites, and this pattern was reversed at posterior sites. The effect (related–unrelated) was most pronounced at left-anterior and central-posterior sites (0.94 for both), and much smaller (or insignificant, see Figure 4; Fischer's LSD = 0.225) at other sites. As with the earlier window, this pattern corresponds best with a P350. There was also a clear reversed effect (unrelated more negative than related) at posterior central electrodes, which seems indicative of an N400.
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FIGURE 4. Mean μV for words as a function of conditions for the time-window 300–400 ms; error bars represent Fisher's least significant differences.



Collapsed over related and unrelated conditions, there was a main effect of Syllabic Match [F(1, 14) = 4.95, p = 0.043, η2p = 0.261; match mean: 0.095, SD: 1.14; mismatch mean: 0.053, SD: 1.10]. As for the 200–300 time window, we analyzed related and unrelated prime-target pairs separately, because Syllabic Match is a dummy variable for unrelated trials. The effect of Syllabic Match, with matching targets showing a more positive mean amplitude than mismatching targets (match mean: 0.09. mismatch mean: 0.01) just failed significance in the ANOVA on related prime-target pairs [F(1, 14) = 4.42, p = 0.054, η2p = 0.240]. Syllabic Match was not significant for unrelated prime-target pairs (F < 1).

The ANOVA on pseudowords yielded a significant interaction between Relatedness and A-P [F(2, 28) = 17.09, p = 0.001, η2p = 0.549], but the three-way interaction with LR-axis was not significant. As with words, mean amplitudes were more negative in related (−0.40) than in unrelated (0.01) conditions at anterior regions, while the reverse (related: 0.52; unrelated 0.16) was true at posterior regions (both effects are significant; Fischer's LSD = 0.277). As for the earlier time window, the polarity fits well with an anterior P350 effect. There were no effects of Syllabic Match for pseudoword targets in this time window, not in the overall analysis, nor in the analyses on related and unrelated trials separately (all F < 1).

TIME WINDOW 280–500 MS

Visual inspection showed a N400 at central-posterior electrodes, when comparing word targets preceded by related and unrelated prime fragments, with and without Syllabic Match (see Appendix 3: Figures 1, 2 in Supplementary Material). Based on the literature, we calculated the mean amplitude of a region of interest consisting of the electrodes C1, Cz, C2, CP1, CPz, CP2, P1, Pz, and P2 in a time window of 280–500 ms2. This served as the dependent measure in a Three-Way repeated measurement ANOVA with the factors Relatedness (related vs. unrelated), Lexicality (word vs. pseudoword), and Syllabic Match (present vs. absent in related conditions). No Greenhouse-Geisser-correction was needed because all factors had only two levels.

The analysis revealed a significant main effect of Relatedness [F(1, 14) = 37.24, p = 0.001, η2p = 0.727]. The mean amplitude in unrelated conditions was more negative (mean: −1.034, SD: 0.686) than in related conditions (mean: −0.464, SD: 0.745). Importantly, the interaction of Relatedness and Lexicality was also significant [F(1, 14) = 12. 51, p = 0.003, η2p = 0.472]. With Fischer's LSD of 0.23, related words (mean: −0.293, SD: 0.746) and related pseudowords (mean: −0.635, SD: 0.803) were reliably less negative than their unrelated counterparts (words mean: −1.133, SD: 0.900; pseudowords mean: −0.936, SD: 0.538). However, this difference —the N400 effect—was almost four times as large for words as for pseudowords. Furthermore, the interaction of Syllabic Match and Lexicality [F(1, 14) = 5.37, p = 0.036, η2p = 0.277] was significant. Collapsed over Relatedness, amplitudes to words were more negative with “matching” than with “mismatching” syllables, and this was reversed for pseudowords. Given that these data include the control trials to which syllabic match does not apply, separate analyses were calculated for related and unrelated prime-target pairs, for words and pseudowords separately. There were no effects of syllabic match, neither for related nor for unrelated prime-target pairs.

To summarize the ERP data: except for the earliest time widows (100–200 ms), there is clear evidence for effects of the relatedness between fragment primes and targets. We also observed main effects of syllabic match. Given that control primes neither share segments with, nor match the (abstract) syllabic structure of, the targets, main effects of syllabic match most probably reflect a correspondence in length of fragments and targets (long/long and short/short < long/short and short/long)—independent of phonological relatedness. However, such effects do not elucidate the impact of segmental and/or syllabic overlap between related primes and targets. Of interest for this question are main effects of relatedness between primes and targets, and interactions between relatedness and the other factors—most importantly syllabic match. Despite the fact that we found no significant interactions in our EEG data, we performed separate analyses on related and unrelated prime-target pairs. In the 200–300 ms window, there was an effect in related conditions. Targets whose first syllable corresponded to the prime fragment (e.g., /lus/ – /lus.tig/) elicited more positive values than targets preceded by fragments that mismatched their first syllable (e.g., /lus/ – /lust.los/). There was a similar trend in the 300–400 ms window. Unrelated pairs and pseudoword conditions showed no such effects in any time window.

With respect to the overall impact of related primes, a very similar pattern was observed in the two time windows lasting from 200–300 to 300–400. Related conditions showed more negative amplitudes than unrelated ones at anterior sites, but more positive amplitudes than unrelated ones at posterior sites. The strongest effects were observed over left-anterior electrodes. Clearly, this is not an N400 type effect. Given its left-anterior dominance, time window (200–400 ms), and polarity, the observed effect fits best with a modulation of the P350. Interestingly, these P350 effects were not qualified by an interaction with syllabic match. Thus, these differences between related and unrelated conditions held for all cases of overlap—syllabic or not. Note also that very similar patterns were observed for word and pseudoword targets in these time windows. The 300–400 ms window also revealed a pronounced central negativity for word trials, with more negative amplitudes for unrelated than for related conditions. This is similar to the central negativity observed by others (Friedrich et al., 2009; Schild et al., 2012). Given that the 300–400 time window largely overlaps with the time window from 280 to 500, we believe that this central negativity in fact corresponds to an N400.

The analysis on the 280–500 ms time window, on a selection of electrodes often used for N400-analyses, showed the expected difference between related and unrelated targets in the N400 time window. The N400 was more negative in unrelated than in related fragment conditions. This was qualified by an interaction, showing that this N400 effect was much larger for words than for pseudowords. No effects of syllabic match were observed in the N400 time window.

None of the EEG data revealed effects of syllabic match in interaction with relatedness. If related fragment primes that match the first syllable of the target had a special status, this should have revealed itself in such an interaction, because the control primes did not match the (abstract) syllabic structure. The only reliable evidence for an impact of syllabic match in related fragment-target pairs was observed in the 200–300 window; the 300–400 ms window showed a trend. Interesting as they are, these effects should be treated with caution since they did not reveal themselves in an interaction between syllabic match and relatedness, but in separate analyses of related und unrelated fragment conditions. Thus, whereas related prime fragments consistently have a different impact on ERP components than unrelated fragments from 200 ms onwards, this impact is not qualified by syllabic match, aside from the indication for related prime-target pairs in one time window.

GENERAL DISCUSSION

This study used fragment priming, with related (e.g., /mu/) and unrelated (e.g., /tes/) spoken fragments to spoken targets words (e.g., /mu.tig/) or pseudowords. Relatedness was further varied along the dimension of syllabic match between fragments and targets. Whereas /mu/ specifies the initial segments of both /mutig/ and /mutlos/, it corresponds to the first syllable of /mutig/, not of /mutlos/. Syllabic match was implemented in related word and pseudoword conditions. Whereas obviously, all word targets were combined with existing syllables, the pseudoword targets that were phonotactically legal but not very word-like, were paired with fragments that, according to the rules of syllabification of German, structurally corresponded to their first syllables, but that in most cases were not part of the syllable inventory of the language.

First, we expected effects of relatedness, with an advantage (in RT) and differences (in EEG amplitude) between related and unrelated conditions. Second, if syllables play a role in German speech perception, related primes that precisely match the initial syllable should be superior to primes that match an equivalent number of initial phonemes but do not correspond to the first syllable. Third, differences in effects for words and pseudowords may inform us about the origin of effects of overlap. If words and pseudowords show similar effects, these may well originate from prelexical or early lexical levels of processing. If effects diverge, this indicates lexical involvement. Finally, a comparison of behavioral and ERP data, and of early and late EEG effects, may be informative with respect to the automaticity of potential effects, and on their dependence on advanced lexical processing. What do the data tell us, and how do they compare to results from other studies, in particular from the—admittedly small number of—studies that use the same paradigm and measures? We discuss the behavioral and EEG data separately.

REACTION TIMES IN AUDITORY LEXICAL DECISION

To start with the behavioral data: There are effects of overlap for both words and pseudowords. For pseudowords, segmental overlap slows down lexical decision, for words, overlap speeds up reactions. Moreover, an effect of syllabic match of related fragments is present for existing words, most strongly in one particular condition. For pseudowords, overlap between fragments and targets slows down correct decisions, This may come as a surprise, since many fragments of pseudowords were not very wordlike by themselves. Note that their onsets (the first two or three segments), are compatible with existing words in the language and would thus activate lexical cohorts (Zwitserlood, 1989). In cases of segmental overlap between fragments and targets, this lexical activation may have interfered with a correct pseudoword decision on the targets. Moreover, the interference effect seems dependent on syllabic match between related primes and targets (in the analysis of the first-block data). This dependence on syllabic match of both the facilitation, with words, and the interference, with pseudowords, indicates a sensitivity to the syllabic structure of the targets that results in speeded word decisions and slowed pseudoword decisions. A likely locus for such a pattern is a postlexical, strategic one. Auditory lexical decision thus seems to tap into late effects of the syllabic match between prime fragments and their related targets, and may not be ideally suited to investigate the role of syllables during early phases of speech processing. The same has been argued for the monitoring task when it uses catch trials to prevent very fast decisions (see Zwitserlood, 2003; Floccia et al., 2012). In all, positive effects of syllabic match were not overly strong in the lexical decision task. Moreover, it is surprising that fragments that constituted the onsets of target words, but did not correspond to the first syllable, induced no facilitation at all (cf. Zwitserlood, 1989, 1996).

How do these behavioral data compare to those obtained by Friedrich and colleagues, in similar auditory-auditory fragment priming studies with lexical decision (Friedrich et al., 2009; Schild et al., 2012)? First, no data on pseudoword trials were reported in any of these studies. For word targets, both studies obtained significant facilitation, comparing latencies to targets after related and unrelated fragment primes. Taking a closer look at their materials, these fragments always corresponded to the first syllable of the spoken words. Thus, our behavioral data replicate effects reported for words in these studies, using the same paradigm to study the same language, German. Since both studies also registered EEG, it will be interesting to compare the ERP effects reported next.

ERP DATA

The ERP data show no effects in the earliest time window (100–200 ms) that includes the N100. This is different from both studies that used auditory-auditory priming (Friedrich et al., 2009; Schild et al., 2012), who reported N100 or T-complex/N100 effects as a function of relatedness between primes and targets in this window. We find no such effects, neither for words nor for pseudowords. Given that these early effects are generally not the most robust, this might be due to the smaller number of participants remaining in the EEG analyses in our study (15 vs. 22 in the other studies).

In the two consecutive windows (200–300 and 300–400 ms), we observe clear modulations of the P350. The polarity of effects as well as the affected electrodes fits with what is observed by others: in (left) anterior regions, related trials show a more negative P350 than unrelated trials (cf. Friedrich et al., 2004a, 2008; Pylkkänen and Marantz, 2003, for the equivalent component from MEG). The P350 is taken to be sensitive to the degree of prime-target overlap. This fits well with the effects observed here, for both words and pseudowords. The P350 is also interpreted to reflect the activation of word-form representations. A related fragment facilitates lexical access relative to an unrelated fragment (see Friedrich et al., 2013). Note again that we obtain quite similar results for word and pseudowords targets. Given that pseudowords have no lexical representation, how can the P350 reflect facilitated lexical access? It should be noted that the first two, and often the first three, segments of the pseudoword primes and targets still correspond to existing words. Given the timing of the P350 and the moment in time at which spoken targets become pseudowords, it is quite feasible that their pseudoword status is not yet available to influence the phonological matching and word-form activation effects that are present and reliable throughout (see Friedrich et al., 2004a, for similar P350 effects with visual pseudoword targets).

In the N400 window, already present as a central negativity in the 300–400 ms window, the polarity of the relatedness effect reverses, with unrelated conditions being more negative than related conditions (see Appendix 3: Figures 1, 2 in Supplementary Material). This is in accordance with data for segmental overlap from many other studies (e.g., Praamstra et al., 1994; Dumay et al., 2001; Diaz and Swaab, 2007; Desroches et al., 2009; Scharinger and Felder, 2011). The N400 revealed an interaction between lexical status and relatedness. The N400, in terms of the difference between related and unrelated prime conditions, was much larger for words than for pseudowords—although the N400 for pseudowords was also reliable. In the N400 time window, lexical influences thus start to kick in, modulating the impact of form overlap between fragment primes and targets. Given that the time window extends to 500 ms, the information as to whether target stimuli are words or pseudowords should have become available for most stimuli. The pattern found for the N400 suggests that lexical selection is well on its way.

Given that we set out to investigate effects of syllabic match between fragment primes and targets, it is revealing that none of the EEG data revealed effects of syllabic match in interaction with relatedness. Only when—despite the lack of such interactions—related and unrelated conditions were analyzed separately did we observe an effect of syllabic match between prime fragments and word targets. As this is not statistically backed up by appropriate interactions, we feel somewhat reluctant to interpret this observation. Evidently, more research is needed to elucidate these effects. In sum, whereas related prime fragments have a different impact on the ERP components than unrelated fragments in all but the earliest time windows, effects of syllabic match are ephemeral—and definitely absent in the N400 window. It is also noteworthy that the time windows prior to the N400 showed effects to be very similar for words and pseudowords, most probably because their lexical status is not yet clear. What the ERP data reveal, are the processes involved in phonetic/phonological matching, lexical access and selection during spoken-word recognition. The consistent advantage of related fragments for target processing, including the mapping of incoming speech, lexical access and selection, fits many models of spoken word recognition (McClelland and Elman, 1986; Marslen-Wilson, 1987; see also Zwitserlood, 1989). The obvious conclusion is that syllabic match is not crucial for these processes. Our data provide no support for syllable-sized prelexical representations that mediate between the speech input and the mental lexicon. Note that syllabic cues may still play an important role in speech segmentation; our fragment-priming paradigm does not really address this question (cf. Zwitserlood, 2003). Why, then, do lexical decision latencies show at least some effects of syllabic match? The most tempting interpretation is that syllabic effects obtained in behavioral data, such as the lexical decision latencies reported here, reflect either late lexical processing or even post-lexical strategic processing, but not speech perception and lexical access. This is supported by the fact that we found no evidence for syllabic match in reaction times to pseudowords. Note that the behavioral data are somewhat puzzling to start with, with no evidence of morphological priming between the longer fragments and both related targets. This pattern indicates a dissociation of more automatic processes—evident in the ERPs—and data from tasks that require conscious target processing—such as lexical decision. Such dissociations are an all-to-familiar phenomenon in research on early processes in speech perception (cf. Bien and Zwitserlood, 2013). With respect to the quest for the syllable as a prelexical unit of speech processing, the following quote elegantly sums up the problem: “In sum, although a lot of evidence indicates that the syllabic structure influences spoken word recognition, there is very little support for the idea that syllabic coding units are extracted from the signal and intervene in the perceptual processes” (Dumay and Content, 2012, p. 682).

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: http://www.frontiersin.org/journal/10.3389/fpsyg.2014.01544/abstract

FOOTNOTES

1The dot marks a syllable boundary.

2Using a time-window of 350 ms to 450 ms yielded the same significant main effect of Relatedness [F(1, 14) = 40.949, p = 0.001, η2p = 0.745] and the significant interaction of Relatedness and Lexicality [F(1, 14) = 12.599, p = 0.003, η2p = 0.474). The interaction of Syllabic Match and Lexicality [F(1, 14) = 2.745, p = 0.120, η2p = 0.164], however, was not significant.
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This study investigates the phonetics of German nuclear rise-fall contours in relation to contexts that trigger either a contrastive or a non-contrastive interpretation in the answer. A rise-fall contour can be conceived of a tonal sequence of L-H-L. A production study elicited target sentences in contrastive and non-contrastive contexts. The majority of cases realized showed a nuclear rise-fall contour. The acoustic analysis of these contours revealed a significant effect of contrastiveness on the height/alignment of the accent peak as a function of focus context. On the other hand, the height/alignment of the low turning point at the beginning of the rise did not show an effect of contrastiveness. In a series of semantic congruency perception tests participants judged the congruency of congruent and incongruent context-stimulus pairs based on three different sets of stimuli: (i) original data, (ii) manipulation of accent peak, and (iii) manipulation of the leading low. Listeners distinguished nuclear rise-fall contours as a function of focus context (Experiment 1 and 2), however not based on manipulations of the leading low (Experiment 3). The results suggest that the alignment and scaling of the accentual peak are sufficient to license a contrastive interpretation of a nuclear rise-fall contour, leaving the rising part as a phonetic onglide, or as a low tone that does not interact with the contrastivity of the context.

Keywords: production of contrast, perception of contrast, semantic-congruency task, rise-fall contour, German intonation

1. Introduction

This paper reports the results of a production experiment and a series of perception experiments that concern the prosodic expression of contrast in German. In particular, we investigate the phonetic details of the rise-fall contour in contexts that license either a non-contrastive or contrastive interpretation of the answer. The perception experiments seek to clarify the functional interpretation of the rise-fall contour in these contexts. In the following section a brief background on the focus-to-accent theory and the theory of intonational meaning is provided, which is mostly based on a discussion of English intonation. This discussion is followed by a brief review of German intonation and its relation to the prosodic expression of focus and contrast.

1.1. Focus-to-accent Theory and Intonational Meaning

Focus-to-accent theory proposes that the semantic interpretation of a focus in a sentence is distinguished from its phonological interpretation by means of the presence of a pitch accent (Gussenhoven, 1984; Selkirk, 1984). Hence, focus defined as an indication of “the presence of alternatives that are relevant for the interpretation of linguistic expressions” (Krifka, 2008, p. 247) represents an abstract cognitive category which is prosodically expressed in language-specific ways. Syntactically, it is assumed that the focused constituent is F-marked (Jackendoff, 1972; Gussenhoven, 1984; Selkirk, 1984; Truckenbrodt, 2012). The presence of an F-mark is then assumed to have certain, language-specific effects on the phonological and phonetic expression of the focussed constituent. For instance, consider (1). While the context in (1-a) licenses the whole sentence as one of the alternatives, the context in (1-b) licenses only one particular constituent, i.e., the whale, as an alternative. The difference in F-marking in (1) then is expected to show a difference in the prosodic realization of the answer.

(1) a. A: Erzähl mir bitte, was passiert ist. ‘Please tell me, what happened?’

B: [ Martin hat den Wal gesehen. ]F ‘Martin has seen the whale.’

b. A: Hat Martin den Frosch gesehen? ‘Has Martin seen the frog?’

B: Nein. Martin hat den [ Wal ]F gesehen. ‘Martin has seen the whale.’

The concept of contrast in linguistic research has a long research tradition and is generally connected to information structural categories such as topic or focus. Whether “contrast” forms its independent category in information structure (Molnár, 2002) or whether it is accompanied with either topic or focus, e.g., (Büring, 2007), remains a debate in linguistics. For an overview on this issue see (Repp, 2010). In this paper, contrast is taken in its pragmatic use for cases where it accompanies focus and corrects a given alternative from an open set of focus alternatives (cf. Krifka, 2008, for the notion of focus and corrective focus).

It is assumed that intonation may, depending on the language and the melody parts, carry post-lexical, sentence-level meaning (Ladd, 2008). In a compositional approach, intonational tones and their combination carry a particular meaning that a speaker may want to convey (Pierrehumbert and Hirschberg, 1990). In particular, Pierrehumbert and Hirschberg (1990) claim that the English pitch accent L+H* carries contrastive meaning while a simple H* pitch accents conveys the meaning of providing new information.

The effect of the two theories, focus-to-accent theory and the theory of intonational meaning, is that a pitch accent carrying a particular meaning has a preference to occur with a context that triggers this particular meaning. In other words, a L+H* pitch accent carrying the contrastive meaning may occur more likely with a context question (1-b) that requires a contrastive interpretation of a constituent in the answer. On the other hand, speakers may produce a H* pitch accent that carries the meaning of providing new information more likely with a context question that requires new information (1-a). Speakers may however vary their prosodic realizations since a context question may allow for different possible answers. Assume for instance that a speaker may imagine that an actual answer in (1-a) is to be contrasted with another conceivable answer. Hence, a speaker may choose, in relation to imaginated additional assumptions about the context, that a contrastive contour may nevertheless be used.

1.2. German Intonation

The previous discussion was based on English intonation and its analysis of intonational meaning. German intonation differs from English in some respects, yet there are similar assumptions related to the meaning of H* and L+H* pitch accents (Grice et al., 2005). German intonation has been modeled within a number of different frameworks, e.g., in the British School approach to intonation (Klinghardt, 1925, 1927; von Essen, 1964; Pheby, 1975), in terms of different F0 peak alignments (Gartenberg and Panzlaff-Reuter, 1991; Kohler, 1991; Niebuhr, 2007), and in terms of the autosegmental-metrical approach to intonation (Uhmann, 1991; Féry, 1993; Mayer, 1997; Grabe, 1998; Barker, 2002; Braun, 2005; Gilles, 2005; Grice et al., 2005; Peters, 2005, 2006, 2014; Truckenbrodt, 2005, 2007; Baumann, 2006; Kügler, 2007; Bergmann, 2008). Related to the present discussion, work concerning F0 peak alignment has shown that the alignment of accentual peaks is related to the interpretation of information structure categories: an early peak is realized in case of given information, and a late peak in case of focused or new information (Kohler, 1991; Niebuhr, 2007).

As discussed above for English intonation (Pierrehumbert and Hirschberg, 1990), the GToBI system proposes a similar distinction in meaning between H* and L+H* pitch accents in German (Grice and Baumann, 2002; Grice et al., 2005). A nuclear rise-fall contour consists phonologically of a L+H* pitch accent followed by a low phrase accent (L-), cf. (2), and the L+H* pitch accent is assumed to carry contrastive meaning. On the other hand, a plain H* accent is assumed to carry the meaning of newness and thus occurs preferred in non-contrastive contexts. Data on the frequency of occurrence and distribution of pitch accents in different contexts support the outlined preferences (Baumann et al., 2006; Grice et al., 2009; Sudhoff, 2010).

(2) a. [image: image]

b. [image: image]

According to Féry (1993), however, there is no phonological distinction between a pitch accent realized under contrastive and broad focus in German. Hence, the accent shapes as in (2) are analyzed with a falling H*+L pitch accent independent of a contrastive or non-contrastive context (cf. also Grabe, 1998; Kügler et al., 2003; Peters, 2005, 2006, 2014). The varying accent shapes illustrated in (2) are all taken to constitute a rise-fall contour. Both Féry (1993) and Grabe (1998) claim that in case of a nuclear rise-fall contour the pitch rise toward the pitch peak is phonetic in nature. The assumption is that the tonal grammar of German does not exhibit a L+H* pitch accent (Féry, 1993; Grabe, 1998).

The prosodic realization of contrast in German has been intensively studied. Generally, a focus is prosodically marked by means of a pitch accent in German (Uhmann, 1991; Féry, 1993; Grice et al., 2009), except for particular cases of secondary focus (Féry and Ishihara, 2009; Baumann et al., 2010). Some researchers argue that slight phonetic differences between non-contrasted and contrasted realizations such as greater intensity and F0 excursion are neither necessary nor sufficient cues to signal contrast in German (Fuchs, 1976). The majority of studies however show clear and distinct differences in the production of pitch accents in non-contrasted as opposed to contrasted contexts in German (Bannert, 1985; Alter et al., 2001; Braun, 2005, 2006; Baumann et al., 2006, 2007; Féry and Kügler, 2008; Kügler, 2008; Grice et al., 2009; Sudhoff, 2010). Although the studies differ slightly in the number and kind of phonetic cues that are expressed as an interpretation of contrastiveness, generally, greater F0 excursion, or higher F0 maximum and lower F0 minimum, longer duration of the accented syllable as well as higher intensity are listed to be the relevant prosodic correlates that signal contrast in German.

This difference in prosodic marking of contrast has led to a number of studies investigating the concept of contrast in psycholinguistic research (e.g., Alter et al., 2001; Carlson, 2001; Toepel et al., 2005). As for German, the studies disagree whether or not the phonetic cues associated with contrastive accents necessarily have to be correlated with a different phonological category. Even though the prosodic cues that signal contrast in German are used to study parsing effects of ambiguous clauses, the phonological analysis of accents in contrastive contexts is still a matter of debate. Baumann et al. (2006), Braun (2006), Grice et al. (2009), and Sudhoff (2010) show that there is a considerable amount of speaker variation with respect to which pitch accent type is used in contrastive contexts compared to a neutral accentuation. In particular, Baumann et al. (2006) show that in neutral accentuation speakers tend to use downstepped accents more frequently than in case of focus, be it narrow information focus or contrastive focus (cf. also Féry and Kügler, 2008, for the preference of downstepped accents in broad focus contexts over contrastive focus contexts). However, some speakers in their study only use one identical high pitch accent independent of focus structure. The issue of speaker variation is not investigated in the current study since we are concentrating on a particular type of nuclear contour and its functional property to signal contrast.

Previous results indicate some degree of free variation with respect to accent realization, and our results of the production data show that not all speakers use raised accentual peaks in order to signal contrast. While some researchers assume a phonological difference between L+H* and H* pitch accents and their accompanied difference in meaning that these accents express (e.g., Grice et al., 2005; Baumann et al., 2006; Sudhoff, 2010), other researchers claim that focus and/or contrast are prosodically expressed by means of pitch register changes (e.g., Féry and Kügler, 2008; Féry and Ishihara, 2010) thus not postulating a phonological distinct representation with distinct meanings.

In order to study the prosodic expression of contrast in German, the rise-fall contour is particularly suitable since the rise can be attributed to the L+H* pitch accent which is assumed to carry the meaning of contrast (cf. Grice et al., 2005). On the other hand, a rise-fall contour may be realized in a broad focus context according to Féry (1993). This study will therefore examine the phonetics of the rise-fall contour in German. The contours illustrated in (2) are assumed to constitute variants of the rise-fall contour, and we used contexts that either elicited a contrastive or a non-contrastive interpretation of a particular constituent in the answer. The first question to be explored is whether speakers produce a systematic difference between rise-fall contours as a function of different contexts. The second question is whether perception tests reveal which parts of the rise-fall contour carry a functional interpretation of contrast. The next section briefly introduces methods for testing the perception of intonation.

1.3. Methods for Testing Intonational Categories

In intonation research a considerable body of research is concerned with the investigation of the appropriate method to test intonational categories perceptually (Gussenhoven, 1999). Different methods such as identification and discrimination studies within the categorical perception paradigm (Kohler, 1987; Gartenberg and Panzlaff-Reuter, 1991; Ladd and Morton, 1997; Remijsen and van Heuven, 1999; Post, 2000; Schneider and Lintfert, 2003; Niebuhr and Kohler, 2004; Cummins et al., 2006), imitation studies (Pierrehumbert and Steele, 1989; Redi, 2003; Dilley, 2005; Dilley and Brown, 2007; Dilley, 2010), the gating paradigm (Petrone and Niebuhr, 2014), and/or prominence judgments or semantic scales (Rietveld and Gussenhoven, 1985; Gussenhoven and Rietveld, 1988; Ladd et al., 1994) have been used and showed different success, for an overview of current methods see (Prieto, 2012).

In recent years, however, researchers emphasize the role of functional perception tests (Prieto, 2012) for the identification of tonal categories since the intonation carries function and meaning. In particular, semantic judgments were employed to test the function and meaning of intonational categories (Nash and Mulac, 1980; Gussenhoven and Rietveld, 2000; Niebuhr, 2007). Semantic congruency tests were used to study tonal categories in its appropriate context (Rathcke and Harrington, 2010; Kügler and Gollrad, 2011; del Mar Vanrell et al., 2013). The present study relies on the method of semantic congruency to test the function and meaning of the rise-fall contour in its context.

2. Speech Production Experiment

2.1. Method

2.1.1. Speech Materials

The speech production experiment examines the prosodic realizations of broad and contrastive focused sentences by comparing the phonetics of the nuclear rise-fall contour in German. The experimental sentences contain the word order subject-auxiliary-object-verb (SAuxOV). The target words were embedded as objects in non-final sentence position in order to avoid any intonational phrase boundary effects. The following two factors were manipulated in order to elicit a nuclear rise-fall contour:

• The number of syllables of the target word varied between one (Wal [vaːl] “whale”), two (Roman [ro.ˈmaːn] “novel”), and three (Admiral [ad.mi.ˈraːl] “admiral”), all with ultima word stress. Ultima word stress was chosen to provide segmental space for a low leading tone within the accented word if such a category exists. Word-level effects on tonal alignment have been shown for English (Ladd and Schepman, 2003).

• The length of the sentence: From the basic SAuxOV structure, sentences were gradually lengthened by adding one of the two adverbials (gestern “yesterday”), and (glücklicherweise “luckily”) or a combination of both prior to the target word to increase the interaccentual distance between a prenuclear, sentence initial accent, and the nuclear accent on the target word. We expected that a larger interaccentual distance would increase the chance that speakers realize two single peak accents (Kügler et al., 2003) instead of a hat pattern, which is a frequent pattern in German (Féry, 1993; Braun, 2006). Stretching the interaccentual distance between prenuclear and nuclear accents within a sentence was not thought of being an independent factor influencing the phonetic characteristics of nuclear accents as such but was rather a strategy to ensure a large data set for the phonetic measurements. The entire material used in the production experiment is listed in the Supplementary Material.

As an experimental factor, FOCUS was manipulated eliciting broad and contrastive focus. (3-a) illustrates a context that elicits the broad focus target sentence (3-b). (4-a) illustrates a context that elicits a sentence with a contrastively focused target word (4-b). In both examples, the target word is monosyllabic.

(3) a. Erzähl mir bitte, was passiert ist.

‘Please tell me what happened.’

b. Maja hat den Hahn gefüttert.

Maja has the cock fed

‘Maja has fed the cock.’

(4) a. Hat Maja den Hund gefüttert?

‘Has Maja fed the dog?’

b. Nein, Maja hat den Hahn gefüttert.

No, Maja has the cock fed

‘No, Maja has fed the cock.’

The experimental sentences are highly sonorant to allow for a maximally accurate F0 analysis. Sentences were interspersed with fillers (proportion of target-filler sentences was 1:3) and fed into the DMDX presentation software (Forster and Forster, 2003). The experimental sentences were pseudorandomized for each subject so that sentences of the same condition did not appear adjacently and corresponding sentences had a maximal distance.

2.1.2. Speakers

Eight speakers participated in the experiment. All were female undergraduate students at the University of Potsdam in their twenties. All were native speakers of standard German spoken in the Berlin-Brandenburg region and reported no speech or hearing impairment. They either received course credit or were paid for participation. All subjects of this production study and of subsequent perception experiments gave written informed consent in accordance with the Declaration of Helsinki.

2.1.3. Recording Procedure

For each sentence, a context eliciting broad focus (3-a) and contrastive focus (4-a), spoken by a male voice, had been previously recorded. The contexts were presented together with a target sentence both visually on screen and auditorily over headphones. The pre-recorded context sentences ensured that no uncontrolled variation of an experimenter speaking the context questions would affect the data elicitation. Speakers were asked to read and listen to the context and then to speak out the answer displayed on the screen as a response to the question. Subjects were familiarized with the task through written and verbal instructions. In case of hesitations or false starts, participants were asked to repeat the sentence. Recordings took place in a sound-proof chamber equipped with an AT4033a audiotechnica studio microphone, using a C-Media Wave sound card at a sampling rate of 44.1 kHz with 16 bit resolution. Presentation flow was controlled by the experimenter, and participants were allowed to take a break at any point. A total of 384 target sentences (8 speakers × 2 focus conditions × 6 target words × 4 sentence lengths) had been recorded.

2.1.4. Grouping of Nuclear Contours

As there is a range of possible nuclear intonation contours in German (Féry, 1993; Grabe, 1998; Grice et al., 2005, 2009), we grouped nuclear contours according to their overall shape. Since we are interested in the nuclear rise-fall contour, we separated these from other nuclear contours. We established four different nuclear contours in our data which are illustrated in Figure 1. The annotation of the pitch contours was based on the tonal grammar of German proposed by Féry (1993). The total of 384 sentences was subgrouped into the four distinct phonological contours as follows:


[image: image]

FIGURE 1. Pitch track representation of the four phonological contours, from top left to bottom right: (A) non downstepped nuclear contour, (B) downstepped nuclear contour, (C) hat pattern, and (D) early peak pattern. All four contours involve a prenuclear accent followed by a nuclear accent. The target word carries the nuclear accent, which is associated with the most prominent syllable.



Subgroup (a) contains 255 non-downstepped nuclear rise-fall contours, which comprise contours that contain either a prenuclear rising or falling accent (cf. Uhmann, 1991; Féry, 1993). Figure 1A illustrates a nuclear rise-fall contour with a prenuclear rising accent. The two accents in Figure 1A have comparable F0 scaling concerning their H tones. The instances of the rise-fall contour constitute the cases for further phonetic analysis.

Subgroup (b) contains 25 downstepped nuclear rise-fall contours, which comprise either rising or falling prenuclear accents. The H tone of the nuclear accent in Figure 1B is scaled lower relative to its preceding H tone of the prenuclear accent, which causes the perceptual impression of a downstep. The downstep is indicated by the exclamation mark. Note that downstepped accents lack clear low turning points in F0 prior to the downstepped peak in most of the cases. Nuclear downstepped accents are used frequently in German (Féry and Kügler, 2008; Grice et al., 2009).

The third subgroup (c) consist of 36 hat patters (Kohler, 1991; Uhmann, 1991; Féry, 1993; Braun, 2006) (cf. “bridge accent” in Wunderlich, 1988), which results from a prenuclear rising or high pitch accent and a nuclear falling pitch accent. Both accents are concatenated by a high F0 plateau, without a dip between the prenuclear and the nuclear accent (cf. Figure 1C).

The fourth subgroup (d) contains 68 other types of nuclear accents, such as early peaks. This category displays cases of a prenuclear accent followed by a nuclear accent, where the nuclear accent displays a different alignment shape as the ones before. In Figure 1D the peak of the falling accent is aligned with the syllable preceding the stressed syllable of the target word, a case referred to as early peak (Kohler, 1991; Uhmann, 1991; Féry, 1993; Grice et al., 2005).

Both authors conducted the grouping independently and agreed in about 92% of the cases. For the remaining cases, we discussed each individual contour by listening and looking at the F0 contour to eventually decide on the contour.

As can be seen in Table 1, the non-downstepped rise-fall contours are almost equally distributed across the two context conditions. In 45% of the 255 cases, a rise-fall was realized in a broad focus context, somewhat more (55%) in a context eliciting contrastive focus. In these realizations we analyzed how a contrastive focus changes the phonetic realization of the rise-fall. Table 1 also shows that 19 downstepped accents and 29 hat patterns are preferred realizations in a broad focus context (80 and 76%, respectively), which is in line with previous findings (cf. Grice et al., 2009). In the following, group (a) is investigated in more detail.

Table 1. Distribution of nuclear contours per subgroup, split by focus condition.

[image: image]

2.1.5. Data Processing

The 255 experimental sentences of group (a) were hand-annotated and subjected to phonetic analysis using Praat software (Boersma and Weenink, 2013). The annotation comprised the target noun phrase including the determiner, see Figure 2. Annotation was done on the level of the syllable. The following phonetic measurements were conducted, numbers correspond to measuring points in Figure 2:

• The pitch peak (H) of the target words in Hertz (Hz), see point (1) in Figure 2

• The corresponding time of the peak (tH), see point (1) in Figure 2

• A low turning point in pitch prior to the peak (l) in Hz, which corresponds to the “elbow” measure in D'Imperio (2000), see point (2) in Figure 2

• The corresponding time of the low turning point (tl), see point (2) in Figure 2

• The beginning and the end of the accented syllable (tbeg, tend), see point (3) in Figure 2


[image: image]

FIGURE 2. Phonetic measurements of the target word; for measuring points (1), (2), and (3) see text.



Pitch analysis was conducted using a Hanning window of 0.4 s length with a default 10 ms analysis frame. The pitch contour was smoothed using the Praat smoothing algorithm (frequency band 10 Hz) to diminish microprosodic perturbations. Out of these phonetic measurements, the following variables were calculated:

• The excursion (E) between the low turning point and the peak: E[Hz] = H − l.

• The velocity (V) of the pitch rise: [image: image].

• The relative alignment of the the pitch peak (A−H) with reference to the end of the accented syllable divided by the accented syllable's duration: [image: image].

The end of the accented syllable was chosen based on the results of Grabe (1998) who showed alignment of H* tones at the right edge of the accented syllable's rime.

• The relative alignment of the low turning point (A−l) with reference to the beginning of the accented syllable divided by the accented syllable's duration: [image: image].

• The duration (D) of the accented syllable: D[ms] = tend−tbeg.

2.1.6. Statistical Analysis

The results of the phonetic calculation were evaluated against the fixed factor FOCUS [with the two levels broad focus (BF) and contrastive focus (CF)] using linear mixed models (Bates et al., 2013). The reference level in the models was BF. The models applied crossed random factors speaker and item. Random slopes (Barr et al., 2013) for speakers and items were integrated into the models assuming that differences exist for each speaker's individual pitch range. Backward modeling (Barr et al., 2013) of random slopes for speaker and item was applied, and likelihood ratio tests were run to evaluate the models. The basis for removing factors was a p-value of the likelihood ratio test of p < 0.05 and lower AIC values.

2.2. Results

The statistical results are shown in Table 2. For each individual variable it is shown which model presents the best fit. Significance at the level p < 0.05 for a factor was determined with an absolute t-value of 2 or greater (Barr et al., 2013). We find a significantly lower excursion size (E) in BF compared to CF (means for BF: 45.7 Hz and CF: 52.2 Hz), a significantly slower velocity of the rise (V) in BF compared to CF (means for BF: 262.6 Hz/s vs. CF: 305.0 Hz/s), a significantly earlier alignment of the accentual peak in relation to the end of the syllable (A–H) in BF compared to CF (means for BF: 20.30% and CF: 11.78%), and a significantly shorter duration (D) in BF compared to CF (means for BF: 247 ms and CF: 261 ms). The model for the scaling of the accentual peak (H) reveals a near significant effect between both focus conditions (means for BF: 236.1 Hz and CF: 240.8 Hz). The analysis reveals that in contrastive contexts the accentual peak is affected. It is realized higher and it occurs later. In absolute values, the low turning point prior to the accentual peak [L (Hz)] does not differ systematically between both focus conditions (means for BF: 190.4 Hz and CF: 188.6 Hz), nor does the relative alignment of the low turning point (A–L) differ between focus conditions (means for BF: 12.39% and CF: 18.94%). The fact that the velocity of the rise and the excursion size show a significant effect is compatible with the change being located only in the H.

Table 2. Report of the linear mixed-effects models for each of the measured cues.
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2.3. Discussion

The analysis of the phonetic variables yields no clear indication that the low F0 turning point prior to the accentual peak represents a systematic difference between the two focus contexts. Neither the model for L-tone scaling nor the model for L-tone alignment showed a systematic difference between a broad and a contrastive context. On the other hand, the model for scaling and the model for alignment of the accentual peak showed differences as a function of focus context. The scaling of the accentual H tone is higher in contrastive focus contexts, which is well in line with previous findings (Bannert, 1985; Alter et al., 2001; Braun, 2005, 2006; Baumann et al., 2006, 2007; Féry and Kügler, 2008; Grice et al., 2009; Sudhoff, 2010); the effect approaches significance. The significantly increased duration is also well-known for German (cf. e.g., Kügler, 2008).

The fact that H-tone scaling only approaches significance seems to be due to the fact that not all speakers employ this strategy to realize contrastive focus. Model comparison for H-tone scaling applying likelihood ratio tests revealed that when removing the slope factor for the random effect of speaker, the effect of FOCUS on the height of the H becomes significant (coef = 2.626, SE = 0.841, t = 3.122). Thus, the best fit model in Table 2 including the slope effect for speakers indicates speaker-specific differences. We also calculated the individual speaker means which showed that speakers differed considerably in their scaling of the H-tone. Given this finding plus the fact that the model for alignment of the H-tone additionally showed that all speakers employed significantly later accentual peaks in case of contrastive focus contexts suggests that only some speakers employ a different scaling as a means to express contrastive focus. Individual speaker strategies in prosodic focus marking have been reported earlier for German (Baumann et al., 2006). In addition, perception tests showed that the strategy of a higher or later peak revealed identical effects of signaling increased prosodic prominence (Ladd and Morton, 1997). Additionally, duration serves as a robust cue to signal prosodic prominence, and we also found a systematic increase in duration in contrastive contexts.

Furthermore, the phonetic effects triggered by focus should be seen in relation to prenuclear accents. The utterances realized under broad focus exhibit a F0-lowering from prenuclear to nuclear accents, while it is the other way around for the utterances realized under contrastive focus (see Table 3). Paired-samples t-tests for broad focus and contrastive focus show that the scaling of prenuclear and nuclear high tones differs significantly. Similar patterns of a relational scaling of pitch accents are reported in Féry and Kügler (2008).

Table 3. Mean F0 maximum in Hz of the prenuclear and nuclear accents, split by focus condition.
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Taken together, the results of the production study indicate that speakers realize a phonetic difference in intonation as a function of the focus condition. In the following series of studies we will test which parts of the rise-fall contour interact perceptually with the contrastivity of the context.

3. Speech Perception Experiments

A series of semantic congruency tasks investigate whether German listeners use the phonetic differences shown in the production study to distinguish the rise-fall contour between contexts that elicit broad or contrastive focus. Semantic congruency tests have been successfully used to explore the perception of functional intonation contrasts (Rathcke and Harrington, 2010; Kügler and Gollrad, 2011; Prieto, 2012; del Mar Vanrell et al., 2013). The test allows us to evaluate the degree of perceived appropriateness of target intonation patterns within different pragmatic contexts.

3.1. Perception Experiment 1: Original Data

3.1.1. Material

The first experiment investigates whether the acoustic differences found in the production data are perceived as an indicator for the appropriate context they were realized in. Following different perception studies that rely on the speech of one speaker (Kohler, 1991; Niebuhr, 2007; Dilley and Heffner, 2013) stimulus materials were taken from one of the speakers of the production study. To choose from the eight speakers of the production study, we decided to choose a speaker who produced the most prominent difference from the mean value of the low turning point in both focus conditions.

The target sentences correspond to the six SAuxOV sentences from the production study (cf. Supplementary Material). Each one was uttered in broad focus (BF) and contrastive focus contexts (CF) resulting in 12 sentences. The semantic congruency experiment consisted of these 12 target sentences where intonation was congruent with the pragmatic context (6 BF–BF dialogs, 6 CF–CF dialogs), and 12 cross-spliced target sentences where intonation was incongruent with the pragmatic context (6 CF–BF dialogs, 6 BF–CF dialogs). Stimuli were scaled at an intensity of 70 db. Each dialog was presented 3 times which resulted in a total of 72 dialogs per experiment. The stimuli were auditorily presented over headphones with the MFC Praat software (Boersma and Weenink, 2013). Participants were asked to listen to each dialog carefully and then evaluate whether they regard the intonation of the target sentence to the given context as “congruent” or as “incongruent” (by clicking either on the “congruent box” or the “incongruent box” visible on the screen). After written and verbal instructions, a test run of 3 dialogs was carried out before the experiment started. The experiment lasted approximately 20 min.

3.1.2. Participants

Thirty-six participants took part in the experiment (10 male, 26 female). They were all undergraduates in their twenties, reported no speech or hearing deficits, and were naïve with respect to the purpose of the study. They were either paid for participation or received course credits.

3.1.3. Hypothesis

For the factor CONGRUENCY we hypothesize that congruent dialogs (BF–BF and CF–CF pairs) are rated more congruent than incongruent dialogs (CF–BF and BF–CF pairs). This hypothesis reflects the fact that the stimuli produced in their original (= congruent) context are assumed to be perceived as fitting well with their context while cross-spliced context-answer stimuli should create an incongruent impression. As for the factor CONTEXT we assume no particular effect. In other words, both broad and contrastive contexts are assumed to create the same amount of variation in the perceptual impression.

3.1.4. Results

Figure 3 displays the rate of congruent responses in percentage to all dialog types, separated into BF-context (left bars) and CF-context (right bars). In general, the appropriateness of the target intonation pattern to a context was rated higher for congruent (BF–BF and CF–CF) than for incongruent dialog types (CF–BF and BF–CF). Specifically, in 61.9% of the BF–BF dialogs, and in 79.3% of the CF–CF dialogs, the target intonation was rated as congruent to its context, while for incongruent dialogs the number of congruent responses was reduced to 47.2% in BF–CF dialogs, and to 59.4% in CF–BF dialogs.
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FIGURE 3. Number of congruent responses to all four dialog types, separated by context condition.



For the statistical, frequency-based analysis, we fit a multilevel model (Bates et al., 2013) using crossed random factors participant and item applying random intercepts and slopes, and CONTEXT (with levels BF/CF) and CONGRUENCY (with levels congruent/incongruent) as fixed factors. The analysis relied on the choice of answer (congruent vs. incongruent) as a dependent variable. Treatment-coding was applied using level BF of the factor CONTEXT as baseline, and level incongruent of the factor CONGRUENCY as baseline. Model comparison for the random effect structure was applied, which was based on the same method as described in Section 2.1.6 above.

The model representing the best fit used both random slopes and intercepts of speaker and item for both fixed factors. The model reveals a significant effect for CONGRUENCY, but neither for CONTEXT nor for the interaction, cf. Table 4.

Table 4. Report of the linear mixed effects model specified in the text with congruent/incongruent ratings as dependent variable.

[image: image]

3.1.5. Discussion

The semantic congruency task revealed that listeners judged congruent dialogs as more congruent than incongruent dialogs. The expected effect of CONGRUENCY was thus borne out. Listeners rely on the phonetic cues in the nuclear rise-fall contour that signal contrastive or non-contrastive interpretations. This result also shows that listeners are able to perceive the subtle acoustic differences that were produced in different contexts. This allows us to continue to investigate which of the acoustic cues, i.e., the accentual high tone or a low turning point in F0, are necessary to perceive the functional difference.

Two subsequent perception experiments were carried out to determine whether the phonetic difference of the high peak or of the low turning point is functionally relevant. The high peak and the low turning point were manipulated separately from each other in two different experiments. The next section describes the phonetic manipulation of the accentual peak on listeners' interpretation in relation to contrast, the third perception experiment investigates the role of the low turning point itself.

3.2. Perception Experiment 2: Manipulation of the H* Accent

Given that original stimuli are appropriately categorized according to focus contexts (perception Experiment 1), and in line with previous findings on the effect of contrast on accentual peaks (Ladd and Morton, 1997; Gussenhoven, 2004; Baumann et al., 2006; Féry and Kügler, 2008), we predict that the F0 peak height is functionally relevant, i.e., a higher F0 peak is expected to cause a perceptual impression of contrast.

3.2.1. Speech Material

We test this prediction by manipulating the scaling of the H* accent successively. The sentences for the H* manipulation were taken from the same speaker used for the first experiment. To keep the total amount of stimuli in a manageable size for a perception study, a total of four target sentences including disyllabic and trisyllabic target words were chosen for the manipulation procedure. These sentences were realized in broad focus contexts, and in contrastive focus contexts yielding eight sentences in total. For each of the 4 sentences, the manipulation of the H* peak was done in relation to the corresponding prenuclear accent on the subject; Figure 4 illustrates this relationship between prenuclear and manipulated nuclear accents. For each sentence, the maximum F0 value on the prenuclear accent was calculated. By adding 50 Hz and by subtracting 30 Hz from the calculated F0 maximum of the prenuclear accent, we defined the manipulation range separately for each sentence. This range corresponds roughly to two standard deviations from the mean F0 value of the nuclear accent peak gained from the production data. The H* accent was manipulated with a Praat script, such that for each original sentence, five stimuli with varying values for the H* peak were re-synthesized; Figure 4 illustrates a horizontal line from the prenuclear peak to the nuclear accent showing two stimuli with lower nuclear peaks, two stimuli with higher nuclear peaks, and one stimulus with identical pitch height compared to the prenuclear accent. Each manipulated target sentence was concatenated with an originally congruent context question (BF–BF, CF–CF) and with an originally incongruent context question (CF–BF, BF–CF), resulting in a total of 80 stimuli (4 sentences × 2 focus conditions × 2 contexts × 5 manipulations). All stimuli were scaled at an intensity of 70 db. Stimuli were subdivided into two lists of 40 stimuli each, such that a participant would hear the same target word originally spoken in one focus condition once in the original matching context and once cross-spliced in the non-matching context. Each list contained 20 congruent and 20 incongruent dialog pairs. The precise grouping arrangement is listed in the Supplementary Material. The reason to divide the stimuli into two lists was to present listeners a comfortable number of dialogs to be evaluated. The experimental task was identical to the one of perception Experiment 1, except that the 80 stimuli were divided into two sets. Participants listened to either set 1 or set 2. The experiment lasted approximately 15 min.
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FIGURE 4. Illustration of the H* manipulation in relation to the prenuclear accent. Numbers 1–5 illustrate the manipulation steps from the lowest H* accent peak (step 1) to the highest H* accent peak (step 5).



3.2.2. Participants

Forty-eight undergraduate students from Potsdam University (13 male, 35 female) participated in the experiment. They were native speakers of German in their twenties and reported no speech or hearing impairment. The participants were naïve as to the purpose of the experiment and did not participate in perception Experiment 1. Each participant received course credit for participation. Participants were divided into two groups to listen to either the first or the second experimental set.

3.2.3. Hypothesis

If a phonetic cue for contrastiveness (e.g., a higher H*), has an effect on the perception of contrast, it will influence the congruency ratings in the two contexts differently: In a contrastive context condition, an effective cue for contrastiveness will lead to more congruency judgements. In a non-contrastive context, an effective cue for contrastiveness will lead to less congruency judgements. For the H* accent manipulation, we expect thus that for contrastive contexts higher F0 peaks (manipulation step 5) cause a perceptual impression of contrastiveness, both in originally congruent (CF–CF) and originally incongruent dialogs (CF–BF) (cf.Baumann et al., 2007; Féry and Kügler, 2008 for higher F0 peaks in German). For broad focus contexts, we expect that lower F0 peaks (manipulation step 1) cause a perceptual impression of broad focus, both in originally congruent (BF–BF) and originally incongruent dialogs (BF–CF); lower peaks are assumed to correspond to the downstep pattern in German broad focus sentences (Féry and Kügler, 2008; Grice et al., 2009). Therefore, we predict that an effective cue for contrastiveness will show an interaction of MANIPULATION and CONTEXT on the dependent variable congruency.

3.2.4. Results

Figure 5 displays the results of the H* manipulation experiment separated for the highest H* accent manipulation step 5 (left-hand bars) and the lowest H* accent manipulation step 1 (right-hand bars) for each dialog type. In all contrastive context dialogs under manipulation step 5 (CF–CF and CF–BF), a higher H* accent of the target word leads to a higher number of congruency ratings (both 78.1%) compared to the corresponding dialogs under manipulation step 1 (between 39.6 and 51%). In all broad focus context dialogs under manipulation step 5 (BF–BF and BF–CF), a higher H* accent of the target word leads to approximately identical congruency ratings compared to the corresponding dialogs under manipulation step 1 (ranging between 61.4 and 72.9%).
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FIGURE 5. Number of congruent responses to all dialog types, separated by manipulation step 5–highest H* peak (left-hand bars) and manipulation step 1–lowest H* peak (right-hand bars); black and dark gray bars indicate dialog pairs with contrastive contexts, lighter gray bars indicate dialog pairs with broad focus contexts.



As described for perception Experiment 1, Section 3.1.4, we fit a multilevel model with CONTEXT (with levels BF/CF) and MANIPULATION (with levels step1/step5) as fixed factors, and calculated likelihood ratio tests on the basis of backward modeling of the random factors to identify the best fit model. Note that only a subset of the data entered into the analysis, i.e., ratings for the endpoints of the manipulation range, step1 and step5, respectively. This was done to evaluate an effect of the maximal manipulation on the perception; an analysis of the step-wise manipulation is given below. Treatment-coding was applied using level BF of factor CONTEXT, and level step1 of factor MANIPULATION as baseline. The best fit model used random intercepts and slopes of both fixed factors for subjects, and neither random slopes nor intercepts for item. The model reveals a significant interaction of MANIPULATION and CONTEXT, as well as a significant effect for MANIPULATION, but no effect for CONTEXT alone, cf. Table 5. According to the hypothesis, a higher H* accent realization is an effective cue for contrastiveness due to the significant interaction. Higher F0 peaks were expected to be congruent in contrastive contexts, and lower F0 peaks in broad focus contexts independent of stimulus origin.

Table 5. Report of the linear mixed effects model with the fixed factors context and manipulation and with congruent/incongruent ratings as dependent variable.
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We computed a Pearson product-moment correlation coefficient to assess the relationship between the manipulation steps and the congruency ratings, separately for each dialog type. Figures 6C,D show that in the contrastive focus context dialogs, a positive correlation between dialog type and manipulation step is evident: an increasing value of the H* peak (manipulation step 1 = low H* value; manipulation step 5 = high H* value), raises the number of congruent responses (CF–CF: r = 0.298, CF–BF: r = 0.204). On the other hand, in all broad focus context dialogs (Figures 6A,B), the H* peak manipulation does not influence the rating. There was a close to zero correlation between manipulation step and congruency rating (BF–BF: r = −0.08, BF–CF: r = −0.016). Congruent responses remain at an equal high level, independently of the height of the H* accent.
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FIGURE 6. Influence of H* manipulation on the number of congruent responses, separated by dialog type, for all manipulation steps, starting from left to right with step 1 = low H* to 5 = high H*. Congruent dialog types BF-BF (A) and CF-CF (C), incongruent dialog types BF-CF (B) and CF-BF (D).



3.2.5. Discussion

The results reveal two major aspects. First, the manipulation of the pitch peak has a significant effect on the interpretation of the pitch accent. The higher the peak the more often were stimuli rated as congruent in the contrastive focus context. This result was independent of stimulus origin, i.e., whether a stimulus was originally uttered in a broad or contrastive context did not affect its interpretation. It is thus the F0 height (in relation to the previous pitch accents) that caused the perception of contrastiveness in the experiment. This result is in line with previous findings and assumptions on the relationship between contrastive focus and its prosodic realization in German (Bannert, 1985; Alter et al., 2001; Braun, 2005, 2006; Baumann et al., 2006, 2007; Féry and Kügler, 2008; Grice et al., 2009; Sudhoff, 2010).

Second, the obtained significant effect for MANIPULATION points to the fact that the two contexts allow a different amount of prosodic variation. In contrastive contexts, it was clearly the peak manipulation that mattered, and hence, only a certain amount of variation regarding pitch peak scaling was tolerated by listeners. In broad focus contexts, however, listeners accepted both, lower and higher F0 peaks as congruent prosodic realizations, again, independent of stimulus origin. This perceptual behavior mirrors the free variation found in the production of German broad focus contours: Féry and Kügler (2008) showed that downstepped and upstepped pitch accents occur equally frequent (45.7–54.3%) in broad focus contexts. Downstep and upstep correspond in our experiment to the manipulation of the pitch peak, lower scaling refers to downstep, higher scaling to upstep in relation to the prenuclear accent (cf. Figure 4).

Given the significant interaction of MANIPULATION and CONTEXT we can conclude that the higher scaling of the H* accent reflects a perceptual interpretation of contrastiveness. The next experiment examines whether a manipulation of the low turning point prior to the H* peak can be attributed to a perceptual interpretation of contrastiveness as well, as postulated by Grice et al. (2005).

3.3. Perception Experiment 3: Manipulation of the Low Turning Point

3.3.1. Material

This experiment investigates the role of the low turning point in F0 of the nuclear rise-fall contour, more specifically the issue whether the height of the low turning point interacts with the contrastivity of the context. The sentences for the low turning point manipulation were the same as the ones used for perception Experiment 2. Each sentence was manipulated at the position of the low turning point, cf. Figure 7.
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FIGURE 7. Illustration of the low turning point manipulation. Numbers 1–5 illustrate the manipulation steps from the lowest turning point (step 1) to the highest turning point (step 5).



Using a Praat script, manipulation procedure was as follows: The F0 contour of the original file was stylized. The F0 points at the onset of the target word and at the accentual peak were retained and the F0 points between them were deleted. At the time of the label of the low turning point (see production study) a pitch point was inserted, and pitch was interpolated between the remaining pitch points. The end points of the F0 height continuum of the inserted pitch points were determined relative to the F0 height that was produced in the utterance. A distance of two standard deviations from the mean in both directions resulted in a manipulation range from 150 to 190 Hz for each sentence. Thus, five stimuli with a difference of 10 Hz between the low turning points were created, cf. Figure 7.

Each manipulated target sentence was concatenated with an originally congruent context question (BF–BF, CF–CF) and with an originally incongruent context question (CF–BF, BF–CF), resulting in a total of 80 target sentences (4 sentences × 2 focus conditions × 2 contexts × 5 manipulations). These 80 target sentences were scaled at an intensity of 70 db, and stimuli were subdivided into two lists of 40 stimuli each (see the Supplementary Material for the stimuli and their groupings). The experimental task was identical to that one of perception Experiment 2. The experiment lasted approximately 15 min.

3.3.2. Participants

Forty-eight undergraduate students from Potsdam University (16 male, 32 female) with no hearing deficits took part in this perception experiment. They did not take part in the first or second perception experiment. They were all in their twenties, and were either paid for participation or received course credit points. Participants were divided into two groups to listen to either the first or the second experimental set.

3.3.3. Hypothesis

As in the previous experiment, we predict a significant interaction of the factors MANIPULATION and CONTEXT based on the assumption that the low turning point in F0 interacts with the contrastivity of the context. We expect a lower F0 turning point to signal contrast, cf. the difference of the schematic contours in (2). The prediction thus is that independent of stimulus origin (originally uttered in a broad or a contrastive context), lower F0 turning points should cause significantly more congruent answers in contrastive contexts. Similarly, higher F0 turning points prior to the accentual peak should cause significantly more congruent answers in broad focus contexts.

3.3.4. Results

Figure 8 depicts the number of congruent responses to all dialog types, separated for the highest low turning point manipulation step 5 (left-hand bars) and the lowest low turning point manipulation step 1 (right-hand bars). Independent of manipulation step, congruent context-target dialogs (CF–CF, BF–BF) obtained an equal high number of congruency ratings, while incongruent context-target dialogs (CF–BF, BF–CF) obtained an equal low number of congruency ratings.
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FIGURE 8. Number of congruent responses to all dialog types, separated by manipulation step 5–highest low turning point (left-hand bars) and manipulation step 1–lowest low turning point (right-hand bars); black and dark gray bars indicate dialog pairs with contrastive contexts, lighter gray bars indicate dialog pairs with broad focus contexts.



As described for perception Experiment 1, Section 3.1.4, we fit a multilevel model with CONTEXT (with levels BF/CF) and MANIPULATION (with levels step1/step5, i.e., the endpoints of the manipulation range) as fixed factors, and calculated likelihood ratio tests on the basis of backward modeling of the random factors to identify the best fit model. As before, only the endpoints of the manipulation range entered the analysis. Treatment-coding was applied using level BF of factor CONTEXT, and level step1 of factor MANIPULATION as baseline. The best fit model used crossed random factors participant and item, applying random slopes and intercepts for both fixed factors with participants, and random slopes with item for the fixed factor CONTEXT. The model reveals no significant interaction, and no significant effect of the fixed factors CONTEXT and MANIPULATION, cf. Table 6. According to our hypothesis, the factor MANIPULATION was defined such that the lowest manipulation step should result in a contrastive interpretation. Thus, the lowest manipulation step was expected to be rated more congruent in contexts that require a contrastive interpretation in the answer. Consequently, the highest manipulation step should result in a non-contrastive interpretation, thus should be rated more congruent in contexts that require a non-contrastive interpretation of the answer.

Table 6. Report of the linear mixed effects model with the fixed factors context and manipulation and with congruent/incongruent ratings as dependent variable.
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As for Experiment 2, we computed a Pearson product-moment correlation coefficient to assess the relationship between the manipulation steps and the congruency ratings, separately for each dialog type. Figure 9 shows no correlation between manipulation step and congruency ratings for either of the dialog pairs. In other words, the close to zero correlations show that the manipulation had no influence on the congruency rating, which is in line with the non-significant interaction of the factors CONTEXT and MANIPULATION, cf. Table 6. However, Figure 9 shows a difference in level of congruency ratings, i.e., congruent dialogs were rated more congruent (cf. Figures 9A,C) than incongruent ones (cf. Figures 9B,D).
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FIGURE 9. Influence of L manipulation on the number of congruent responses, separated by dialog type, for all manipulation steps, starting from left to right with step 1: low L (150 Hz), step 2: (160 Hz), step 3: (170 Hz), step 4: (180 Hz), step 5: high L (190 Hz). Congruent dialog types BF-BF (A) and CF-CF (C), incongruent dialog types BF-CF (B) and CF-BF (D).



3.3.5. Discussion

The results of the manipulation of the low F0 turning point reveal two aspects. First, independently of the prosodic manipulation, congruent context-target dialogs were rated better than incongruent dialogs. Second, the non-significant interaction of MANIPULATION and CONTEXT suggest that the low turning point before the accentual peak does not contribute to the perceptive impression of contrast. If it would, it was expected that the number of congruency ratings for manipulations CF–CF:5 (190 Hz) and BF–BF:1 (150 Hz) would have been considerably lower, likewise the number of congruency ratings for manipulations BF–CF:1 (150 Hz) and CF–BF:5 (190 Hz) would have been higher. Taken the results of the H* manipulation from the previous experiment together with the results of this experiment suggest that the higher scaling of the H* accent stimuli is the relevant cue that signals contrastivity perceptually in German.

4. Discussion and Conclusion

This study was concerned with the phonetics of the nuclear rise-fall contour in German. In particular, we investigated how the phonetic realization of the rise-fall contour interacts with contexts that require a contrastive or broad focus interpretation in the answer. To this end, a production experiment and a series of perception experiments were carried out. The analysis of the production data revealed that contrastive focus changes the phonetics of the rise-fall contour. Speakers realized significantly higher and later F0 peaks in contrastive contexts. The realization of the low turning point prior to the accentual peak showed no significant differences. The fact that contrastive focus raises nuclear H* accents in German confirms earlier results (Baumann et al., 2006, 2007; Féry and Kügler, 2008; Grice et al., 2009).

A series of semantic congruency experiments investigated the perceptual role of the phonetic differences found in the production experiment. The first perception experiment investigated whether listeners were able to perceive the phonetic differences found in production as a function of focus using congruent (BF–BF and CF–CF) and incongruent dialogs (BF–CF and CF–BF). Interestingly, the results of the perception study show that listeners are able to distinguish between congruent and incongruent dialogs, (see Figure 3) although the acoustic differences reported in Table 2 were small. This might reveal that the overall shape of the intonation contour involves cues to perceive a contrastive or non-contrastive interpretation of an answer. As was shown in Table 3, prenuclear pitch accents in sentences containing a contrastive focus were realized lower on average before nuclear accents, while they were higher on average in case of broad focus sentences. This relation between the height of prenuclear and nuclear pitch accents seems to point to the fact that a nuclear rise-fall contour may be interpreted more global rather than locally at the nuclear pitch accent.

In order to investigate which parts of the rise-fall contour functionally interact with a contrastive interpretation, two separate perception experiments were conducted that examined whether the higher scaling of H* accents causes the perceptual impression of contrastive focus, or whether the lower scaling of the low turning point is a sufficient phonetic cue. To this end, sentences with manipulated height values of the H* peak, and of the low turning point were generated, respectively. The perception of the H* accent manipulation revealed that a higher scaling of the H* accent increased the perceptual impression of a contrastive accent. Specifically, contrastive contexts required higher F0 values. Broad focus context allowed both, lower and higher H* values, see (Féry and Kügler, 2008) for similar variations in speech production. Consequently, the free variation of upstepped accents (Féry and Kügler, 2008) and downstepped accents (Féry, 1993; Féry and Kügler, 2008; Grice et al., 2009) in broad focus contexts in speech production mirrors speech perception. The manipulation of the low F0 turning point, in turn, did not show an indication of a contrastive interpretation since the number of congruent responses did not change as a function of the low turning point value. The results appear to support the assumption that a contrastive focus compared to a broad sentence focus does not cause a different phonological category in German, but speak in favor of an interpretation that focus affects the pitch register (Féry and Kügler, 2008; Féry and Ishihara, 2010).

4.1. The On-ramp vs. Off-ramp Debate

The experiments presented in this paper are partly related to the debate of how to analyse pitch accents, the so called “on-ramp” vs. “off-ramp” approach (Gussenhoven, 2004). The crucial assumption in the “off-ramp” approach is that the F0 movement from the pitch target is the essential of the pitch accent (off-ramp), whereas the “on-ramp” approach analyzes the F0 movement toward a pitch target as belonging to the pitch accent (on-ramp). The on-ramp approach is grounded in the ToBI tradition, which is “a system for transcribing the intonation patterns and other aspects of the prosody” of spoken utterances in a language variety (Beckman and Ayers-Elam, 1997). The off-ramp approach was initiated by Gussenhoven (1984) and particularly studied in Hanssen et al. (2008) and Chen (2011).

Related to the present study, a rise-fall contour is phonologically analyzed as L+H* L− in the “on-ramp” approach (Grice et al., 2005). The GToBI guidelines suggest to interpret a low turning point in F0 prior to the rise toward the accentual peak as a tone, while the perceptual impression of the stressed syllable is high (or rising). Hence, the rise is phonologically interpreted as a result of an F0 transition between a low leading tone (L+) and the accentual high tone (H*) [cf. (2-a)].

From the off-ramp perspective, a rise-fall contour is analyzed as a phonological fall H*+L following a phonetic rise (Féry, 1993; Grabe, 1998; Peters, 2014). The rise may vary in steepness and shape, but crucially it is not phonologically interpreted by means of a tone. With respect to the alignment of falling H*+L pitch accents in German (Grabe, 1998) found that, in general, the position of the accentual peak is at the right edge of the accented syllable's rime. Hence, there is an F0 transition toward the accentual peak, which however, is interpreted as a phonetic onglide that does not necessarily rise, or whose steepness may vary. Grabe (1998) carefully distinguished between non-final and final nuclear falling accents. Only in case of final falling accents, which are realized on a phrase-final accented syllable (e.g., [ˈvɔlf] in Ich bin der Wolf. “I'm the wolf.” p. 73f), the peak position is realized earlier, that is at the onset of the accented vowel. This structural dependent variation of the accentual F0 peak led Grabe to conclude that the onglide only has phonetic properties since the onglide is less elaborated in the case of phrase-final accented syllables.

Similarly, structural conditions were found as evidence for an off-ramp analysis of Dutch prenuclear falling accents (Chen, 2011). In a comparison of prenuclear high and falling accents Chen (2011) observed a structural distinction rather than a functional one: independent of the information structural context (topic vs. focus) in which the accents were realized, the amount of sonorant segments within and after the accented syllable determined the accent pattern. If enough sonorant segments were present, a falling accent (H*+L) was realized, if less sonorant material was present, a high rise (H*) was realized. Similar to Grabe (1998), Chen (2011) concludes that the lack of a functional distinction of the two pitch accent types points to the fact that the distinction is phonetically motivated rather than phonologically determined.

As an alternative to the on-ramp and off-ramp interpretations of tonal contours, there are languages exhibiting tones that do not carry meaning, e.g., the accentual phrase tones in Tokyo Japanese (Gussenhoven, 2004), as opposed to a language like English where all post-lexical tones are supposed to carry meaning (Pierrehumbert and Hirschberg, 1990). On this note, the German rise-fall contour may constitute a case where the scaling of the accentual peak clearly contributes the interpretation of the contour with respect to contrastiveness while the rising part of the rise-fall contour does not contribute to this meaning, as our experiment three showed. Thus, a phonological interpretation of the rise-fall contour as L+H* L− would be similar to the on-ramp approach except that contrary to the assumption proposed in Grice et al. (2005), the leading low tone does not carry meaning.

Along these lines, our perceptual results of the manipulated stimuli may suggest that the onglide toward a high accentual F0 peak is either a phonetic transition (in the sense of the off-ramp approach) or a leading low tone that does not carry meaning. If the rise would have been a reflex of a phonological tone (L+) that carries a contrastive meaning as in English (Pierrehumbert and Hirschberg, 1990) native German listeners were expected to perceive this tone in the corresponding contexts. In particular, we were expecting a functional difference between a L+H* accent and a simple H* accent based on the assumption that L+H* carries the meaning of contrast (Grice et al., 2005) given a similar functional distinction in English intonation (Pierrehumbert and Hirschberg, 1990; Beckman and Ayers-Elam, 1997). Manipulating the scaling of the onset of the rise (perception Experiment 3) did however not reveal that listeners relate a lower scaling to be congruent with a context that elicits contrast. We can thus conclude that a leading low tone does not seem to carry contrastive meaning in German.

4.2. Conclusion

This study investigated the phonetics of the rise-fall contour in German. In particular, it was tested whether phonetic differences in the rise-fall contour were realized in relation to contrastive and non-contrastive contexts, and which parts of the rise-fall contour seem to play a functional role in perception. The acoustic analysis of nuclear rise-fall contours elicited in broad and contrastive focus contexts revealed a significant difference for the realization of the accentual high tone, yet not for the low F0 turning point prior to the accentual high. In a series of semantic congruency perception tests, listeners judged the congruency of congruent and incongruent context-stimulus pairs on the basis of three different sets of stimuli: (i) original data from the production study in congruent contexts and cross-spliced yielding incongruent dialogs, (ii) stimuli with manipulated accentual high tone that were combined with originally congruent contexts and, again, cross-spliced with originally incongruent contexts, and (iii) stimuli with manipulated low F0 turning point of the rising part of rising-falling accent shapes, again combined with congruent and incongruent contexts. The first perception experiment revealed that listeners distinguish between nuclear rising-falling contours with respect to their focus context. The second perception experiment revealed that independent of stimulus origin, higher F0 peaks were rated significantly more frequent as congruent to contrastive focus contexts than lower peaks; hence, the scaling of the nuclear peak determined its contextual interpretation in our experiments as assumed in the literature on German intonation (Bannert, 1985; Alter et al., 2001; Braun, 2005, 2006; Baumann et al., 2006, 2007; Féry and Kügler, 2008; Grice et al., 2009; Sudhoff, 2010), and as argued by Gussenhoven (2004) in relation with the interpretation of focus in terms of the effort code. With respect to broad focus contexts, the results show that both upstepped and downstepped contours are rated as equally congruent reflecting a free variation of the realization of the final (nuclear) accent in broad focus in speech production in German (Féry and Kügler, 2008). The third perception experiment revealed that manipulation of the low F0 turning point did not affect the perception as a function of focus context. Stimulus origin was rated more congruent than F0 manipulations.

The results of the perception experiments suggest that the scaling of the accentual peak is sufficient to license a contextual interpretation of a nuclear rising-falling accent shape (perception Experiment 2). The manipulation of a low F0 turning point prior to the accentual peak as a potential reflex of a low leading tone (L+) does not drive the perception as a function of focus context (perception Experiment 3). The results seem to support the view that focus affects the pitch register (Féry and Kügler, 2008; Féry and Ishihara, 2010), in our data a fact of pitch register raising of the nuclear accent peak. The production data also showed that the relation between prenuclear and nuclear accent peaks varies as a function of focus context. If the functional interpretation of pitch accents depends only on their local scaling, or if it is a matter of pitch accent relations within a sentence, or a combination thereof needs to be shown in future research.
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Experimental  /parat/ prat]
Filler Jdans/ [xlans]

Reduced segments are marked bold. The potentially reduced /b/-initial words and the vowel-deleted words of the exposure phase were not repeated in the test

phase.
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(A) PU1/PU2 correct vs. incorrect APU stress/positivity in time-window 350 to 600 ms
PU1: cv(cve)eV
PU2: (CvC)(cve)cV

DFn DFd F P ges
Main effects

Region 2 38 6.273 0.004 0.033
Correctness 1 19 23.785 0.000 0.195
Foot structure 1 19 0.113 0.740 0.001
Interactions

Region:Correctness 2 38 5,59 0.007 0.005
Region:Foot structure 2 38 0332 0.720 0.000
Correctness:Foot structure 1 19 0.090 0.768 0.000
Region:Correctness:Foot structure 2 38 5737 0.007 0.005

Post-Hoc Analyses (p-Values Bonferroni-Corrected)

Region:Correctness

Frontal 1 19 28.27 0.000 0.286
Central 1 19 26.08 0.000 0.288
Parietal 1 19 13.02 0.006 0.288

Region:Correctness:Foot structure

Foot Structure 1 frontal 1 19 39.04 0.000 0327
Foot Structure 1 central 1 19 18.26 0.001 0.18
Foot Structure 1 parietal 1 19 8.003 0.032 0.074
Foot Structure 2 frontal 1 19 1058 0.013 0.158
Foot Structure 2 central 1 19 23.01 0.000 033
Foot Structure 2 parietal 1 19 122 0.007 0.197

(B) PU1/PU2 correct vs. incorrect U stress/negativity in time-window 400 to 550 ms
PU1: cv(cveC)eV
PU2: (Cve)(cve)cV

DFn DFd F P ges
Main effect

Region 2 38 6.540 0.004 0.040
Correctness 1 19 8998 0.007 0.083
Foot structure 1 19 0053 0821 0.000
Interactions

Region:Correctness 2 38 2.947 0,065 0.003
Region:Foot structure 2 38 5072 001 0.007
Correctness:Foot structure 1 19 389 0063 0.018
Region:Correctness:Foot structure 2 38 0.482 0621 0.000

Post-Hoc Analyses (p-Values Bonferroni-Corrected)

Region:Foot structure

Frontal 1 19 2.066 0.501 0.023
Central 1 19 <1 0
Partietal 1 19 <1 0.006

(C) PU1/PU2 correct vs. incomrect U stress/positivity in time-window 800 to 1150 ms.
PU1: Cv(CVC)CV
PU2: (cve)(cve)cV.

DFn DFd F P ges
Main effects

Region 2 38 27595 0.000 0.167
Correctness 1 19 9.265 0.007 0.043
Foot structure 1 19 0.169 0.686 0.001
Interactions

Region:Correctness 2 38 35.409 0.000 0.031
Region:Foot structure 2 38 4527 0.017 0,003
Correctness:Foot structure 1 19 3,087 0097 0.012
Region:Correctness:Foot structure 2 38 7326 0.002 0.004

Post-Hoc Analyses (p-Values Bonferroni-Corrected)

Region:Correctness:Word structure

Foot Structure 1 frontal 1 19 3.47 0.234 0.05

Foot Structure 1 central 1 19 3.724 0.206 0.037
Foot Structure 1 parietal 1 19 15.4 0.003 0.136
Foot Structure 2 frontal 1 19 3.063 0.289 0.029
Foot Structure 2 central 1 19 123 0.007 0.092
Foot Structure 2 parietal 1 19 18.1 0.001 0.135

(D) U1/U2 correct vs. incorrect APU stress/positivity in time-window 300 to 650 ms
U1: (CV.CV)(CVVC)
U2: cv(eve)(evve)

DFn DFd F p ges
Main effects

Region 2 38 2618 0.086 0013
Correctness 1 19 70.228 0.000 0270
Foot structure 1 19 0955 0341 0004
Interactions

Region:Correctness 2 38 7630 0.002 0.007
Region:Foot structure 2 38 2048 0.143 0002
Correctness:Structure 1 19 4.480 0.048 0012
Region:Correctnes:Foot structure 2 38 0.140 0870 0.000

Post-Hoc Analyses (p-Values Bonferroni-Corrected)

Region:Correctness

Frontal 1 19 59.07 0.000 0.359
Central 1 19 79 0.000 0.368
Parietal 1 19 45.26 0.000 0.205

Correctness:Foot Structure

Foot Structure 1 1 19 74.58 0.000 0465
Foot Structure 2 1 19 2741 0.000 0.182
(E)U1/U2 correct vs. incorrect APU stress/negativity in time-window 400 to 480ms

U1: (CV.CcV)(CVVC)

DFn DFd F p ges
Region 2 38 8026 0.001 0034
Correctness 1 19 6.957 0.016 0.060
Foot structure 1 19 5.002 0.038 0013
Interactions

Region:Correctness 2 38 0479 0623 0001
Region:Foot structure 2 38 0.048 0953 0000
Correctness:Foot structure 1 19 2,082 0.165 0006
Region:Correctness:Foot structure 2 38 1192 0315 0.000

(F) U1/U2 correct vs. incorrect PU stress/positivity in time-window 550 to 850 ms.
U1: (CV.CV)(CVVC)
U2: cv(cve)(cvve)

DFn DFd F p ges
Main effects

Region 2 38 4073 0.025 0027
Correctness 1 19 4552 0.046 0.041
Foot structure 1 19 0.094 0763 0.000
Interactions

Region:Correctness 2 38 4.250 0.022 0005
Region:Foot structure 2 38 2.567 0090 0003
Correctness:Foot structure 1 19 7909 o.0m 001

Region:Correctness:Foot structure 2 38 2.749 0077 0.001

Post-Hoc Analyses (p-Values Bonferroni-Corrected)

Region:Correctness

Frontal 1 19 6.423 0.061 0.107
Central 1 19 4325 0.154 0.05

Parietal 1 19 1673 0.634 0.012
Correctness:Word structure

Foot Structure 1 1 19 8.73 0.016 0.112

Foot Structure 2 1 19 1031 0.645 0.012
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Stress pattemn Condition

Antepenultimate stress Correct (filler items)
Incorrect
Penultimate stress Correct
Incorrect
Final stress Correct
Incorrect
REPEATED MEASURES ANOVA

Antepenultimate stress

Penultimate stress

Final stress

Significant results are indicated by < »>

Parameter

Fo
Duration
Intensity
Fo
Duration
Intensity

Fo
Duration
Intensity
Fo
Duration
Intensity

Fo
Duration
Intensity
Fo
Duration
Intensity

Fo
Duration
Intensity

Fo
Duration
Intensity

Fo
Duration
Intensity

Significant results at 1% level are indicated by < »> and at 0. 1-level by < ¥x»>.

1st syllable 2nd syllable
2388.7) 204 (6.0)
226 (55) 196 (33)
533(33) 512(4)
238 (11.0) 199 (9.3)
279 (80) 233(51)
533 (6) 47.4(55)
216 (5.6) 228(0.6)
265 (68) 358 (67)
49.1(4.9) 55.7(3.6)
219 (11.3) 231(7.5)
216 (62) 425 (62)
512 (65) 51.84.7)
221(8.0) 218(5.2)
172 (67) 255 (68)
52(4.5) 52(5.9)
218(9) 216(5)
224(78) 232 (63)
50.7 (5.3) 497 (5.7)
249;p>0.13
15.4; p < 0,001+

Faze <1

=32,p>008

Fir. 29 = 11.0; p < 0.003**

Fa.29 <1

Fo. 209 =23;p>0.14
8.4; p < 0.008**

Far. 2
Fa.29 <1

3rd syllable

168 (29.9)
278 (85)
39.4(3.7)
180 (25.6)
300 (64)
39.5(4.2)

189 (16.5)
339 (52)
41.6(3.2)
183 (25.9)
386 (81)
40.1 3.9

214(7.2)
629 (73)
486 (3.5)
215(5.9)
539 (77)
48.4 (3.4)
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Structure

(VeI

2
veNveV

(VVIVVC)

4
VIVC)(WWC)

Conditions

Correct PU stress
Incorrect APU stress
Incorrect final stress.

Correct PU stress
Incorrect APU stress
Incorrect final stress.

Correct final stress
Incorrect APU stress.
Incorrect PU stress.

Correct finals stress.
Incorrect APU stress
Incorrect PU stress

Examples

va.'nilja
“vanilja
*vanilja

mus.taf fa
*'mus.taf.fa
*mus.taf.'fa

vita. min
*vitamin
*vi'tamiin

Ki.ris. ta:]
s tail
*Ki.'ris.tal

“vanilla”

“hospital”

“vitamin”

“crystal”
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Analysis

/ANOVA FOR WORDS WITH CANONICAL PENULTIMATE STRESS

FOOT STRUCTURE
STRESS POSITION

Interaction of FOOT STRUCTURE X stress position

PAIRWISE ¢-TESTS
Word type 1V(VCIV

Word type 2 (VC)(VCIV

Correct vs. antepenultimate stress
Correct vs. final stress
Antepenultimate vs. final stress
Correct vs. antepenultimate stress
Correct vs. final stress
Antepenultimate vs. final stress

ANOVA FOR WORDS WITH CANONICAL FINAL STRESS

FOOT STRUCTURE
STRESS POSITION

Interaction of FOOT STRUCTURE X STRESS POSITION

PAIRWISE t-TESTS
Word type 3 (VV)(V:C)

Word type 4 VIVC)(V:C)

Correct vs. antepenultimate stress
Correct vs. penultimate stress
Antepenultimate vs. penultimate stress
Correct vs. antepenultimate stress
Correct vs. penultimate stress
Antepenultimate vs. penultimate stress

Results

Fa. 19 = 545; p < 0.04*; pes.223
Fi. 38 = 7.59; p < 0.005**: pes.285
Fiz, 38) = 8.06; p < 0.004**; pes.298

thg = —0.25, p > 0.80
tig = —2.26; p < 0.04
< 0.003**
thg = =179, p > 0.08
~238,p < 0.03
—778; p < 0.001***

Fo.re <1
Fi. 3 = 5.36: p < 0.02*; pes
Fi 38 = 6.72; p < 0.004**; pes

.261

tig = ~1.96; p > 0.06
tag = 1.02;p > 032

<0.001%**
tg = =253, p < 0.02
thg = —0.95; p> 0.35

te) = ~2.89; p < 0.01

Repeated measures ANOVA for the two sets of words with canonical penultimate and final stress separately over the factors foot structure and stress position as well
as pairwise t-tests for comparisons of correct with each of the two incorrect stress conditions and of both incorrect conditions. According to Bonferroni correction,
the level of significance for paired t-tests is below 0.008. Significant results are indicated by < *>. Effect sizes are given by partial Eta-squared values (pes).
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Standard  Deviant ~ Comment

1b:  Ivuso/ [vus] no processing effect attributable to
[u]

3b: fvuso/  *[vuz] significant effect attributable to [u]
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Correct penultimate stress.

Correct final stress

Structure

1
VIveV

g
Ve)Vev

3
(VV)(WC)

4
VIVC)'WC)

Violation type

Antepenultimate stress
Final stress

Antepenultimate stress.
Final stress

Antepenultimate stress
Penultimate stress

Antepenultimate stress
Penultimate stress

Time-windows
Negativity effect

400-550ms.

400-550ms.

400-480ms.

400-480ms.

Positivity effect

350-600ms.
800-1150ms

360-600ms
800-1150ms

300-650ms.
550-850 ms

300-650ms.
550-850 ms

For each word type, the correct conditions with two different foot structures are compared to each incorrect condition. Time windows are given for negativity and

positivity effects.
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Standard

Ivuso/

Ivuso/

Deviant

[vus]

*[vuz)

Comment

significant effect for missing final
vowel

significantly stronger effect for
missing final vowel
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RTinms Segmental reduction group Syllabic reduction group No reduction group

Exposure Test Exposure Test Exposure Test
Mean 1280 1754 1429 1876 1418 1889
sD 610 736 761 947 644 955
Min —40 554 —40 430 -39 677
Max 7374 8015 7060 10854 6419 9599
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Standard ~ Deviant ~ Comment

20 fvus/ [vuzo]  significantly stronger effect for
voicing change than in 2b

2 fvuzol [vus] related by final devoicing
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Alternation (%) No alternation (%)

Five-yearolds 101.6) 669 (98.7)
Seven-yearolds 35(5.1) 645 (94.8)
Adults 74 (10.8) 606 (89.1)
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Altemation (%) No altemation (%)

Five-yearolds 43 (32) 91 (67.9)
Seven-yearolds 45 (21.4) 165 (78.5)
Adults 49 (12) 240 (88)
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[bans]
[bot]
[dant]
[davl]
[dmt]
[dozte]
[doem]
[dus]
[fam]
[fens)
[gal]
[goep]
[gu:l]
[gume]
[kaus]
[kom]
[kozpe]
lazze]
(lom]
[mare]
[mezk]

[nusfe]
[pavfe]
[part]
[pon]
[kvase]

[role]
[zaze]
[funt]
[zoene]
[zuk]
[taf]
[tavle]
[tis]
[tuy]
[voke]
[vo:t]
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Singular__ IPA Plural 1PA Gloss
Ball [bal] Bille [belo] ball
Baum [bavm] Béume [boyma] tree
Bett [bet] Betten [beton] bed
Bild [bilt) Bilder [bildoe] picture
Brot [broxt]  Brote [brozto] bread
Bus [bus] Busse  [busol bus
Elefnt  [ezlofant]  Elefanten  [ezlofanton]  elephant
Fahrrad  [farait]  Fehréder [fawe:dow]  bicycle
Fleck [flek] Flecken [flekon] stain
Hand [hant] Hande [hendo] hand
Haus [havs]  Hauser  [hovzoe]  house
Katze [kafso]  Katzen [kafson] cat
Kind [kmt] Kinder [kindoe] child
Kleid [klart] Kleider [klaidoe] dress
Kuh [kuwz] Kihe [kyzo] cow
Licht (gt Lichter [ligtoe] light
Maus [maus] Mause [movza] mouse
Ohr fore] Ohren  [ozron] ear
Pferd [pleet] Plerde [pleeda) horse
Puppe  [pupsl  Puppen  [pupon] doll
Schaf [faf] Schafe  [faifol sheep
Schiff 1l Schiffe  (fifol boat
schuh  [ful Schuhe  [ful shoe
Stuhl [tusl] Stihle [ftyilo] chair
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Contrast 1

a) [vusa] s/

deviant [vusa]
standard /vus/ ——— difference

Contrast 2 a) [VUZG] /vus/

Y
&0

Fz

588420 ms
484+20 ms

deviant [vuza]

standard /vus/

difference

Contrast 3 a) [VUSG] */vuz/
& AOAA

610+£20 ms
444420 ms

deviant [vusa]

standard */vuz/ difference

Contrast 4 a) [VUZS] * yuz/

594+20 ms

deviant [vuza]

standard */vuz/ difference

b) [VUS] /vusa/
AOAA

568+20 ms

standard /vusa/
deviant [vus]

—— difference

690+20 ms
540+20 ms
46820 ms

standard /vuza/
deviant [vus]

—— difference

b) * [VUZ] /vusa/

694+20 ms
55020 ms
472+20 ms
368+20 ms
standard /vusa/
deviant *[vuz]

—— difference

556+20 ms

standard /vuza/
deviant *[vuz]

—— difference
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Condition 1a [vusa] At Condition 1b [VUS] -

2 pVv +2  VOW 604+20 ms VOW 568+20 ms

Condition 2a [VUZG] /vus/ Condition 2b [VU S] /vuza/

FRIC 484+20 ms VOW 588+20 ms FRIC 468+20 ms VOW 540420 ms

Condition 3a [V us 9] * /vuz/ Condition 3b w [VU Z] /vusa/

FRIC 444120 ms VOW 610+20 ms FRIC 472+20 ms VOW 550+20 ms

Condition4a  [VUZ8| « Condiion4b  *[vuz] /i..0/

VOW 594+20 ms VOW 556+20 ms
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CONTRASTS

CONDITIONS
Standard ~ Deviant  2nd Fricative (Deviant)  2nd Vowel (Deviant)

la /vus/ [vuss] voiceless = present 2
1b  /vusa/  [vus] voiceless o missing >
3 3
2a /vus/ [vuza] voiced S present S
2b  /vuza/  [vus] voiceless S missing 3
- c =
3a  ¥/vuz/ [vusa] voiceless f‘g present §
3b  /vuse/ *[vuz] voiced © missing @
S S
4a  */vuz/ [vuze] voiced % present %
4b  /vuza/ *[vuz] voiced = missing — =
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Alternation contexts  Actual alternations Proportion (%)

Voicing 270 59 218
Vowel 457 104 228
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Voi

g alternation context

Vowel alternation context No vowel alternation context
Cluster No cluster Cluster No cluster
Fouritems  Six items Twoitems  Three items
[dant] [bot] [fens] [mezk]

No voicing altemation context
Vowel alternation context

Cluster No cluster
11 items 13items

[doem] [mozl]
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Alternation contexts  Actual alternations  Proportion (%)

Voicing 103 27 262
Vowel 234 71 303
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Experimental condition LSM accuracy (d') SE

—tvs. 4t 3.98

0.17
—~tvs. Ot 2.39 0.17
Otvs. +t 187 0.7
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Experimental condition LSM accuracy SE

+t 0.95 0.013
-t 0.98 0.015
ot 0.55 0.02
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Experimental  ltem-type  LSM SE

condition accuracy

+t titems 0988 0.009
tsitems 0913 0.009

-t sitems 0983 001
nitems 0985 001

Mean

0.988

0913

0.984
0.985

SE

0.004
0.004

0.005
0.005

¢ Accuracy was calculated as percentage of correct responses to the items of

the respective category.
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Experimental condition

+t

ot

SUM

Item-type

titems
ts-items.

sitems
nitems

Ot-items

CVC-structure

%
VCitsV

VsV
vev

Vst-(C)V

Example in IPA

[azte]
istsi]

lizsa]
[ane]

lizse]

Mean duration

262ms
423ms.

320ms
256ms

392ms

332ms

No. of stimuli

a5
45

30
30

30

180
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Correlations Proportion (%)

Condition APU PU u APU PU u Not analyzable
1 VC.V.vVCC 0.393* -0.133 -0.316 30.8 14.2 42.8 12.2
2 v.ve.vee 0.635*** 0.084 -0.404* 212 244 42.8 n7
3 VC.VvC 0.357* 0.078 -0369* 33.9 133 43.9 8.9
4 V.v.VC 0.385* -0.176 -0.353* 36.1 13.9 42.8 72
5 v.veve 0.282 -0.082 -0.243 203 244 44.2 1
6 NAAY 0.319 -0.1256 -0.190 175 431 33.6 5.8
7 NAYAY 0.046 0.184 -0.304 15.0 42.8 325 9.7
8 vevev 0.009 0.104 -0.361* 175 439 314 72
Total 0.344* -0.081 -0.427** 24.0 275 39.2 9.2

Correlations are indicated as Spearman’s rank correlation coefficients between WM capacity and proportion of stress position assigned. Significant correlations are
marked with *p < 0.05, **p < 0.01, or ***p < 0.001, respectively.





OPS/images/fpsyg-05-00574/fpsyg-05-00574-g001.jpg
working memory and nonword stress position
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Samplesize  Age cPm La

Pre-reading 23(12/11)  63(658-6.9) 61.35(5.12) 8765 (2.38)
preschoolers

Beginning 24(1N13) 711 (72-8.11) 66.17 (4.85) 89.83 (2.38)
readers

Adults 22617 25 (19-41) = 85.36 (2.78)

Pre-eading preschoolers and beginning readers showed no  significant
differences in CPM or LQ.
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t 60 trials (no target repetition) All trials (four target repetitions)

S+P+ S+P— S-P+ S-P- S+P+ S+P— S-P+ 8-P-
Pre-reading children 1093 (29) 1295 (25) 1149 (30) 1275 (33) 1082 (27) 1199 (23) 1104 (23) 176 (27)
Beginning readers 1049 (25) 1228 (27) 1068 (22) 1152 (28) 1083 (23) 177 (25) 1083 (22) 1154 (27)
Adults 904 (24) 1022 (21) 944 (21) 986 (20) 911 (22) 943 (21) 916 (20) 931 (19)
Combined groups 1018 (18) 1185 (20) 1056 (17) 1140 (21) 1028 (17) 1110 (19) 1037 (16) 1090 (19)

The results for the first target presentation (without target repetition) are shown in the left columns. The resuits for all trals (with four target repetitions) are shown
in the right columns. Abbreviations for the four conditions are as follows: “S+P+ " for stress match, phoneme match (e.g., MON-MONster); “S+P~" for stress
match, phoneme mismatch (e.g., TEP-MONSter); “S—P+ " for stress mismatch, phoneme match (e.g., mon-MONster); and “S— P~ for stress mismatch, phoneme
mismatch (e.g., tep-MONSter).
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Category  Canonical

word stress
w4s+ Yes
wAs— Yes
w—s+ No
w—s— No
sb (undefined)
mb (no)
wb (undefined)

Additional
semantic contrast

(no)
(no)
(no)

Right-hand
boundary

(morpheme)
(morpheme)
(morpheme)
(morpheme)
Sentence
Morpheme
Word

Word and sentence stress status and succeeding syntactic boundary for the
target items in each of the 7 sentences (manipulated parameters in bold).
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Word 1 Word 2

Kiissingen (kYsipan) Wirte (virta/)
Kissingen (kisinan) Wiirte (Mvrtal)
Liissingen (Ivsipon) Kirte (kirta/)
Lissingen (lisinon) Kirte (kvrto))

Schussingen ([Usinan) ~ Kirter Ukirte/)
Schwessingen (fvesipon)  Krter (kvrte/)

The syllables that were blended are underlined.

Blend

Kiiste (kvstol, coast)
Kiste (Kisto/, box)

Liiste (1¥stol, pl. desire)
Liste (/listo/, list)

Schuster (/[ u:stel, cobbler)
Schwester (/[veste/, sister)
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Category [Pum] [?un) [te] [6%] [be] [dvsc]

WS+ VS, WS+ 1868.0 (n.s.) 2485.0%*** 2214.5% 2687**** 22645 (n.s.) 2063.5%***
1756.5 (n.s) 24235% %% 21775 (n.s) 2687*** 23665 2199+ +*

WAS— Vs, W—s— 17430 (ns) 23535* 2150.0 (n.s.) 1921¢ 16705 (n.s.) 19255 (n.s.)
1870.5 (n.s) 2309.5" 21165 (n.s.) 1921° 1674 (n.s.) 1945.4"

W values with significance levels for syllables (above) and vowels (below), n.s.: p > 0.05, *p < 0.05,

< 0.01, ****p < 0.0001.
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Categories [?um] [?un] Ite] 2y [be] [duic]

WS+ Vs, W-s+ 19225 (n.s) 21715 (n.s) 2174 (n.s) 2669.5%*** 2085 (n.s.) 19777
WA= VS, W—s— 23675%*** 23075 1985 (n.s.) 1664.5 (n.s.) 12405 (n.s) 741 (n.s)

W values with significant levels for comparisons between lexically stressed and unstressed prefixes, n.s.: p > 0.05, *p < 0.05,

< 0.01, ****p < 0.0001.
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Orthographic  Phonetic Gender / No. of

form transcription number / case stimuli
der (dere] Masculine singular 3x3
nominative or
Feminine singular dative 3x3
die {diz) Feminine singular 3x3
nominative/accusative or
Masculine/feminine/neuter 3x3

plural nominative/accusative

das (das) Neuter singular 3x3
nominative/accusative

dem {dezm) Masculine singular dative or 3 x 3
Neuter singular dative 3x3
den [dezn] Masculine singular accusative 3 x 3

Orthographic form, phonetic transcription, grammatical description and number
of stimuli used for each word.
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Category [?um] [?on] [te] 2y [be] [dussg] Al
wes+ 147.6 142.4 1321 90.0 1380 199.1 140.0
722 886 88.0 90.0 875 144 917
Wes— 151.4 130.7 1256 848 136.6 194.7 137.0
771 794 79.2 848 855 102 85.6
w-s+ 143.4 126 1155 59.9 1263 149.0 17.0
71.6 66.1 n7 59.9 75.7 812 713

wos— 1405 125 145 66.9 127.0 161.9 120.7
66.5 66.5 73.0 66.9 77.2 88.7 729

sb 261.0 185.2 2055 1323 207.1 4142 2287
1286 106.3 137.8 1323 147.1 188.0 140.1
mb 127.0 163 195 59.6 121.9 146.9 145
617 711 76.4 59.6 741 835 71.2
wb 140.2 127.8 1245 714 127.8 152.8 124.4
71.9 825 765 714 76.9 843 773

Mean duration values in milliseconds for syllables (above) and vowels (below) in the seven sentence categories.
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Lexical classes  der (masc) der (fem) die (sing) die (plur) das dem (masc) dem (neut) den

dpvs. p 4922.5°%**  50670**** 3935.5%** 4934.5****  48405****  3089.0(ns)  3286.5(ns)  30615(ns)
dp vs. da 3851.07* 5689.6****  3099.5(ns)  40225(ns)  33535(ns)  50545****  3388.0(ns) 36870 (n.s)
davs. 49375%*** 21365 (ns) 47390 7*** 51444 ***r 45660 %% 7930 %+ 28875(ns) 25675 (ns)

W values with significance levels for comparisons between definite pronouns (), relative pronouns (p) and definite articles (da), n.s.: p = 0.05, **p < 0.01, **"p

<0001, *

*p < 0.0001.
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Lexical class der (masc.)

dp 150.0
%69

» 124.6
783

da 8.2
747

Mean duration values of demonstrative pronouns (dp, relative pronouns (rp) and definite articles (da) in milliseconds for syllables (above) and vowels (below).

der (fem.)

1934
139.4

1445
101.8

104.3
81.9

die (sg.)

124.7
79.4

126.8
68.0

100.0
655

die (pl.)

126.7
71.6

n7.1
64.4

123
66.7

das

1867
727

186.8
60.5

182.0
716

dem (masc.)

2235
84.2

212.9
76.7

161.9
458

dem (neut.)

1855
85.6

172.2
765

141.9
616

den

2008
827

189.1
739

150.7
586

Al

175.0
89.8

158.0
%8

133.6
65.8
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Lexical class der (masc.) der (fem.) die (sg.) die (pl.) das dem (masc)  dem (neut.) den
dpvs.p p<005 p<0.0001 ns ns ns ns ns. ns.
ns. P <0.0001 ns ns p<005 ns ns. ns
dpvs.da p<001 p < 0.0001 p <0001 ns. ns. p <0.0001 p < 00001 p <0.0001
p<001 p < 0.0001 ns. ns ns P <0.0001 p < 00001 P <0.0001
mvs. da ns. p<00001  p<00001 ns. ns. P <0.0001 p<001 p<001
ns. ns. ns. ns. ns. p <0.0001 p<001 p<005

Adjusted p-values (Tukey HSD) for comparisons of syllable duration (above) and vowel duration (below) between demonstrative pronouns (dol, relative pronouns (ip)

and definite articles (da).
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Coefficients SE Zz-value Sign. Pr(> I2I)
(intercept) 08907 0.1625 5.482 ¢ 0.00001
context = CF -03338 03401 ~0.982 ns. 0.32629
manipuiation = step5 09754 02031 4804 € 0.00001
Interaction 09477 02747 3.450 % 0.00056

* indicates significance at level p < 0.05, n.s. refers to non significance.
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(Intercept)

context = CF
congruency = congruent
Interaction

*indicates significance at level p < 0.05, n.s. refers to non-significance.

Coefficients

0.6673
0.8405
0.9649
0.2596

SE

0.1297
05234
02780
0.2651

z-value

5.143
1.606
3.470
0.979

Sign.

ns.

ns.

Pr(> I2])

0.00001
0.10833
0.00052
032735
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Focus condition

Broad focus

Contrastive focus

Prenuclear
accent

263.1

234.0

Nuclear
accent

2361

2408

Welch two
sample t-test

t=57551,

of =188.384,
p <0001
t=-2.0813,
of =269.135,
p <005






OPS/images/fpsyg-05-00735/fpsyg-05-00735-g003.gif





OPS/images/fpsyg-06-01254/fpsyg-06-01254-t002.jpg
Variable Coefficients SE tvalue  Sign.

L(H2) Intercept 191.187 6.623 28.439

cF 2579 2271 1186 ns?
H(Hz) Intercept 23367 8415 27.769

CF 4728 2.471 1913 o
E(Hz) Intercept 42416 6.287 6.746

cF 7412 ases 2108 @
V (Hz/s) Intercept 251.19 31.52 7.969

CF 46.85 11.08 4.247 °
A-L (%) Intercept 14.275 4.568 3125

cF 4940 4401 1122 ns?
A-H (%) Intercept 19.98 1671 11.953

cF -831 2208 -3788 @
D (ms) Intercept 243297 8.361 29.10

CF 15.581 3898 397 b

¢ Based on a linear mixed model inclucing item with random intercepts and subjects with
random intercepts and random siopes.

b Based on a near mixed model including item and speakers with random intercepts only.
* indicates significance at the level p < 0.05; n.s. refers to non-significance.
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() Non-downstepped
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(c) Hat pattern

() Other (early peak)
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Coefficients SE Zz-value sign. Pr(> I2I)
(intercept) 00888 01736 0512 ns 0.6089
context = CF 04521 02688 1682 ns. 0.0926
manipuiation = step5 04771 01479 1.198 ns 02311
Interaction ~02227 0.1479 ~1.506 ns. 0.1321

n.s. refers to non significance.
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Factor

Continuum

Age

Dialect

Continuum x Age
Continuum x Variety

Age x Variety

Continuum x Age x Variety

Estimate

0.41
0.06
0.42
-0.27
-035
-0.08
0.26

St. Emor

0.15
0.19
0.19
0.20
0.20
0.26
0.26

t-value

282
0.34
2.22
-137
-180
-031
0.99
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Lexicality ~ Syllabic Unrelated Related  Target

match length
Word +  ag/ Just/ Long
- Jeal fus/
+ el fus/ Short
- Itrag/ Nust/
Pseudoword + fwomp/  foent/  Long
- Iwom/ foen/
+ Iwom/ foen/ Short

- womp/ [oent/

Target

lust.los
lust.los
lus.tig
lus.tig
"bent.lok
" bent.lok
“ben.to
"ben.to

Note: A dot marks a syllable boundary. An asterisk marks a pseudoword.
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Lexicality

Word

Pseudoword

Relatedness

Related

Unrelated

Related

Unrelated

Syllabic
match

Target length
Short Long
930(132) 967 (153)
971(147)  972(142)
966 (144) 980 (146)
947 (164) 970 (145)
1023 (155) 1089 (183)
1013 (153) 1066 (175)
1016 (167) 1046 (190)

999 (176)

1054 (173)
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Contrast Brain region (BA) MNI Cluster size 2zscore
x v z

Suprasegmental vs. segmental RH inferior frontal gyrus (BA 44/45) 51 7 16 345 5.19
RH inferior frontal gyrus (BA 45)° 54 29 2 497
LH inferior frontal gyrus (BA 44/45) -51 u 3 n2 438
LH insula -30 20 -n 15 515
RHinsula 33 2 -2 134 450
LH thalamus -6 -1 -2 151 385
RH pallidum 18 -1 1 7 402
LHIPS [nIP1, hIP3 (BA 7)1 -36 -52 37 7 .08
LH pre~SMA (BA 6) 0 7 6 184 495
RH SMA (BA 6) 9 2 58 2 367
RH precentral gyrus (BA 6] a2 -1 a9 100 437
LH precentral gyrus (BA 6) -39 -4 40 55 431
LH middle frontal gyrus (BA 10) -30 53 22 16 394
LH cerebellum -9 -6 -29 140 4.05
RH cerebellum 2 -3¢ -a 31 a01

Segmental vs. suprasegmental LH SMA (BA 6) -9 -19 52 a4 398
RH SMA (BA 6) 1 -10 0 19 409
RH midde orbital gyrus (BA 10) 3 50 -5 8 419
LH precuneus (BA7) -6 -58 19 13 347

Below vs. above LH middle temporal gyrus (BA 21) -69 -34 -8 16 384

Above vs. below LH precunes (BA7) 0 -52 40 2 an

Interaction group * condition RH hippocampus 30 -3¢ -2 n 376
RH cerebellum 2 -3 -23 16 448

1PS, inferior parietal sulcus; LH, left hemisphere; RH, right hemisphere; SMA, supplementary motor area.

SMinor maximum.
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Brain region (BA) NI Cluster 2 score
x 12 z

RH superior temporal 57 -19 -2 963 762

gyrus/sulous (BA 22)

RH middle temporal 57 -8 -5 706

gyrus (BA 211

LH superior temporal 51 ~22 4 652

ayrus (BA 41/42)°

LH middle temporal 60 -3 4 885 713

ayrus (8A 22)

LHinsula 33 20 1 13 an

LH inferior frontal 57 8 1 55 5.40

ayrus (BA 44)

RH inferior frontal 3 26 -5 n 454

gyrus (8A 47)

LH SMA (BA 6) -3 -4 58 82 457

LH IPS (BA7) —45 43 43 203 530

RH IPS (BA7) S B <] a 484

LH precentral gyrus —48 -4 % n 456

(BA6)

RH precentral gyrus 7 @ 7 449

(BAG)

LH middle frontal -27 -4 52 7 437

gyrus (BA6)

RH cerebellum 6  -67 -2 58 482

IPS, inferior parietal sulcus; LH, left hemisphere; AH, right hemisphere; SMA,

supplementary motor area.
SMinor maximum.
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Contrast

Suprasegmental (SSEG) PUVS.U
APUVS.U

Segmental (SEG) POA
MOA

Item 1

mipatu
tempi
mikuta

Katimu

kipami
métika

Kimita
tanuki

ftem 2
mipata
tamupi

mikuta
Katimi

kipani
métipa

Contrasts are highlighted in bold face. APU, antepenultimate stress; PU, penuk
timate stress; U, final stress; POA, place of articulation; MOA, combination of

place and manner of articulation.
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Study Patient Hand Hemisphere Site Syndrome Fluency Etiology Nam Read Repet Lex.Dec.
% %) %) (%)

Chiacchio et al., 1993 CA R LW T Surface dyslexia,  FL DEG 30
PPA
Galante et al,, 2000 RM R LH TVen Surface dyslexia,  FL DEG 21
PPA
Laganero et al., 2002 MS  L+R LH x Aphasia, Apraxia  NFL  CVA 0 12 1 7
Miceli and Caramazze, 1993~ CLB R LH T Surface dyslexia  FL cvA 2
Rozzini et al., 1997 ac R LH TVen Surfacedyslexia  FL DEG 27
Janssen and Domahs, 2008 HAT R LH,RH T Sub Surface dyslexia,  FL DEG 2% 2
PPA
Marshall and Newcormbe, 1973 ST x LH TP Sutface dyslexia  FL OHI xs
Jc x LH TP Sufacedyslexia  FL OHI x
Black and Byng, 1986 RW  x LH TP Deep dyslexia FL OHI 3
HRM  x LH x Deep dyslexia, NFL  CVA 3
Agrammatism
Coltheart et al., 1983 AB L RH F Surface dyslexia  x OHI x
Cappa et al,, 1997 GM R LH T Conduction aphasia FL OHI 8 4

Hand, reported handedness; Hemisphere, lesioned hemisphere; Site, site of lesion (if available); T, Temporal; Ven, Ventricle; P Parietal; £ Frontal.
Etiology: DEG, Degenerative; OHI, Open Head Injury; CVA, Cerebral Vascular Accident.
Tasks: nam, picture naming; read, reading; repet, repetition; lex. dec., lexical decision task performance is indicated in % errors. x's indicate missing information.
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