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Editorial on the Research Topic
On the “Human” in Human-Artificial Intelligence Interaction



Artificial Intelligence or technologies able to perform tasks normally requiring human cognitive processes (e.g., reasoning, perception) are revolutionizing many fields such as healthcare and business. For example, medical doctors use artificial intelligence to analyze pathological data and patients' genomic profiles to identify personalized treatment according to a precision medicine approach. In general, artificial intelligence represents an invaluable resource for any professional dealing with the need to understand data and make decisions.

However, desirable utilization of technology largely depends on the interface that allows users to form a representation of software's structure and functions. Research is still needed to provide information on how humans represent artificial intelligence. This is important especially when the future users are not experts in algorithms but they still need to make decisions based on deep learning outcomes. Last but not least, we still have to understand and master the multiple ways artificial intelligence could be used to address human issues: how can artificial intelligence contribute to improving people's health, well-being and flourishing?

Psycho-social research shows that technologies are not accepted by users and implemented in real-life on the sole basis of effectiveness. People form attitudes toward technologies that shape their future behavior (Venkatesh and Davis, 2000; Marangunć and Granić, 2015; Gorini et al., 2018; Nunes et al., 2019); or, they evaluate technologies according to pre-existing intentions, needs and misconceptions that may lead to improper usage, errors, and ultimately abandonment (Triberti et al., 2016; Sebri et al., 2020). Without an understanding of the human barriers and motivations for adoption and acceptance of AI, AI is simply just an invention in search of a market.

To understand human responses to AI, we identify five categories of potential scientific areas requiring further investigation for this special issue:

• The study of attitudes and behaviors toward artificial intelligence (Dos Santos et al., 2019; Schepman and Rodway, 2020; Sebri et al., 2020) (area A);

• The study, development, and validation of artificial intelligence-human interfaces; this includes eXplainable Artificial Intelligence (XAI), or the sub-discipline devoted to make “black-box” algorithms understandable to human users (Miller, 2019), and Human Factors research on systems involving artificial intelligence (Knijnenburg et al., 2012; Lau et al., 2020) (area B);

• The research on human characteristics that could hinder or promote effective interaction with artificial intelligence (Oksanen et al., 2020; Sharan and Romano, 2020; Matthews et al., 2021); this includes models and criteria to select personnel expected to work with artificial intelligence (La Torre et al., 2021) (area C);

• The identification of issues in artificial intelligence implementation and/or possible solutions to existing issues, including social science, political science, and philosophy/ethics contributions (Pravettoni et al., 2015; Triberti et al., 2020a,b) (area D);

• Research on the implementation or testing of specific artificial intelligence solutions that require interaction with human users, and provides information relevant to better understand risks and opportunities (Adamo et al., 2015; Bodini et al., 2018) (area E).

The present special issue aimed at collecting innovative and interdisciplinary contributions on the topic of artificial intelligence-human interaction, that emphasize the “human” part and provide insights to improve the development of artificial intelligence that could be really useful and effectively used in society. All the contributions to this special issue indeed touch on one or more of the research areas highlighted above, as it is evidenced below by reference to the designated areas' letters.

Specifically, the contribution by Biancardi et al. (areas A, B, C) deals with the topic of interface, specifically in terms of embodied conversational agents: it elaborates on the topic of adaptation, testing three different models that allow embodied conversational agents to modify their behavior based on the user's response. They show that the way we conceptualize adaptive interfaces affects users' engagement with artificial intelligence.

In this line, the theoretical contribution by Hildt (areas A, B, D) reflects on how humans would like to interact with robots and how the interaction influences both parts. It is suggested that a broader perspective on Human-Robot Interaction is needed that takes the social and ethical implications into account. Although humans tend to react to robots in similar ways as they react to human beings even if they are not, aspects needing more attention include how to deal with simulated human-like behavior that is not grounded in human-like capabilities. Moreover, questions of what social roles to ascribe to robots deserve a central importance in designing them.

Interface and its ethical and practical aspects are elaborated further in the contribution by Holohan and Fiske, dealing mostly with area D, focused on artificial intelligence in psychotherapy and the concept of transference: indeed both these studies show that we may need to update conceptions, theoretical constructs, and terminology to support desirable implementation of artificial intelligence solutions within sensitive contexts, such as healthcare. Design thinking and the associated research methods may be an important resource to conceptualize artificial intelligence solutions that address real-world issues, as suggested by the perspective article by Talamo et al. (area B) focused on systems to support venture capitalists' decision-making. Indeed, one possible way to improve artificial intelligence is to consider users' needs and context since the first steps of the design of both algorithms and interface, consistently with a user-centered approach (Weller, 2019). From a broader point of view, the two reviews by Tariq, Poulin et al. (areas A, C, D) and Abonamah et al. (area D) also help to identify relevant factors involved both in operational excellence and commoditization of artificial intelligence. In particular, the former sheds novel light on how artificial intelligence can provide driving forces for achieving operational excellence in a business company (Gólcher-Barguil et al., 2019) as soon as certain barriers consisting of lack of skills, technologies and strategy can be overcome, while the latter well-interprets and outlines the role of artificial intelligence technologies as commodities within an organization in a comprehensive and systematic way comparing to existing literature (Carr, 2003).

Furthermore, it is important to take into account all psychological, medico-legal, and ethical issues which need to be addressed to artificial intelligence be considered fully capable of patient management in real life. Coppola et al. (areas C and D) provide an overview of the state of the art of artificial intelligence systems regarding medical imaging, with special focus on how artificial intelligence can be implemented in a human-centered field such as contemporary medicine. This approach contributes in addressing important issues associated with artificial intelligence in sensitive contexts (e.g., ethical and organizational) (Keskinbora, 2019; Triberti et al., 2020a), as it encourages health professionals to actively engage in iterative discourse to preserve humanitarian sensitivity in the future models of care.

Tariq, Babar et al. related to category E, propose and test a framework based on Apache Spark for efficiently processing the big datasets resulting from user comment activities triggered by videos on social media. The article shows the potential effectiveness of the devised implementation, which was able to perform the planned analytics operations on social media dataset in a time that well-scales with the data size. Specifically, they provide a new concrete demonstration of processing big data coming from an extended social hub named Dailymotion within a time frame of few minutes using Apache Spark.

Certainly future research needs innovative tools and approaches to address human behavior through the lenses of artificial intelligence. An example of integration between artificial intelligence and social psychology methods is the work by Catellani et al. (area E) who, moving from the psychological concept of framing, test persuasive messages to do home-based physical activities and use the results to inform the development of a Dynamic Bayesian Network predictor. This points toward the development of artificial intelligence-based tools that autonomously interact with human users to support positive behavioral change. Similarly, Peifer et al. (area E, possibly with interesting hints for future research in areas B and C too) focus on team flow (i.e., a shared experience characterized by the pleasant feeling of absorption in challenging activities and of optimal team-interaction during an interdependent task), a well-known concept in group and work psychology. They identify psychophysiological and behavioral correlates which can be used as input data for a machine learning system to assess team flow in real time. Such approaches constitute notable examples of how artificial intelligence could provide new avenues for research and intervention on human behavior, consistently with the prediction that artificial intelligence will play a more and more important role in psychological research (Lisetti and Schiano, 2000; Daróczy, 2010; Tuena et al., 2020).

In conclusion, this Research Topic provides an overview on artificial intelligence-human interaction, focusing on relevant psychological, technical, and methodological aspects of real-life implementation. Emphasizing the “human” in the human-artificial intelligence interaction provides insights to design the future technologies that could contribute to advance society.
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INTRODUCTION
During the past decades, the interplay between humans and robots has been investigated in the field of human-robot interaction (HRI). This research has provided fascinating results on the spectrum and forms of engagement between humans and robots and on the various behaviors displayed by robots aimed at interacting with and influencing humans (Tsarouchi et al., 2016; Ahmad et al., 2017; Saunderson and Nejat, 2019a). Yet, crucial questions regarding how humans want to interact with and be influenced by robots are sidestepped in this research, falling for what could be called a robotistic fallacy. This article outlines some of the current findings on HRI to then critically assess the broader implications of HRI and key questions that must be asked in this context.
Social robots, i.e., robots that engage on a social level with humans, are expected to increasingly assist and support humans in workplace environments, healthcare, entertainment, training and education, and other fields (Ahmad et al., 2017; Richert et al., 2018; Pepito et al., 2020).
By using an interdisciplinary approach that involves behavioral studies and cognitive and social neuroscience, recent research on social cognition and HRI investigates how humans perceive, interact with and react to robots in social contexts (Cross et al., 2019; Henschel et al., 2020). Especially in the context of possible future uses in healthcare or geriatric care, the importance of developing robots with which humans can easily and naturally interact has been stressed (Pepito et al., 2020; Wykowska 2020).
Henschel et al. (2020) argue that research into and knowledge of the neurocognitive mechanisms involved in human-robot interaction will supply critical insights for optimizing social interaction between humans and robots which will in turn help to develop socially sophisticated robots. They write (Henschel et al., 2020, p. 373): “Robots that respond to and trigger human emotions not only enable closer human-machine collaboration, but can also spur human users to develop long-term social bonds with these agents.” This approach suggests using cognitive neuroscience to build robots that humans are likely to emotionally interact with, an approach that can be seen as an extension of affective computing (Scheutz, 2011; McDuff and Czerwinski, 2018). In this, the focus is on building social robots so that HRI resembles human-human interaction (HHI). A question rarely asked though, is how humans would like to interact with robots and what sort of robots humans would like to interact with.
For example, Wiese et al. (2017) argue that in order for humans to interact intuitively and socially with robots, robots need to be designed in a way that humans perceive them as intentional agents, i.e., as agents with mental states. They elaborate that this is achieved when robots evoke mechanisms of social cognition in the human brain that are typically evoked in HHI. Consequently, they advocate for integrating behavioral and physiological neuroscience methods in the design and evaluation of social robots to build robots that are perceived as social companions. A questionnaire-based study by Marchesi et al. (2019) found that at least sometimes, humans adopt the intentional stance to humanoid robots by explaining and predicting robot behavior through mental states and mentalistic terms. Ciardo et al. (2020) investigated participants’ sense of agency, i.e., the perceived control felt on the outcome of an action, when participants engaged with robots. Their results indicate that in HRI involving a shared control setting, participants perceived a lower sense of agency, similar to what can be observed in comparable HHI.
BROADER IMPLICATIONS OF HUMAN-ROBOT INTERACTION
These are but a few examples of recent studies in an upcoming research field. Overall, research indicates that humans tend to interact with social robots in similar ways as they interact with humans, with anthropomorphic features facilitating this effect. From the perspective of HRI research, these similarities are considered an advantage, the goal being to build robots with which humans can easily and intuitively interact. In this, the guiding assumption is that cognitive and behavioral studies serve as the basis for building robots with which humans engage in such a way that HRI resembles HHI.
However, this way of reasoning jumps too easily from the empirical observation that HRI resembles HHI to the normative conclusion that HRI should resemble HHI. It could thus be called a robotistic fallacy. A possible reply to this criticism is that what makes HRI that resembles HHI attractive, is that it is user-friendly, allows for effective interaction with robots, and provides the basis for social acceptance of robots. However, so far, these claims are essentially unproven. Further, they rely on very narrow conceptions of user-friendliness and social interaction, as will be outlined below.
While the focus of most HRI studies has been on how HRI is similar to HHI (Irfan et al., 2018; Henschel et al., 2020), there is also the uncanny valley hypothesis, according to which robots with a too anthropomorphic design are considered disturbing (Mori et al., 2012; Richert et al., 2018). Furthermore, current research is primarily confined to laboratory situations and investigates the immediate situation of HRI in experimental settings. When considering real life situations, a multitude of additional factors will come in that have not been researched yet (Jung and Hinds, 2018). Interaction with robots “in the wild” will probably turn out to be much messier and more complex than research studies that highlight and welcome similarities between HRI and HHI currently assume. Reflections on the broader implications of HRI on humans go beyond the immediate experimental setting and include the broader social context. In this context, three aspects are worth considering:
Robot Capabilities
While an immediate HRI can resemble HHI, robots differ in crucial ways from humans. Current robots do not have capabilities that are in any way comparable to human sentience, human consciousness, or a human mind. Robots only simulate human behavior. Humans tend to react to this simulated behavior in similar ways as they react to human behavior. This is in line with research according to which humans interact with computers and new media in fundamentally social and natural ways (Reeves and Nass, 2002; Guzman, 2020).
However, capabilities matter. While taking the intentional stance toward robots may help to explain robot behavior and facilitate an interaction with robots, it does not say much about robot capabilities or the quality of the interaction. Superficially, in certain situations, the reactions of a robot simulating human behavior and human emotions and a person having emotions and showing a certain behavior may be similar. But there is a substantial difference in that there is no interpersonal interaction or interpersonal communication with a robot. While this may not play a huge role in confined experimental settings, the situation will change with wider applications of social robots. Questions to be addressed include: What are the consequences of inadequate ascription of emotions, agency, accountability and responsibility to robots? How should one deal with unilateral emotional involvement, lack of human touch and absence of equal level interaction? And how may HRI that simulates HHI influence interpersonal interactions and relationships?
How to Talk About Robot Behavior?
While it may seem tempting to describe robot behavior that simulates human behavior with the same terms as human behavior, the terminology used when talking about robots and HRI clearly needs some scrutiny (see also Salles et al., 2020). For example, in HRI studies in which participants were asked to damage or destroy robots, robots were characterized as being “abused,” “mistreated” or “killed” (Bartneck and Hu, 2008; Ackerman, 2020; Bartneck and Keijsers, 2020; Connolly et al., 2020). It is questionable, however, whether concepts like “abuse” or “death” can meaningfully be used for robots. The same holds for ascribing emotions to robots and talking of robots as “being sad” or “liking” something. Claims like “Poor Cozmo. Simulated feelings are still feelings!” (Ackerman, 2020) are clearly misleading, even if meant to express some irony.
In part, this problematic language use results from a strong tendency of anthropomorphizing that is directly implied by an approach that focuses on HRI resembling HHI. In part, it may be considered a use of metaphors, comparable to metaphorical descriptions in other contexts (Lakoff and Johnson, 2003). In part, issues around terminology may be a matter of definition. Depending on the definition given, for example for “mind” or “consciousness”, claims that current robots do have minds or consciousness may be perfectly adequate, implying that robot mind or robot consciousness are significantly different from human-like mind or consciousness (Bryson, 2018; Hildt, 2019; Nyholm, 2020). It may be argued that as long as clear definitions are provided, and different conceptions are used for humans and robots, this type of language use is not problematic. However, it will be important to establish a terminology for robots that allows the use of concepts in such a way that there is no interference with the way these concepts are used for humans. Otherwise, the same term is used for two different things. As a result, humans may expect from robots that are characterized as “being conscious” or “having a mind” much more than is exhibited by the technology.
While these are primarily theoretical considerations for now, empirical studies will certainly find out more about the language used to talk about social robots and the implications.
Robots Influencing Humans
Reflections on the broader implication of HRI beyond laboratory settings include the question of what roles humans, individually and as a society, want to ascribe to robots in their lives, and how much they want to be influenced by robots. For example, in a recent exploratory HRI study (Saunderson and Nejat, 2019b), social robots used different behavior strategies in an attempt to persuade humans in a game, in which the human participants were asked to guess the number of jelly beans. The robots exhibited various verbal and nonverbal behaviors for different persuasive strategies, including verbal cues such as “It would make me happy if you used my guess (…)” to express affect, and “You would be an idiot if you didn’t take my guess (…)” to criticize.
While this certainly is an interesting study, a number of questions come to mind: Is it realistic to assume that one can make a robot happy for taking its guess? In how far can a person be meaningfully blamed by a robot? What would it mean, upon reflection, to be persuaded by a robot? In how far is there deception involved? For sure, it is not the robot itself but the people who design, build and deploy the technology who attempt to elicit a certain human behavior. And there clearly are similarities to commercials and various forms of nudging. In settings like these, aspects to consider include the type of influence, its initiator, the intentions behind and the consequences of the interaction.
CONCLUSION
HRI research has shown that in various regards, humans tend to react to robots in similar ways as they react to human beings. While these are fascinating results, not much consideration has been given to the broader consequences of humans interacting with robots in real-life settings and the social acceptance of social robots. When it comes to potential future applications beyond experimental settings, a broader perspective on HRI is needed that better takes the social and ethical implications of the technology into account. As outlined above, aspects to be considered include how to deal with simulated human-like behavior that is not grounded in human-like capabilities and how to develop an adequate terminology for robot behavior. Most crucially, the questions of what social roles to ascribe to robots and to what extent influence exerted by robots would be considered acceptable need to be addressed. Instead of planning to build robots with which humans cannot but interact in certain ways, it is crucial to think about how humans would like to interact with robots. At the center of all of this is the question “What sort of robots do we want to engage with?” For it is humans who design, build and deploy robots and who by designing, building and deploying robots shape the ways humans interact with robots.
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Intelligent big data analysis is an evolving pattern in the age of big data science and artificial intelligence (AI). Analysis of organized data has been very successful, but analyzing human behavior using social media data becomes challenging. The social media data comprises a vast and unstructured format of data sources that can include likes, comments, tweets, shares, and views. Data analytics of social media data became a challenging task for companies, such as Dailymotion, that have billions of daily users and vast numbers of comments, likes, and views. Social media data is created in a significant amount and at a tremendous pace. There is a very high volume to store, sort, process, and carefully study the data for making possible decisions. This article proposes an architecture using a big data analytics mechanism to efficiently and logically process the huge social media datasets. The proposed architecture is composed of three layers. The main objective of the project is to demonstrate Apache Spark parallel processing and distributed framework technologies with other storage and processing mechanisms. The social media data generated from Dailymotion is used in this article to demonstrate the benefits of this architecture. The project utilized the application programming interface (API) of Dailymotion, allowing it to incorporate functions suitable to fetch and view information. The API key is generated to fetch information of public channel data in the form of text files. Hive storage machinist is utilized with Apache Spark for efficient data processing. The effectiveness of the proposed architecture is also highlighted.
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INTRODUCTION

Intelligent big data analysis is an evolving pattern in the age of data science, big data, and artificial intelligence (AI). Data has been the backbone of any enterprise and will do so moving forward. Storing, extracting, and utilizing data has been key to any operations of a company (Little and Rubin, 2019). When there were no interconnected systems, data would stay and be consumed in one place. With the onset of Internet technology, the ability and requirement to share and transform data have been exploited (Maceli, 2020). With the spread of social media, the nature of data has changed. Social media can consist of billions of users who continuously provide their digital traces with incredible velocity (Kumar et al., 2018). As the data comes from many sources and in an unstructured format, it is not easy to handle in traditional relational databases. The need for handling unstructured data gives birth to another type of data called big data, which is unstructured, semi-structured, and unpredictable (Iqbal et al., 2020). This data is created real-time, and the amount of data is increasing daily. The data generated from these social media sites can take the form of text, images, videos, and documents. Only structured data can be processed and stored using an RDBMS. Big data is used to process data with a huge volume that is not possible to process using old database techniques and traditional relational databases, within an acceptable processing time.

Big data is characterized by a large volume of data with a large variety and higher velocity (Wang et al., 2020). Data generated moves through cables, either TV or internet, and data on local TV cables broadcast with large volume, variety, and velocity. The amount of data generated every day in the world is increasing exponentially. The rate of data growth is surprising, and this data comes at a speed, with variety (not necessarily structured), and contains a wealth of information that can be key for gaining an edge in competing businesses. The ability to analyze this massive amount of data brings a new era of innovation, productivity growth, and consumer surplus. “Big data is the term for a collection of data sets so large and complex that it becomes difficult to process it using traditional database management tools or data processing applications” (Cui et al., 2020). The challenges include capturing, curating, storing, searching, sharing, transferring, analyzing, and visualizing this data. This section discusses the related literature.

Big data is described with 5V’s instead of 3V (volume, velocity, and variety) and included veracity and value (Grover et al., 2020). The widely known big data examples are social networking sites, such as Facebook, YouTube, Dailymotion, Google, and Twitter (Drosos et al., 2015). These sites receive a tremendous amount of data regularly with different variety, velocity, and veracity. The data include value as well. As the number of users increases, the amount of data also increases day by day. Users and data both keep growing on these sites, and this amount of data is a big challenge for owners and companies. This data contains all useful information that needs to be processed in a concise period. To generate more revenue and increase sales, the companies need the processed and analyzed data. The analysis of this data is not possible through relational or traditional database systems within a given time frame as the resources of this traditional system are not sufficient to accomplish processing and storing this huge amount of data; hence, Hadoop comes into the existence for fulfilling this need. In recent years, a large amount of unstructured data is generated from social media sites, such as Facebook, Twitter, Google, and some Dailymotion forums in the form of images, text, videos, and documents, to access and analyze this type of data, this work is best for practicing in the entire field (Xia et al., 2018). Twitter and Facebook are some of the most famous social media platforms, and the companies find that it is very crucial for obtaining customer feedback and maintaining goodwill.

Dailymotion is one of the best video-sharing social media websites. It is a viral platform that publishes community feedback through its videos and comments, likes, dislikes, published videos, and subscriber information for a particular channel (Stieglitz et al., 2018). The analysis of this type of data is important for acquiring knowledge about users, categories, and interests of users. Most of the production companies have their channels to share daily their movie trailers for getting user feedback before releasing them to the general public. Furthermore, individual users upload their videos to get more subscribers and views. These data points are critical for owners to analyze data to understand the views and feelings of customers about their video and service. Dailymotion has billions of users, who watch hours of videos on their site and generate a massive amount of views (Carlinet et al., 2012). It is estimated that more than a hundred hours of videos are watched per minute, and this amount is increasing day by day. To analyze such a huge amount of data, relational databases are not applicable. Users can use this data to understand how much their marketing program is effective. They can check their view counts and subscribers based on the date range that will show them the peak and downtime of views in a particular time. This will also help to check social trends and behavior of people over time (Lee and Kotler, 2011). For example, users can check how many views their videos have received and how much people have liked their video or product. They can also analyze likes and dislikes from the diverse nature of people around the world.

In this research, we utilized Apache Spark to process datasets of social media. Apache Spark is a parallel and distributed platform that overcomes the challenges faced by the traditional processing mechanisms. The main objective of the project is to demonstrate the use of Apache Spark parallel and distributed framework technologies with other storage and processing mechanisms. The social media data generated from Dailymotion is taken under consideration in this article.



LITERATURE REVIEW

A framework is proposed for computing fast and reliable data analysis and mining feedbacks (Rodrigues and Chiplunkar, 2018). They give the real-time Twitter data input in the framework for getting the results of the analysis to generate fast feedback through sentiment analysis. As per Rodrigues and Chiplunkar (2018), the accuracy of data analysis results is essential, and the Hadoop framework provides more than 84% of results when data is produced from social media. Twitter data is one of the largest social media networks where data is increasing daily (Rodrigues et al., 2017). The researcher used data analysis using the “InfoSphere Big Insights” tool, which is very suitable for enterprise companies to use the power of Hadoop in real-time data analysis. The data analytics in Blomberg’s work are beneficial for companies to collect customer feedback and details of current trends (Blomberg, 2012). Many big companies, such as Airlines and some other related companies, use these analytics to reach their customers based on their feedback. For crime investigation, cyber-crime people search individuals who have committed the crime.

An architecture is proposed for the sentiment analysis of Twitter by using Hadoop components simply called the ecosystem of Hadoop (Mahalakshmi and Suseela, 2015). It provides the mechanism of Tweets analysis on clusters of Hadoop. It also provided a complete pictorial form of data from various users and their tweets. Recently, newspapers are not read as often and people use television and the internet for most sources of information. Furthermore, many tasks are now done online, such as trading stocks. Buying and selling of shares can be done through the internet from a single laptop or even through mobile (Khan and Khan, 2018). Customers watch every second trend of the stock exchange through their mobile. In this way, they are aware of market fluctuations. To predict the market, Hadoop is used for the analysis of real-time data. The industries and academics deal with a considerable amount of data and perform analysis on terabytes and even petabytes of data. To access their desired result, they use the Hadoop ecosystem and MapReduce to distribute work around various clusters (Dubey et al., 2015). This project is based on a stock market prediction based on Hadoop. They use Hive commands to create Hive tables to load data.

This is the era of technology, only few people use newspapers and other old media for trading on the stock exchange. Because of mobile technologies, users can directly buy or sell their shares from the online stock market. Also, users get every second update through their mobile (Jose et al., 2019). Hence, investors also used these technologies to discuss trade, market status, and dealing with security issues. This type of data is collected in the form of big data. Similarly, when planes fly, they keep transmitting data to headquarters or airbases. The air traffic control uses this data to track and monitor the current position and status of the flight. All this information is processed on a real-time basis. Since multiple air crafts transmit data regularly, the amount of transmitted data received by the flight controller is enormous, and it is accumulated in a vast volume within a concise time (Barros and Couto, 2013). It is a very challenging task to manage and process this massive amount of data called big data. In this study, the researcher demonstrates the methods to process this type of data.

Hundreds or even thousands of airline flights are canceled every year, which costs more money to passengers and owners. Many airlines are canceled due to bad weather conditions. Using Hadoop and MapReduce, the historical prediction can be maintained, predicting the delay and cancelation of a flight from historical data of weather and airlines (Patgiri et al., 2020). The historical dataset was taken to perform operations using pig and MapReduce, which produce output predictions based on temperature, snowfall, lousy weather, and many other factors. It also predicts the influence of cost due to delays and the cancelation of a flight. A model is proposed that determines the total number of flights canceled during 2012–2014, and their analysis is broken into months of each year. Researchers also analyzed the results of all flights diverted during each month of the year between 2012 and 2014.

The trend analysis is also analyzed for e-commerce websites. Using this project, we can easily find the trend of fashions, technologies, and music that varies from one geographical location to another (Satish and Kavya, 2017). Through trend analysis, companies can think of new products based on the needs of the customer, and they can do good strategic planning based on these trends. Amazon is one of the big e-commerce websites where people worldwide visit and see newly added products (Kaushik et al., 2018). The trend analysis is used to check the upcoming events all over the world. New trends come in fashion, living standards, traveling through cars, and many more. Hadoop is used to analyze this trend in this project and depending on these trends and upcoming events, new products were added. The search keywords from Google were taken and analyzed using Hadoop for finding occasional and even periodic events. Through these analyses, it is important to increase sales and attract an audience. This project will focus on data generated from Dailymotion for data mining and processing to make decisions to check their product market value. To accomplish this target, Hadoop, the distributed file system, is used.

The Hive is utilized to analyze temperature data and apply processing on 800,000 records (Lydia and Swarup, 2016). This analysis is done through the Hive query language, shortly, called HQL commands. This project supports in applying HQL commands for analyzing the data. Some of the common commands which are used are given below. Apache has implemented MapReduce, which is very time-consuming because of needed skills in programming languages, such as Jave (Lydia et al., 2016). The social media platform implemented Hive for its query-based features and similarity with SQL commands. For Warehousing projects, Hive is highly recommended (Capriolo et al., 2012; Salehi and Bernstein, 2018). With an increase in working remotely today, people worldwide can more easily work in one team, allowing multiple experts from different fields and domains, where they can input different types of data. MapReduce has no built-in support of the iterative type of programs; whereas Hadoop allows for processing iterative type of programs and applications from the Hadoop Program without any modification (Paul et al., 2016).



PROPOSED FRAMEWORK

An overview of the proposed framework is given in Figure 1. The framework is a parallel and distributed framework. Initially, the data related to a particular video is extracted and the video is scraped. The extracted data is recorded and aggregated in a specific format. Initially, the dataset is checked for anomalies and perm pre-processing. Afterward, the data is loaded into the proposed system using the parallel mechanism to speed up the data ingestion process. The processing of data is carried out by using the Apache Spark framework. The processed data is further utilized for decision-making using machine learning and AI approaches. Finally, the report is provided for decision-making. The detailed architecture of the proposed framework is depicted in Figure 2. The proposed architecture is composed of three layers: data pre-processing and storage, data processing, and decision management. A detailed description of the different layers is provided in the upcoming section.
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FIGURE 1. Overview of the proposed framework.
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FIGURE 2. Proposed architecture.



Pre-processing and Data Storage

The application programming interface (API) of Dailymotion is utilized to extract data from a particular channel through a specific set of queries. This project focuses on fetching data of a particular channel of Dailymotion using its API. We use the Dailymotion developer console to get a unique access key for fetching Dailymotion public channel data. The data is extracted in the form of a CSV file. The CSV file contains all the information about the channel and videos on that channel. The data available in the CSV file contain several anomalies including noise, corrupt data, denormalize data, duplicate values, and null values. Therefore, there is a need for preprocessing techniques to remove the anomalies. The proposed framework utilized data cleaning, data transformation, data normalization, and data integration. The accuracy of information relies on the recognition and removal of meaningless data.

The noise identification is done before noise removal. The data cleaning includes the detection and rectification of the imprecise data. The normalization is used to transform variables in data into specific series. The transformation is performed by converting the format of available data into a suitable format of processing. The big data must be stored in a specific systematic mechanism to process it efficiently. The proposed architecture utilizes the Hadoop Distributed File System (HDFS) distributed storage mechanism to store huge and gigantic datasets. HDFS grips a huge quantity of data and offers access at ease. The big datasets are stored across many nodes to be processed in parallel.

The Hive storage mechanism is also utilized and integrated with HDFS. The reason for the utilization of the Hive storage is the compatibility of CSV files with Hive that makes the loading process easy. The data is initially extracted in the text file that is in the form of unstructured data. To process analysis techniques, specific delimiters on CSV files are defined to load into Hive. It also works as an interface for data warehousing of Apache Hadoop-based data. It is a data warehousing infrastructure developed on top of Hadoop that allows querying data for data analysis. The CSV data is converted to Optimized Row Columnar (ORC) data and then loaded into the Hive table. A Dailymotion data table is created with a specific set of required fields. The H-catalog is used as a table storage management tool that processes the Hive tabular data into the Hadoop application for processing. The H-catalog is built on top of Hive that incorporates Hive data definition. Hive enables users to treat a file as an Structured Query Language (SQL) table with rows and columns. It provides read and write interfaces for Hadoop technologies.



Data Processing Using Parallel Framework

The data processing of huge datasets is the key module of the proposed model. An integrated approach is used to process the big data. Special storage techniques are taken into consideration for efficient processing. HDFS and Hive storage techniques are integrated to achieve optimal distributed storage. The Apache Spark parallel and distributed framework are applied for fast and real-time stream processing of big data. The programming paradigm utilized by Apache Spark is the MapReduce paradigm. The MapReduce is the rationale for parallel functional processing. The data is loaded into the Spark framework using a parallel mechanism (e.g., map-only algorithm). Apache Spark maps the complex queries with MapReduce jobs for simplifying the complex process. The queries of Spark can be mapped into the phases of the MapReduce framework. Spark SQL handles the selection operations. Spark is a master-slave architecture, and the overall cluster is managed by the Spark master node. The proposed Spark architecture processes the data based on Resilient Distributed Dataset (RDD). An RDD is a distributed collection and immutable that can be wrought on in parallel. The RDD includes an object and is produced by ingesting an external dataset. The data collected from billions of customers is utilized as an actionable metric to perform better decision-making and get more customer satisfaction. The input is categorized into region, likes, duration, etc. The regional data is then analyzed to check the views from different regions and countries. The detail of the viewer and watch time are noted for future decisions. The likes of each video are analyzed to check the interest of the viewer. The daily view and comments analytics are created by running the queries on imported data.



Decision Management

The decision management layer is a bridge between the proposed architecture and the outer world. It utilizes AI and ML algorithms. The thresholds are set using AI to analyze the specific dataset. The users are alerted using the AI mechanism. Based on the output, companies decide the enhancement of their investment decision-making using AI. The decisions can be utilized to market the projects. The proposed system utilizes the Dailymotion data to market the products based on region, country, and even based on a particular interest of users. Companies can find the peak and slow time of their viewership through a share, view count, subscriber, and audience retention. The companies can also find the trending product at a particular time. The changing behavior of people can be an important insight of companies.



RESULTS AND DISCUSSION

This section describes the implementation detail and results. This project focuses on fetching data of a particular channel of Dailymotion using its API. We use the Dailymotion developer console to get a unique access key for fetching Daily motion public channel data. The data is extracted in the form of a CSV file. The CSV file contains all the information about the channel and videos. After getting the API key, the.Net (C#) console application can be developed for fetching information based on search criteria. A text file will be generated by using this program, which will then be loaded from HDFS into the Hive database. In this project, we fetch YouTube data of a specific channel using API. We used Google Developers Console and generated a unique access key required to fetch YouTube public channel data. Once the API key is generated, a.Net (C#) based console application is designed to use the Dailymotion API for fetching video information based on search criteria. The text file output generated from the console application is then loaded from the HDFS file into the Hive database. The user can directly interact with HDFS using various commands. The queries will be run on big data through Hive to get the required data. This data will then be used by management for analysis. Besides, Apache Spark 3.0 is utilized for real-time stream processing of big data. The pyspark library is used for the implementation of spark workers. The MLLib library is utilized for applying the Machine Learning (ML) algorithm in the spark context. The graphX library is utilized for graph implementation.

We analyze the data and perform various operations to find the number of comments on the particular video and also the person who has uploaded the video. The dataset utilized contains the channel ID, category, duration, view count, comment count, like count, and country code. Dailymotion also provides video monetization options for its users, and most Dailymotion users have their channels with a monetized video that generates revenue for them through video ads. We extracted a CSV file from Dailymotion, and then uploaded it on Hadoop HDFS storage to analyze. The extracted file contains some meaningless information. The final file contains three columns: date, number of impressions, and earnings. We have generated the report of earnings within the particular time frame, and the detailed sum of an impression on a video is shown in Figure 3. The country-wise comments and like counts are shown in Figure 4. The category-wise detail of views, comments, and likes are illustrated in Figure 5.


[image: image]

FIGURE 3. Impressions vs. estimated earnings.
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FIGURE 4. Country-wise comments and likes.
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FIGURE 5. Category-wise detail.


Figure 6 demonstrates the processing time of the proposed architecture. Besides, the comparative analysis of the proposed architecture with state-of-the-art is demonstrated in Figure 7.


[image: image]

FIGURE 6. Processing time.
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FIGURE 7. Comparative analysis.




CONCLUSION

The use of big data in the field of social media is essential. The organizations that use big data have a huge advantage over the one which is still practicing relational database techniques. These organizations better know the importance of big data than the one which has no big data implementation. This product is intended to show the data analysis of Dailymotion and some key results. This article proposed a model using Apache Spark. The proposed architecture is three-layered architecture. The main objective of this project is to demonstrate the use of Apache Spark parallel and distributed framework technologies with other storage and processing mechanisms. The effectiveness of the proposed architecture is also highlighted. In this way, many other features can be determined, and the company could know the details of its competitor and clients. If a company uploads its marketing video on Dailymotion, its video becomes more prominent than the base of views and likes.
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This paper presents an in-depth literature review on the driving forces and barriers for achieving operational excellence through artificial intelligence (AI). Artificial intelligence is a technological concept spanning operational management, philosophy, humanities, statistics, mathematics, computer sciences, and social sciences. AI refers to machines mimicking human behavior in terms of cognitive functions. The evolution of new technological procedures and advancements in producing intelligence for machines creates a positive impact on decisions, operations, strategies, and management incorporated in the production process of goods and services. Businesses develop various methods and solutions to extract meaningful information, such as big data, automatic production capabilities, and systematization for business improvement. The progress in organizational competitiveness is apparent through improvements in firm’s decisions, resulting in increased operational efficiencies. Innovation with AI has enabled small businesses to reduce operating expenses and increase revenues. The focused literature review reveals the driving forces for achieving operational excellence through AI are improvement in computing abilities of machines, development of data-based AI, advancements in deep learning, cloud computing, data management, and integration of AI in operations. The barriers are mainly cultural constraints, fear of the unknown, lack of employee skills, and strategic planning for adopting AI. The current paper presents an analysis of articles focused on AI adoption in production and operations. We selected articles published between 2015 and 2020. Our study contributes to the literature reviews on operational excellence, artificial intelligence, driving forces for AI, and AI barriers in achieving operational excellence.

Keywords: operational excellence, artificial intelligence, driving forces, barriers, artificial intelligence operations


INTRODUCTION

Artificial intelligence is a technological concept in operational management, philosophy, humanities, statistics, mathematics, computer sciences, and social sciences. Artificial intelligence aims to create computers or machines to carry out jobs that generally need human intelligence. The sub-discipline of artificial intelligence is machine learning, which directs to statistical learning. Machine learning aims to create algorithms that can automatically manage information in actual-time and enhancing experience without being unequivocally customized. Supply chains are experiencing advantages from investments and progressive interest in artificial intelligence technologies (Voronkova, 2019). The latest information systems, such as wireless technologies, the internet of things, affordable sensors, and cloud storage, act as the underpinning technologies of artificial intelligence. Today, it is quite feasible that business processes and value chains are connected within and across organizations. Organizations can use smart devices, mobile applications, and point of sale technologies to accumulate geographic, demographic, and behavioral customer data in real time that helps develop products and services. The applications can help improve business functions using robotics and automatic systems. They allow marketing to forecast and understand customer’s demands more precisely. There is an importance of responsiveness within supply chain procedures as consumers demand custom-made products and peculiar services expeditiously. Supply chains and worldwide production network systems are experiencing effective modifications in the progressive business environment. The evolution of new technological procedures and advancements in production intelligence is producing positive impact on decisions, operations, strategies, and management. Businesses develop various methods and solutions to extract important information, such as big data with automatic production capabilities, and systematization for business affiliation. It helps to recognize barriers in enhancing organizational performance, such as equipment management, defect identification, time reduction of the cycle, speculation of demand, bioinformatics, and human resource (Deivanathan, 2019). Innovation in product development and smart technologies allows production intelligence to use soft computing, advanced algorithms, decision technologies, and findings. That can be in different information systems for advanced production systems, advanced equipment control, engineering data analysis, enterprise resource planning (ERP), manufacturing execution system, and supply chain management to improve decision excellence and effectivity of management. Smart production has become the trend with the logical incorporation of decision technologies and artificial intelligence to adopt the latest information technology (Mühlroth and Grottke, 2020).

Operational excellence is a concept from the eighteenth century covering a subject’s productivity, labor division, and the free market. Any organization’s success depends on operational excellence as it relates to the organization’s functions serving consumers. This concept is at the first operating stage that is a short distance away from the resources involved in its functions but is crucially associated with its planning. The three important sections in operational excellence are effectiveness, right the first time, and efficiency of procedures (Mangla et al., 2020). The concept of operational excellence could entail adopting industrial tasks and theories, like Industry 4.0, Reverse Logistics, Lean Six Sigma, Business Procedure Reengineering, and the Internet of Things, which are enablers of acquiring accurate results. Improving organizational competitiveness is evident through firm’s proper decisions and represents working efficiency (Danaher, 2018). Improvements and development resulting from operational excellence relate to revolution, the latest technologies, and solutions. Innovation typically permits small business operating expenses and increased revenues (Carvalho et al., 2019). Acquiring operational excellence relates to adopting individual management theories and techniques that grant an adequate cost level to be justified and innovativeness, leading to investments and persistent enhancement procedures through problem-solving techniques (Jamshidieini et al., 2017).

There are four drivers at the foundation of attaining operational excellence. The first one relates to the organization’s vision that explains the requirements. The engagement of people in the strategy implementation is the second driver. The third driver involves creating the proper process performance metrics to support the organizational strategy. The last driver is the technology used to support the required processes.

Advanced algorithms are one important type of technology service as a driver for operational excellence. The development of an advanced algorithm helps forecast customer needs. If an algorithm is available, competitors may eventually obtain it or develop a similar tool to maintain their competitive position. The firms that do not adopt similar algorithms will be at a great disadvantage and may lose their market value. Advanced algorithms are essential for companies to staying in business within highly competitive markets. Integrating big data technologies enables the evolution of productive algorithms to understand the customer needs, which can be exceptionally beneficial for decision makers (Shehadeh et al., 2016).

A framework of the core functionalities for operational excellence is proposed in Figure 1. The figure depicts a better understanding of the role of artificial intelligence in operational excellence. Different operational excellence sections are distributed among the core functionalities, including performance management, employee engagement, process management, strategy development, organizational planning, and improvement initiatives. Artificial intelligence enhances the core functionalities of operational excellence.

[image: Figure 1]

FIGURE 1. Operational excellence core functionalities.


The framework of artificial intelligence with operational excellence core functionalities is proposed in Figure 2. Artificial intelligence reshapes operational excellence by using different core functionalities to improve organization operations. Different automated intelligent algorithms find the patterns among the operations excellence’s different functions to automatically process the information. The outcome of artificial intelligence processing and real-time data can improve the organization’s operational decisions for achieving excellence. Artificial intelligence seeks to automatically select the right operational path connecting the various process within a business.

[image: Figure 2]

FIGURE 2. Artificial intelligence-based operational excellence framework.


The current study focuses on the following research questions:

1. What is the connection between operational excellence and artificial intelligence?

2. What are the driving forces for achieving organizational performance by using artificial intelligence?

3. What are the barriers to achieving organizational performance using artificial intelligence?

This paper comprises six sections. The second section investigates the literature about artificial intelligence, operational excellence, and driving forces and barriers. In the third section, there is an explanation of the methodology used to perform this research. Outcomes and interpretations of this study are in the fourth and fifth sections, respectively. In the sixth section, we present the discussion, conclusion, and future research directions.



LITERATURE ANALYSIS

Information technology is constantly growing with its application in various areas, including the educational field, healthcare field, or human resource field. Artificial intelligence and virtual reality are branches of computer science and are significant tools for improving human life or sustaining lifetime learning procedures (Stanica et al., 2018). Technology plays a vital role in influencing the social, political, cultural, educational, and organizational sectors in this rapidly changing world. The advancements in technology have made their importance valuable for all the sectors, subsequently increasing productivity by practical training and learning methods (Abduljabbar et al., 2019; Karsenti, 2019). Artificial intelligence is embedded in a computer or device by programming software, which helps to perform complex and specific tasks that were previously possible only with human intelligence. Handling complexity is the key factor while adopting artificial intelligence to solve complex problems. Despite the complexity and being time-consuming, artificial intelligence can perform various jobs in seconds without human’s assistance (Becker, 2017; Arrieta et al., 2020). Artificial intelligence is a technology that enhances the daily activities of social and economic life. It positively influences economic growth by solving various social obstacles. Artificial intelligence has recently magnetized the attention of many developed and developing countries, such as the United States, Europe, India, and China. The major focus is on the development of robotic technology and intelligence information technology. Even though the latest artificial intelligence technology is proving its excellence in obtaining specific models with various barriers, many intelligence information technology models require a self-idea function, rely on big data, and are complex (Skurdauskaitė, 2020).


Adoption of Artificial Intelligence in Organizations

Artificial intelligence have shown to be useful in fulfilling the following requirements (Davenport and Ronanki, 2018).


Automation of Business Procedures

Digitization is captivating and modifies the market in the business sector. Manual workflows depending on paperwork lower firms’ manufacturing efforts (Scheer, 2017). The business should organize its internal procedures in an excellent way (Paschek et al., 2017). “Robotic Process Automation” tends to be the software-based solution to regulate business procedures that include daily tasks, systemized data, and determining results (Aguirre and Rodriguez, 2017). Involving robotics within manufacturing is not recent, but their functions and abilities have advanced significantly, surpassing human skills in many circumstances.



Obtaining Insight Through Data Analytics

Information plays a significant role in the decision-making procedures on the operational, strategic, and tactical stages. However, the calculation and accumulation of data within enterprises are rising quickly. Essentially, big data analytics is the use of the latest statistics applied to any type of electronic communication, which may include “messages, updates, images posted to social networks, readings from sensors, and GPS signals from cell phones” (Wamba et al., 2018; Allam and Dhunny, 2019). Big data analytics allows to advance the way large quantity of data are processed.



Rational Customer Engagement

With the rapid advancements in the technological fields, businesses are maintaining personal connections with customers, and brands are gradually pursuing to maintain a connection with the customers on the digital mediums. There is a growth of a broad range of communication procedures on several platforms, such as consumer feedback, sharing videos of the brands on social media platforms, and creating blogs (Eigenraam et al., 2018). With the development in technology and digitization, social media platforms act as a medium to spread the information about the products in both businesses to business and business to consumer organizations (Pansari and Kumar, 2017; Choi et al., 2018).



Smart Agents

Many customers enjoy group-based online shopping. Smart agents based on advanced algorithms can negotiate to lessen the efforts while collecting the buyer’s information, transaction costs, and sellers’ negotiation. Smart agents can help other models other than C2B when there is a negotiation between buyers and sellers (Liang et al., 2019).



Recommendations About Products and Services

With the emergence of artificial intelligence, there is an evolution in product and service recommendation systems for organizations to increase sales, personalization, and engagement using easy-to-understand images and languages. With the rapid advancements in artificial intelligence, there is a development of concepts and priorities to enhance sales management (Singh et al., 2019).



Employee Engagement

Artificial intelligence can be used to improve employee management in two ways. First, firms can have easy access to a large amount of data related to their business functions to help achieve an effective decision-making procedure. Secondly, artificial intelligence’s constant evolution allows organizations to manage and process the data in real time (Robert et al., 2020).



Benefits for Employees

AI can impact employee’s physical and emotional engagement. It can provide a direct influence on employee benefits and improve organizational excellence (Alvi et al., 2020). For instance, in this technological era, online survey systems supported by AI can help recognize employee’s needs regarding their organization (Kang et al., 2016).



Human Resource Strategies

In this technological era, the human resource information system has a vital role in the decision-making procedure for effective human resource management. A semi-structured and unstructured process of HR decisions is attainable by adopting an intelligent decision support system (IDSS) with the combination of the knowledge discovery database (KDD; Masum et al., 2018).



Safety and Quality Analysis

Safety and quality are the main concerns for governments and the automobile sector. The main technical problems involve validating inductive learning in the modern environment inputs and attaining good levels of reliability needed for complete fleet formation. Moreover, the significant challenge may be creating an end-to-end structure and formation procedure that enhances the safety concerns limitless technical specialties into a combined approach (Koopman and Wagner, 2017).




Operational Excellence

Operational excellence is a concept that focuses on problem-solving techniques and leadership skills as the main factor for continuous development. Firms are usually unsure how to proceed with operational excellence, and most organizations find it too broad or doubtful as it is a complicated concept to explain. The employee’s and manager’s attitudes are not simply a set of activities that organizations perform (Gólcher-Barguil et al., 2019).



Continuous Improvement vs. Operational Excellence

Continuous improvement is the ongoing attempt to enhance organizational procedures, services, and products. It often occurs gradually instead of occurring instantly through some advanced innovation or constant progression. With continuous improvement, a firm has more chances to sustain and progress on these improvements as processes are built in to assure continuity (Sánchez-Ruiz et al., 2019). Although continuous improvement is significant, it is not sufficient on its own to maximize a firm’s improvement.

As a firm continues to clarify its procedures, services, and products, it requires a way to pursue progress (Benzaid and Taleb, 2020; van Assen, 2020). Operational excellence plays a vital part in this stage. Operational excellence is an outlook that accepts some regulations and tools to develop long-lasting improvement within a firm. Firms can achieve operational excellence when every individual in the firm can observe its value (Çaliş and Bulkan, 2015). Firms should diligently attempt to implement changes to seek the observed value. Essentially, operational excellence focuses on eliminating costs or enhancing firm’s productivity. It is about developing an organizational culture that will allow the firms to manufacture valuable products and services for the consumers and attain sustainable progress. Operational excellence is a concept that includes adopting appropriate techniques for the right procedures. When this occurs perfectly, the absolute working environment prospers, motivates, and empowers the employees (Sehnem et al., 2019).



Principles of Operational Excellence


Respect Every Person

Every individual is valuable and has potential, so an employee deserves respect. The perfect way to exhibit with respect to the employees and organizations must involve them in requisite activities. It will positively enhance employee’s motivational levels to feel more empowered to present their ideas (Sony, 2019).



Lead With Modesty

Modesty includes a desire to listen and accept every individual’s suggestion, setting aside that individual’s position or status within the organization. Leaders should always lead with modesty (Sony, 2019).



Seek Excellence

Managers must try to simplify the working procedures without compromising on quality. Managers and employees should look for sustainable solutions when any problem arises. It increases perfection that is one of the competitive advantages (Sony, 2019; Dogru and Keskin, 2020).



Accept Scientific Ideas

Continuous thinking and experimentation lead to innovation. It is essential to explore and encourage new ideas without fear of defeat (Sony, 2019).



Focus on the Procedure

When there is a negative outcome from any procedure, managers often blame employees for it. However, the source of the negative outcomes is often because of faults in the design of a procedure. Even the best employees cannot continuously provide exceptional outcomes with flawed procedures. So, instead of blaming employees, it is imperative to obtain an accurate picture of the real cause and make the proper adjustments to achieve the essential outcomes (Sony, 2019).



Ensure Quality

If monitoring is done on every part of a procedure, there is a possibility of achieving high quality. It helps to arrange work areas in a way that will make it possible to become visible. When there is a problem at any stage, it is important to pause the working procedure to solve it (Gólcher-Barguil et al., 2019).



Pull and Flow Value

Every firm’s goal is to furnish the utmost value to its consumers. For this purpose, firms should ensure that the procedure and workflow are uninterrupted as disruption cause inefficiencies and waste. There is an importance of evaluating and integrating customer requirements in procedures to ensure a firm fulfills the proper requirements (Chiarini and Kumar, 2020).



Think Logically

There is an interconnection between all the parts working together. It is significant to recognize the connection between all the parts because it will allow them to make decisions. Organizations should avoid a localized vision and eliminate data flow and ideas (Postavaru et al., 2019).



Develop Purpose Constancy

Employees should understand the mission statement and objectives of the firm from day one. Firms should focus on these objectives continuously. Employees should be aware of the changes and goals and seek to achieve those goals. Understanding this will allow the employees to adjust their activities, objectives, and behavior to benefit the organization (Ivanov and Sokolov, 2019).



Value Creation for Customers

Firms must work to recognize the demands and expectations of their consumers. A firm that cannot create and deliver value to its customer does not remain sustainable (Heinonen et al., 2019).




Operational Excellence Methods

Firms can enhance their performance and culture through operational excellence, helping in sustainable progress. Organizations should observe traditional events and look forward to a sustainable change system. Several popular methodologies for achieving operational excellence (Chakraborty et al., 2020) follow:


Lean Manufacturing

This method concentrates on systematically reducing waste during production procedures. It recognizes that every procedure has some restrictions and stresses all the efforts for improvement on those restrictions are the fastest way to success. The basic principles of lean manufacturing concentrate on improving the quality of products and services, reducing anything that is not important, and eliminating overall costs (Jordan and Mitchell, 2015; Kamble et al., 2020). Conventional lean manufacturing recognizes seven areas of waste that are generally known as “seven deadly wastes.”

•Overproduction: It occurs when employees create something before its requirement. It is an unfavorable form of waste in the form of inventory, which often hides substantive issues.

•Waiting: When employees have to wait for the next manufacturing stage, there is no additional value. It can be very surprising and informative to investigate each production stage and calculate the actual time adding value to a product versus non-value-added time.

•Transport: It is a waste because the movement of incomplete or undone products does not add value to a product.

•Motion: This stage considers all extra movement that does not add value to a product. This often occurs due to poor working processes.

•Over-processing: It occurs when there is excess time on processing rather than producing according to customer’s requirements. It is one of the most challenging wastes to eliminate, especially when producing a low level of product variety.

•Inventory: This kind of waste can occur for several reasons, such as when supply is greater than demand, there are opportunities for quantity discounts from suppliers, and work-in-progress is created due to separation of the production processes, or smoothing of production levels. Although there are reasons to create inventory, the Lean philosophy still recognizes it as a waste.

•Defects: This obvious waste occurs when mistakes in production cause parts or products that cannot be used. Either time and resources are wasted to fix the part, or it must be thrown away. In any case, the defective part creates waste (Jarrahi, 2018; Alefari et al., 2020).



Six Sigma

It is a set of techniques and tools to enhance business procedures that help produce better services and products. Six Sigma’s objective is to enhance the consistency of customer’s experience by recognizing and reducing variation. A Six Sigma organization will seek to create not more than 3.4 defects for every million opportunities. The definition of defect is any product not meeting the standards accepted by customers. DMAIC implementation can help to build Six Sigma business. DMAIC stands for “define, measure, analyze, improve, and control.” Following are the steps for this procedure:

◆ Define: In the first step, the organization clearly defines the problem in order to fix it. After identifying the problem, the organization can develop a strategy and evaluate the accessible resources.

◆ Measure: Organizations need to measure all accessible information and investigate the current processes closely with the current procedure. Where is the requirement for improvement? What is functioning correctly?

◆ Analyze: After the organization’s measurement of data, they can analyze its findings and find the source of the problem.

◆ Improve: After analyzing the data, organizations need to develop solutions. Solutions are adopted on a low scale to examine the necessary modifications.

◆ Control: After implementing the new procedures, the organization must find a path to maintain the procedure. It is important to ensure continuous improvement to make the procedure effective (Niñerola et al., 2019).



Kaizen

In Japanese, Kaizen means “continuous improvement.” It helps to adopt positive, continuing changes in the work environment. Kaizen’s leading principles are that the enhanced procedure leads to positive outcomes, group work is significant for success, and some procedures need improvement. Firms adopt Kaizen to assist them in developing a continuous improvement culture. Employees work together to attain ongoing changes in the working environment. Small modifications will combine to develop major outcomes. This method does not certainly only focus on small changes. It also concentrates on all employees’ involvement to impact actual change. Kaizen focuses on the importance of continuous improvement. Organizations need to continuously make improvements. Kaizen helps increase employees’ efficiency, reduce costs, and enhance customer’s experience (Shan et al., 2016).




Achieving Operational Excellence

The ultimate objective of organizations focusing on continuous improvement is operational excellence. Techniques and tools are a practical step to begin but are not enough to attain long-lasting change. There is often no difference of opinion between artificial intelligence and automation in normal discussions. However, both concepts are quite different from each other. Organizations who use them complementary can provide significant benefits for business productivity. With improved efficiency, organizations have room to reconfigure resources and progress. Like ERP, automation software will also help extract data for extensive comprehension, recognize the latest income flow to investigate, and assist organizations in accepting innovative technologies (Kibria et al., 2018). Achieving operational excellence enhances the efforts between employees and tools. Artificial intelligence performs tasks previously done by humans to improve their performance and productivity. Before adopting artificial intelligence and automation in business procedures, organizations need to understand their integration with advanced technology (Found et al., 2018). Skill improvement is the fundamental requirement of an advanced generation. Technology-based employees accept the integration of technological knowledge and strategic planning. In a competitive organizational environment, there is a need for daily improvement. It defines the basic concept of organizational excellence. Organizations are adopting artificial intelligence to develop automatic responses to information technology’s crucial functions. Automation procedure involves modifying the methods that both information technology specialists and business leaders apply in their daily activities (Hertz et al., 2018). By eliminating human work in fields where there is no necessity for human interaction, artificial intelligence can develop a foundation that improves processes. With the latest evaluation in artificial intelligence, organization of any size can automate their operational activities to develop fast machine-learning techniques (Kumar et al., 2018). It implies that advanced technology can detect and resolve issues as soon as they occur. These are the self-healing protocols of artificial intelligence that lead to improved information technology repair response time, reduced costs, networks, and business infrastructure with more reliability (Rusev and Salonitis, 2016). Many organizations are replacing the manual workforce with artificial intelligence and automation, permitting information technology specialists to spare more time on innovation instead of concentrating on daily problem solving from calculating and transferring large amounts of information while lessening actual-time RAM errors. CPU adjustments and controlling artificial intelligence probabilities are substantially limitless (Laird et al., 2017). Some latest algorithms can forecast problems before they occur, implementing a proactive strategy to discover suitable solutions. Solution based on artificial intelligence is modifying the business world continuously. The main advantages of self-hearing artificial intelligence solutions are the potential to lower the problem-solving time, discover the problems before they occur proactively, the critical ability for cost-reduction, and the potential to enhance customer’s experience. IBM is developing the latest technologies to help the organizations align their procedure, lower operating costs, and develop innovative business ideas (Lee et al., 2018; Thürer et al., 2018).



Driving Forces for Using Artificial Intelligence for Achieving Organizational Excellence

Following are the driving forces for using artificial intelligence for achieving organizational performance:


Improvement in Computing Abilities of Machine

The power and speed of computers are improving with each passing day. Organizations can perform their daily activities using computers embedded with artificial intelligence for improving their performance (Chen et al., 2018).



Development of Data-Based Artificial Intelligence

The development from rule-based artificial intelligence to data-based artificial intelligence enables machine learning. Machines can learn and adopt procedures independently without if/then algorithms. It acts as a driving force for achieving operational excellence as machines continue the procedures with minimal human involvement (Li et al., 2017).



Advancements in Deep Learning

Deep learning allows machines to recognize and perceive the world in new manners. Traditionally, machines could not differentiate between similar products. Advanced technologies can extract the data and start performing functions independently. The term intelligent machines depicts this concept. From the organizational perspective, these technologies help the firms smartly detect the requirements and fulfill them (John et al., 2020).



Cloud Computing

Cloud computing also acts as a driving force that enables machines to communicate and complete specific tasks. Organizations must collect and process data in the present era, and cloud computing makes it easier and transparent for the procedures (Bolodurina and Parfenov, 2017).



Managing the Data

Artificial intelligence provides the opportunity to analyze, process, and act according to the data with exceptional speed levels. Data management is the basic requirement for embedding artificial intelligence in business procedures. Artificial intelligence allows us to analyze, manage, and process data according to requirements. Artificial intelligence permits enhanced storage capacities to manage and save data and information (Harrison et al., 2019).




Barriers in the Adoption of Artificial Intelligence for Achieving Organizational Excellence

Following are the barriers in the adoption of artificial intelligence for achieving organizational excellence:


Cultural Constraints

This constraint relates to intransigence to change. Humans follow habit patterns. Once humans discover a methodology of performing tasks that is effective or efficient, they like to stick to it. It mainly requires some confidence in organizations to say that the disturbances and costs involved in modifying procedures or adopting new procedures will be worthy of bringing profitability (Tarafdar et al., 2019). Resistance can be simple as reluctance to manage over control, whether that is straight away to machines or employees who manage the technological framework that makes artificial intelligence possible (Makridakis, 2017). Mostly, this observes the requirement for artificial intelligence and insufficient recognition of its benefits (Yigitcanlar et al., 2020). Education can help to overcome this barrier. People need to understand how advanced technologies from natural language processing to cloud computing can enhance productivity and lessen costs. Once people become aware of it, they repeatedly engage themselves to enhance the potential for productive change with artificial intelligence’s adoption (Fountaine et al., 2019).



Fear

Fear is a natural and comprehensible response of humans. Fear about the unknown is the ancient and powerful emotion of humans. Still, there are enormous things that humans cannot imagine about how artificial intelligence will change our future. Fear can be subsided by understanding how new jobs will be created. Decision-making procedure by computer algorithms is indeed difficult to understand. It creates a fear that humans are losing control over their tasks and are no longer experts in their work (Mata et al., 2018). If machines carry out tasks more effectively and efficiently, there could be a decrease in the demand for jobs in certain areas. It can lead to two different situations: Machines fulfill primary requirements, and humans can pursue innovative and leisure activities. Second, the dependency on artificial intelligence can cause unemployment and social disturbance. To avoid the barriers, the solution is to turn over to technological grounds to enhance human’s work instead of replacing them (Ploder, 2019).



Lack of Skills

It is an actual and crucial issue for many organizations requiring the adoption of artificial intelligence and shifting to other data-based frameworks for automatic modification. When it comes to organizational performance and growth because of artificial intelligence, a barrier exists due to the lack of skills and technology specialists with the training and experience required to adopt the essential organizational change and infrastructure. Even though artificial intelligence has been applied for several years, it is only recently that this talent is in demand by the industrial sector (Lee et al., 2018). The massive progress in demand means that those with capabilities can demand higher salaries and promotional positions in the firms that appoint them. Furthermore, firms now understand the need for artificial intelligence and invest in implementing this technological (Moulin-Frier et al., 2017). Google and Facebook, for instance, are considered greatly advantages as businesses who have talent, considering other firms face fierce competition to hire new talent. However, there is a possibility that this barrier will be overcome by society closing the gap between demand and supply. With the need for skills, there is an opportunity for the talent to grow. Another resolution is enhancing skills among employees. With an increase in the number of artificial intelligence solutions accessible as a service progresses, there will be a lower need for thoroughly trained employees in conventional science to implement artificial intelligence solutions to many business issues. Thus, it will be more accessible and less difficult for growing internal employees in AI areas (Jarrahi, 2018).




Lack of Strategic Planning to Artificial Intelligence Adoption

Somehow or another, this is a blend of a few different obstructions – shortage of skills, cultural barriers, difficulty in management to understand the benefits and productivity of artificial intelligence, and technological transformation. According to the overall progress and development programs, the outcome is that artificial intelligence capabilities are not according to plans at a strategic level. The outcomes cannot address organizational benefits, overall progress, and development programs. The main reason is that when organizations gain awareness about the significance of adoption of artificial intelligence technology and the benefits it can provide, they are unable to consider it from a strategic point of view, or from a complete know-how about the goals and objectives of all characteristics of the operations of artificial intelligence, from data accumulation to uncovering the insights (Nguyen et al., 2019). The solution to this barrier is that firms must always assure a clear strategic plan before money and time spent on resource-intensive artificial intelligence ideas. They must have a clear understanding of the advantages they can bring forward. Companies should ensure their artificial intelligence is wholly associated with the business objectives and excellence, where every shareholder has complete knowledge about failure and success (Olsen and Tomlin, 2020; Raj et al., 2020).




METHODOLOGY

The present paper conducts an in-depth systematic literature review on the intersection of AI and operational excellence. This method helps to provide a theoretical background for the study. The literature review should be a “systematic, explicit, and reproducible method for identifying, evaluating, and synthesizing the existing body of completed and recorded work produced by researchers.” Conducting a systematic literature review is known as “Fundamental Scientific Activity.” It also permits us to understand the research scope, present and learn about the previous literature, and discover the specific topic. We focused on English-language articles by following standard research procedures. The first step was a manual search of different relevant articles from EBSCO, ProQuest, Emerald Insight, Science direct, Taylor and Francis, Wiley, JSTOR, and IEEE. The methodology was designed in the following stages (Figure 3).
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FIGURE 3. Article selection methodology.


The articles were searched according to the search phrases and extracted from different databases. Initially, 1,854 articles were identified based on the generic keywords of artificial intelligence and operations excellence from 2015 to 2020. All results were stored and combined from all databases. Duplicate articles were omitted, leading to a net number of 850 articles compared according to the first English criteria. Articles were then documented in a “results” spreadsheet. An additional search was performed to ensure that all articles were found in the database to complete the process. Articles related to artificial intelligence and operational excellence were used in combination strings. Articles related to artificial intelligence and operations management were searched in the first set. The second set included articles about artificial intelligence, operations, operations research, operations excellence, and operations management. The strings were modified based on the different database types. The articles were based on quality and were filtered to only those in peer-reviewed journals and conferences, which led to a reduction of 350 articles. All articles were re-reviewed to ensure that they match the area of artificial intelligence and operations excellence. Abstracts of different articles were reviewed to match the study area further. That final filtering shortlisted the articles to 53, which were compared and discussed for in-depth analysis. The results are given in Table 1, which describes the stats on articles during the initial database search and after article processing. The first number in each column represents the initial search, and the second number represents the quantity after filtering. It is shown in Initial Search and After Processing format.



TABLE 1. Database search and Processing results.
[image: Table1]



FINDINGS AND RESULTS

The previous studies analysis proved that the artificial intelligence and operations excellence terms combined with other keywords identified a relatable need for coordination and commitment in the operation excellence field. The study findings are presented with tabulations and statistics to summarize the reviewed literature and discuss the research questions. Figure 4 provides the article’s numbers over the selected period sourced from peer-reviewed conferences and journals. Figure 5 provides an overview of the distribution of articles from the database search. 75% of the literature review was from peer-reviewed journals and 25% from conferences. Table 2 summarizes the artificial intelligence methods relevant to the operational excellence finalized for the 53 articles.

[image: Figure 4]

FIGURE 4. Time span for identified articles.
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FIGURE 5. Article distribution.




TABLE 2. AI method usage with operational excellence.
[image: Table2]

Table 3 provides the frequency of AI methods used based on reviewed literature. Various AI methods were used in operational excellence based on the implementation. Most articles were based on using neural networks with a highest-ranking method with 21, decision support system as the second highest method of 20, decision trees and modeling as 16 each, simulation as 14, and automation as 12. The rest of the methods varies among different approaches. Figure 6 provides the overall summary of the methodologies used by the articles. 68% of the articles have used single methods, 21% have used double methods, and 11% have used multiple methods to solve operations problems for achieving excellence. Table 4 provides the frequency of the analyzed articles in terms of the unique outcome that shows the importance of using artificial intelligence for operational excellence. Figure 7 shows the summary of the articles reviewed in terms of a unique outcome. Most of the articles have used the framework as a unique outcome, nearly at 17%, the approach is being used as 15%, the model is being used as 13%, case study, and method as 9% each. The rest of the outcomes varies among the selection of outcomes by the researchers.



TABLE 3. Frequency of AI methods.
[image: Table3]
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FIGURE 6. Summary of methods.




TABLE 4. Frequency of unique outcomes.
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FIGURE 7. Unique outcomes in percentages.




DISCUSSION

The results exhibit a connection between artificial intelligence and operational excellence that is proven by the selection of the 53 articles. It proves that 1 out of 12 articles about artificial intelligence refers to operational excellence. It also highlights that 12 percent of the 53 articles show a distinct connection between operational excellence and artificial intelligence. The results are significant because they depict that achieving operational excellence is dependent on the driving forces and resolving barriers. It is possible to achieve operational excellence by eliminating barriers. The analysis does not prove any specific methods to enhance operational excellence. It investigates the driving forces and barriers of using artificial intelligence to achieve operational excellence. The methodology allowed us to recognize how various keywords have a relationship and explain the research gaps.


What Is the Connection Between Operational Excellence and Artificial Intelligence?

The answer to the first research question is we conducted the analysis that explains artificial intelligence and virtual reality are the branches of computer studies and are significant tools for improving human life or sustaining their lifetime learning procedures. Technology plays a vital role in influencing the social, political, cultural, educational, and organizational sectors (Siryani et al., 2017).

Intelligent agents can help models other than C2B when negotiating between buyers and sellers. With the rapid advancements in artificial intelligence, there is a development in many concepts and priorities to enhance product selling management. In this technological era, online survey systems help recognize employee’s needs regarding working in the organization (Wang et al., 2015). Operational excellence is a concept that focuses on problem-solving techniques and leadership skills as the main factor for continuous development. Firms are usually unsure how to proceed with operational excellence, and most organizations find it too broad or doubtful as it is a complicated concept to explain. The employee’s and manager’s attitude are not a set of activities that organizations perform. Firms can enhance their performance and culture through operational excellence, helping in sustainable progress. Organizations should observe past traditional events and look forward to a sustainable change system. Principles of operational excellence are: Respect every person, lead with modesty, seek excellence, accept scientific ideas, focus on the procedure, ensure quality, pull and flow value, think logically, develop purpose constancy, and value creation for customers.



What Are the Driving Forces for Achieving Organizational Performance by Using Artificial Intelligence?

The second research question addresses the question that the driving forces for achieving operational excellence through artificial intelligence are improved machine computing abilities (Wirtz, 2019). Organizations can perform their daily activities using computers embedded with artificial intelligence to improve their performance. The second driver is the development of data-based artificial intelligence: Machines can learn and adopt procedures independently without the algorithm of if/then. The third driver is advancements in deep learning, which means that deep learning allows machines to recognize and perceive the world differently (Zhao et al., 2019). From the organizational perspective, these technologies help the firms smartly detect the requirements and fulfill them. The fourth barrier is cloud computing, which enables machines to communicate and work to complete specific tasks. In the present era, organizations have to collect and process data, and cloud computing makes it easier and transparent for the procedures. The fifth driver is managing the data. Artificial intelligence provides the opportunity to analyze, process, and act according to the data with exceptional speed levels. Artificial intelligence allows us to analyze, manage, and process data according to requirements.



What Are the Barriers to Achieving Organizational Performance Using Artificial Intelligence?

The third research answer is the barriers in achieving organizational excellence through artificial intelligence that are cultural constraints; Once humans discover a methodology of performing tasks that is effective or efficient, they like to stick to it. It can be simple as reluctance to manage over control, whether that is straight away to machines or employees who manage the technological framework that makes artificial intelligence possible. Education can help to overcome this barrier. People need to understand how advanced technologies from natural language processing to cloud computing can enhance productivity and lessen costs. Once people become aware of it, they repeatedly engage themselves to enhance the potential for effective change with artificial intelligence’s adoption. The second barrier is fear. Fear is a natural and comprehensible response of humans. Fear about the unknown is human’s ancient and powerful emotion (Bottani et al., 2019).

For a quick understanding, the fear can circulate distance between the job and employees to get the salary. It creates a fear that humans are losing control over their tasks and are no longer experts in their work. To avoid this barrier, the solution is to turn over to technological grounds to enhance human work instead of replacing them. The third barrier is the lack of skills. It is an actual and crucial issue for many organizations requiring the adoption of artificial intelligence and shifting to other data-based frameworks for automatic modification (Huo et al., 2020). When it comes to organizational performance and growth because of artificial intelligence, a barrier exists due to the lack of skills and technology specialists with the training and experience required to adopt the fundamental organizational change and infrastructure (Gray-Hawkins and Lăzăroiu, 2020). Although there is a possibility that this barrier will be overcome by managing the demand and supply (Marcos et al., 2020), with the need for skills, there is an opportunity for the talent to grow. Another resolution is enhancing skills among employees. The fourth barrier is the lack of strategic planning for artificial intelligence adoption. Somehow or another, this is a blend of a few different obstructions – shortage of skills, cultural barriers, difficulty in management that affect the benefits and productivity of artificial intelligence, and technological transformation. The solution to this barrier is that pretty direct firms must always assure a clear strategic plan before money and time spent on resource-intensive artificial intelligence ideas without a clear understanding of the advantages they can bring forward.




RESEARCH IMPLICATION

This study will help managers understand the barriers to adopting artificial intelligence to achieve operational excellence. This paper upgrades the previous understanding of operational excellence, artificial intelligence, and the drivers and barriers in adopting artificial intelligence. Knowing the drivers and barriers in adopting artificial intelligence for achieving operational excellence supports the organizations to maintain their competitive position. The focused literature review revealed that operational excellence could be implemented in a more efficient manner using artificial intelligence. The proposed framework for the operational excellence core functionalities can be extended according to organizational needs. Additionally, the in-depth framework for the artificial intelligence-based operational excellence framework provided the value-added areas that can help organizational leaders to focus on the essential domains as well-linked functionalities. Implementing the proposed frameworks will expedite the operational excellence in organizations with a clear roadmap to align the key performance indicators.



LIMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH

There are some limitations to this study. First, the framework of this study focuses on prior literature. So, it is not practical to apply generalization. Furthermore, the study is restricted to operational excellence and artificial intelligence uses in the organization. Future researchers can investigate other factors that impact artificial intelligence’s adoption in other sectors, such as banking, construction, and health sectors. Additionally, the proposed frameworks can be used for implementation in an organization for a pilot run. The outcome of the results can be further verified through the pre- and post-implementation of the artificial intelligence-based operational excellence framework. Moreover, a case study-based approach can be undertaken to provide complete procedures and processes for other organizations and better understand artificial intelligence and operational excellence.
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Previous research has shown that sending personalized messages consistent with the recipient's psychological profile is essential to activate the change toward a healthy lifestyle. In this paper we present an example of how artificial intelligence can support psychology in this process, illustrating the development of a probabilistic predictor in the form of a Dynamic Bayesian Network (DBN). The predictor regards the change in the intention to do home-based physical activity after message exposure. The data used to construct the predictor are those of a study on the effects of framing in communication to promote physical activity at home during the Covid-19 lockdown. The theoretical reference is that of psychosocial research on the effects of framing, according to which similar communicative contents formulated in different ways can be differently effective depending on the characteristics of the recipient. Study participants completed a first questionnaire aimed at measuring the psychosocial dimensions involved in doing physical activity at home. Next, they read recommendation messages formulated with one of four different frames (gain, non-loss, non-gain, and loss). Finally, they completed a second questionnaire measuring their perception of the messages and again the intention to exercise at home. The collected data were analyzed to elicit a DBN, i.e., a probabilistic structure representing the interrelationships between all the dimensions considered in the study. The adopted procedure was aimed to achieve a good balance between explainability and predictivity. The elicited DBN was found to be consistent with the psychosocial theories assumed as reference and able to predict the effectiveness of the different messages starting from the relevant psychosocial dimensions of the recipients. In the next steps of our project, the DBN will form the basis for the training of a Deep Reinforcement Learning (DRL) system for the synthesis of automatic interaction strategies. In turn, the DRL system will train a Deep Neural Network (DNN) that will guide the online interaction process. The discussion focuses on the advantages of the proposed procedure in terms of interpretability and effectiveness.
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INTRODUCTION

Doing physical activity is essential for people's health and well-being (Hyde et al., 2013; Rhodes et al., 2017). During the lockdown due to the COVID-19 pandemic, this role of physical activity has become even more crucial and an increase in physical activity at home has become essential to keep in exercise despite the constraints of external mobility (Taylor et al., 2020; University of Virginia Health System, 2020). Even when we are aware of the benefits associated with physical activity, this awareness does not necessarily translate into consistent behavior. This is because the psychological factors related to physical activity are many and their relationships are complex. Understanding these relationships is essential to develop personalized and effective intervention strategies, which can be addressed to as many people as possible and be economically sustainable.

Some previous research has investigated how to promote physical activity using automatic interaction systems, such as artificial intelligence chatbot or personalized physical activity coaching based on machine learning (Dijkhuis et al., 2018; Aldenaini et al., 2020; Zhang et al., 2020). However, a full understanding of the theoretical guidance and practices on designing automatic interaction systems to support the increase in people's physical activity is still lacking (Zhang et al., 2020). Such understanding should include the development of empirically testable theoretical models, which consider the psychosocial processes related to behavior planning and how communication can influence it.

In the present study, we developed an empirically testable model to facilitate the promotion of physical activity thanks to the application of artificial intelligence. To do so, we first collected data on a sample of participants exposed to different messages promoting home-based physical activity during the first lockdown due to the Covid-19 epidemic in 2020. Participants were involved in an experimental procedure articulated in three phases: (a) filling out a first questionnaire aimed at identifying the psychosocial dimensions involved in the intention to do home-based physical activity; (b) reading persuasive messages aimed at promoting home-based physical activity and framed in different ways depending on the experimental condition; (c) filling out a second questionnaire aimed at detecting the evaluation of the messages received and any change in the intention to exercise at home.

We then developed a probabilistic graphical structure, i.e., a Dynamic Bayesian Network (DBN; Dagum et al., 1995; Murphy, 2012), as a first step in a process aimed at harnessing psychological models in the construction of automated interaction strategies via artificial intelligence. In doing this, we aimed at striking a balance between the explanatory power of the DBN, namely, its capacity of describing the causal connections among the psychological dimensions included in the theoretical model, and the predictive capability of the DBN, namely, its effectiveness in anticipating the effect of a specific interaction strategy. In other words, we aimed at achieving a good equilibrium between what can be predicted and why it can be predicted. The goal of achieving such a balance is relevant both for quantitative psychology (Yarkoni and Westfall, 2017) and for artificial intelligence (Adadi and Berrada, 2018).

To summarize, the main aim of our paper was to develop a probabilistic predictor in the form of a DBN, capable to explain and predict change in the intention to do physical activity at home after being exposed to messages on the subject. Such DBN is intended as the first step of an articulate process that has the ultimate goal of developing effective and automatic interaction strategies regarding behavior change.

In the rest of the paper, we first present the procedure and the measures employed in the empirical study, specifying the psychosocial theories we referred to in carrying it out. We then illustrate the main characteristics of the DBN, as structured predictor, and describe the methods adopted for its elicitation from the data collected in the study. The criteria to balance explanatory power and predictive capability, and the deterministic structure search of the DBN are also discussed. Then, in the Results section we illustrate the structure and parameters of the elicited DBN and its consistency with the psychosocial theoretical models. We finally discuss the advantages, limits, and future developments of our procedure, which will include a Deep Reinforcement Learning component for training a Deep Neural Network expected to drive online interactions with people.



METHODS


Participants and Procedure

The present study was conducted following receipt of ethical approval by the Catholic University of the Sacred Heart (Milan). In April 2020, a sample of Italian participants was recruited to participate in a university study on the effects of public communication regarding the benefits of home-based physical activity. Participants were recruited by students of psychology courses at the Catholic University of Milan and received an email with a link to an online survey developed through the Qualtrics platform.

An initial sample of 280 participants accessed the online survey developed through the Qualtrics platform. First, participants completed a questionnaire measuring psychosocial dimensions involved in doing home-based physical activity (Time 1). Then, they were automatically and randomly assigned to four different experimental conditions, which consisted in being asked to read differently framed messages regarding the physical and psychological outcomes of exercising at home (Message Intervention). Finally, they were required to fill in a second questionnaire measuring their evaluation of the messages and again the psychosocial dimensions involved in home-based physical activity, to assess whether they had changed after message exposure (Time 2).

After excluding participants who either failed to pass the attention check questions in the questionnaires or did not complete them (N = 8), the final sample consisted of 272 participants (126 males, 142 females, 4 other; mean age = 42.97, SD = 14.98, age range = 18–70).

All data presented in this study can be found in the open repository at https://bitbucket.org/unipv_cvmlab/connecting_social_psychology_and_drl/.



Theory-Based Measures

The theoretical starting point of our study was the integration of psychosocial models aimed at explaining behavior planning, its change through persuasive communication, and the matching effect between persuasive messages and recipients' characteristics (see also Di Massimo et al., 2019; Carfora et al., 2020a).

Regarding behavior planning, our reference model was the widely known Theory of Planned Behavior (TPB; Ajzen, 1991), according to which the intention to enact a certain behavior is predicted by the attitude toward the behavior (e.g., perceiving exercising at home as a useless activity), the social norm (e.g., feeling that others would approve of their regular exercising at home), and perceived behavioral control (e.g., being convinced to have internal and external resources to exercise at home). Over time, various researches have highlighted that the predictive capacity of TPB is further increased by the addition of two further dimensions, namely, past behavior (e.g., having exercised regularly in the past month) and anticipated positive or negative emotions concerning the outcome (e.g., anticipating that one will feel satisfied (or guilty) if one will (or will not) exercise at home).

Regarding the effects of persuasive communication, we referred to the Elaboration Likelihood Model (ELM; Petty and Cacioppo, 1986), according to which the long-term persuasiveness of a message largely depends on the evaluation and systematic processing of the message itself. Subsequent developments of this model have led to highlighting additional factors that can increase or vice versa decrease the persuasive effect of a message. Among the first, the perception of trust that the message arouses (Petty, 2018) and the positive tone of the message (Latimer et al., 2008a). Among the second, the perception of threat or distress activated by the message (Shen, 2015) and the negative tone of it (Latimer et al., 2008a).

Finally, in devising persuasive messages we referred to the Self-Regulatory Model of Message Framing (Cesario et al., 2013), according to which similar contents can be framed in different ways, for example by stressing either the positive or the negative outcomes of the recommended action. In a gain message the outcome of the action is formulated with a positive valence, whereas in a loss message the outcome is formulated with a negative valence. Gain messages can be further differentiated in messages describing an actual gain (e.g., “If you do home-based physical activity, you will improve your health”) and messages describing a non-loss (e.g., “If you do home-based physical activity, you will avoid damaging your health”). Similarly, loss messages can be further distinguished in messages describing an actual loss (e.g., “If you do not do home-based physical activity, you will damage your health”) and messages describing a non-gain (e.g., “If you do not do home-based physical activity, you will miss the opportunity to improve your health”).

Finally, previous research has shown that the persuasiveness of a message increases when its framing matches the recipient's regulatory focus (e.g., Yi and Baumgartner, 2009; Bertolotti et al., 2020). According to the Regulatory Focus Theory (RFT; Higgins, 1997), self-regulation with a prevention focus involves the avoidance of losses and the fulfillment of duties and obligations, while self-regulation with a promotion focus involves the pursuit of gains and the achievement of an ideal desirable state. Messages framed in terms of non-loss are more persuasive with people who have a prevalent focus of prevention, while messages framed in terms of gain are more persuasive with people who have a prevalent focus of promotion (Yi and Baumgartner, 2009). In this study we therefore introduced the regulatory focus measures at Time 1, to assess whether they would have an impact on intention change at Time 2, after exposure to differently framed messages.


Time 1 Measures

At the beginning of the survey, participants provided their informed consent and read the following statement: “We are interested in understanding what drives people to do physical activity at home in the absence of alternatives (i.e., in the impossibility of accessing parks, gyms, and open spaces). By physical activity at home we mean, for example: bodyweight workout (such as stretching, aerobics, push-ups, and abs), walking for at least 30 min (6,000 steps per day), training with weights and machines (such as stationary bikes and treadmills).” After that, participants answered to a series of questions measuring the relevant psychosocial dimensions investigated in the study.

Prevention focus was assessed using five items on a 7-point Likert scale adapted from the Health Regulatory Focus scale [e.g., “I often imagine myself being ill in the future… (1) Strongly disagree—(7) Strongly agree”; Ferrer et al., 2017]. The five items were used to compute a single prevention regulatory focus index, with higher values indicating a higher prevention focus. Cronbach's α was 0.87.

Promotion focus was assessed using five items on a 7-point Likert scale adapted from the Health Regulatory Focus scale [e.g., “I frequently imagine how I can achieve a state of “ideal health… Strongly disagree (1)—Strongly agree (7)”; Ferrer et al., 2017]. The five items were used to compute a single promotion regulatory focus index, with higher values indicating a higher promotion focus. Cronbach's α was 0.83.

Past behavior, related to physical activity at home, was assessed by asking how often participants engaged in exercising at home before the COVID-19 restrictions: “Before this period of restrictions, on average how many times a week did you exercise at home?. Never (1)—Every day (7).” Higher scores indicated a higher frequency of home-based physical activity before the COVID-19 restrictions.

Past outdoor behavior, related to outdoor physical activity, was assessed by asking how often participants engaged in exercising outside home before the COVID-19 restrictions: “Before this period of restrictions, on average how many times a week did you exercise outside home?. Never (1)—Every day (7).” Higher scores indicated a higher frequency of outdoor physical activity before the COVID-19 restrictions.

Attitude toward home-based physical activity was assessed using eight items on a semantic differential scale ranging from “1” to “7” (e.g., “I believe that doing physical exercises at home regularly is… useless—useful”; Caso et al., 2021). The eight items were used to compute a single attitude index, with higher values indicating a more positive attitude toward exercising at home. Cronbach's α was 0.93.

Subjective norm was assessed with three items using a Likert scale [e.g., “Most of the people important to me (partners, family, friends) think I should do physical exercises at home regularly… Strongly disagree (1)—Strongly agree (7)”; adapted from Carfora et al., 2020a,b]. The three items were used to compute a single subjective norm index, with higher scores indicating a higher level of it. Cronbach's α was 0.83.

Perceived behavioral control related to home-based physical activity was measured using five items on a seven-point Likert scale [e.g., “If I wanted, I would be able to do the physical activity regularly when I am feeling tired… (1) Strongly disagree—(7) Strongly agree”; adapted from Bandura, 1977]. The five items were used to compute a single index, with higher values indicating higher perceived behavioral control regarding exercising at home. Cronbach's α was 0.90.

Anticipated positive emotions for doing home-based physical activity were assessed with three items using a Likert scale [e.g., “If I do physical exercises at home regularly I will be satisfied… Strongly disagree (1)—Strongly agree (7)”; adapted from Carfora et al., 2018]. The three items were used to compute a single anticipated positive emotions index, with higher scores indicating a higher level of them. Cronbach's α was 0.92.

Anticipated negative emotions for not doing home-based physical activity were assessed with three items using a Likert scale [e.g., “If I do not do physical exercises at home regularly I will regret it… Strongly disagree (1)—Strongly agree (7)”; adapted from Carfora et al., 2018]. The three items were used to compute a single anticipated negative emotions index, with higher scores indicated a higher level of them. Cronbach's α was 0.89.

Intention at Time 1 toward doing home-based physical activity was measured using three items on a seven-point Likert scale [e.g., “I intend to do physical exercises at home regularly in the next month… Strongly disagree (1)—Strongly agree (7)”; Clark and Bassett, 2014]. The three items were used to compute a single intention at Time 1 index. Higher scores indicated a greater intention to exercise at home at Time 1. Cronbach's α was 0.97.

A list of the above dimensions with examples of the items employed to measure them can be found in Figure 1.


[image: Figure 1]
FIGURE 1. Psychosocial predictors of change in the intention to exercise at home, with examples of the measures employed.




Message Intervention

After completing the first questionnaire, participants read an infographic with six messages describing the physical, psychological, and social consequences of doing home-based physical activity (Figure 2). All messages were formulated in prefactual terms (i.e., “If … then”; see Carfora and Catellani, 2021) and approximately consisted of 14 words each. Messages were formulated differently, according to the experimental condition to which participants had been randomly assigned. Participants in the gain message condition read messages emphasizing the positive consequences of doing home-based physical activity (e.g., “If you do physical activity at home, you will improve your fitness”). Participants in the non-loss message condition read messages informing how to avoid negative outcomes by doing home-based physical activity (e.g., “If you do physical activity at home, you will avoid worsening your fitness”). Participants in the non-gain message condition read messages emphasizing how doing home-based physical activity is associated with missing out positive consequences (e.g., “If you do not do physical activity at home, you will lose the chance to improve your fitness”). Finally, participants in the loss message condition read messages on the negative consequences of not doing home-based physical activity (e.g., “If you do not do physical activity at home, you will worsen your fitness”).


[image: Figure 2]
FIGURE 2. Infographics proposed in the gain, non-loss, non-gain, and loss message conditions.




Time 2 Measures

After reading the messages, participants completed the second questionnaire, which measured the evaluation of the messages and once again the intention to exercise at home.

Message-induced threat was measured with four items on a 7-point Likert scale related to how much reading messages had made participants feel their freedom threatened [e.g., “The messages have tried to pressure me… (1) Strongly disagree – (7) Strongly agree”; adapted from Shen, 2015]. The four items were used to compute a single message-induced threat index, with higher values indicating higher perceived threat. Cronbach's α was 0.89.

Message-induced distress was assessed with five items on a 7-point Likert scale, pertaining to the degree to which reading messages induced distress [e.g., “How far this message scared you? … (1) Not at all – (7) Completely”; adapted from Brown and Smith, 2007]. All items were used to compute a single message-induced distress index, with higher values indicating higher distress after reading the messages. Cronbach's α was 0.86.

Message tone was measured with one item asking participants to rate the tone of the messages along the positivity-negativity dimension [“Overall, how would you rate the tone of the information presented in the messages? (1) Extremely negative – (7) Extremely positive”; adapted from Godinho et al., 2016]. Higher values indicated a more positive perception of the message tone.

Message trust was assessed with three items on a 7-point Likert scale [e.g., “Do you think the information presented in the message is reliable? (1) Not at all – (7) Extremely”; adapted from Godinho et al., 2016]. The three items were used to compute a single message trust index, with higher values indicating a higher trust in the messages. Cronbach's α was 0.92.

Systematic processing was measured with five items on a 7-point Likert scale, asking participants to state how deeply they had processed the information presented in the messages [e.g., “I tried to think about the importance of the information presented in the message for my daily life… (1) Strongly disagree – (7) Strongly agree”; adapted from Smerecnik et al., 2012]. The five items were used to compute a single systematic processing index, with higher values indicating a deeper processing of the messages. Cronbach's alpha was 0.91.

Message evaluation was assessed with six items on a 7-point Likert scale, regarding how participants evaluated the messages [e.g., “Messages were very interesting… (1) Strongly disagree – (7) Strongly agree”; adapted from Godinho et al., 2016]. The three items were used to compute a single message evaluation index, with higher values indicating a more positive evaluation of the messages. Cronbach's α was 0.92.

Intention at Time 2 toward doing home-based physical activity was measured with the same three items employed at Time 1. Cronbach's α was 0.98.

Intention change was calculated subtracting the index Intention at Time 1 from the index Intention at Time 2.

At the end of the questionnaire, participants reported their age, sex, and education.

A list of the above dimensions with examples of the items employed to measure them can be found in Figure 1.




Dynamic Bayesian Network

We now describe the theoretical framework adopted for defining the probabilistic predictor (sections Learning Structure and Parameters From Data and Explanatory Power vs. Predictive Capability) and then describe the method used for eliciting the predictor from collected data (section Deterministic Structure Search).

A Bayesian Network [image: image] (BN, Darwiche, 2009) is a directed acyclic graph where nodes V correspond to the random variables in the model, p is a joint probability distribution over the set of random variables, and each link A⊆V × V represents an oriented dependence relation among two random variables. Together, nodes and directed arcs represent the structure of p, in terms of independence and conditional independence conditions among random variables. More precisely, assuming that {X1, …, Xn} is the set of all random variables in the model, the joint probability distribution p can be factorized as

[image: image]

where π(Xi) is the set of parents of Xi, i.e., the set of random variables whose representing nodes have an arc directed toward the node representing Xi.

A Dynamic Bayesian Network (DBN; Dagum et al., 1995; Murphy, 2012) is a BN that also includes the representation of time, intended as a discrete sequence of instants. In a DBN:

• Each node is associated to a specific time instant.

• The same random variable may correspond to more than one node, at different times.

• All links must respect the orientation of time, either by connecting nodes at the same instant or by being oriented from a previous instant to a subsequent one.

As it can be seen in Figure 3, in our study the DBN was assumed to span across a sequence of three instants: Time 1, Message Intervention, and Time 2.


[image: Figure 3]
FIGURE 3. The elicited DBN structure.


Being mean values of multi-item scales (Table 1), the indexes of the psychological dimensions calculated on the collected data can be assumed to be continuous. However, for computational simplicity, each corresponding random variable was assumed in this study to have values in the categorical scale {low, medium, high}, except for the target variable Intention Change, which was assumed to have values in the scale {high-negative, low-negative, neutral, low-positive, high-positive}. Indexes were discretized using quantiles (Nojavan et al., 2017): 20% quantiles for Intention Change and 33% quantiles for all the other variables.


Table 1. Means and standard deviations of the study measures.

[image: Table 1]


Learning Structure and Parameters From Data

In general, once the structure of a DBN has been defined, the probability distribution p can be learned from experimental data, in a direct form. The learning process is an optimization aiming to compute the maximum likelihood estimator (MLE):

[image: image]

where θ is the set of probability values, D are the collected data and L is the likelihood function. Omitting details, in the case of discrete Bayesian Networks the above optimization process could be solved analytically, by computing all required probabilities as frequency ratios in D (Murphy, 2012). However, such direct method is rarely used since it is vulnerable to missing data, a circumstance that occurs very often with limited datasets. In practice, other methods such as the EM algorithm (Dempster et al., 1977) are preferred since they are more robust and can deal with missing data.

A more complicate task, which has been subject to intense research, is eliciting from data the structure of the Bayesian Network (i.e., the acyclic graph) that best synthesizes the information collected in the experiments. In many commonly adopted approaches, a scoring function is used to evaluate candidate structures (Koller and Friedman, 2009). An obvious choice for this would be the likelihood function itself. One problem in doing so, however, is that the likelihood function is monotonically increasing with the number of nodes and arcs in the network. In other words, a Bayesian Network including one node per each measured variable and being a fully connected (acyclic) graph is due to attain the maximal likelihood in all cases. To counter this tendency, the Bayesian Information Criterion (BIC) includes another term that measures the complexity of the network:

[image: image]

where [image: image] is the Bayesian Network, l(θ, D): = logL(θ, D) is the log-likelihood, N is the size of the dataset and [image: image] measures the number of nodes and arcs in the graph. The second term above is also called description length. In our work, however, we preferred a still different way to counter the tendency to structure growth induced by functions as the likelihood, as it will be explained in section Deterministic Structure Search.

Once a scoring function has been chosen, the subsequent step is defining a procedure for finding the graph structure of [image: image] that maximizes the given score. Unfortunately, this problem is NP-hard (Koller and Friedman, 2009) in general and therefore impervious to exhaustive search in almost all practical cases. Several heuristic search strategies have been proposed in the literature to circumvent this problem (e.g., see Cheng et al., 2002). In most cases, however, these strategies are stochastic, since they imply random choices of some sort (Scanagatta et al., 2019). In our study, we preferred adopting a more problem-specific and deterministic search strategy together with a suitable scoring function, as it will be explained in section Deterministic Structure Search.



Explanatory Power vs. Predictive Capability

Given the stated purposes, our objective was to achieve a DBN that could predict the value of the target variable Intention Change (whose index was computed subtracting Intention at Time 1 to Intention at Time 2) relying only on Time 1 observations and Message Intervention. In other words, the objective was estimating the conditional probability:

[image: image]

for all message types considered. One possible way of evaluating the effectiveness of a categorical predictor of this kind is through accuracy. Calling Xt the target variable, for conciseness, the value predicted by the DBN will be:

[image: image]

where v is one of the categorical values of Xt and p is the probability computed by the DBN. Accuracy is computed by considering each participant in the data collection, computing the probability of each value v given Time 1 observations and the Message Intervention that has been delivered to the participant in point. Accuracy is defined as the ratio of how many times we succeed in having:

[image: image]

where vtrue is the value actually observed, over the size N of the dataset.

Given our objectives, the effectiveness of the DBN was intended as a balance between maintaining a clear connection with the theoretical background of reference and the generalization capability of predicting the target index for unseen subjects, given limited observations. In this perspective, accuracy could be evaluated both in-sample, for data explanation, and out-of-sample, to assess the predictive power of a DBN. In-sample accuracy can be evaluated by first learning the DBN parameters from the entire dataset, as described in section Learning Structure and Parameters From Data, and then predicting the target index in each record individually, in the same dataset, using partial observations only. Out-of-sample accuracy can be estimated via the k-fold cross-validation method (Allen, 1974). In our case, however, we preferred the leave-one-out method (Raschka, 2018): one participant d is removed from the dataset D, then probabilities θ are learnt from (D−d) and accuracy is tested for d. The procedure is repeated for all participants in D and the resulting success ratio is computed.

Accuracy, however, is a somewhat crude measure in that it considers only the highest probability value, conditioned on known information, and not the entire distribution. A better metrics is Area Under Curve (AUC; Fawcett, 2006) which measures the area under the curve traced by points:

[image: image]

where FP and TP are False Positive and True Positive value assignments, respectively, obtained when accepting a predicted value v whenever p(Xt = v)≥γ, and γ varies in [0, 1]. Such curve is also called Received Operating Characteristic (ROC). Examples of ROC curves are shown in Figure 4. Given that the target variable in our case had five categorical values, in the present study the multiclass version of AUC (i.e., mAUC–Hand and Till, 2001) was used.


[image: Figure 4]
FIGURE 4. Multivalued ROC curves obtained for the elicited DBN. elicited DBN. (A) In-sample ROCs. (B) Out-of-sample ROCs.


In summary, in our study we computed the mAUC values for both in-sample and out-of-sample (i.e., through leave-one-out) validation and we considered the average of the two as our main scoring function for selecting the best possible structure of the DBN.



Deterministic Structure Search

Despite its advantages, computing the mAUC is expensive (in particular for the leave-one-out validation) and this does not match well with the complexity of structure searching. This raises the need to pre-select candidate structures using a more conveniently computable scoring function.

In this perspective, as shown by Koller and Friedman (2009), the log-likelihood function can be expressed as:

[image: image]

where N is the size of the dataset, H is the entropy:

[image: image]

and IG is the information gain (Jiang et al., 2015):

[image: image]

where the conditional entropy is defined as:

[image: image]

In all the above equations, p can be construed as the empirical probability distribution, estimated as frequency ratios in the dataset.

In other terms, in the above decomposition the log-likelihood score is shown to be proportional to information gain of the conditional probabilities in [image: image] minus a constant entropy term, i.e., which does not depend on the structure of [image: image]. Furthermore, information gain values are terms in a sum and could be optimized separately, within the limit of not introducing cyclic dependencies in the graph.

In the light of the above, in our study we used information gain as a preliminary scoring function, to select the most promising structures. We then computed the combined mAUC metrics (i.e., in-sample and out-of-sample) of the later structures, to select the most effective one. Our procedure was as follow:

1. We first considered the target variable Xt and we computed the information gain for all possible subsets of parents of size in between 2 and 8, chosen among all other random variables (i.e., Time 1, message intervention, Time 2).

2. Having selected the best subsets of parents for Xt, one per each size in the above range, we expanded each Time 2 variable in each selected parenthood by measuring the information gain of all possible subsets of size in between 2 and 8, chosen among the remaining variables, avoiding cycles.

3. For each combination of sizes (i.e., one for the parenthood Xt and one for the parenthood of each Time 2 node), we pre-selected one structure, namely the one with the largest overall information gain, hence the highest likelihood.

4. For all the pre-selected structures we computed the combined in-sample and out-of-sample mAUC metrics, to select the most effective one.

Note that step 2 above was completed when all Time 2 nodes became expanded, so that all of them had a parenthood rooted in Time 1 nodes, either directly or indirectly. The need to do so derived from the objective of achieving a predictor of the target variable Intention Change that relies on Time 1 observations only.

To avoid a combinatorial explosion in the number of candidate structures, in the above procedures all parenthoods of Time 2 nodes in each structure were imposed to have the same size. For instance, in the structure that resulted as best in its combination of ranges (see Figure 3) all Time 2 nodes have 6 parents exactly. Clearly, this entails the risk of a certain redundancy in the structures produced. To evaluate this aspect, for all selected structures, we also computed the interaction strength (Zeng et al., 2016) on each set of parents:

[image: image]

Interaction strength measures the difference between the cumulative information gain of a subset of parents for a given variable over the sum of each individual information gains in the same subset. Unlike information gain, interaction strength is not monotonically increasing with the number of variables but has a peak that is expected to correspond to the strongest interacting parenthood. In our case, interaction strength was computed, for the selected structures, for all possible combinations of parents among the ones selected through the procedure described above.

The relevant advantage of the above chosen method is that the structure selection procedure is entirely deterministic and repeatable. The theoretical aspects of psychosocial models play a crucial role in the initial phase of dimensions and measures selection, whereas their interrelations are hypothesized only implicitly. Subsequently, starting from the analysis of the experimental data, structure and parameters of the probabilistic predictor are learned in an automatic way, by assuming the target variable Intention Change and the temporal sequence of events as the only constraints. The results thus obtained are in keeping with the implicit theoretical assumptions and this adds credibility to the proposed procedure.





RESULTS

The DBN structure described in Figure 3 resulted as the best one among those generated via the procedure described in section Deterministic Structure Search, applied to the dataset of experimental measures. Figure 4 describes the multivalued ROC curves obtained for the DBN in Figure 3, with in-sample and out-of-sample tests, respectively. The latter test was performed with the leave-one-out technique. In these tests, the DBN in point scored a combined mAUC value of 0.783 (with in-sample and out-of-sample values of 0.989 and 0.577, respectively).

As anticipated in the previous section, all parenthoods in the DBN were tested for interaction strength. The strongest interaction subsets in each parenthood are shown by thicker arrows in Figure 3. As it could be expected, the parenthood of the target variable Intention Change resulted as coincident with the strongest interacting subset. The same resulted for variable Threat. On the other hand, the strongest interacting subset for variable Evaluation included just 3 of 6 parents. Time 2 variables Tone, Trust, and Systematic Processing could not be found among the strongest interacting parenthoods.

Interestingly however, although to a minor extent, even marginal interactions were proven to have a role in determining the overall performance of the DBN in point. In fact, the reduced DBN structure obtained by considering only the thicker arrows in Figure 3 and by discarding unconnected nodes, scored a combined mAUC value of 0.762 (0.960, 0.565). This result is also representative of the fact that, in our case, interaction strength did not prove to be as effective as the information gain for the pre-selection of candidate DBN structures.

For the results presented, the action of learning DBN parameters was performed, for both in-sample and out-of-sample tests, via the EM algorithm as implemented in the SMILE library, by BayesFusion1. All other computations were performed with custom code, made with Python and Numpy2. The complete definition of the DBN structure described in Figure 3 can be found in the same open repository mentioned in section Participants and Procedure.



DISCUSSION

As part of an interdisciplinary project between social psychology and artificial intelligence, in this paper we presented a deterministic method for the elicitation of a DBN, starting from data on the psychosocial antecedents of the intention to exercise at home and intention change after being exposed to persuasive messages on the issue. This method constitutes a first step toward the development of deep reinforcement learning techniques which will allow devising personalized interaction strategies based on consolidated psychosocial models of behavior change. In this discussion, we will first focus on the theoretical consistency of the elicited DBN and we will then describe its strengths and limits.


Theoretical Consistency of the Elicited DBN

The DBN structure that emerged from the analysis turned out to be largely consistent with the psychosocial literature of reference. It also highlighted the presence of interesting relationships between measures related to the different psychosocial theories we referred to when devising our integrated model. We will now illustrate the DBN structure analyzing the strongest links between the variables and interpreting them in the light of the psychosocial theories we referred to when selecting the variables to be included in the initial model.

We start by examining the direct predictors of Intention Change, i.e., change in the intention to exercise at home after reading the messages. Message framing directly predicted Intention Change, suggesting that the four different message frames employed in the study affected differently the observed changes in the behavioral intention of the recipients. Message-induced threat also had a direct impact on Intention Change and was in turn directly influenced by message framing. Therefore, different message frames triggered different levels of perceived threat in the recipients, which in turn influenced the change in the intention to exercise at home. This finding is consistent with previous research in the domain of the effects of communication on health. According to the psychological reactance theory, when individuals feel that a health message is prompting them to accept a certain behavior, they may not process it accurately and instead respond defensively, downplaying its recommendation and not changing their intention (Liberman and Chaiken, 1992; Falk et al., 2015; Howe and Krosnick, 2017). According to the theory of self-affirmation (Steele, 1988; Sherman and Cohen, 2006), this defensive reaction against threatening messages is based on the attempt to maintain the perception of being able to control the relevant results. When this defensive mechanism is activated, people can attempt to protect it by rejecting such threatening information (e.g., Strachan et al., 2020).

Message evaluation also had a direct influence on Intention Change and was directly influenced by message framing. Message evaluation was also influenced, albeit less strongly, by the systematic processing of the message, which in turn was influenced by trust in the message and the perceived positive or negative tone of the message itself. This chain of influences is consistent with previous literature on persuasive communication showing that intention changes depend upon the likelihood of a persuasive message being positively evaluated by the receiver (Petty and Cacioppo, 1986; Eagly and Chaiken, 1993). The positive evaluation of a message, in turn, depends on systematic processing (Chaiken, 1980), which implies cognitive effort in considering the content of a message. Previous literature also showed that people tend to evaluate the trustworthiness of a message before processing it (Schlegelmilch and Pollach, 2005). Finally, trust in a message is influenced by how receivers perceive its tone. A negative tone can more easily be perceived as an open persuasive attempt and can therefore induce lower trust toward the message (Yalch and Dempsey, 1978).

Intention Change was directly predicted not only by message framing and message-related variables, but also by three variables measured at Time 1, namely, participants' age, frequency of past exercising at home, and prevention focus. Besides having a direct impact on Intention Change, participants' age had an indirect impact on it, through the mediation of message-induced threat and message evaluation. These results are consistent with a vast amount of past studies showing the effect of age on physical activity over lifespan (Varma et al., 2017), also during the COVID-19 pandemic (Alomari et al., 2020). Unlike age, gender and education did not have either a direct or indirect effect on Intention Change. This result is consistent with McCarthy et al. (2021), who found that socioeconomic group and gender were not associated with changes in physical activity during the COVID-19 restrictions. As to the frequency of past home exercising, it predicted Intention Change both directly and via the mediation of message-induced threat. This finding is strongly supported by past research, which offers wide evidence that past behavior is one of the largest contributors to the explanation of physical activity (Young et al., 2014). It is worth noting that the frequency of physical exercise outside home (which was also part of the initial model) did not enter in the final DBN and therefore did not turn out to be among the main predictors of Intention Change. This result may be explained by the fact that people do not perceive physical activity at home as equivalent to physical activity outside home, and therefore this latter activity may not play a significant role in predicting a change in the intention to train at home.

Prevention focus also directly predicted a change in the behavioral intention. It had both a direct influence on Intention Change and an indirect influence, via the mediation of message-induced threat and message evaluation. Avoidance of losses and the fulfillment of duties and obligations evidently influenced a change in recipients' intention after being exposed to differently framed messages fostering exercise at home. This result is consistent with previous research showing that the effect of differently framed messages may vary according to the recipient's regulatory focus (Latimer et al., 2008b; Pfeffer, 2013). In our study, the promotion focus also had a link, albeit only an indirect one, with Intention Change. However, it was a weaker link than the one of the prevention focus, mediated only by the evaluation of the message and not also by the threat induced by the message, as was the case with the prevention focus. Understanding why prevention focus had more impact on Intention Change than promotion focus would require analyses that go beyond the ones presented in this paper. For example, it may be the case that individuals with a high promotion focus are basically more oriented to do physical activity than individuals with a high prevention focus, to achieve an ideal of well-being and health. If so, their intention to do physical activity may be already high and therefore they would be less likely to be persuaded to further enhance this activity by messages focused on the issue.

As to the extended TPB variables measured at Time 1 (past behavior, attitude, subjective norm, perceived behavioral control, and anticipated emotions), as discussed above only past behavior had a direct impact on Intention Change. Attitude and subjective norm also had an influence on Intention Change, but this influence was mediated by message-related variables. Attitude had an influence on Intention Change via the mediation of message-induced threat and message evaluation. This result is consistent with previous studies on the influence of attitudes and message framing on intention change in health-related domains (e.g., Carfora and Catellani, 2021; Caso et al., 2021). Subjective norm had an impact on Intention Change via the mediation of message-induced threat. Previous research showed that subjective norm may exert its influence on intention through perceived threat (Becker and Maiman, 1975). Consistently, we can hypothesize that when people attach importance to the recommendations and expectations of others, they may tend to feel more threatened by the risks presented in persuasive messages. A confirmation of this link would, however, deserve further empirical support.

Overall, the DBN structure that emerged from our analysis was largely consistent with the psychosocial literature in the area. At the same time, it contributed to enrich it, showing the presence of interesting and plausible links between variables belonging to the three different psychosocial theories that we took as a reference when constructing the initial model.



Methodological Strengths of the Elicited DBN

The approach we followed in the elicitation of the DBN has several methodological strengths which can be traced back to three main points.

First, in our method the structure selection procedure was entirely deterministic and repeatable and nevertheless, as discussed above, led to a structure which was theoretically consistent. Notably, the adoption of the discretization of the values of the psychosocial measures on the one hand necessarily introduced approximations, but on the other hand simplified data analysis and allowed the identification of a significant structure from a small sample.

Second, the intention of balancing explanatory power with predictive capability led us to adopting a selection metric for eliciting the DBN which, albeit at the cost of increased computation complexity, effectively counteracted the tendency of the common likelihood metrics to reward the most complex structures. In this way, we believe it is also possible to prevent the overfitting, intended as the result of overestimating in-sample over out-of-sample performances, of structural models with respect to the sample of collected data (Yarkoni and Westfall, 2017). As a matter of fact, the in-sample and out-of-sample performances of the elicited DBN were divergent in the measured values (see Figure 4). Nevertheless, it is reasonable to expect that such gap could significantly decrease whenever the size and relevance of the sample could be made to increase.

Third, the DBN obtained was effective from both an explanatory and predictive point of view. In particular, the structure of the DBN was easy to interpret and relate to the psychological models that were assumed as the starting point. Its efficacy is a first important step for the creation of an artificial intelligence system that will translate the results of psychological research into automatic interaction and interventions policies for improving many people's lives. Once fully operational, these systems will require less time and economic efforts to be operated, compared to those required by putting the same psychological models at work through human intervention alone.



Limits

Our research has some limitations, related to the quality of the data collected, data analysis and the development of the DBN. As for the data, these were collected on a non-representative sample of the population and with reference to the intention to carry out physical activity at home in a very particular historical moment, that of the first wave of the Covid-19 pandemic. This makes it difficult to extend our results to different populations and times. Furthermore, it should be noted that the measurement of the effectiveness of the messaging interventions employed was based on the change in the intention to carry out physical activity at home and not on measures relating to the actual performance of this activity, such as those that may be offered by bracelets or wearable sensors worn by participants. Regarding the intention measurement, we used a Likert scale that measured the participants' agreement with intending to do physical exercises at home. Future scale should instead use probability scales to reduce the likelihood of response-style biases (Morwitz and Munz, 2021).

As for data analysis and learning of structure and parameters of the DBN, the reduced size of data sample was definitely a limiting factor, as it can be observed in the divergence between in-sample and out-of-sample performances (see Figure 4). Therefore, the actual effectiveness of the predictor obtained should be further tested in a real-world application scenario.



Future Developments

The method for DBN elicitation described in this paper constitutes the first part of an articulated path. This same method is currently being tested within a purpose-specific framework based on Deep Reinforcement Learning (DRL; François-Lavet et al., 2018; Sutton and Barto, 2018) to train a Deep Neural Network component, which is intended to drive online interactions with actual people, by applying the psychosocial principles described.

Further on, the DRL software framework under construction is expected to evolve to include the capability to collect additional experience and allow the incremental improvement of the DBN itself. In this perspective, the DBN is intended to play a fundamental role, in guaranteeing the explainability of the behavior of the AI system, giving to both psychologists and experts of artificial intelligence the power to monitor and intervene in the learning procedure.

Thanks to the application of DRL techniques it will be possible to calculate the utility deriving from sending messages with different framing to people who differ from each other as regards the psychosocial dimensions underlying the behavior under study.




CONCLUSION

In conclusion, our results show that social psychology and artificial intelligence can usefully interact to develop automatic interaction strategies aimed at supporting behavior change in the direction of well-being. As we have seen, this interaction helps overcoming some of the constraints the two disciplines often encounter when developing models that are expected to find application in real life. The possibilities of applying a methodology such as the one tested here are many and concern various areas, virtually all those in which it is reasonable to think that sending personalized messages to the recipient through automatic systems can have positive effects for the well-being of the person. Much can therefore be done thanks to the integration of social psychology and artificial intelligence, moving from the assumptions that the wealth of processing and production of new data allowed by artificial intelligence systems can ultimately be a way to enrich and improve the experience of people, for whom artificial intelligence systems have reason to be.
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Nowadays, the current application of artificial intelligence (AI) to financial context is opening a new field of study, named financial intelligence, in which the implementation of AI-based solutions as “financial brain” aims at assisting in complex decision-making (DM) processes as wealth and risk management, financial security, financial consulting, and blockchain. For venture capitalist organizations (VCOs), this aspect becomes even more critical, since different actors (shareholders, bondholders, management, suppliers, customers) with different DM behaviors are involved. One last layer of complexity is the potential variation of behaviors performed by managers even in presence of fixed organizational goals. The aim of this study is twofold: a general analysis of the debate on implementing AI in DM processes is introduced, and a proposal for modeling financial AI-based services is presented. A set of qualitative methods based on the application of cultural psychology is presented for modeling financial DM processes of all actors involved in the process, machines as well as individuals and organizations. The integration of some design thinking techniques with strategic organizational counseling supports the modeling of a hierarchy of selective criteria of fund-seekers and the creation of an innovative value proposition accordingly with goals of VCOs to be represented and supported in AI-based systems. Implications suggest that human/AI integration in the field can be implemented by developing systems where AI can be conceived in two distinct functions: (a) automation: treating Big Data from the market defined by management of VCO; and (b) support: creating alert systems that are coherent with ordered weighted decisional criteria of VCO.
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INTRODUCTION

Artificial intelligence applied to decision-making (DM) processes has already been implemented in many fields (Galiano et al., 2019; Triberti et al., 2020; Bayrak et al., 2021) where it proves to have great potential. The current application of artificial intelligence (AI) to finance is nowadays opening a new field of study, named financial intelligence, in which the implementation of AI-based solutions as a “financial brain” aims at assisting in complex DM processes as wealth and risk management, financial security, financial consulting, and blockchain (Zheng et al., 2019).

Making investment decisions is usually considered a challenging task for investors, because it is a process based on risky, complex, and consequential choices (Shanmuganathan, 2020) on which trust both funding organizations and fund-seekers should rely. Furthermore, investment decisions are frequently influenced by emotional and cognitive biases, such as, overconfidence, and limited cognitive abilities. If individual DM is already challenging, at the layer of organizational contexts, such as venture capitalist organizations (VCOs), this aspect becomes even more critical, since different actors (shareholders, bondholders, management, suppliers, customers) with varying behaviors of DM are involved (De Bondt and Thaler, 1995). One last layer of complexity is the potential variation of behaviors performed by managers even in the presence of fixed organizational goals (Socea, 2012).

AI Contribution To The Field can be implemented in several aspects of the financial DM process, such as information collection and analysis, standardization of criteria of investments, and automation of customer interaction services. Nevertheless, recent findings show that the acceptance of AI-based solutions in DM by management is still an open issue within financial organizations since attitudes of manager toward intelligent agents are still unbalanced regarding human intervention in DM (Haesevoets et al., 2021).

Within this scenario, a core role can be played by tools that support AI modeling in designing financial AI-based solutions, which blend human/machine contribution in DM in the emerging field of explainable financial AI. In these AI-based solutions, the process on which results rely is transparent and understandable to users. What follows is an analysis of the debate on implementing AI in DM processes is introduced, and a proposal for modeling financial AI-based services is presented.



AI ROLE IN DM: STATE OF THE ART

Although the potential impact of AI in DM is proved to be significant (Zheng et al., 2019; Lepri et al., 2021), it led many practitioners and researchers in the field to take divergent points of view (Duan et al., 2019). The debate on human/technology relationships, even in AI, is not new: since the end of the last century, prominent scholars in the field have started positioning on contrasting perspectives, so that we can distinguish techno-enthusiasts, the true believers and supporters of technology and post-humanity, and techno-skeptics, who are more cautious and critical about future AI implementation in DM. These two divergent positions can be differentiated by focusing on specific issues:


Objectivity of AI vs. Subjectivity of Human Beings

On one hand, techno-enthusiasts believe that the objectivity conferred by technology is an added value because it reduces the variability of human error. Specifically, they argue that algorithmic DM processes can lead to more objective decisions than those made by humans, which may be influenced by individual bias, conflicts of interest, or fatigue (Lepri et al., 2021). On the other hand, techno-skeptics firmly state that machines can only partially simulate but never duplicate the unique mental life of humans; in fact, machines cannot feel or understand the complexity of real-life situations (Postman, 1993). Furthermore, in this perspective, the objectivity of AI and other intelligent technologies fails in making decisions with uncertain circumstances. Although AI systems can assist human decision-makers with predictive analytics, they are less capable of understanding common-sense situations (Guszcza et al., 2017) and unpredictable environments, particularly outside of a predefined domain of knowledge (Brynjolfsson and McAfee, 2012).



The Lack of Transparency of AI

One of the main concerns of techno-skeptics is the lack of transparency of AI. In this regard, most skeptics criticize algorithmic DM processes for the threat of privacy invasion, information asymmetry, and discrimination (Lepri et al., 2021). Moreover, AI and algorithmic DM processes are increasingly challenged for their black-box nature: although AI systems enable robust predictions, most users have little awareness and knowledge of how these systems make decisions. Hence, the lack of transparency hinders comprehension and negatively affects trust (Shin, 2021). This issue has fostered a new research field on explainable AI (XAI), which aims to substantially improve the trust and transparency of AI-based systems (Adadi and Berrada, 2018).



Augmentation vs. Automation

On one side, techno-enthusiasts aim at demonstrating the use of AI software systems and machines for automating tasks to eliminate human input. On the other, techno-skeptics are becoming more apprehensive, fearing that intelligent machines may soon take them over. In this regard, Stephen Hawking has noted that “the development of full artificial intelligence could spell the end of the human race” (Cellan-Jones, 2014), and Bill Gates has also stressed that humans should be concerned about the threat caused by AI (Rawlinson, 2015; Duan et al., 2019). As a result, some researchers have reframed the threat of automation as an opportunity for augmentation, proving that augmented intelligence can supplement and amplify human capabilities for cognition and collaboration (Miller, 2018).

Despite the fear and skepticism of some scholars, it is evident that the potential of AI implementation cannot be denied. According to the vision of some AI practitioners and researchers, it seems more meaningful to see AI in DM processes as an augmentation tool, able to extend human capabilities and judgments, rather than as automation, able to replace them (Miller, 2018; Wilson and Daugherty, 2018; Duan et al., 2019). In line with this last position, Jarrahi asserts that “artificial intelligence systems should be designed with the intention of augmenting, not replacing, human contributions” (Jarrahi, 2018, p. 584).

Within this debate, a question arises: how can humans and AI act in a complementary way in DM? The position starts from a specific perspective on innovation in technological advances. In the 1970s, Thierry Gaudin (1978) developed a human-centered theory of innovation that may help us in reasoning in a practical way on the human–technology relationship. In the proposal of Gaudin, it is not just the technological development that promotes or inhibits innovation processes, but rather the behavior of organizations, considered as vital beings, with their missions, their evolutionary paths, and their modes of functioning (Talamo et al., 2016).



FROM HUMAN/MACHINE INTERACTION TO HUMAN/AI INTEGRATION: A PSYCHOLOGICAL PERSPECTIVE

Since the 1980s, a growing body of literature on human/machine interaction has produced consolidated evidence on the “external side” of user experience, that is, the front-end layer of interacting with systems. However, the fast development of AI implementation pushes us to reason on different layers, focusing on automation and replication of contextualized human reasoning models to shape the “internal side of technologies.”

In the last 20 years, research on organizational disasters has already demonstrated the risk of taking an ingenuous perspective on technology implementation where technical, rationale, automatic, and general were considered preferable to practical, socialized, and contingent (Heath and Luff, 2000). Additionally, some highlighted the crucial role of proper treatment of information to support organizations and individuals in avoiding organizational disasters due to mistakes in information management in personal and collective DM processes (Choo, 2008). There is also growing evidence of the relevance of including ecological criteria for designing technologies (Talamo et al., 2011, 2015, 2017; Giorgi et al., 2013), to capture the complexity and contingency of real-life actions in specific situations.

Therefore, research on human/AI integration could benefit by considering some reflections from Cultural Psychology and more specifically from scholars by Activity Theory (AT) (Leont’ev, 1974, 1978; Engeström, 1987, 2000) who focus on three central concepts in analyzing the relationship between persons and technologies:


An Asymmetrical Interaction Between the Subject and the Object

Activity theory conceives human activity as a form of doing, performed by a subject and directed to an object, whose outcome will satisfy the needs of the subject. This interaction between the subject and the object is not a symmetrical relationship between two components of a system, since it is initiated and executed by the subject to meet its needs (Pickering, 1993, 1995). AI, for example, follows a program written by an IT developer who wants to respond to a need: technology, in fact, only has “the ability to act but not the need to act” (Kaptelinin and Nardi, 2006, p.33).



Intentionality of Human Beings

Agency, “the ability to act in the sense of producing effects according to an intention” (Kaptelinin and Nardi, 2006, p.33), is another crucial concept covered by socio-cognitive theories. For Leont’ev (1974, 1978), the primary type of agency is that of individual human subjects because it is closely related to the concept of human intentionality (Stetsenko and Arievitch, 2004). According to AT, intentionality is considered as a property of sole individual subjects. As Rose et al. (2005) observed, humans have “self-awareness, social awareness, interpretation, intentionality, and the attribution of agency to others,” which are not available to non-living things, such as technological systems.



Mediation of Tools

Finally, the above-mentioned asymmetrical interaction between the subject and the object can be mediated by a tool, a physical artifact, or an intangible tool (e.g., ideas and procedures), which allows the subject to reach the final goal (Leont’ev, 1974, 1978). For example, technological tools, as activity mediators, can facilitate the interaction that allows the subject to achieve his goals, but they can also create boundaries because of the way in which the technology is implemented in those specific tools (Kuutti, 1996). Mediation of tools can also support the creation of interobjectivity among team members (Talamo and Pozzi, 2011).



PRECEDING AI DEVELOPMENT IN FINANCIAL SYSTEMS: MODELING AND INTEGRATING MULTI-ACTOR DM PROCESSES

As previously illustrated, while the contribution of AI in the financial sector requires the automation of DM processes to collect and analyze information, standardize investment criteria, and automate customer interaction services, Cultural Psychology ascribes to humans the primacy in DM processes, supporting the intentionality of human beings and the mediation role of tools. Hence, in order to enable functional human/AI integration and to guarantee proper functioning of AI-based systems, it is necessary to study in depth the DM model in the field.

Considering this, we propose a possible set of qualitative tools for the design of an AI-based financial DM support system. The tools we chose can be divided into two categories according to their objectives:


Tools to produce knowledge (e.g., narrative interviews, maieutic clinical dialogs): to fully understand DM processes of all the actors involved in the financial field before AI implementation.

Tools to model processes (e.g., user journey map, activity diagram): to model both DM processes of the provider and the user in order to create a bridge that can offer efficacy and efficiency to the provider and satisfaction of needs to the users.



To show how these qualitative tools can help in modeling DM processes, we refer to a case study on which we applied the methods for the design of an AI platform to support decision-makers from a VCO. The original explicit request by VCO managers was to help information technology (IT) developers in modeling the AI system by tracing management DM, focusing on a specific DM step: comprehend which criteria and sub-criteria would “filter” the fund-seekers into the funnel flow in order to be judged for funding opportunities. The main issue was to figure out which aspects of human DM processes could be automated, and which human DM processes could be supported but not substituted.

To this aim, on one hand, we explored expected goals of VCO enhancing its awareness; on the other, we studied the fund-seekers to model their decision flow.


Enhancing VCO Awareness: Strategic Organizational Counseling

In most cases, when dealing with introducing AI in financial DM, attention is placed on modeling individual DM processes to be replicated and automated.

Nevertheless, we faced a lack of methods for modeling organizational DM in the financial field, not just in terms of formal declaration, rather with a necessary focus on shared implicit managerial criteria for providing funding. The method we implemented, SOC, consists of dialogical sessions with different managers guided by a psychologist implementing maieutic clinical techniques oriented to make implicit criteria arise in explicit talk. This tool made it possible to:


Identify and model DM processes at an organizational layer (transversal to different managers).

Differentiate the potential value proposition by the organization to different target among fund-seekers.

Model scouting criteria on fund-seekers to orient financial decisions.



The result of this activity is twofold: on one side, it produced increased awareness in management on the complexity of DM processes they have to deal with and highlighted the need to share even implicit criteria used by different managers in different contextual circumstances; on the other, it produced descriptive charts of DM flows to be implemented in the platform. This process made it possible to align the system development team by highlighting two distinct roles of AI as potential support of the organizational DM: first, AI would automatically analyze Big Data from the market to suggest which trends should be preferentially funded; and second, AI could support managers in DM by signaling which inputs by fund-seekers would fit better with goals of the VCO. From this process, it was possible to shape ordered weighted averaging (OWA) operators (Merigò and Gil-Lafuente, 2010), to support VCO defining cases in which fund-seekers fit with funding criteria.



Exploring Decision Flow of Fund-Seekers

As Suchman (1987) demonstrated, human behavior in complex DM tasks is often complicated and can sometimes look chaotic. Nevertheless, once we observe it using descriptive tools from anthropology and psychology, we find more easily rationales that explain those behaviors in terms of personal and organizational contextualized objectives that actors are pursuing. For these reasons, design and usability practitioners elaborated over time different sets of qualitative methods for collecting valuable data on user behaviors (Cooper et al., 2007; Talamo et al., 2016; Recupero et al., 2018). The method we chose for the user research is the narrative interviews (Atkinson, 2002). This tool allowed us to collect perspectives of fund-seekers and the meanings they attribute to different steps of financial decision flow in terms of feelings, cognitions, representations of gain, and pain.



Modeling Activities of Fund-Seekers and DM Processes

Data collected were then employed to model activities of fund-seekers and DM processes. The tools we used belong to the Design Thinking approach, and some of these have been customized ad hoc to meet the scope of the VCO management. A tool that proved to be crucial in this process was the user journey map (Stickdorn and Schneider, 2011). This tool, configured as an oriented graph, provides a vivid, concise, structured, and precise visualization of the user experience, according to the decision flow of fund-seekers. It also enabled IT developers to understand the contexts and channels through which the platform could intercept fund-seekers and the moments and the kind of operations in which AI contribution could be most appropriate (see Figure 1).
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FIGURE 1. User journey map.




Bridging Funders and Fund-Seekers

A crucial tool for creating a bridge between DM processes of fund-seekers and VCO was the activity diagram (Young, 2008). Consistently with AT, this tool, by structuring activities, actions, and operations of fund-seekers (Kaptelinin and Nardi, 2006) and matching them with services of VCO, proved to be very useful in identifying problems, developing potential bridging solutions, and recognizing spaces for innovation to create ad hoc AI-supported services (see Figure 2).


[image: image]

FIGURE 2. Structure of the activity diagram.


As shown in Figure 2, the critical added value of modeling prospective users in the activity diagram relies on the potential comparison that the tool offers to match existing solutions (by the funding organization and its competitors). The content map section of this tool indicates some innovation gaps between actual financial services and activities and needs of fund-seekers, which are still not satisfied. Therefore, this modeling method can foster in funding organizations the capacity of creating innovative services to be implemented in AI-based systems.



DISCUSSION

Since DM in the financial field is a complex multilayer and multi-actor process, we propose a specific sequence of action-research activities aimed at modeling specific phases of DM processes by different actors:


Enhancing organization’s DM awareness: This step aimed at producing an increased awareness in management on their own intentions and funding criteria to finalize the different ways AI will support their decision-making.

Exploring fund-seekers: This step aimed at studying the potential fund-seekers and their psychological world to collect data on which the modeling activity can be based.

Modeling activities of fund-seekers and DM processes: This step led to a full-fledged view of the fund-seekers. The collected data were beneficial to the developers of systems and the VCO, providing insights about the contexts and the channels through which the platform could intercept fund-seekers.

Bridging funders and fund-seekers: This last step, matching DM flow of fund-seekers with services of VCO, proved to be very useful in identifying problems, developing potential bridging solutions, and recognizing new spaces for innovation.



As the financial field is a promising multi-actor research area, the contribution of sociocultural approach from psychology and proposed methods can play a crucial role. In fact, Design Thinking combined with maieutic techniques, typical of expertise of psychologists, fosters modeling the complexity of DM systems emerging from different actors around funding decisions. Within the development team, the psychologist then becomes a mediator between IT developers and the VCO for which the system is developed.

Implications of this case study suggest that human/AI integration in the financial field can be successfully implemented by developing systems where AI can be conceived in two distinct functions: (a) automation/augmentation: treating Big Data from the market defined by VCO management; and (b) human/AI integration: creating OWA-based alert systems that support managers in taking decisions coherently with criteria of VCO.

Finally, we argue that, to achieve effective results in the design of complex IT systems that use AI in DM, technology development, albeit providing an enormous contribution, cannot disregard a deep comprehension of real practices by human actors. Therefore, as Kelly (2012) says: “This is not a race against machines this is a race with machines.”
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Adaptation is a key mechanism in human–human interaction. In our work, we aim at endowing embodied conversational agents with the ability to adapt their behavior when interacting with a human interlocutor. With the goal to better understand what the main challenges concerning adaptive agents are, we investigated the effects on the user’s experience of three adaptation models for a virtual agent. The adaptation mechanisms performed by the agent take into account the user’s reaction and learn how to adapt on the fly during the interaction. The agent’s adaptation is realized at several levels (i.e., at the behavioral, conversational, and signal levels) and focuses on improving the user’s experience along different dimensions (i.e., the user’s impressions and engagement). In our first two studies, we aim to learn the agent’s multimodal behaviors and conversational strategies to dynamically optimize the user’s engagement and impressions of the agent, by taking them as input during the learning process. In our third study, our model takes both the user’s and the agent’s past behavior as input and predicts the agent’s next behavior. Our adaptation models have been evaluated through experimental studies sharing the same interacting scenario, with the agent playing the role of a virtual museum guide. These studies showed the impact of the adaptation mechanisms on the user’s experience of the interaction and their perception of the agent. Interacting with an adaptive agent vs. a nonadaptive agent tended to be more positively perceived. Finally, the effects of people’s a priori about virtual agents found in our studies highlight the importance of taking into account the user’s expectancies in human–agent interaction.
Keywords: human–agent interaction, adaptation mechanisms, engagement, impressions, embodied conversational agent (ECA)
1 INTRODUCTION
During an interaction, we communicate through multiple behaviors. Not only speech but also our facial expressions, gestures, gaze direction, body orientation, etc. participate in the message being communicated (Argyle, 1972). Both interactants are active participants in an interaction and adapt their behaviors to each other. This adaptation arises on several levels: we align ourselves linguistically (vocabulary, syntax, and level of formality), but we also adapt our nonverbal behaviors (e.g., we respond to the smile of our interlocutor, and we imitate their posture and their gestural expressiveness), our conversational strategies (e.g., to be perceived as warmer or more competent), etc. (Burgoon et al., 2007). This multilevel adaptation can have several functions, such as reinforcing engagement in the interaction, emphasizing our relationship with others, showing empathy, and managing the impressions we give to others (Lakin and Chartrand, 2003; Gueguen et al., 2009; Fischer-Lokou et al., 2011). The choice of verbal and nonverbal behaviors and their temporal realization are markers of adaptation.
Embodied conversational agents (ECAs) are virtual entities with a humanlike appearance that are endowed with communicative and emotional capabilities (Cassell et al., 2000). They can display a wide range of multimodal expressions to be active participants in the interaction with their human interlocutors. They have been deployed in various human–machine interactions where they can act as a tutor (Mills et al., 2019), health support (Lisetti et al., 2013; Rizzo et al., 2016; Zhang et al., 2017), a companion (Sidner et al., 2018), a museum guide (Kopp et al., 2005; Swartout et al., 2010), etc. Studies have reported that ECAs are able to take into account their human interlocutors and show empathy (Paiva et al., 2017), display backchannels (Bevacqua et al., 2008), and build rapport (Huang et al., 2011; Zhao et al., 2016). Given its relevance in human–human interaction, adaptation could be exploited to improve natural interactions with ECAs. It thus seems important to investigate whether an agent adapting to the user’s behaviors could provoke similar positive outcomes in the interaction.
The majority of works in this context developed models learnt from existing databases of human–human interaction and did not consider the dynamics of adaptation mechanisms during an interaction. We are interested in developing an ECA that exploits how the interaction is currently going and is able to learn in real time what the best adaption mechanism for the interaction is.
In this article, we report three studies where an ECA adapts its behaviors by taking into account the user’s reaction and by learning how to adapt on the fly during the interaction.
The goal of the different studies is to answer two broad research questions:
“Does adapting an ECA’s behavior enhance user’s experience during interaction?”
“How does an ECA which adapts its behavior in real-time influence the user’s perception of the agent?”
A user’s experience can involve many factors and can be measured by different dimensions, such as the user’s engagement and the user’s impressions about the ECA (Burgoon et al., 2007). In our three studies that we report in this article, we implemented three independent models where the agent’s adaptation is realized at several levels and focuses on improving the user’s experience along different dimensions as follows:
1) the agent’s adaptation at a behavioral level: the ECA adapts its behaviors (e.g., gestures, arm rest poses, and smiles) in order to maximize the user’s impressions about the agent’s warmth or competence, the two fundamental dimensions of social cognition (Fiske et al., 2007). This model is described in Section 7;
2) the agent’s adaptation at a conversational level: the ECA adapts its communicative strategies to elicit different levels of warmth and competence, in order to maximize the user’s engagement. This model is described in Section 8; and
3) the agent’s adaptation at a signal level: the ECA adapts its head and eye rotation and lip corner movement in function of the user’s signals in order to maximize the user’s engagement. This model is described in Section 9.
Each adaptation mechanism has been implemented in the same architecture that allows an ECA to adapt to the nonverbal behaviors of the user during the interaction. This architecture includes a multimodal analysis of the user’s behavior using the Eyesweb platform (Camurri et al., 2004), a dialogue manager (Flipper (van Waterschoot et al., 2018)), and the ECA GRETA (Pecune et al., 2014). The architecture has been adapted to each model and evaluated through experimental studies. The ECA played the role of a virtual guide at the Science Museum of Paris. The scenario used in all the evaluation studies is described in Section 6.
Even though these three models have been implemented in the same architecture and tested on the same scenario, they have not been developed in order to do comparative studies. The main goal of this paper is to frame them in the same theoretical framework (see Section 2) and have insights into each of these different adaptation mechanisms to better understand what the main challenges concerning these models are and to suggest further improvements for an adaptation system working on multiple levels.
This article is organized as follows: in Section 2, we review the main theories about adaptation which our work relies on, in particular Burgoon and others’ work; in Section 3, we present an overview of existing models that focus on adapting the ECA’s behavior according to the user’s behavior; in Section 4, we specify the dimensions we focused on in our adaptation models; in Section 5, we present the general architecture we conceived to endow our ECA with the capability of adapting its behavior to the user’s reactions in real time; in Section 6, we describe the scenario we conceived to test the different adaptation models; in Sections 7–9, we report the implementation and evaluation of each of the three models. More details about them can be found in our previous articles (Biancardi et al., 2019b; Biancardi et al., 2019a; Dermouche and Pelachaud, 2019). We finally discuss the results of our work and possible improvements in Sections 10, 11, respectively.
2 BACKGROUND
Adaptation is an essential feature of interpersonal relationships (Cappella, 1991). During an effective communication, people adapt their interaction patterns to one another’s (e.g., dancers synchronize their movements and people adapt their conversational style in a conversation). These patterns contribute to defining and maintaining our interpersonal relationships, by facilitating smooth communication, fostering attraction, reinforcing identification with an in-group, and increasing rapport between communicators (Bernieri et al., 1988; Giles et al., 1991; Chartrand and Bargh, 1999; Gallois et al., 2005).
There exist several adaptation patterns, differing according to their behavior type (e.g., the modality, the similarity to the other interlocutor’s behavior, etc.), their level of consciousness, whether they are well decoded by the other interlocutor, and their effect on the interaction (Toma, 2014). Cappella and others (Cappella, 1981) considered an additional characteristic, that is, adaptation can be asymmetrical (unilateral), when only one partner adapts to the other, or symmetrical (mutual), like in the case of interaction synchrony.
In line with these criteria, in some examples of adaptation, people’s behaviors become more similar to one another’s. This type of adaptation is often unconscious and reflects reciprocity or convergence. According to Gouldner (Gouldner, 1960), reciprocity is motivated by the need to maintain harmonious and stable relations. It is contingent (i.e., one person’s behaviors are dependent upon the other’s) and transactional (i.e., it is part of an exchange process between two people).
In other cases, adaptation can include complementarity or divergence; this occurs when the behavior of one person differs from but complements that of the other person.
Several theories focus on one or more specific characteristics of adaptation and highlight different factors that drive people’s behaviors. They can be divided into four main classes according to the perspective they follow to explain adaptation.
The first class of theories includes biologically based models (e.g., (Condon and Ogston, 1971), (Bernieri et al., 1988)). These theories state that individuals exhibit similar patterns to one another. These adaptation patterns have an innate basis, as they are related to satisfaction of basic needs like bonding, safety, and social organization. Their innate bases make them universal and involuntary, but they can be influenced by environmental and social factors as well.
Following a different perspective, arousal-based and affect-based models (e.g., (Argyle and Dean, 1965), (Altman et al., 1981), (Cappella and Greene, 1982)) support the role of internal emotional and arousal states as driving factors of people’s behaviors. These states determine approaching or avoiding behaviors. This group of theories explains the balance between compensation and reciprocity.
Social-norm models (e.g., (Gouldner, 1960), (Dindia, 1988)) do not consider the role of physiological or psychological factors but argue for the importance of social phenomena as guiding forces. These social phenomena are, for example, the in-group or out-group status of the interactants, their motivation to identify with one another, and their level of affiliation or social distance.
The last class of theories includes communication- and cognition-based models (e.g., (Andersen, 1985), (Hale and Burgoon, 1984)), which focus on the communicative purposes of the interactants and on the meaning that the behavioral patterns convey. While adaption happens mainly unconsciously, it may happen that the process of interpersonal adaptation may be strategic and conscious (Giles et al., 1991; Gallois et al., 2005).
The majority of these theories have been studied by Burgoon and others (Burgoon et al., 2007). In particular, they examined fifteen previous models and considered the most important conclusions from the previous empirical research. From this analysis, they came out with a broader theory, the interaction adaptation theory (IAT). This theory states that we alter our behavior in response to the behavior of another person in conversations (Infante et al., 2010). IAT takes into account the complexities of interpersonal interactions by considering people’s needs, expectations, desires, and goals as precursors of their degree and form of adaptation. IAT is a communication theory made of multiple theories, which focuses on the sender’s and the receiver’s process and patterns.
Three main interrelated factors contribute to IAT. Requirements (Rs) refer to the individual beliefs about what is necessary in order to have a successful interaction. Rs are mainly driven by biological factors, such as survival, safety, and affiliation. Expectations (Es) refer to what people expect from the others based on social norms or knowledge coming from previous interactions. Es are mainly influenced by social factors. Finally, desires (Ds) refer to the individual’s goals and preferences about what to get out of the interaction. Ds are mainly influenced by person-specific factors, such as temperament or cultural norms. These three factors are used to predict an individual’s interactional position (IP). This variable derives from the combination of Rs, Es, and Ds and represents the individual’s behavioral predisposition that will influence how an interaction will work. The IP would not necessarily correspond to the partner’s actual behavior performed in the interaction (A). The relation between the IP and A will determine the type of adaptation during the interaction. For example, when the IP and A almost match, IAT predicts behavioral patterns such as reciprocity and convergence. When A is more negatively valenced than the IP, the model predicts compensation and avoiding behaviors.
In the work presented in this article, we rely on Burgoon’s IAT. Indeed, our adapting ECA has an interactional position (IP), resulting from its desires (Ds) and expectations (Es). In particular, the agent’s desire (D) is to maximize the user’s experience, and its expectations (Es) are about the user’s reactions to its behaviors. In our different models of adaptation mechanisms, the agent’s desire (D) refers either to giving the best impression to the user or to maximizing the user’s engagement (see Section 4). Consequently, the expectations (Es) refer to the user’s reaction reflecting their impressions or engagement level in response to the agent’s behavior. The behavior that will be performed by the ECA depends on the relation between the agent’s IP and the user’s reaction (actual behavior A).
In addition, we explore different ways in which the ECA can adapt to the user’s reactions. On one hand, we focus on theories that consider adaptive behaviors more broadly than a mere matching, that is, adaptation as responding in appropriate ways to a partner. The ECA will choose its behaviors according to the effect they have on the user’s experience (see Section 7). In Study 2 (see Section 8), our adaptive agent follows the same perspective but by adapting its communicative strategies. On the other hand, we try to simulate a more unconscious and automatic process working at a motoric level; the agent adapts at a signal level (see Study 3, Section 9).
3 STATE OF THE ART
In this section, we present an overview of existing models that focused on adapting ECAs’ behavior according to the user’s behavior in order to enhance the interaction and the user’s experience along different dimensions such as engagement, rapport, interest, liking, etc. These existing models predicted and generated different forms of adaptation, such as backchannels, mimicry, and voice adaptation, and were applied on virtual agents or robots.
Several works were interested in understanding the impact of adaptation on the user’s engagement and rapport building. Some of them did so through the production of backchannels. Huang et al. (2010) developed an ECA that was able to produce backchannels to reinforce the building of rapport with its human interlocutor. The authors used conditional random fields (CRFs) (Lafferty et al., 2001) to automatically learn when listeners produce visual backchannels. The prediction was based on three features: prosody (e.g., pause and pitch), lexical (spoken words), and gaze. Using this model, the ECA was perceived as more natural; it also created more rapport with its interlocutor during the interaction. Schröder et al. (2015) developed a sensitive artificial listener that was able to produce backchannels. They developed a model that predicted when an ECA should display a backchannel and with which intention. The backchannel could be either a smile, nod, and vocalization or an imitation of a human’s smile and head movement. Participants who interacted with an ECA displaying backchannels were more engaged than they were when no backchannels were shown.
Other works focused on modeling ECAs that were able to mimic their interlocutors’ behaviors. Bailenson and Yee (2005) studied the social influence of mimicry during human–agent interaction (they referred to this as the chameleon effect). The ECA mimicked the user’s head movements with a delay of up to 4 s. An ECA showing mimicry was perceived as more persuasive and more positive than an ECA showing no mimicry at all. Raffard et al. (2018) also studied the influence of ECAs mimicking their interlocutors’ head and body posture with some delay (below 4 s). Participants with schizophrenia and healthy participants interacted with an ECA that either mimicked them or not. Both groups showed higher behavior synchronization and reported an increase in rapport in the mimicry condition. Another study involving mimicry was proposed by (Verberne et al., 2013) in order to evaluate if an ECA mimicking the user’s head movements would be liked and trusted more than a non-mimicking one. This research question was investigated by running two experiments in which participants played a game involving drivers handing over the car control to the ECA. While results differed depending on the game, the authors found that liking and trust were higher for a mimicking ECA than for a non-mimicking one.
Reinforcement learning methods for optimizing the agent’s behaviors according to the user’s preference have been used in different works. For example, Liu et al. (2008) endowed a robot with the capacity to detect, in real time, the affective states (liking, anxiety, and engagement) of children with autism spectrum disorder and to adapt its behavior to the children’s preferences of activities. The detection of children’s affective states was done by exploiting their physiological signals. A large database of physiological signals was explored to find their interrelation with the affective states of the children. Then, an SVM-based recognizer was trained to match the children’s affective state to a set of physiological features. Finally, the robot learned the activities that the children preferred to do at a moment based on the predicted liking level of the children using QV-learning (Wiering, 2005). The proposed model led to an increase in the reported liking level of the children toward the robot. Ritschel et al. (2017) studied the influence of the agent’s personality on the user’s engagement. They proposed a reinforcement learning model based on social signals for adapting the personality of a social robot to the user’s engagement level. The user’s engagement was estimated from their multimodal social signals such as gaze direction and posture. The robot adapted its linguistic style by generating utterances with different degrees of extroversion using a natural language generation approach. The robot that adapted its personality through its linguistic style increased the user’s engagement, but the degree of the user’s preference toward the robot depended on the ongoing task. Later on, the authors applied a similar approach to build a robot that adapts to the sense of humor of its human interlocutor (Weber et al., 2018).
Several works have been conducted in the domain of education where an agent, being physical as a robot or virtual as an ECA, adapted to the learner’s behavior. These works reported that adaptation is generally linked with an increase in the learner’s engagement and performance. For example, Gordon et al. (2016) developed a robot acting as a tutor for children learning a second language. To favor learning, the robot adapted its behaviors to optimize the level of the children’s engagement, which was computed from their facial expressions. A reinforcement learning algorithm was applied to compute the robot’s verbal and nonverbal behavior. Children showed higher engagement and learned more second-language words with the robot that adapted its behaviors to the children’s facial expression than they did with the nonadaptive robot. Woolf et al. (2009) manually designed rules to adapt the facial expressions of a virtual tutor according to the student’s affective state (e.g., frustrated, bored, or confused). For example, if the student was delighted and sad, respectively, the tutor might look pleased and sad, respectively. Results showed that when the virtual tutor adapted its facial expressions in response to the student’s ones, the latter maintained higher levels of interest and reduced levels of boredom when interacting with the tutor.
Other works looked at adapting the activities undertaken by an agent during an interaction to enhance knowledge acquisition and reinforce engagement. In the study by (Ahmad et al., 2017), a robot playing games with children was able to perform three different types of adaptations, game-based, emotion-based, and memory-based, which relied, respectively, on the following: 1) the game state, 2) emotion detection from the child’s facial expressions, and 3) face recognition mechanisms and remembering the child’s performance. In the first category of adaptation, a decision-making mechanism was used to generate a supporting verbal and nonverbal behavior. For example, if the child performed well, the robot said “Wow, you are playing extra-ordinary” and showed positive gestures such as a thumbs-up. The emotion-based adaptation mapped the child’s emotions to a set of supportive dialogues. For example, when detecting the emotion of joy, the robot said, “You are looking happy, I think you are enjoying the game.” For memory adaptation, the robot adapted its behavior after recognizing the child and retrieving the child’s game history such as their game performance and results. Results highlighted that emotion-based adaptation resulted in the highest level of social engagement compared to memory-based adaptation. Game adaptation did not result in maintaining long-term social engagement. Coninx et al. (2016) proposed an adaptive robot that was able to change activities during an interaction with children suffering from diabetes. The aim of the robot was to reinforce the children’s knowledge with regard to managing their disease and well-being. Three activities were designed to approach the diabetes-learning problem from different perspectives. Depending on the children’s motivation, the robot switched between the three proposed activities. Adapting activities in the course of the interaction led to a high level of children’s engagement toward the robot. Moreover, this approach seemed promising for setting up a long-term child–robot relationship.
In a task-oriented interaction, Hemminahaus and Kopp (2017) presented a model to adapt the social behavior of an assistive robot. The robot could predict when and how to guide the attention of the user, depending on the interaction contexts. The authors developed a model that mapped interactional functions such as motivating the user and guiding them onto low-level behaviors executable by the robot. The high-level functions were selected based on the interaction context and the attentive and emotional states of the user. Reinforcement learning was used to predict the mapping of these functions onto lower-level behaviors. The model was evaluated in a scenario in which a robot assisted the user in solving a memory game by guiding their attention to the target objects. Results showed that users were able to solve the game faster with the adaptive robot.
Other works focused on voice adaptation during social interaction. Voice adaptation is based on acoustic–prosodic entrainment that occurs when two interactants adapt their manner of speaking, such as their speaking rate, tone, or pitch, to each other’s. Levitan (2013) found that voice adaptation improved spoken dialogue systems’ performance and the user’s satisfaction. Lubold et al. (2016) studied the effect of voice adaptation on social variables such as rapport and social presence. They found that social presence was significantly higher with a social voice-adaptive speech interface than with purely social dialogue.
In most previous works, the adaptation mechanisms that have been implemented measured their influence on the user’s engagement through questionnaires. They did not include them as a factor of the adaptation mechanisms. In our first two studies reported in this article, we aimed to learn the agent’s multimodal behaviors and conversational strategies to dynamically optimize the user’s engagement and their impressions of the ECA, by taking them as input during the learning process.
Moreover, in most existing works, the agent’s predicted behavior depended exclusively on the user’s behavior and ignored the interaction loop between the ECA and the user. In our third study, we took into account this interaction loop, that is, our model takes as input both the user’s and the agent’s past behavior and predicts the agent’s next behavior. Another novelty presented in our work is to include the agent’s communicative intentions along with its adaptive behaviors.
4 DIMENSIONS OF STUDY
In our studies, we focused on adaptation in human–agent interaction by using the user’s reactions as the input for the agent’s adaptation. In particular, we took into account two main dimensions, which are the user’s impressions of the ECA and the user’s engagement during the interaction.
These two dimensions play an important role during human–agent interactions, as they influence the acceptability of the ECA by the user and the willingness to interact with it again (Bergmann et al., 2012; Bickmore et al., 2013; Cafaro et al., 2016). In order to engage the user, it is important that the ECA displays appropriate socio-emotional behaviors (Pelachaud, 2009). In our case, we were interested in whether and how the ECA could affect the user’s engagement by managing the impressions it gave to them. In particular, we considered the user’s impressions of the two main dimensions of social cognition, that is, warmth and competence (Fiske et al., 2007). Warmth includes traits like friendliness, trustworthiness, and sociability, while competence includes traits like intelligence, agency, and efficacy. In human–human interaction, several studies have showed the role of nonverbal behaviors in conveying different impressions of warmth and competence. In particular, communicative gestures, arm rest poses, and smiling behavior have been found to be associated with different degrees of warmth and/or competence (Duchenne, 1990; Cuddy et al., 2008; Maricchiolo et al., 2009; Biancardi et al., 2017a). In the context of human–agent interaction, we can control and adapt the nonverbal behaviors of the ECA during the flow of the interaction.
Following Burgoon’s IAT theoretical model, our adapting ECA thus has the desire D to maintain the user’s engagement (or impressions) during the interaction. Since the ECA aims to be perceived as a social entity by its human interlocutor, the agent’s expectancy E is that adaptation can enhance the interaction experience. In our work, we are interested in whether adapting at a behavioral or conversational level (i.e., the agent’s warmth and competence impressions) and/or at a low level (i.e., the agent’s head and eye rotation and lip corner movement) could affect the user’s engagement. Even though the impact of the agent’s adaptation on the user’s engagement has already been the object of much research (see Section 3), here we use the user’s engagement as a real-time variable given as input for the agent’s adaptation.
5 ARCHITECTURE
In this section, we present the architecture we conceived to endow the ECA with the capability of adapting its behavior to the user’s reactions in real time. The architecture consists of several modules (see Figure 1). One module extracts information about the user’s behaviors using a Kinect and a microphone. This information is interpreted in terms of speech (what the user has uttered) and the user’s state (e.g., their engagement in the interaction). This interpreted information is sent to a dialogue manager that computes the communicative intentions of the ECA, that is, what it should say and how. Finally, the animation of the ECA is computed on the fly and played in real time. The agent’s adaptation mechanisms are also taken into account when computing its verbal and nonverbal behaviors. The architecture is general enough to allow for the customization of its different modules according to the different adaptation mechanisms and goals of the agent.
[image: Figure 1]FIGURE 1 | System architecture: in the User’s Analysis module, the user’s nonverbal and verbal signals are extracted and interpreted and the user’s reaction is sent to the Dialogue Model module, which computes the dialogue act to be communicated by the ECA. The Agent’s Behavior module instantiates the dialogue act into multimodal behaviors to be displayed by the ECA. The Adaptation Mechanism module adapts the agent’s behavior to the user’s behavior. Its placement in the architecture depends on the specific adaptation mechanism that is implemented.
In more detail, the four main parts of the architecture are as follows:
1) User’s Analysis: the EyesWeb platform (Camurri et al., 2004) allows the extraction in real time of the following: 1) the user’s nonverbal signals (e.g., head and trunk rotation), starting from the Kinect depth camera skeleton data; 2) the user’s facial muscular activity (action units or AUs (Ekman et al., 2002)), by running the OpenFace framework (Baltrušaitis et al., 2016); 3) the user’s gaze; and 4) the user’s speech, by executing Microsoft Speech Platform1.
These low-level signals are processed using EyesWeb and other external tools, such as machine learning pretrained models (Dermouche and Pelachaud, 2019; Wang et al., 2019), to extract high-level features about the user, such as their level of engagement.
2) Dialogue Model: in this module, the dialogue manager Flipper (van Waterschoot et al., 2018) selects the dialogue act that the agent will perform and the communicative intention of the agent (i.e., how to perform that dialogue act).
3) Agent’s Behavior: the agent’s behavior generation is performed using GRETA, a software platform supporting the creation of socio-emotional embodied conversational agents (Pecune et al., 2014). The Agent’s Behavior module is made of two main modules: the Behavior Planner receives the communicative intentions of the ECA from the Dialogue Model module as input and instantiates them into multimodal behaviors and the Behavior Realizer transforms the multimodal behaviors into facial and body animations to be displayed on a graphics screen.
4) Adaptation Mechanism: since the ECA can adapt its behaviors at different levels, the Adaptation Mechanism module is implemented in different parts of the architecture, according to the type of adaptation that the ECA performs. That is, the adaptation can affect the communicative intentions of the ECA, or it can occur during the behavior realization at the animation level. In the first two models presented in this article, the Adaptation Mechanism module is connected to the Dialogue Model module, while for the third model, it is connected to the Agent’s Behavior module.
6 SCENARIO
Each type of adaptation has been investigated by running human–agent interaction experiments at the Science Museum of Paris. In the scenario conceived for these experiments, the ECA, called Alice, played the role of a virtual guide of the museum.
The experiment room included a questionnaire space, including a desk with a laptop and a chair; an interaction space, with a big TV screen displaying the ECA, a Kinect Two placed on the top of the TV screen, and a black tent behind the chair where the participant sat; and a control space, separated from the rest of the room by two screens, including a desk with the computer running the system architecture. The interaction space is shown in Figure 2.
[image: Figure 2]FIGURE 2 | Interaction space in the experiment room. The participants were sitting in front of the TV screen displaying the ECA. On the left, two screens separated the interaction space from the control space.
The experiments were completed in three phases as follows:
1) before the interaction began, the participant sat at the questionnaire space, read and signed the consent form, and filled out the first questionnaire (NARS, see below). Then they moved to the interaction space, where the experimenter gave the last instructions [5 min];
2) during the interaction phase, the participant stayed right in front of the TV screen, between it and the black tent. They wore a headset and were free to interact with the ECA as they wanted. During this phase, the experimenter stayed in the control space, behind the screens [3 min]; and
3) after the interaction, the participant came back to the questionnaire space and filled out the last questionnaires about their perception of the ECA and of the interaction. After that, the experimenter proceeded with the debriefing [5 min].
Before the interaction with the ECA, we asked participants to fill out a questionnaire about their a priori about virtual characters (NARS); an adapted version of the NARS scale from the study by Nomura et al. (2006) was used. Items of the questionnaire included, for example, how much participants would feel relaxed talking with a virtual agent, or how much they would like the idea that virtual agents made judgments.
The interaction with the ECA lasted about 3 min. It included 26 steps. A step included one dialogue act played by the ECA and the participant’s potential reaction/answer. The dialogue scenario was built so that the ECA drove the discussion. The virtual guide provided information on an exhibit that was currently happening in the museum. It also asked some questions about participants’ preferences. Purposely, we limited the possibility for participants to take the lead in the conversation as we wanted to avoid any error due to automatic speech understanding. More details about the dialogue model can be found in the study by (Biancardi et al., 2019a).
7 STUDY 1: ADAPTATION OF AGENT’S BEHAVIORS
At this step, we aim to investigate adaptation at a high level, meant as convergence of the agent’s behaviors according to the user’s impressions of the ECA.
The goal of this first model is to make the ECA learn the verbal and nonverbal behaviors to be perceived as warm or competent by measuring and using the user’s impressions as a reward.
7.1 Architecture
The general architecture described in Section 5 has been modified in order to contain a module for the detection of the user’s impressions and a specific set of verbal and nonverbal behaviors from which the ECA could choose.
The modified architecture of the system is depicted in Figure 3. In the following section, we give more details about the modified modules.
[image: Figure 3]FIGURE 3 | Modified system architecture used in Study 1. In particular, the User’s Analysis module contains the model to detect the user’s impressions from facial signals. The Impressions Management module contains the Q-learning algorithm.
7.1.1 User’s Analysis: User’s Impression Detection
The user’s impressions can be detected from their nonverbal behaviors, in particular, their facial expressions. The User’s Analysis module is integrated with a User’s Impression Detection module that takes as input a stream of the user’s facial action units (AUs) (Ekman et al., 2002) and outputs the potential user’s impressions about the level of warmth (or competence) of the ECA.
A trained multilayer perceptron (MLP) regression model is implemented in this module to detect the impressions formed by users about the ECA. The MLP model was previously trained using a corpus including face video recordings and continuous self-report annotations of warmth and competence given by participants watching the videos of the NoXi database (Cafaro et al., 2017). The self-report annotations being considered separately, the MLP model was trained twice, one for warmth and one for competence. More details about this model can be found in the study by (Wang et al., 2019).
7.1.2 Adaptation Mechanism: Impression Management
In this model, the adaptation of the ECA concerns the impressions of warmth and competence given to the user. The inputs of the Adaptation Mechanism module are the dialogue act to be realized (coming from the Dialogue Model module) and the user’s impression of the agent’s warmth or competence (coming from the User’s Analysis module). The output is a combination of behaviors to realize the dialogue act, chosen from a set of possible verbal and nonverbal behaviors to perform.
To be able to change the agent’s behavior according to the detected participant’s impressions, a machine learning algorithm is applied. We follow a reinforcement learning approach to learn which actions the ECA should take (here, verbal and nonverbal behaviors) in response to some events (here, the user’s detected impressions). We rely on a Q-learning algorithm for this step. More details about it can be found in the study by (Biancardi et al., 2019b).
The set of verbal and nonverbal behaviors, from which the Q-learning algorithm selects a combination to send to the Behavior Planner of the Agent’s Behavior module, includes the following:
• Type of gestures: the ECA could perform ideational (i.e., related to the content of the speech) or beat (i.e., marking speech rhythm, not related to the content of the speech) gestures or no gestures.
• Arm rest poses: in the absence of any kind of gesture, these rest poses could be performed by the ECA: akimbo (i.e., hands on the hips), arms crossed on the chest, arms along its body, or hands crossed on the table.
• Smiling: during the animation, the ECA could decide whether or not to perform smiling behavior, characterized by the activation of AU6 (cheek raiser) and AU12 (lip puller-up).
• Verbal behavior: the ECA could modify the use of you- and we-words, the level of formality of the language, and the length of the sentences. These features have been found to be related to different impressions of warmth and competence (Pennebaker, 2011; Callejas et al., 2014).
7.2 Experimental Design
The adaptation model described in Subsection 7.1.2 has been evaluated by using the scenario described in Section 6. Here, we describe the experimental variables manipulated and measured during the experiment.
7.2.1 Independent Variable
The independent variable manipulated in this experiment, called Model, concerns the use of the adaptation model and includes three conditions:
• Warmth: when the ECA adapts its behaviors according to the user’s impressions of the agent’s warmth, with the goal to maximize these impressions;
• Competence: when the ECA adapts its behaviors according to the user’s impressions of the agent’s competence, with the goal to maximize these impressions; and
• Random: when the adaptation model is not exploited and the ECA randomly chooses its behavior, without considering the user’s reactions.
7.2.2 Measures
The dependent variables measured after the interaction with the ECA are as follows:
• User’s perception of the agent’s warmth (w) and competence (c): participants were asked to rate their level of agreement about how well each adjective described the ECA (4 adjectives concerning warmth and four concerning competence, according to Aragonés et al. (2015)). Even though only one dimension was manipulated at a time, we measured the user’s impressions about both of them in order to check whether the manipulation of one dimension can affect the impressions about the other (as already found in the literature (Rosenberg et al., 1968; Judd et al., 2005; Yzerbyt, 2005)).
• User’s experience of the interaction (exp): participants were asked to rate their level of agreement about a list of items adapted from the study by (Bickmore et al., 2011).
7.2.3 Hypotheses
We hypothesized the following scenarios:
H1: when the ECA is in the Warmth condition, that is, when it adapts its behaviors according to the user’s impressions of the agent’s warmth, it will be perceived as warmer than it is in the Random condition;
H2: when the ECA is in the Competence condition, that is, when it adapts its behaviors according to the user’s impressions of the agent’s competence, it will be perceived as more competent than it is in the Random condition;
H3: when the agent ECA adapts its behaviors, that is, in either the Warmth or Competence conditions, this will improve the user’s experience of the interaction, compared to that in the Random condition.
7.3 Analysis and Results
The visitors (24 women and 47 men) of the Carrefour Numérique of the Cité des sciences et de l’industrie of Paris were invited to take part in our experiment. 28% of them were in the range of 18–25°years old, 18% were in the range of 25–36, 28% were in the range of 36–45, 15% were in the range of 46–55, and 11% were over 55°years old. Participants were randomly assigned to each condition, with 25 participants assigned to the Warmth condition, 27 to the Competence condition, and 19 to the Random one.
We computed Cronbach’s alphas on the scores of the four items about w and the four about c: good reliability was found for both ([image: image] and [image: image], respectively). Then, we computed the mean of these items in order to have one w score and one c score for each participant, and we used them for our analyses.
Since NARS scores got an acceptable degree of reliability ([image: image]), we computed the overall mean of these items for each participant and divided them into two groups, “high” and “low,” according to whether they obtained a score higher than the overall mean or not, respectively. Participants were almost equally distributed into the two groups (35 in the “high” group and 36 in the “low” group). Chi-square tests for Model, age, and sex were run to verify that participants were equally distributed across these variables, too (all [image: image]).
7.3.1 Warmth Scores
The w means were normally distributed (the Shapiro test’s [image: image]), and their variances were homogeneous (the Bartlett tests’ ps for each variable were [image: image]). We run a 3 x 5 x 2 x 2 between-subjects ANOVA, with Model, age, sex, and NARS as factors.
No effects of age or sex were found. A main effect of NARS was found ([image: image]). A post hoc test specified that the group who got high scores in NARS gave higher ratings about the agent’s w ([image: image]) than the group who got low scores in NARS ([image: image]).
Although we did not find any significant effect, w scores were, on average, higher in the Warmth and Competence conditions than in the Random condition. The mean and standard error of w scores are shown in Table 1.
TABLE 1 | Mean and standard deviation of w and c scores for each level of Model.
[image: Table 1]7.3.2 Competence Scores
The c means were normally distributed (the Shapiro test’s [image: image]), and their variances were homogeneous (the Bartlett tests’ ps for each variable were [image: image]). We run a 3 x 5 x 2 x 2 between-subjects ANOVA, with Model, age, sex, and NARS scores as factors.
We did not find any effect of age, sex, or NARS. A significant main effect of Model was found ([image: image]. In particular, post hoc tests revealed that participants in the Competence condition gave higher scores about the agent’s c than participants in the Random condition ([image: image]-[image: image]).
7.3.3 User’s Experience Scores
The exp items’ means were not normally distributed, but their variances were homogeneous (the Bartlett tests’ ps for each variable were [image: image]). We run nonparametric tests for each item and each variable.
Even if we did not find any statistically significant effect, on average, items’ scores tended to be higher in the Warmth and Competence conditions than in the Random condition.
7.3.4 Performance of the Adaptation Model
The Q-learning algorithm ended up selecting (for each participant) one specific combination of verbal and nonverbal behaviors from the [image: image] and [image: image] of the interaction, for the Warmth and Competence conditions, respectively. In the Warmth condition, the rest pose Akimbo was the most selected one ([image: image]), and we found a tendency to use Ideational gestures ([image: image]). In the Competence condition, the Verbal Behavior aiming at eliciting low warmth and high competence (formal language, long sentences, and use of you-words) was the most selected one ([image: image]).
7.4 Discussion
The results show that participants’ ratings tended to be higher in the conditions in which the ECA used the adaptation model than when it selected its behavior randomly. In particular, the results indicate that we successfully manipulated the impression of competence when using our adaptive ECA. Indeed, higher competence was reported in the Competence condition than in the Random one. No a priori effect was found.
On the other hand, we found an a priori effect on warmth but no significant effect of our conditions (just a positive trend for both the Competence and Warmth conditions). People with high a priori about virtual agents gave higher ratings about the agent’s warmth than people with low a priori.
We could hypothesize some explanations for these results. First, we did not get the effects of our experimental conditions on warmth ratings since people were more anchored into their a priori, and it was hard to change them. Indeed, people’s expectancies have already been found to have an effect on the user’s judgments about ECAs (Burgoon et al., 2016; Biancardi et al., 2017b; Weber et al., 2018). The fact that we found this effect only for warmth judgments could be related to the primacy of warmth judgments over competence (Wojciszke and Abele, 2008). Then, it could have been easier to elicit impressions of competence since we found no a priori effect on competence. This could be explained as follows: people might expect that it is easier to implement knowledge in an ECA rather than social behaviors.
The user’s experience of the interaction was not affected by the agent’s adaptation. During the debriefing, many participants expressed their disappointment about the agent’s appearance, the quality of the voice synthesizer and the animation, described as “disturbing” and “creepy,” and the limitations of the conversation (participants could only answer the ECA’s questions). These factors could have reduced any other effect of the independent variables. Indeed, the agent’s appearance and the structure of the dialogue were the same across conditions. If participants mainly focused on these elements, they could have paid less attention to the ECA’s verbal and nonverbal behavior (the variables that were manipulated and that we were interested in), which thus did not manage to affect their overall experience of the interaction.
8 STUDY 2: ADAPTATION OF COMMUNICATIVE STRATEGIES
At this step, we investigate adaptation at a higher level than the previous one, namely, the communicative strategies of the ECA. In particular, we focus on the agent’s self-presentational strategies, that is, different techniques to convey different levels of warmth and competence toward the user (Jones and Pittman, 1982). Each strategy is realized in terms of the verbal and nonverbal behavior of the ECA, according to the studies by (Pennebaker, 2011; Callejas et al., 2014; Biancardi et al., 2017a).
While in the previous study, we investigated whether and how adaptation could affect the user’s impressions of the agent, we here focus on whether and how adaptation can affect the user’s engagement during the interaction.
The goal of this second model is thus to make the ECA learn the communicative strategies that improve the user’s engagement, by measuring and using the user’s engagement as a reward.
8.1 Architecture
The general architecture described in Section 5 has been modified in order to contain a module for the detection of the user’s engagement and a communicative intention planner for the choice of the agent’s self-presentational strategy.
The modified architecture of the system is depicted in Figure 4. In the following subsection, we give more details about the modified modules.
[image: Figure 4]FIGURE 4 | Modified system architecture used in Study 2. In particular, the User’s Analysis module contains the model to detect the user’s engagement from facial and head/trunk signals. The Communicative Intention module uses reinforcement learning to select the agent’s self-presentational strategy.
8.1.1 User’s Analysis: User’s Engagement Detection
The User’s Analysis module is integrated with a User’s Engagement Detection module that continuously computes the overall user’s engagement at the end of every speaking turn. The computational model of the user’s engagement is based on the detection of facial signals and head/trunk signals, which are indicators of engagement. In particular, smiling is usually considered an indicator of engagement, as it may show that the user is enjoying the interaction (Castellano et al., 2009). Eyebrows are equally important: for example, Corrigan et al. (2016) claimed that “frowning may indicate effortful processing suggesting high levels of cognitive engagement.” Head/trunk signals are detected in order to measure the user’s attention level. According to Corrigan et al. (2016), attention is a key aspect of engagement; an engaged user continuously gazes at relevant objects/persons during the interaction. We approximate the user’s gaze using the user’s head and trunk orientation.
8.1.2 Adaptation Mechanism: Communicative Intention Management
During its interaction with the user, the agent has the goal of selecting its self-presentational strategy (e.g., to communicate verbally and nonverbally a given dialogue act with high warmth and low competence). The agent can choose its strategy from a given set of four strategies inspired from Jones and Pittman’s taxonomy (Jones and Pittman, 1982):
• Ingratiation: the ECA has the goal to convey positive interpersonal qualities and elicit impressions of high warmth toward the user, without considering its level of competence;
• Supplication: the ECA has the goal to present its weaknesses and elicit impressions of high warmth and low competence;
• Self-promotion: the ECA has the goal to focus on its capabilities and elicit impressions of high competence, without considering its level of warmth; and
• Intimidation: the ECA has the goal to elicit impressions of high competence by decreasing its level of warmth.
The verbal behavior characterizing the different strategies is inspired by the works of Pennebaker (2011) and Callejas et al. (2014). In particular, we took into account the use of you- and we-words, the level of formality of the language, and the length of the sentences.
The choice of the agent’s nonverbal behavior is based on our previous studies (Biancardi et al., 2017a; Biancardi et al., 2017b). So, for example, if the current agent’s self-presentational strategy is Supplication and the next dialogue act to be spoken is introducing a topic, then the agent would say “I think that while you play there are captors that measure tons of stuffs!” accompanied by smiling and beat gestures. Conversely, if the current agent’s self-presentational strategy is Intimidation and the next dialogue act to be spoken is the same, then the agent would say “While you play at video games, several captors measure your physiological signals,” accompanied by ideational gestures without smiling.
To be able to change the agent’s communicative strategy according to the detected participant’s engagement, we applied a reinforcement learning algorithm to make the ECA learn what strategy to use. Specifically, a multiarmed bandit algorithm (Katehakis and Veinott, 1987) was applied. This algorithm is a simplified setting of reinforcement learning which models agents evolving in an environment where they can perform several actions, each action being more or less rewarding for them. The choice of the action does not affect the state (i.e., what happens in the environment). In our case, the actions that the ECA could perform are the verbal and nonverbal behaviors corresponding to the self-presentational strategy that the ECA aims to communicate. The environment is the interaction with the user, while the state space is the set of dialogue acts used at each speaking turn. The choice of the action does not change the state (i.e., the dialogue act used during the actual speaking turn), but rather, it acts on how this dialogue act is realized by verbal and nonverbal behavior. More details about the multiarmed bandit function used in our model can be found in the study by (Biancardi et al., 2019a).
8.2 Experimental Design
The adaptation model described in Section 8.1.2 was evaluated by using the scenario described in Section 6. Here, we describe the experimental variables manipulated and measured during the experiment.
8.2.1 Independent Variable
The design includes one independent variable, called Communicative Strategy, with six levels determining the way in which the ECA chooses the strategy to use:
1) Adaptation: the ECA uses the adaptation model and thus selects one self-presentational strategy at each speaking turn, by using the user’s engagement as a reward;
2) Random: the ECA chooses a random behavior at each speaking turn;
3) Ingr_static: the ECA always adopts the Ingratiation strategy during the whole interaction;
4) Suppl_static: the ECA always adopts the Supplication strategy during the whole interaction;
5) Self_static: the ECA always adopts the Self-promotion strategy during the whole interaction; and
6) Intim_static: the ECA always adopts the Intimidation strategy during the whole interaction.
8.2.2 Measures
The dependent variables measured after the interaction with the ECA are the same as those described in subsection 7.2.2.
In addition to these measures, during the interaction, for people who agreed with audio recording of the experiment, we collected quantitative information about their verbal engagement, in particular, the polarity of the user’s answer when the ECA asked if they wanted to continue to discuss and the number of any verbal feedback produced by the user during a speaking turn.
8.2.3 Hypotheses
We hypothesized that each self-presentational strategy would elicit the right degree of warmth and competence, in particular, the following:
H1ingr: the ECA in the Ingr_static condition would be perceived as warm by users;
H1supp: the ECA in the Suppl_static condition would be perceived as warm and not competent by users;
H1self: the ECA in the Self_static condition would be perceived as competent by users; and
H1intim: the ECA in the Intim_static condition would be perceived as competent and not warm by users.
Then, we hypothesized the following scenarios:
H2a: an ECA adapting its self-presentational strategies according to the user’s engagement would improve the user’s experience, compared to a non-adapting ECA and
H2b: the ECA in the Adaptation condition would influence how it is perceived in terms of warmth and competence.
8.3 Analysis and Results
75 participants (30 females) took part in the evaluation, equally distributed among the six conditions. The majority of them were in the 18–25 or 36–45 age range and were native French speakers. In this section, we briefly report the main results of our analyses. A more detailed report can be found in the study by (Biancardi et al., 2019a).
8.3.1 Warmth Scores
A 4 × 2 between-subjects ANOVA revealed a main effect of Communicative Strategy ([image: image], [image: image], [image: image]) and NARS ([image: image], [image: image], [image: image]). The w ratings were higher from participants with a high NARS score ([image: image], [image: image]) than from those with a low NARS score ([image: image], [image: image]).
Table 2 shows the mean and SD of w scores for each level of Communicative Strategy. Multiple comparisons t-test using Holm’s correction shows that the w mean for Intim_static is significantly lower than that for all the others. As a consequence, the other conditions are rated as warmer than Intim_static. H1ingr and H1supp are thus validated, and H1intim and H2b are validated for the warmth component.
TABLE 2 | Mean and standard deviation values of warmth scores for each level of Communicative Strategy. The mean score for Intim_static is significantly lower than that for all the other conditions.
[image: Table 2]8.3.2 Competence Scores
No significant results emerged from the analyses. When looking at the means of c for each condition (see Table 3), Supp_static is the one with the lower score, even if its difference with the other scores does not reach statistical significance (all p-values [image: image]). H1supp and H1intim (for the competence component) are not validated.
TABLE 3 | Mean and standard deviation values of competence scores for each level of Communicative Strategy. No significant differences among the conditions were found.
[image: Table 3]8.3.3 User’s Experience of the Interaction
Participants in the Ingr_static condition were more satisfied from the interaction than those in Suppl_static ([image: image], p-adj [image: image]) and in Intim_static ([image: image], p-adj[image: image]). Participants in the Ingr_static condition also liked the ECA more than participants in the Intim_static condition ([image: image], p-adj [image: image]). No differences were found between the scores of the participants in the Adaptation condition and those of the other participants for any of the items measuring exp.
The exp scores are also affected by participants’ a priori about virtual agents (measured through the NARS questionnaire). In particular, participants who got high scores in the NARS questionnaire were more satisfied by the interaction ([image: image], [image: image]), were more motivated to continue the interaction ([image: image], [image: image]), and perceived the agent as less closed to a computer ([image: image], [image: image]) than people who got low scores in the NARS questionnaire.
Another interesting result concerns the effect of age on participants’ satisfaction ([image: image], [image: image]); people in the age range of 55+ were more satisfied than people of any other age range (all p-adj [image: image]).
On the whole, these results do not allow us to validate H2a, but the agent’s adaptation was found to have at least an effect on its level of warmth (H2b).
8.3.4 Verbal Cues of Engagement
During each speaking turn, the user was free to reply to the agent’s utterances. We consider as a user’s verbal feedback any type of verbal reply to the ECA, from a simple backchannel (e.g., “ok” and “mm”) to a longer response (e.g., giving an opinion about what the ECA said). In general, participants who did not give much verbal feedback (i.e., less than 13 replies to the agent’s utterances over all the speaking turns) answered positively to the ECA when it asked whether they wanted to continue to discuss with it, compared to the participants who gave more verbal feedback ([image: image], [image: image]). In addition, we found that the participants who did not give much verbal feedback liked the ECA more than those who talked a lot during the interaction ([image: image], [image: image]). However, no differences in any of the dependent variables were found according to Communicative Strategy.
8.4 Discussion
First of all, regarding H1, the only statistically significant results concern the perception of the agent’s warmth. The ECA was rated as colder when it adopted the Intim_static strategy than when it adopted the other conditions. This supports the thesis of the primacy of the warmth dimension (Wojciszke and Abele, 2008), and it is in line with the positive–negative asymmetry effect described by (Peeters and Czapinski, 1990), who argued that negative information generally has a higher impact on person perception than positive information. In our case, when the ECA displayed cold (i.e., low warmth) behaviors (i.e., in the Intim_static condition), it was judged by participants with statistically significant lower ratings of warmth. Regarding the other conditions (Ingr_static, Supp_static, Self_static, Adaptation, and Random), they elicited warmer impressions in the user, but there was not one strategy that was better than the others in this regard. The fact that Self_static also elicited the same level of warmth as the others reflected a halo effect (Rosenberg et al., 1968); the behaviors displayed to appear competent influenced its warmth perception in the same direction.
Regarding H2, the results do not validate our hypothesis (H2a) that the interaction would be improved when the ECA managed its impressions by adapting its strategy according to the user’s engagement. When analyzing scores for exp items, we found that participants were more satisfied by the interaction and they liked the ECA more when the ECA wanted to be perceived as warm (i.e., in the Ingr_static condition) than when it wanted to be perceived as cold and competent (i.e., in the Intim_static condition). A hypothesis is that since the ECA was perceived warmer in the Ingr_static condition, it could have positively influenced the ratings of the other items, like the user’s satisfaction. Concerning H2b with regard to a possible effect of the agent’s adaptation on the user’s perception of its warmth and competence, it is interesting to see that when the ECA adapted its self-presentational strategy according to the user’s overall engagement, it was perceived as warm. This highlights a link between the agent’s adaptation, the user’s engagement, and a warm impression; the more the ECA adapted its behaviors, the more the user was engaged and the more she/he perceived the ECA as warm.
9 STUDY 3: ADAPTATION AT A SIGNAL LEVEL
At this step, we are interested in low-level adaptation at the signal level. We aim to model how the ECA can adapt its signals to the user’s signals. Thus, we make the ECA predict the signals to display at each time step, according to those displayed by both the ECA and the user during a given time window. For the sake of simplicity, we consider a subset of signals, namely, lip corner movement (AU12), gaze direction, and head movement. To reach our aim, we follow a two-step approach. At first, we need to predict which signals that are due to adaptation to the user’s behaviors should be displayed by the ECA at each time step. The prediction of signal adaptation is learned on human–human interaction. The ECA ought to communicate its intentions to adapt to the user’s signals. Then, the second step of our approach consists in blending the predicted signals linked to the adaptation mechanism with the nonverbal behaviors corresponding to the agent’s communicative intentions. We describe our algorithm in further detail in subsection 9.1.2.
9.1 Architecture
The general architecture described in Section 5 has been modified in order to contain a module for predicting the next social signal to be merged with the agent’s other communicative ones. The modified architecture of the system is depicted in Figure 5. In the following subsection, we explain the modified modules. More details about these modules can be found in the study by (Dermouche and Pelachaud, 2019).
[image: Figure 5]FIGURE 5 | Modified system architecture used in Study 3. In particular, the User's Analysis module detects the user's low-level signals such as head and eye rotations and lip corner activity. The Adaptation Mechanism module exploits the IL-LSTM model for selecting the agent's low-level signals. In the Agent's Behavior module, the Behavior Realizer is customized in order to take into account the agent's communicative behaviors and signals coming from the IL-LSTM module in real time.
9.1.1 User’s Analysis: User’s Low-Level Features
Low-level features of the user are obtained from the User’s Analysis module using EyesWeb of the general architecture. In this model, we consider a subset of these features, namely, the user’s head direction, eye direction, and AU12 (upper lip corner activity). At every frame, the EyesWeb module extracts these features and sends the last 20 analyzed frames to the Adaptation Mechanism module IL-LSTM (see Section 9.1.2). It also sends the user’s conversational state (speaking or not) computed from the detection of the user’s voice activity (done in EyesWeb) and from the agent-turn information provided by the dialogue manager Flipper.
9.1.2 Adaptation Mechanism: Interaction Loop–LSTM
In this version of the architecture, the adaptation mechanism is based on a predictive model trained on data of human–human interactions. We used the NoXi database (Cafaro et al., 2017) to train a long short-term memory (LSTM) model that takes as input sequences of signals of two interactants over a sliding window of n frames to predict which signal(s) should display one participant at time n+1. We call this model IL-LSTM, which stands for interaction loop–LSTM. LSTM is a kind of recurrent neural network. It is mainly used when “context” is important, that is, decisions from the past can influence the current ones. It allows us to model both sequentiality and temporality of nonverbal behaviors.
We apply the IL-LSTM model to the human–agent interaction. Thus, given the signals produced by both, the human and the ECA, over a time window, the model outputs which signals should display the ECA at the next time step (here, a frame). The predicted signals are sent to the Behavior Realizer of the Agent’s Behavior module where they are merged with the behaviors of the ECA related to its communicative intents.
9.1.3 Agent’s Behavior: Behavior Realizer
We have updated the Behavior Realizer so that the ECA not only communicates its intentions but also adapts its behaviors in real time to the user’s behaviors. This module blends the predicted signals linked to the adaptation mechanism with the nonverbal behaviors corresponding to its communicative intentions that have been outputted using the GRETA agent platform (Pecune et al., 2014). More precisely, the dialogue module Flipper sends the set of communicative intentions to the Agent’s Behavior module. This module computes the multimodal behavior of the ECA and sends it to the Behavior Realizer that computes the animation of the ECA’s face and body. Then, before sending each frame to be displayed by the animation player, the animation computed from the communicative intentions is merged with the animation predicted by the Adaption Mechanism module. This operation is repeated at every frame.
9.2 Experimental Design
The adaptation model described in the previous section was evaluated by using the scenario described in Section 6. Here, we describe the experimental variables manipulated and measured during the experiment.
9.2.1 Independent Variable
We manipulated the type of low-level adaptation of the ECA by considering five conditions:
• Random: when the ECA did not adapt its behavior;
• Head: when the ECA adapted its head rotation according to the user’s behavior;
• Lip Corners: when the ECA adapted its lip corner puller movement (AU12) according to the user’s behavior;
• Eyes: when the ECA adapted its eye rotation according to the user’s behavior; and
• All: when the ECA adapted its head and eye rotation and lip corner movement, according to the user’s behavior.
We tested these five conditions using a between-subjects design.
9.2.2 Measures
The dependent variables measured after the interaction with the ECA were the user’s engagement and the perceived friendliness of the ECA.
The user’s engagement was evaluated using the I-PEFiC framework (van Vugt et al., 2006) that encompasses the user’s engagement and satisfaction during human–agent interaction. This framework considers different dimensions regarding the perception of the ECA (in terms of realism, competence, and relevance) as well as the user’s engagement (involvement and distance) and the user’s satisfaction. We adapted the questionnaire proposed by Van Vugt and others to measure the behavior of the ECA along these dimensions (van Vugt et al., 2006). The perceived friendliness of the ECA was measured using the adjectives kind, warm, agreeable, and sympathetic of the IAS questionnaire (Wiggins, 1979).
As for the other two studies, we also measured the a priori attitude of participants towards virtual agents using the NARS questionnaire.
9.2.3 Hypotheses
Previous studies (Liu et al., 2008; Woolf et al., 2009; Levitan, 2013) have found that users’ satisfaction about their interaction with an ECA is greater when the ECA adapts its behavior to the user’s one. From these results, we could expect that the user would be more satisfied about the interaction when the ECA adapted its low-level signals according to their behaviors. We also assumed that the ECA adapting its lip corner puller (that is related to smiling) would be perceived as friendlier. Thus, our hypotheses were as follows:
H1Head: when the ECA adapted its head rotation, the users would be more satisfied with the interaction than the users interacting with the ECA in the Random condition.
H2aLips: when the ECA adapted its lip corner movement (AU12), the users would be more satisfied with the interaction than the users interacting with the ECA in the Random condition.
H2bLips: when the ECA adapted its lip corner movement (AU12), it would be evaluated as friendlier than the ECA in the Random condition.
H3Eyes: when the ECA adapted its eye rotation, the users would be more satisfied with the interaction than the users interacting with the ECA in the Random condition.
H4aAll: when the ECA adapted its head and eye rotations and lip corner movement, the users would be more satisfied with the interaction than the users interacting with the ECA in the Random condition.
H4bAll: when the ECA adapts its head and eye rotations and lip corner movement, it would be evaluated as friendlier than the ECA in the Random condition.
9.3 Analysis and Results
101 participants (55 females), almost equally distributed among the five conditions, took part in our experiment. 95% of participants were native French speakers. 32% of them were in the range of 18–25°years old, 17% were in the range of 25–36, 21% were in the range of 36–45, 18% were in the range of 46–55, and 12% were over 55°years old. For each dimension of the user’s engagement questionnaire, as well as for that about the perceived friendliness of the ECA, Cronbach’s αs were [image: image]; we then computed the mean of the scores in order to have one score for each dimension. The mean and standard deviation of each measured dimension for each of the five conditions are shown in Table 4.
TABLE 4 | Mean [image: image] standard deviation of each dimension of the questionnaires (each row of the table), for each of the five conditions (each column).
[image: Table 4]As our data were not normally distributed (the Shapiro test’s [image: image]), we used the unpaired Wilcoxon test (equivalent to t-test) to measure how participants’ ratings differed between the Random condition and each of the other conditions.
In the Head condition, we could not find differences with the Random condition. We conclude that the hypothesis H1Head is rejected.
In the Lip Corners condition, compared to participants in the Random condition, participants were more involved ([image: image], p-[image: image]). We can also note that the ECA was evaluated as more positive on the relevance dimension ([image: image], p-[image: image]). We can conclude that the hypotheses H2aLips and H2bLips are not validated, but the adaptation of lip corner movement still has a positive effect on other dimensions related to the user’s engagement.
In the Eyes condition, participants were satisfied with the ECA as they were with the ECA in the Random condition. Thus, the hypothesis H3Eyes is rejected.
In the All condition, the ECA was evaluated as friendlier ([image: image], p-[image: image]) than the ECA in the Random condition. So, H4aAll is supported, while H4bAll is rejected.
Results of the NARS questionnaire indicated that 40, 30, and 30% of participants, respectively, had a positive, neutral, and negative attitude toward virtual agents. An ANOVA test was performed to study the influence of participants’ a priori toward virtual agents on their engagement in the interaction. Participants’ prior attitude toward ECAs had a main effect on participants’ distance ([image: image])). Results of pairwise comparisons with Bonferroni adjustment highlighted that participants with a prior negative attitude were less engaged (more distant (p-[image: image]) and less involved (p-[image: image])) than those with a prior positive attitude.
9.4 Discussion
The results of this study showed that participants’ engagement and perception of the ECA’s friendliness were positively impacted when the ECA adapted its low-level signals.
These results were significant only when the ECA adapted its lip corner movement (AU12) to the user’s behavior (mainly their smile), that is, in the Lip Corners and All conditions. In the case of head and eye rotation adaptation, we found a trend on some dimensions but no significant differences compared to the Random condition. These results could be caused by the adopted evaluation setting where the ECA and the user faced each other. During the interaction, most participants gazed at the ECA without doing any postural shift or even changing their gaze and head direction. They were mainly still and staring at the ECA. The adaptive behaviors, that is, head and eye rotation of the ECA computed from the user’s behaviors, remained constant throughout the interaction. They reflected participants’ behaviors (that were not moving much). Thus, in the Head and Eyes adapting conditions, the ECA showed much less expressiveness and may have appeared much less lively, which may have impacted participants’ engagement in the interaction.
10 GENERAL DISCUSSION
In our studies, we applied the interaction adaptation theory (see Section 2) on the ECA. That is, our adapting ECA had the requirement R that it needed to adapt in order to have a successful interaction. Its desire D was to maximize the user’s experience by eliciting a specific impression toward the user or maintaining the user’s engagement. Finally, its expectations (Es) were that the user’s experience would be better when interacting with an adaptive ECA. All these factors rely on the general hypothesis that the user expects to interact with a social entity. According to this hypothesis, the ECA should adapt its behavior like humans do (Appel et al., 2012).
We have looked at different adaptation mechanisms through three studies, each focusing on a specific type of adaptation. In our studies, we found that these mechanisms impacted the user’s experience of the interaction and their perception of the ECA. Moreover, in all three studies, interacting with an adaptive ECA vs. a nonadaptive ECA tended to be more positively perceived. More precisely, manipulating the agent’s behaviors (Study 1) had an impact on the user’s perception of the ECA while low-level adaptation (Study 3) positively influenced the user’s experience of the interaction. Regarding managing conversational strategies (Study 2), the ECA was perceived as warmer when it managed those that increased the user’s engagement vs. when it did not change them all along the interaction.
These results suggest that the IAT framework allows for enhancing human–agent interaction. Indeed, the adaptive ECA shows some improvement in the quality of the interaction and the perception of the ECA in terms of social attitudes.
However, not all our hypotheses were verified. This could be related to the fact that we based our framework on the general hypothesis that the user expects to interact with a social entity. The ECA did not take into account the fact that the user also had their specific requirements, desires, and expectations, along with the expectancy to interact with a social agent. Yet, the ECA did not check if the user still considered it a social entity during the interaction. It based its behaviors only on the human’s detected engagement and impressions. Moreover, the modules to detect engagement or impressions work in a given time window, but they do not consider their evolution through time. For example, the engagement module computes that participants are engaged if they look straight at the ECA without reporting any information stating that the participants stare fixedly at the ECA. The fact that participants do not change their gaze direction toward the ECA could be interpreted as participants not viewing the ECA as a social entity with humanlike qualities (Appel et al., 2012).
Expectancy violation theory (Burgoon, 1993) could help to better understand this gap. This theory explains how confirmations and violations of people’s expectancies affect communication outcomes such as attraction, liking, credibility persuasion, and learning. In particular, positive violations are predicted to produce better outcomes than positive confirmations, and negative violations are predicted to produce worse outcomes than negative confirmations. Expectancy violation theory has already been demonstrated to affect human–human interaction (Burgoon, 1993) and when people are in front of an ECA (Burgoon et al., 2016; Biancardi et al., 2017b) or a robot (Weber et al., 2018). In our work, we took into account the role of expectancies as part of IAT. Our results suggest that expectancies could play a more important role than the one we attributed to them and that they should be better modeled when developing human–agent adaptation. Future works in this context should combine expectancy violation theory with IAT. In this way, the ECA should be able to detect the user’s expectancies in terms of beliefs and desires. It should also be able to check if those expectancies about the interaction correspond to the expected ones and then react accordingly. For example, in our studies, we found some effects of people’s a priori about virtual agents: people who got higher scores in the NARS questionnaire generally perceived the ECA as warmer than people who got lower scores in the NARS questionnaire. This effect could have been mitigated if the agent could detect the user’s a priori.
Even with these limits, the results of our studies show that an adaptive model for a virtual agent inspired from IAT partially managed to produce an impact on the user’s experience of the interaction and on their perception of the ECA. This could be useful for personalizing systems for different applications such as education, healthcare, or entertainment, where there is a need of adaptation according to users’ type and behaviors and/or interaction contexts.
The different adaptation models we developed also confirm the potential of automatic behavior analysis for the estimation of different users’ characteristics. These methods can be used to better understand the user’s profile and can also be applied to human–computer interaction in general to inform adaptation models in real time.
Moreover, the use of adaptation mechanisms inspired from IAT could help mitigate the negative effect of some interaction problems that are more difficult to solve, due to, for example, technological limits of the system. Indeed, adaptation acts to enhance the agent’s perception and the perceived interaction quality. Improving adaptation mechanisms may help to counterbalance technological shortcomings. It may also improve the acceptability of innovative technologies that are likely to be part of our daily lives, in the context of work, health, leisure, etc.
11 CONCLUSION AND FUTURE WORK
In this study, we investigated adaptation in human–agent interaction. In particular, we reported our work about three models focusing on different levels of the agent’s adaptation (the behavioral, conversational, and signal levels), by framing them in the same theoretical framework (Burgoon et al., 2007). In all the adaptation mechanisms implemented in the models, the user’s behavior is taken into account by the ECA during the interaction in real time. Evaluation studies showed a tendency toward a positive impact of the adaptive ECA on the user’s experience and perception of the ECA, encouraging us to continue to investigate in this direction.
One limitation of our models is their reliance on the interaction scenario. Indeed, to obtain good performances of adaptation models using reinforcement learning algorithms, a scenario including an adequate number of steps is required. In our case, the agent ended up selecting a specific combination of behaviors only during the later part of the interaction. A longer interaction with more steps would allow an adaptive agent using reinforcement learning algorithms to better learn. Another possibility would be to have participants interacting more than once with the virtual agent. This latter would require adding a memory adaptation module (Ahmad et al., 2017). This would also allow for checking whether the same user prefers the same behavior and/or conversational strategies from the agent over several interactions. Similarly, regarding adaptation models reflecting the user’s behavior, the less the user moves during the interaction, the less the agent’s expressivity level. The interaction scenario should be designed in order to elicit the user’s participation, including strategies to tickle users when they become too still and nonreactive. For example, one could use a scenario including a collaborative task where both the agent and the user would interact with different objects. In such a setting, although it would require us to extend our engagement detection module to include joint attention, we expect that the participants would also perform many more head movements that, in turn, could be useful for a better low-level adaptation of the agent.
In the future, our work could be improved and explored along further axes. We list three of them here. First, the three models presented in this article were implemented and evaluated independently from each other. It could be interesting to merge the three adaptation mechanisms in a broader model and investigate the impacts of the agent’s adaptation along different levels at the same time. Second, in our studies, the agent adapted its behaviors to the user’s ones without considering if the relationship between the behaviors of the dyad showed any specific interaction patterns. In particular, we have not made explicit if the agent’s behavior should either match, reciprocate, complement, compensate, or mirror their human interlocutor’s behavior (Burgoon et al., 2007). Also, we have not measured any similarities, synchronization, or imitation between the user’s and the agent’s behavior when we analyzed the data of our studies. Since adaptation may be signaled through a larger variety of behavior manifestations during an interaction, more adaptation mechanisms could be implemented. One last important direction for future work concerns the improvement of the interaction with the user. This would reduce possible secondary effects of uncontrolled variables, such as the user’s expectancies, and allow for better studying of the effects of the agent’s adaptation. We aim to improve the agent’s conversational skills to ensure conversation repairs and interruptions and by letting the user choose the topic of conversation (e.g., from a set of possible ones) and drive the discussion. In addition to these improvements, the user’s expectancies should also be better modeled by taking into account expectancy violation theory in addition to interaction adaptation theory.
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More and more teams are collaborating virtually across the globe, and the COVID-19 pandemic has further encouraged the dissemination of virtual teamwork. However, there are challenges for virtual teams – such as reduced informal communication – with implications for team effectiveness. Team flow is a concept with high potential for promoting team effectiveness, however its measurement and promotion are challenging. Traditional team flow measurements rely on self-report questionnaires that require interrupting the team process. Approaches in artificial intelligence, i.e., machine learning, offer methods to identify an algorithm based on behavioral and sensor data that is able to identify team flow and its dynamics over time without interrupting the process. Thus, in this article we present an approach to identify team flow in virtual teams, using machine learning methods. First of all, based on a literature review, we provide a model of team flow characteristics, composed of characteristics that are shared with individual flow and characteristics that are unique for team flow. It is argued that those characteristics that are unique for team flow are represented by the concept of collective communication. Based on that, we present physiological and behavioral correlates of team flow which are suitable – but not limited to – being assessed in virtual teams and which can be used as input data for a machine learning system to assess team flow in real time. Finally, we suggest interventions to support team flow that can be implemented in real time, in virtual environments and controlled by artificial intelligence. This article thus contributes to finding indicators and dynamics of team flow in virtual teams, to stimulate future research and to promote team effectiveness.
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INTRODUCTION

Advances in information and communication technology (ICT) provided the opportunity for virtual (team-) work and – due to globalization – more and more teams work together virtually over the globe (Jarvenpaa and Leidner, 1999; Raghuram et al., 2019). Organizations have adopted virtual teams for two main reasons. First, virtual teams are related to significant savings, such as reduced costs and time for traveling, and reduced meeting times. Second, virtual teams lead to higher flexibility, enabling organizations to cope with modern challenges stemming from globalization, competition, changing organizational structures, and increasing service demands (Purvanova, 2014). In addition, the COVID-19 pandemic has boosted the implementation of virtual team work, with many employees working from home using virtual tools to collaborate with their teammates (Feitosa and Salas, 2020).

However, formal and informal interaction is different in virtual teams, including communication among team members and team leadership. For example, reduced informal interaction in virtual teams leads to difficulties to build trust among virtual team members. Trust is however crucial when team members decide to ask each other for help, mutually provide feedback, and address issues and conflicts (Bell and Kozlowski, 2002; Jarman, 2005; Purvanova, 2014). These factors have significant effects on team effectiveness, which per definition includes performance measures as well as team members’ satisfaction with their working experience (Gilson et al., 2014; Pyszka, 2015a, b). Accordingly, coping with the particular challenges of virtual team work is essential for virtual teams.

A concept with a high potential for fostering team effectiveness is the concept of team flow (van den Hout et al., 2018). Team flow is a shared experience of flow, characterized by the pleasant feeling of absorption in an optimally challenging activity (Peifer and Engeser, 2021), and of optimal team-interaction during an interdependent task (van den Hout et al., 2018). Research on team flow is still scarce and particularly lacking for virtual teams. Furthermore, conditions of team flow will fluctuate during task completion and, thus, it is important to look for the dynamics of team-flow during the task. Team processes in general are dynamic phenomena but in current research we observe predominantly static treatment of team processes (Kozlowski and Chao, 2012).

However, assessing the dynamics of team flow is a challenge, as traditional measures of team flow are based on self-report questionnaires, which require an interruption of the team process. In order to study the dynamics of team flow during task completion, we thus need to identify a continuous, interruption-free team flow-indicator. Such an indicator can likely be found based on behavioral and sensor data. The evolutions in artificial intelligence and wearable sensor technology made it possible to collect physiological and sensor data and to predict emotional states. In this article, we will thus present an approach to measure team flow in virtual teams using machine learning methods. Based on a literature review, we will present physiological and behavioral characteristics of team flow. We will derive indicators which are suitable for machine learning in order to recognize them in real time. Finally, we will suggest interventions to foster team flow that can be implemented in real time, in virtual environments and controlled by artificial intelligence.


Team Effectiveness and Trust in the Context of Virtual Teams

A team can be defined as “a small number of people with complementary skills who are committed to a common purpose, set of performance goals, and approach for which they hold themselves mutually accountable” (Katzenbach and Smith, 1993, p. 112). In difference to working groups, the performance of teams exceeds the mere sum of individual performances (Katzenbach and Smith, 1993). Furthermore, teams should be understood as complex, multilevel systems that function over time, tasks, and contexts (Pyszka, 2015b). The analysis of existing team effectiveness models shows a large variety of approaches and factors influencing team effectiveness. Input-Process-Output (IPO) models make predictions about the conditions and processes that lead to increased team effectiveness. One of the most popular IPO models has been developed by Hackman (1983) and he subdivides effectiveness into the components: task performance, ability to cooperate in the future, creativity, and satisfaction of team members. In recent years, research investigated team effectiveness in face-to-face compared to virtual teams. It was found that teams using computer mediated communication systems (CMCS) communicate less effectively in many circumstances than teams meeting face-to-face (Warkentin et al., 1997). A review of the literature indicates that the conditions that impact the effectiveness of virtual teams are still ambiguous (Ebrahim et al., 2009; Hertel et al., 2005; Purvanova, 2014). According to Olson and Olson (2006), the effectiveness of virtual teams is exposed to many challenges, including: the nature of work, the common ground of the team members, the competitive/cooperative culture, the level of technology competence of the team members, and the level of technical infrastructure in which the work resides. The most commonly reported challenge in virtual team work is that virtual communication is not an adequate substitute for face-to-face communication (de Guinea et al., 2012) which might lead to a lack of trust in colleagues (Baskerville and Nandhakumar, 2007).

There are different facets of trust, which become visible in at least two different definitions of the phenomenon. Accordingly, trust can be defined as “one’s expectations, assumptions, or beliefs about the likelihood that another’s future actions will be beneficial, favorable, or at least not detrimental to one’s interests” (Robinson, 1996, p. 576). Another definition understands trust as a party’s “willingness to be vulnerable to the action of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that other party” (Mayer et al., 1995, p. 712; see also Das and Teng, 1998; Man and Roijakkers, 2009).

Due to the lack of informal interaction, lack of knowledge about what others are doing, trust is difficult to build in virtual teams (Olson and Olson, 2006; Breuer et al., 2016). Trust determines whether team members ask each other for help, share feedback, and discuss issues and conflicts (Breuer et al., 2016; de Jong et al., 2016). Therefore, trust has a significant effect on team effectiveness (de Jong et al., 2016). This represents an entirely new paradigm of communication that is needed in virtual teams, that must be learned, with little means of social control, with new tools and techniques of social interaction which need to foster familiarity and proficiency (Warkentin et al., 1997).



Effects of Flow on Trust and Team Effectiveness in Virtual Teams

A concept with a high potential for fostering trust and team effectiveness is the concept of team flow (van den Hout et al., 2018). Previous research already indicated that the concept of flow can be a meaningful antecedent of trust in virtual settings (Bilgihan et al., 2015), whereby the presence of flow increased the perception of trust. A potential explanation is that positive emotions resulting from the experience of flow contribute to building an atmosphere of benevolence in which team members feel good and rightly. Simultaneously, shared positive experiences foster trust in the team’s achievement as well as reciprocal stimulation and inspiration. Maintaining such beneficial conditions in the work team over time conveys a sense of safety and stability, as well as dependability and trustworthiness – thereby fostering different facets of trust, i.e., positive expectations toward team members’ future actions and low need to control others.

A broad empirical evidence exists for the links between flow and efficiency (for an overview see Peifer and Wolters, 2021). Those links have been confirmed for different efficiency variables, such as increased wellbeing (e.g., Peifer et al., 2020b), work satisfaction (Maeran and Cangiano, 2013), qualitative and quantitative performance (Peifer and Zipp, 2019), in- and extra-role performance (Demerouti, 2006), learning outcomes (Engeser and Rheinberg, 2008), service quality (Kuo and Ho, 2010), and creativity (Zubair and Kamal, 2015). Also, in teams performing complex planning tasks, team flow was found to be positively related to team performance (Heyne et al., 2011). Similarly, a study investigating student teams performing a project management task found that the flow of team members was associated with team performance (Aubé et al., 2014). Such positive associations of team flow with team performance were also found in a video game experiment (Keith et al., 2014) as well as in the work context (van den Hout et al., 2019). In a longitudinal study, students were asked to compose a piece of music and their flow experience during the process was positively related to creativity of the team product as assessed by an expert jury (MacDonald et al., 2006), which provides evidence also for long-term effects of flow on team effectivity.



Components of Team Flow

Team flow needs to be distinguished from individual flow. Individual flow is a pleasant experience of being fully absorbed in an optimally challenging task (Csikszentmihalyi, 1975, 1990). Its core characteristics are a high degree of absorption with the task, a perceived demand-skill balance, and enjoyment (Peifer and Engeser, 2021). Building upon the definition of individual flow, team flow has been defined as “a shared experience of flow derived from an optimized team dynamic during the execution of interdependent personal tasks” (van den Hout et al., 2018, p. 400). As a shared experience of flow, team flow shares the characteristics of individual flow, i.e., a high degree of absorption with the task, a perceived demand-skill balance, and enjoyment (Pels et al., 2018; van den Hout et al., 2018; Peifer and Engeser, 2021); but entails additional, team flow-specific characteristics that reflect the social nature of the phenomenon (Pels et al., 2018).

The literature on flow in social situations is yet quite scarce and within this literature, the approaches to the concept vary from individual flow in social contexts to interdependent flow in dyads or teams (Walker, 2021). Terms that can be found in literature are e.g., social flow (Walker, 2010), collective flow (Quinn, 2003, 2005; Šimleša, 2018), group flow (Sawyer, 2003, 2006, 2008), and team flow (van den Hout et al., 2018), to name the most common ones. In the following, when talking about team flow, we will refer to those social flow phenomena, which are described as a shared social experience during a group’s interdependent interaction.

Sawyer (2003) was one of the firsts who proposed a concept of group flow. He emphasized the interdependence of the group as a particular characteristic of group flow as compared to individual flow. With his emphasis on interdependence, Sawyer’s understanding of group flow aligns with our understanding of team flow. Sawyer proposed a clear differentiation between group flow and individual flow, claiming that the group can be in flow when the members are not experiencing individual flow and that members can be in individual flow while the group is not in flow (Sawyer, 2008). According to this claim, characteristics of group flow may in part be different from characteristics of individual flow. Based on a qualitative approach (although the details of this study were not published), Sawyer (2008) discussed 10 conditions of group flow: (1) the group’s goal (clear vs. open depending on the task), (2) close listening to one another, (3) complete concentration to the group task, (4) being in control of their actions and environment, (5) the ability of group members to merge their egos with the group mind, (6) equal participation of group members, (7) familiarity with group members performance styles, a shared understanding of the group’s goals and conventions, and shared tacit knowledge, (8) constant and spontaneous communication, (9) moving the process forward, and (10) the potential for failure.

In his approach, Quinn (2003, 2005) defines “collective flow” as the experience of “moving together toward shared or complementary goals, adjusting in real time to each other’s expectations, needs, and contributions, and learning how others work and how to interact effectively along the way” (p. 637). With this definition, he points to the dynamic nature of team flow in team processes, in which team members need to react to each other. Similar to Sawyer (2006), Quinn differentiates between individual flow and team flow (what he calls collective flow) and proposes additional distinct conditions for team flow: (1) the coordination of activities, (2) a collective goal that structures the joint activity, and (3) comparable skill levels. And also, Walker (2010, 2021) differentiates individual flow and team flow (what he calls “interactive social flow”), and as further conditions of team flow he suggests: (1) agreement on goals, procedures, roles, and patterns of interpersonal relations and (2) uniformly high competency of team members (Walker, 2010). In a similar vein, van den Hout et al. (2018) propose that “team flow has similar conditions as individual flow, but teams are subject to additional considerations, specifically team communication, information sharing, and team member perceptions of teammate performance and effort” (p. 400). Based on this, and on previous literature on social flow, van den Hout et al. (2018) proposed a team flow model, with the following antecedents: (1) collective ambition, (2) common goal, (3) aligned personal goals, (4) high skill integration, (5) open communication (6) safety, and (7) mutual commitment. In an empirical study using a cross-sectional approach, van den Hout et al. (2019) found evidence for their proposed team flow conditions. In their scoping review on group flow, Pels et al. (2018) also distinguished between individual aspects of group flow and collective aspects of group flow. Individual aspects identified in the literature (compare Pels et al., 2018, table 1, p. 6ff) were the individual experience of flow, as well as the flow characteristics enjoyment, demand-skill balance and absorption (including feeling one with the group). These individual aspects are in line with the core characteristics of flow according to Peifer and Engeser (2021). In their summary of empirical findings on group flow, they further list “aspects of competence (e.g., knowing others’ skills; Kaye and Bryce, 2012), interaction (e.g., effective communication; Kaye, 2016), and of positive relationships (e.g., trust within the group; Armstrong, 2008)” as antecedents of group flow. Other identified aspects within the definitions provided in the literature (compare Pels et al., 2018, table 1, p. 6ff) relate to the aspect of common goals such as “purposeful communication” (Duff et al., 2014), “concurrent engagement in a shared goal-oriented activity” (Hart and Di Blasi, 2015), or “common focus” (Kaye and Bryce, 2014). Also, reported aspects of group flow according to Pels et al. (2018, table 1, p. 6ff) are that of interactional synchrony (Zumeta et al., 2016) and social contagion (Bakker et al., 2011; Aubé et al., 2014).

Despite the variety of the proposed terms, characteristics and conditions of team flow, the characteristics and conditions of team flow show commonalities on a level of content. As can be seen in Table 1, the conditions of team flow as described by the just referenced authors can be summarized into four major categories: (1) communication and feedback, (2) goal commitment, (3) equal participation, and (4) trust.


TABLE 1. Meta-categories of team flow-specific characteristics.

[image: Table 1]Importantly though, we need to distinguish conditions from characteristics. Also for individual flow, there has been a long discussion about which of the flow characteristics are conditions, core components or outcomes (see e.g., Landhäußer and Keller, 2012). For some core components, such as the challenge-skill balance (or: demand-skill balance), some authors argue it is a condition, others count it as a component (Landhäußer and Keller, 2012). In the meantime, there is some agreement in the literature that the objective presence of a demand-skill balance is a condition of flow, while the perceived demand-skill balance is defined as a component (Peifer and Engeser, 2021). As the just described team flow conditions are unique for team flow as compared to individual flow, we argue that the perception of their presence can be regarded as a component of team flow.

Taken together, team flow is composed of those characteristics that are shared with individual flow combined with characteristics that are unique for team flow. The resulting components are listed in Table 2.


TABLE 2. Components of team flow.

[image: Table 2]While the literature on flow in social contexts (and on team flow specifically) is scarce, literature on team flow in virtual contexts barely exists, although virtual teams are increasingly important in today’s workplaces. Compared to real-world settings, we argue that achieving the outlined team flow characteristics: (1) communication and feedback, (2) shared goal commitment, (3) equal participation, and (4) trust are particularly challenging in virtual contexts, due to the lack of informal communication. Accordingly, reaching team flow in virtual teams should be more difficult than in face-to-face contexts. Even more so it is necessary to identify indicators that can measure team flow in virtual teams in order to find and evaluate approaches to promote team flow in virtual teams. To find such indicators, we should measure the presence of the characteristics of team flow in real time during the team process. A concept, which could help finding such indicators as it is largely overlapping with the specific team flow conditions, is the concept of collective communication.



Collective Communication

According to Watzlawick and Beavin (1967), all behavior in the presence of another person is communicative (with presence going beyond physical presence). Thereby communication is more than verbal productions but includes all behavior in the social context (Watzlawick and Beavin, 1967). Communication is further based on individual characteristics like openness, and it can for example be direct and indirect, verbal and non-verbal, and as such it can be measured by different indicators like communication style or listening ability, and many others (Hargie and Tourish, 2000).

The term “collective communication” is a particular group-related communication style, which refers to a group’s (or team’s) behavior and does not necessarily correlate with individual communication (Kozusznik et al., 2018), although it may vary from the sum of individual factors (Woolley et al., 2010). Collective communication can be described as the connections among people, feedbacks, and interrelations (Weick and Roberts, 1993). It refers to the bundle of messages from all group members given at the same time or otherwise in the form of feedback. Each message provides direct or indirect feedback to the team members. Non-verbal social feedback can be derived from smiles, attention, tone of voice, or other social cues. They usually represent spontaneous reactions without intentions of teaching or otherwise influencing. Besides, it can be found that it does not induce additional cognitive loads (Knox, 2012). Collective communication appears when group participants have equal chances to participate and communicate in the discussion (Woolley et al., 2010). It includes specific forms of communication that guide and prioritize activities within the team while maintaining all its members’ equality and well-being. This ensures a spontaneous and expressive response in a safe and comfortable environment for the individual, allowing for convenient speech without fear of losing one’s meaning (Kożusznik, 2005).

It was found that collective communication strengthens the team members’ process control and improves knowing each other and mutual understanding (Riedl and Woolley, 2017). Operationally, it allows to reduce the redundancy of statements, thoughts, and actions, eliminates delays, facilitates the use of participants’ knowledge, and provides people crucial information and opportunities to perform. Specific indicators of collective communication are the motivational drivers of participation in the communication. Existing research confirms that equal communication gives rise to an equal rhythm of communication that can predict group performance on a wide variety of tasks (Woolley et al., 2010). Interrupting others is correlated with domineering (Kożusznik, 2005; Woolley et al., 2010). When one team member interrupts the speaker, it causes a decrease in effectiveness and impairs the speaker’s well-being (Bouskila-Yam and Kluger, 2011). The temporal patterning of activities is an important aspect of team effectiveness (McGrath, 1984). Alternating interaction is an orderly process of verbal and non-verbal activities which help regulate the flow of conversation, enable turn-taking, and provide feedback. Additionally, rather than a randomly distributed communication pattern, there tend to be periods of high activity (bursts) of the group followed by periods of little activity that enhance team flow (Riedl and Woolley, 2017). Questioning is also related to the effectiveness of the group performance (Bouskila-Yam and Kluger, 2011), as it leads to increased mutual understanding, improved team coordination and more clarity in the work process.



COMPLEMENTING A TEAM FLOW MEASURE BY MEANS OF COLLECTIVE COMMUNICATION

When comparing the characteristics of team flow with the concept of collective communication, their strong overlap becomes evident, as shown in Table 3.


TABLE 3. Overlaps between collective communication and team flow.

[image: Table 3]Accordingly, the concept of collective communication represents the team flow characteristics and it can be used to operationalize team flow indicators. Indicators of collective communication have already been identified, which can now be used to complement a measure of team flow using machine learning.

Collective communication correlates with a set of behavioral markers: equal distribution of conversational turn-taking, the number of speaking turns, silence, voice volume, number of interruptions, facilitating listening, space offering, “I” and “We” and burstiness (Kożusznik, 2005; Kluger and Nir, 2009; Woolley et al., 2010). Also, measures like time of speaking can measure it, as well as the number of questions, speed of talking, and others (see Table 5).


TABLE 4. Physiological measures of flow experience applicable for machine learning as part of a team flow algorithm (compare Peifer and Engeser, 2021; Peifer and Tan, 2021).

[image: Table 4]
TABLE 5. Definitions and measurement of collective communication enhancing team flow.

[image: Table 5]

Team Flow-Indicators Suitable for Machine Learning

As described above, team flow is composed of those characteristics that are shared with individual flow combined with characteristics that are unique for team flow (compare Table 2). Accordingly, a team flow measure should be operationalized based on all these characteristics.

For individual flow – i.e., for those team flow characteristics that are shared with individual flow – there are already elaborated concepts and studies on its physiological correlates (for an overview see Tozman and Peifer, 2016; Peifer and Tan, 2021) and their potential use for machine learning (Peifer et al., 2020a; Rissler et al., 2020). Studies show that individual flow experience is for example associated with heart rate variability (Peifer et al., 2014), electrodermal activity (de Manzano et al., 2010), respiration (de Manzano et al., 2010), blinking rate (Rau et al., 2017; Peifer et al., 2019a), or facial muscle activation (Kivikangas, 2006; de Manzano et al., 2010; Nacke and Lindley, 2010). Those indicators can be sorted according to the components of flow, i.e., if they relate to absorption, perceived demand-skill balance and/or enjoyment. In Table 4 we propose physiological measures that can be used to assess individual flow in real time and which are suitable for machine learning.

In order to complement the measurement of the just described team flow components, we need to include also indicators for those characteristics, that are unique for team flow, i.e., (1) communication and feedback, (2) shared goal commitment, (3) equal participation, and (4) trust. As discussed, this can be reached using the concept of collective communication, as behavioral measures of collective communication already exist (Table 5). An advantage of their measurement in virtual teams is, that they can be assessed using the video camera and the audio signal. Such indicators of collective communication are: (a) equal communication (b) number of speaking turns; (c) interruptions; (d) facilitating listening; (e) number of the use of We and I, (f) burstiness; (g) vocal expression/melody of team voice; (h) silence; and (i) space offering. The detailed definitions and measurement of those proposed indicators is described below and also presented in Table 5.

For measuring equal communication each subject can be assessed to gain information about “equal” vs. “unequal,” i.e., each group participant will be compared to the overall discussion time. Measurement of the number of speaking turns requires constant monitoring and counting changes in the course of discussion. Similarly, interruptions can be calculated during permanent monitoring with counting the number of times when a person interrupts another person and starts his/her speech. Collecting samples of facilitating listening can be achieved by recognizing the presence of particular actions such as questioning and focusing the current speaker. The use of I/We can be assessed by monitoring and counting the numbers of “We” and “I” in whole and separate parts of the communication process. For burstiness (or: liveliness), individual and continuous estimation will be used, and the measurement of each participant will be compared with results of other team members. Vocal expression/the melody of the voice can be measured via differences in average behavior, e.g., in speed of talking, voice pitch, and volume of voice. Silence requires continuous estimation and determination of its duration to compare the outcomes of different individuals.



Using Machine Learning to Develop an Application-Based Algorithm for Team Flow Analysis

Machine learning approaches have been widely practiced in recent times by using data from video, motion, and physiological sensors for the recognition of physical and cognitive activities in the field of medical data science (Irshad et al., 2020; Nisar et al., 2020). Therefore, based on the indicators described in Tables 4, 5, it is possible to develop an application for team flow analysis in the form of an end-to-end machine learning-based algorithm that takes input from multiple sensors including wearable devices, cameras and microphones, and predict the cognitive states of the participants of virtual teams by analyzing not only their own physiological data but also their interaction and communication with other team members. In order to build such an application, it is necessary to answer several questions like how to handle the heteroscedasticity of different input signals (i.e., the variability of variance of errors of the input data), what will be the useful features (Amjad et al., 2021), which feature extraction and classifications techniques will be used? The artificial neural networks handle all these issues and are able to learn and model non-linear and complex relationships between input and output (Li et al., 2018, 2020). Therefore, end-to-end machine learning algorithms based on artificial neural networks can learn the whole path between the raw sensory data and the final outcomes, for example, the cognitive state and interactions of the participants of virtual teams. However, once the models are trained, it is hard to semantically understand the very complex processing between the input and the output. So, a deep neural network behaves like a black box that does not explain the reasons for particular outcomes. To explain and interpret the transformation between the input data vector and the output cognitive states, we must investigate the application of multi-task deep neural networks sharing some hidden layers and training others specifically for certain environmental and social constellations (e.g., team roles, time working as a team), certain tasks or task characteristics, and certain groups of people similar to each other in terms of their individual differences (e.g., personality, experience, age, gender, etc.). If we manage to explain the predictive decisions of our machine learning algorithms, we will generate new scientific findings in the area of cognitive state analysis. In other words, we will not only be able to implement our deep learning models as a black box, but we will also be able to describe the distinctive features found in the sensor data which are specific for team flow.

Another potential challenge is the situation that people could be too diverse in terms of individual differences or team roles (Driskell et al., 2017) – for one single machine learning approach analyzing their cognitive state and the interaction with their colleagues. It might come out that there are some different types (clusters) of people in the virtual teams having similar properties so that one machine learning configuration works better for one cluster, another for another. It would not be efficient to develop completely isolated machine learning systems for all clusters separately from each other. The machine learning system incorporating the parametric models for different clusters can be helpful to avoid the completely independent systems for each cluster type. When assigning concrete values to the parameters, the generic system can be converted into a concrete system for a certain cluster or team roles. Estimating these meta-parameters can be realized by a supervised machine learning approach.

To train the algorithm, subjective measures of team flow will be needed, potentially complemented by observer ratings. Even after an algorithm has been identified, such subjective measures should be used at least intermittently to complement objective data and to validate and improve the algorithm.



INTERVENTIONS TO FOSTER FLOW IN VIRTUAL TEAMS

A machine learning system that identifies team flow can help not only to measure, but also to promote team flow and its dynamics over time. This means, the machine learning system can be used as a decision support system, that can identify team processes as fostering or hindering for team flow and provide feedback if team processes deviate significantly from their optimal level. The level of support by the machine learning system can vary along a continuum of low to high support starting with information and feedback only, up to the proposal of suitable interventions (Peifer et al., 2020a). Also, the decision authority may range from full authority by the team members/team leader up to full authority by the system (Parasuraman et al., 2000), e.g., the system can mute speakers or send automated instructions on interventions or on how to proceed.


What Could Real-Time Interventions Look Like?

The specific intervention depends on which team flow indicator deviates from its optimal level. In the case that indicators reflecting absorption deviate, the machine learning system could propose a pause or a meditation in order to regain energy and focus (Peifer and Tan, 2021). A deviation of the perceived demand-skill balance can be improved by re-defining individual goals, or social support. If enjoyment is lacking, the machine learning system could propose team interventions that foster positive emotions, such as providing compliments to each other, or the use of humor. A huge selection of potential interventions can be found in the field of positive psychology (Meyers et al., 2013).

If indicators reflecting communication and feedback deviate, e.g., the number of questions is small, or there is a high degree of silence, the machine learning system invites the discussant to ask questions. In instances of escaping (e.g., the listener is busy with her phone or computer), the system could remind the respective team member to join the team process.

If shared goal commitment is not given, e.g., as reflected by the use of “I” dominating the use of “We,” the machine learning system can invite participant(s) to use “We” instead of “I.” Using “We” strengthens the collective communication which resides in the connections between the units and the flexibility of their patterns of behavior (Weick and Roberts, 1993). The pronoun “I” represents an individual approach to measuring work engagement, the pronoun “We” represents the collective engagement conceptualized as a positive, fulfilling, work-related state shared with vigor and dedication (Schaufeli et al., 2002; Torrente et al., 2013).

If equal participation is not given – e.g., one person dominates and consumes too much time in the conversation – the system could inform this person (or the manager) and ask to shorten the time of speaking. When the system identifies that the number of speaking turns is small, it invites participants to make another round of conversation. In case of too many interruptions and talking into each other statement’s, the system asks to give some time and possibilities to others to let them talk.

If indicators of trust deviate, e.g., as reflected by the number of “bursty” signals (lough, cry, overlapping of the voices, and loudness of the voices), machine learning system could inform participants to stop or reduce these signals. Burstiness is related to levels of interpersonal synchrony or temporal coordination and influences trust (KoŻusznik and Polak, 2016) and effectiveness (McGrath, 1984). Also, e.g., if the machine learning system detects that the voice is too loud it can inform the participants and invite them to decrease the volume. If the machine learning system detects too low or too fast speed of talking it can ask the participant to regulate the speech. Similarly, the machine learning system could analyse the voice pitch and monotony and invite the participants to make the voice lower or more vivid. There is a correlation between group vocal expression and trust and well-being among its members (Hietanen et al., 1998). Also larger scale interventions to improve trust can be imagined (such as team building interventions), if a team continues to show signs of low trust among each other.



DISCUSSION

In this article we presented an approach to measuring team flow in virtual teams using machine learning methods. To provide a basis for the development of suitable data for the machine learning algorithm, we have disentangled the characteristics of team flow. We suggested that team flow is composed of characteristics that are shared with individual flow – i.e., absorption, perceived demand-skill balance and enjoyment –, and characteristics that are unique to team flow – i.e., communication and feedback, shared goal commitment, equal participation, and trust. Based on these characteristics and existing research on flow and collective communication, we have identified physiological and behavioral indicators that are suitable as machine learning input data. Furthermore, we have outlined how these data can be used in machine learning to develop an algorithm that assesses team flow in real time. Also, we have identified potential challenges in this endeavor. Finally, we have suggested how the real-time measurement of flow can result in interventions to improve team flow during the team process. In the following, we are discussing the underlying theoretical approach, as well as implications of our approach for research and practice.


Underlying Theoretical Approach

To clarify the uniqueness of team flow, we chose a relational approach. The theory of relational models describes four fundamental forms of social relationships: communal sharing, authority ranking, equality matching, and cost benefit analysis (market pricing) (Fiske, 1991; Fiske and Haslam, 2005). Our assumptions are best supported by equality matching, which builds the basis for turn-taking, equal rights, even sharing, voting, and balanced reciprocity, as well as enabling people to return the same kind of thing they received (Haslam, 2004). Collective communication appears when group participants have equal chances to participate and communicate in the discussion (Woolley et al., 2010). It includes specific forms of communication that guide and prioritize activities within the team while maintaining all its members’ equality and well-being. This ensures a spontaneous and expressive response in a safe and comfortable environment for the individual, allowing for convenient speech without fear of losing one’s meaning (Kożusznik, 2005). The relational approach also allows us to capture the dynamics of team flow and, thus, to determine optimal conditions of the collective communication that enhances team flow in a virtual team.

However, also a motivational approach is relevant in the context of team flow, as the enjoyment of the task at hand, including the resulting intrinsic motivation, is a shared characteristic of flow and team flow. This also applies to the characteristics “absorption” and “perceived demand-skill balance,” which can be attributed to a cognitive approach. Accordingly, relational, motivational as well as cognitive indicators of team flow have been proposed as part of the suggested team flow measure and also as parts of potential interventions.



Implications for Future Research

We proposed a machine learning system that employs multimodal sensory data to measure team flow in virtual teams. The heteroscedastic input data provided to the machine learning system not only cover physiological data of the members of a virtual team but also consider the vital key aspects of their communication with the co-members. The main objective of the machine learning system is indeed to detect the team flow using all sensory inputs, however, it will also be interesting in the future to see the impact of each kind of input signals in recognizing the team flow. The effectiveness of the machine learning system confides in detecting team flow with good accuracy as well as identifying the distinctive features of the input data that are specific for team flow. Explainable artificial intelligence administers the techniques which highlight the meaningful distinctive features in achieving the desired outcome of the system. A major advantage of an AI-based analysis of team flow is that team members do not need to be interrupted to measure team flow, which allows to assess the process with its fluctuations over time. Also, the automated analysis allows a more objective investigation of the context that can add to traditional self-report measures. In combination, self-report and machine learning data will allow to find a larger, more holistic model of team flow. Accordingly, the machine learning system can serve the function of a real laboratory and help to better understand the concept of team flow, the fluctuations of team flow over time and conditions that promote or hinder team flow.

A still unanswered question in flow research is the relationship between individual flow and team flow (van den Hout et al., 2018; Walker, 2021). Currently, there is no final agreement regarding the relationship of both flow forms of flow and their dynamics over time. The suggested machine learning system provides the opportunity to gain insights into their interplay by holistically relating flow and team flow indicators and sensor data. This will contribute substantial new information to the debate regarding the interplay between individual and social flow.

Also, the effects of different context factors can be studied in more detail. For example, it is well-documented that tasks have differential effects on the team process in terms of losses and gains, and, as a consequence, on team performance. Some tasks were for example found to facilitate social loafing, beyond them additive tasks (Kerr and Bruun, 1981), and easy tasks, while difficult tasks lead to increased performance (Jackson and Williams, 1985). Furthermore, group think was rather found in judgment tasks and less so in intellective tasks (McGrath, 1984). Using machine learning methods to detect team flow and team flow dynamics in different types of tasks could provide deeper information about which tasks are particularly flow-promoting or flow-hindering, about the mechanisms that are responsible, and also which characteristics of the flow experience are particularly affected (e.g., equal participation, goal commitment, perceived demand-skill balance, etc.). This helps us to achieve a better understanding of how to design tasks to achieve team flow and increase team efficiency. Also, this knowledge can be used to propose changes in the type of task in order to stimulate team flow in ongoing team processes. Future studies should thus systematically investigate task types and task characteristics by controlling for the type of task and/or systematically varying different tasks and task characteristics.

Another important domain that affects team processes relates to formal and informal social roles and relationships within the team (Belbin, 1981; Driskell et al., 2017). Teams mostly consist of a team manager and team members, with certain individual characteristics as well as formal and informal roles (Belbin, 1981). Team members including the team manager depend on each other, activated by managerial actions as a constellation of specific objectives, resources and processes (Sohmen, 2013). Also in virtual teams, challenges relate to difficulties in team leadership and the coordination of the team members’ activities (Pinjani and Palvia, 2013). Accordingly, the investigation of team constellations, in terms of team leadership style (e.g., teams managed by a leader vs. self-managed teams) and in terms of team roles and individual characteristics, are further relevant questions that should be systematically addressed in future research on team flow. Furthermore, there is likely an interplay between individual characteristics, formal and informal team roles, task characteristics, and the time working together as a team which is worth investigating. By means of the machine learning system, it will be possible to answer more complex questions about why some teams are more effective than others in the future. Corresponding findings can inform more advanced versions of the machine learning system using tools from user-centered design to differentiate between different groups of users within a team based on task characteristics, the team constellation, and the team members’ individual characteristics (Pyszka, 2015b).



Implications for Practice

A machine learning system measuring team flow can be used in practice to identify team processes that are promoting or hindering team flow and to derive suitable interventions during the team process. This is even more relevant for practice, as team flow is highly related to team effectiveness – including team performance and team satisfaction (Peifer and Wolters, 2021). Such a machine learning system could complement existing online management tools (e.g., TransistorsHead.com) that are already used to record team members’ actions in virtual environments (Flak, 2013, 2019; Flak et al., 2017) and could be incorporated in a more holistic, artificial team management tool (Flak, 2020). It was found that declarations of team management processes based on memory are highly imprecise and subjective as compared to the objective parameters recorded by online management tools (Flak and Pyszka, 2013). Accordingly, the implementation of artificial team management tools has the potential to provide more objective feedback, more objective decision criteria and more suitable interventions to the team. Moreover, improving skills related to collective communication through the implementation of artificial team management could contribute to enhance relational links and information exchange in teams, as well as buffer the impact of personality and team role diversity.

The development and implementation of a machine learning system comes with substantial set-up costs. However, we follow Pyszka’s (2015a) argumentation and understand effectiveness in an evolutionary manner assuming that a change from economic efficiency assessment today toward the evaluation of the potential of solutions will enable even higher levels of effectiveness in the long-term.

Accordingly, the implementation of a machine learning system promises added value for organizations: the machine learning system can lead to higher levels of employee satisfaction, having a positive influence on productivity of an organization (Harter et al., 2002). The machine learning system could be developed even further and integrate additional sources of data (such as characteristics and preferences of employees) toward a holistic system of organizational team management. Due to its innovativeness and low dissemination the implementation of such a machine learning system, it promises competitive advantages over other competitors based on the opportunity for better teamwork, which can improve the process efficiency of an organization in an innovative and unique manner leading to advantageous market positions in the future (Dean, 2014).



CONCLUSION

This article proposed an approach to measure and ultimately promote dynamic, not static, team functioning in virtual teams using machine learning methods. For this, the concept of team flow is a promising target state with high significance for team effectiveness. The concept of collective communication can provide suitable indicators of team flow specific characteristics, which can be used to complement a machine learning algorithm. Such an algorithm can then be used to not only identify, but also promote team flow, by providing feedback to the users and proposing interventions as part of an automated team management system.
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AI-enabled virtual and robot therapy is increasingly being integrated into psychotherapeutic practice, supporting a host of emotional, cognitive, and social processes in the therapeutic encounter. Given the speed of research and development trajectories of AI-enabled applications in psychotherapy and the practice of mental healthcare, it is likely that therapeutic chatbots, avatars, and socially assistive devices will soon translate into clinical applications much more broadly. While AI applications offer many potential opportunities for psychotherapy, they also raise important ethical, social, and clinical questions that have not yet been adequately considered for clinical practice. In this article, we begin to address one of these considerations: the role of transference in the psychotherapeutic relationship. Drawing on Karen Barad’s conceptual approach to theorizing human–non-human relations, we show that the concept of transference is necessarily reconfigured within AI-human psychotherapeutic encounters. This has implications for understanding how AI-driven technologies introduce changes in the field of traditional psychotherapy and other forms of mental healthcare and how this may change clinical psychotherapeutic practice and AI development alike. As more AI-enabled apps and platforms for psychotherapy are developed, it becomes necessary to re-think AI-human interaction as more nuanced and richer than a simple exchange of information between human and nonhuman actors alone.

Keywords: artificial intelligence, psychotherapy, mental healthcare, chatbots, transference, embedded ethics, science and technology studies, agential realism


INTRODUCTION

A first-year college student is having trouble adjusting to university life. There are so many new things to deal with, so many new demands and responsibilities. She is making new friends, but finds it hard to connect with them. Her grades are starting to slip and she feels like she is losing control of her life. When she eventually decides to check the campus health service website to see what mental health services are available, she finds that there is a long waitlist to see a counselor. However, the website suggests an alternative that is available immediately and is entirely free: a text-based chatbot, powered by artificial intelligence (AI). Using an app the student downloaded onto her phone, the chatbot checks in regularly to ask how she is doing, helps her to identify the emotions she feels in difficult situations, and suggests some relaxation exercises to work through her anxiety. She likes that the chatbot is available around the clock and always texts back immediately. Even though she knows she is talking to a computer, she feels heard and even understood.

Like this example, chatbots such as Tess,1 Wysa,2 or Woebot3 offer similar virtual psychotherapeutic services and have demonstrated promising results in reducing symptoms of depression and anxiety in trial studies (Fitzpatrick et al., 2017; Fulmer et al., 2018). AI-enabled virtual and robot therapy is increasingly being integrated into psychotherapeutic practice. Given the speed of research and development trajectories of AI-enabled applications in psychotherapy and the practice of mental healthcare, it is likely that therapeutic chatbots, avatars, and socially assistive devices will soon translate into clinical applications much more broadly.

However, this field is still nascent and there are many questions that remain to be considered or clarified. For example, what does it mean to interact with a robot for help with your mental health? What does it mean to form a personal connection in a therapeutic setting with something you know is not a person? This is an issue not just for the users who access these services, but also for the engineers and designers who are developing these interfaces: How to best design algorithms that help people work through their intimate problems in a way that fosters a connection between the person and the interface? How is the therapeutic connection established and how do you factor it into your design? Moreover, is the nature of the connection with a virtual therapist even comparable to that of a human therapist?

The companies developing AI-enabled therapeutic applications have designed the applications to look and feel much like in-person therapy. However, this surface similarity obscures the possibility that there may be significant differences between AI-directed and human-directed psychotherapy. Therefore, it is necessary to carefully examine the points of similarity and difference between AI-directed and human-directed psychotherapy. Doing so will allow us to better understand not only the limitations of AI applications vis-a-vis traditional psychotherapy, but also what is new and unique about such applications and what they might make possible.

One aspect that deserves particular attention is the sense of “personal” connection between user-patients and their chatbot therapist. This is because most modalities of psychotherapy have a concept of “transference,” which describes a specific way that patients and therapists relate to each other within the therapeutic relation. In this article, we focus on transference as one example in order to highlight some fundamental issues related to the use of AI-enabled psychotherapy. Drawing on the work of Science and Technology Studies (STS)4 scholar Karen Barad on material-discursive practices in human–non-human relations (Barad, 1999, 2007), we present a framework for conceptualizing the therapeutic setting in order to help those involved (psychotherapists, patients, support staff, caretakers, robotics engineers, developers, researchers, ethicists, administrators, legislators, etc.) better understand the nature of the AI-driven therapeutic encounter. This approach can help to inform further work in this field, in terms of therapeutic practice with existing AI applications, research into the effects of such practices, and the research and development of new AI applications.

In what follows, we first present a review of the literature on existing AI-enabled psychotherapeutic applications. We then outline the concept of transference in psychotherapy, putting it in conversation with Barad’s theory of agential realism. We end with a discussion of the implications of transference in relation to AI-enabled psychotherapy and possibilities for further research.



THE CURRENT STATE OF AI-ENABLED PSYCHOTHERAPEUTIC APPLICATIONS

Work in embodied artificial intelligence (AI) has growing clinical relevance for diagnostic and therapeutic applications across several areas in medicine (Calderita et al., 2014; Broadbent, 2017; Liu et al., 2018). Such applications are no longer designed to just provide simple assistive services, but also perform higher-level, invasive, diagnostic, and therapeutic interventions that used to be offered exclusively by highly trained health professionals (Jahn et al., 2019). In the area of mental health, embodied AI is increasingly being integrated into psychotherapeutic practice (Fiske et al., 2019). It has been proposed to support a range of emotional, cognitive, and social processes (Eichenberg and Küsel, 2018) through the use of chatbots, virtual reality therapies, social robots, and more. In what follows, we briefly summarize the range of AI applications that are being researched, tested, and applied in the area of mental healthcare, with a specific focus on applications within psychotherapy. As such, we have intentionally excluded from this analysis all AI applications that do not interact with patients directly, and those that may have a virtual or robotic interface but do not employ AI, such as telemedicine therapy.

The most prominent domain of AI-driven psychotherapeutic applications is therapeutic apps, sometimes called “chatbots.” Known by their first names, apps such as Tess, Sara, Wysa, Ada, or Woebot work via text or on internet platforms and have addressed conditions such as depression, anxiety, and autism. Many such applications respond to the user in a way that aims to mimic a human therapist, probing the user to explore emotions or thought patterns that they are experiencing. Others offer techniques for reducing anxiety or advice for dealing with difficult situations (Sachan, 2018; Dekker et al., 2020), help users implement problem-solving strategies and approach problems from different perspectives, or inform users of nearby psychiatric services when needed (Bendig et al., 2019). Recent reviews found over 40 chatbots addressing mental health concerns available, most with several purposes including therapy, training, and screening (Abd-alrazaq et al., 2019; Tudor Car et al., 2020).

The area of virtual reality is increasingly being proposed for use with patients experiencing psychosis (Craig et al., 2018), schizophrenia, and autism. One such example currently in clinical testing is the Avatar Project,5 in which an intelligent algorithm is expressed through an avatar which interacts with a patient in order to address symptoms such as persistent auditory hallucinations. The use of avatars is also being explored in AI-assisted therapy for schizophrenia (Dellazizzo et al., 2018a,b) as well as in combination with real-time fMRI (de Pierrefeu et al., 2018). Studies of virtual human agents have also experimented with improving interviewing skills with individuals with autism or other developmental disabilities (Burke et al., 2018), promoting life skills and well-being for adolescents (Gabrielli et al., 2020), treating the fear of heights (Freeman et al., 2018; Donker et al., 2019), and risk prevention (Rein et al., 2018).

While some technologies might be used as part of supervised therapies, AI-driven psychotherapeutic applications such as chatbots are slowly but surely progressing toward a therapeutic role outside of settings where human mental health professionals are involved. It is therefore necessary to assess how important elements of the “traditional” relationship between therapist and client/patient are either retained, altered, or made anew in the relationship between user and chatbot therapist. One central element of the traditional therapeutic relationship is transference, which is of particular interest because it is a form of personal connection that is specific to the psychotherapeutic setting. In the next section, we will discuss the concept of transference, how it functions, and why it is relevant for the study and design of AI-directed therapies.



THE CONCEPT OF TRANSFERENCE IN PSYCHOTHERAPY

The concept of transference can be traced back to the earliest days of psychotherapy. Introduced by Sigmund Freud (1912/2001) in the context of psychoanalytic treatment, it is a foundational concept in many forms of psychotherapy. Transference refers to a phenomenon where a patient redirects emotions, feelings, or wishes that were originally directed toward other people in their life onto the therapist (Goldstein and Goldberg, 2004; Parth et al., 2017). Transference can manifest, for example, in a patient’s speech, demeanor, attitude, or patterns of behavior (Fink, 2007). The appearance of transference is not an accident, but an inevitable aspect of the therapeutic process (Freud, 1912/2001; Friedman, 2019). Put another way: it is not a bug; it is a feature of the therapeutic relationship.

Transference is integral to the interpersonal relationship between patient and therapist and represents an important point of action in the psychotherapeutic process. Regardless of what the two parties are talking about at a given moment, there is always another relationship in the room, i.e., the patient’s relationship to someone else in their life, either actual or imagined. However the patient speaks to and acts toward their therapist—including silences and elisions—the past is present in their speech and behavior in the form of these prior relationships that the patient brings (i.e., transfers) into the consulting room. The therapist must be able to acknowledge this transference and work with it, since it is as indispensable to the treatment as it is unavoidable. Transference can have multiple different effects in the therapeutic relationship. For example, transference can help foster the therapeutic alliance, especially in the early stages of the treatment. A positive transference can make it possible for the patient to face difficult subjects, by helping them feel supported and understood. Transference is often also an object of analysis itself, and identifying, discussing, and actively working through transference feelings is a significant part of most psychodynamic psychotherapies. Transference can also act as a form of resistance and as an obstacle to treatment by keeping the patient from feeling like they can discuss certain ideas or topics, or a strong negative transference can make it hard for the patient to attend sessions regularly or even cause them to terminate the treatment (for an overview of the different effects of transference and ways of working with it, see Fink, 1997; Corradi, 2006; and Fink, 2007, esp. chapter 7; for empirical studies of its usefulness, see Marmarosh, 2012; Hersoug et al., 2014; Suszek et al., 2015; Ulberg et al., 2021).

Depending on the specific theoretical orientation of the psychotherapy, working with transference may be more or less central to the treatment, but it nonetheless remains a tool in the therapist’s tool kit. For example, imagine a patient for whom the therapist’s haircut or tone of voice resembles the hair or voice of her father, with whom she has a poor relationship. Based on this trivial similarity, the patient begins, sometimes without even meaning to, to act toward her therapist with the same kind of denial and protest that she did with her father. This transference of feeling from the father onto the therapist can lead the patient to complain about the therapist, find it hard to trust him, or even start to miss sessions. Without identifying and working through this negative transference, the therapy is unlikely to make any progress. It is worth noting that while we have referred here to “positive” or “negative” transference feelings, more often transference represents a fusion of contradictory currents (positive and negative, love and hate, admiration and fear, etc.) that are inextricably entangled with each other.

While the concept of transference is most commonly associated with psychoanalytic and psychodynamic psychotherapies, it is also discussed in other approaches such as cognitive behavioral therapy (CBT) (Prasko et al., 2010; Folk et al., 2016). This is particularly significant because existing chatbots like Woebot and Tess are designed on CBT principles (Fitzpatrick et al., 2017; Fulmer et al., 2018).

As of yet, there have been no studies of transference in AI-enabled psychotherapeutic settings. However, studies of specific chatbots demonstrate anecdotal evidence that some users develop a human-like connection with the chatbot that can be seen as suggestive of the kind of personal relationship out of which transference can develop. For example, one study participant wrote, “I love Woebot so much. I hope we can be friends forever. I actually feel super good and happy when I see that it ‘remembered’ to check in with me!” (Fitzpatrick et al., 2017). Another participant in a similar study of the chatbot Tess wrote “Based on our interactions I do somewhat feel like I’m talking to a real person and I do enjoy the tips you’ve given. In that sense, you’re better than my therapist in that she doesn’t necessarily provide specific ways I can better myself and problems” (Fulmer et al., 2018).



UNDERSTANDING PSYCHOTHERAPY THROUGH THE LENS OF KAREN BARAD’S AGENTIAL REALISM

Transference is both a product of the psychotherapeutic encounter and a mechanism though which treatment occurs. In order to better understand what this means and how it can be considered in AI-driven therapy, we turn to STS scholar Karen Barad’s theory of agential realism, a conceptual approach to theorizing human–non-human relations (Barad, 1999, 2007). Barad’s theory provides a framework for conceptualizing and understanding what the psychotherapeutic encounter consists of, what its elements are, and how those elements shape what is possible in the encounter. This makes it possible to analyze different kinds of situations and identify how substituting a chatbot for a human therapist might alter the situation. Barad’s theory focuses on knowledge production, which relates to AI-driven psychotherapy in terms of how it creates knowledge about such things as emotional states, patterns of behavior, or unconscious desires, depending on the therapeutic tradition.

Barad builds on the theoretical and epistemological work of quantum physicist Niels Bohr, arguing that the knower does not stand apart from the object they seek to measure (Barad, 2007). As an illustrative example, she considers the well-known Heisenberg uncertainty principle, which states that it is impossible to measure both a particle’s position and velocity at the same time. Bohr argued that this is because the experimental apparatus determines what can be measured and thus also the conceptual framework for understanding.


For example, instruments with fixed parts are required to understand what we might mean by the concept ‘position.’ However, any such apparatus necessarily excludes other concepts, such as ‘momentum,’ from having meaning during this set of measurements, since these other variables require an instrument with moveable parts for their definition. Physical and conceptual constraints are co-constitutive. (Barad, 1999, p. 4)
 

The interaction between what is observed and the apparatus used to observe it are thus inseparable from each other. Together they produce what Barad calls phenomena, and these phenomena are constitutive of the apparatus as well as the products of that apparatus, by means of “physical-conceptual intra-actions” (Barad, 1999, p. 5).

An apparatus is the set of materials and practices that, by being put to use in a specific situation and for a specific purpose, create the conditions of possibility for what can happen in that situation. Barad’s agential-realist framework, and especially the concepts of apparatus and phenomena, can be useful for thinking about the practice of psychotherapy: The tools one uses in the therapeutic encounter (e.g., AI and a specific interface such as a text-based chatbot) are formative and constitutive of the kind of therapy that becomes possible. This also applies to less drastic changes in the traditional therapeutic process – any practitioner who has used remote technologies such as Zoom during the Covid-19 pandemic will be all too familiar with how the introduction of new technologies into the “standard” forms of “in-person” treatment has had distinct, if often difficult-to-articulate effects.

Following Barad, transference is a phenomenon which emerges as a product of the therapeutic apparatus. In this sense, transference is simultaneously also “productive of” the material-discursive psychotherapeutic apparatus (i.e., the therapeutic encounter) itself: It contributes to the formation of the therapeutic relationship. Transference is thus an artefact of the process itself, inherent to it and understandable only (or mainly) within its framework.

Based on this, we can attempt a preliminary definition of what the traditional psychotherapeutic apparatus is composed of, in terms of material-discursive practices: the therapist, the patient, the consulting room, periodic meetings (scheduled weekly, bi-weekly, etc.), specific modes of speaking and interacting, and specific techniques for eliciting the therapeutic relationship, insight, emotional change, or conflict (these can be specific to different therapeutic schools, including CBT, psychodynamic psychotherapy, psychoanalysis, humanistic psychology, etc.). Also included in this would be different means of interaction, such as sitting face to face, the use of the couch, or any technological modes of mediation such as email, text messages, apps, video, or avatars. As we shift to AI-directed therapy, a new apparatus emerges. New modes of material-discursive practices come into being: the chatbot therapist, the user/patient, mediation via an app on a mobile device or tablet, specific text-based modes of interacting, always-on availability, etc.



(RE)THINKING TRANSFERENCE WITH AI

As we can see from the studies of the chatbots Woebot and Tess, there are preliminary indications in the literature that some users develop human-like connections with their chatbot: “I love Woebot so much. I hope we can be friends forever. I actually feel super good and happy when I see that it ‘remembered’ to check in with me!” (Fitzpatrick et al., 2017). These feelings of happiness, love or enjoyment demonstrate that some users do not necessarily treat chatbots like inanimate instruments for self-improvement, but can relate to them as if they were “talking to a real person” (Fulmer et al., 2018). Even a routine feature such as pre-scripted regular check-ins can be interpreted as the chatbot “remembering” the user. If these affective connections are being made, it is certainly conceivable that transference may also develop in such situations. It is even possible that this is already happening.

Transference is a useful phenomenon to consider not only because it is specific and essential to the psychotherapeutic apparatus, but because it occurs as a relationship between the patient and therapist. The apparatus enables and is enabled by a process of intra-action, or what feminist STS scholar Donna Haraway calls “becoming with,” a form of entanglement where “The partners do not precede their relating”: Chatbots become therapeutic only through their intra-action with users, who themselves become patients (Haraway, 2008, p. 17). It is therefore readily apparent that the apparatus has changed when the therapist is no longer a human, but a chatbot. Since the phenomenon of transference is crucial to the psychotherapeutic apparatus, we must ask how AI-driven innovations could be designed to account for and even foster opportunities for transference that might be useful and even novel. In other words, it will be necessary to conceive of transference not as an unanticipated byproduct of AI-directed psychotherapy, but to actively consider it in the design process. Here it helps to think of the psychotherapeutic encounter as an apparatus because it allows us to see how the material-discursive practices that make up the apparatus make possible or hinder certain intra-actions, thus creating different phenomena.

One place to start would be to ask what transference might look like in relation to a chatbot: What quality or qualities of the chatbot interface, for example, might become the kernel for a patient’s transference? How might the patient be relating transferentially to the chatbot (through what words, behaviors, demeanor, etc.)? Does it matter if the chatbot operates through an avatar with “human-like” features? In approximating the responses of a human therapist, are there specific speech patterns, forms of questioning, or other features of AI communication that might give rise to specific forms of transference in the therapeutic encounter? For example, imagine the following scenario: A patient using a psychotherapeutic chatbot feels relief in not being judged, since they know they are interacting with a robot. On the one hand, this makes them feel safe, making it easier to talk about difficult topics. On the other hand, the patient might at the same time contrast this absence of judgement with the overly judgmental attitude of their mother, to whom they still attribute a strong degree of authority despite the fact that they suffer under her judgmental gaze. In this case, the patient might ultimately fail to take their chatbot therapist seriously, or even treat it with disdain because, through their transference, they ascribe a lack of authority to the chatbot, even though interacting with it makes them feel safe and cared for. It is important to note that patients are often unaware of transference when it happens.

In this example, the specific form of the apparatus produces the specific phenomenon of transference: The patient develops a relation to the chatbot precisely because they know they are talking to a robot who is incapable of judging them. However, as we can see, this transferential phenomenon might also make it difficult, if not impossible, to sustain the therapeutic relationship, potentially leading to its premature collapse. In this case, we might ask what would it mean for chatbot designers to take this into account? Would it be possible for the chatbot to register not just that there has been a shift in the patient’s relationship to it, but that this is due to a resemblance with a person from the patient’s past, and that the patient might be unaware of this aspect of their transference?

While this example is illuminating, it is also ultimately limited because it presumes that the form of the psychotherapeutic intra-action between a human and a chatbot will look very much like that between two humans. The AI–human psychotherapeutic apparatus and its phenomena remain in many ways undetermined, and the phenomena that it produces might look quite different from what we are used to or can easily imagine. As mentioned above, the apparatus determines the phenomena and thus the conceptual framework for understanding. So, how might the phenomenon of transference be constituted differently in an encounter with a chatbot versus a meeting with a therapist in their practice? For example, our scenario focused on the question of judgment, yet our understanding of what judgement means might need to be redefined or rearticulated in light of the specificities of an AI-driven chatbot. The question of judgment that we are familiar with in psychotherapy is a phenomenon produced by an apparatus based on human intra-actions. Humans judge each other. A psychotherapist is supposed to withhold their judgment, but a patient might justifiably wonder whether their therapist is actually capable of such a feat and, through transference, attribute judgment to their therapist even if none actually exists. In comparison, a chatbot is incapable of expressing personal judgment. Yet this might not cause the question of judgement to simply disappear. Instead, the question might shift to how societal norms are “baked in” to the chatbot’s algorithm, since a chatbot’s AI might be trained on a dataset that is structurally (algorithmically) biased (Manrai et al., 2016; Obermeyer et al., 2019; Panch et al., 2019a,b). As the makeup of the apparatus shifts from human–human to human–AI, the concept shifts from personal judgment to impersonal, structural bias.

The therapeutic relationship (even when produced by a chatbot) should never be understood to be a “simple” interaction between human and/or nonhuman actors, which is to say one modeled on general social interaction models (which are themselves, of course, far from simple). This requires a recognition of the assumptions and definitions that are at play in any interactive design, including a (re)definition of any and all concepts with an eye to how they are produced by the design of the apparatus. Following Barad, such definitions or concepts do not preexist their emergence from and within the apparatus. In other words, it is not possible to say what concepts are or will be best suited to understanding the technologies to come except in and through designing and testing them.

We must ask how the inclusion of AI (either to augment or replace some aspect of the human therapist) changes the apparatus, and how this new mode of therapy changes and can be designed to change the phenomena that are produced, raising a series of important questions for psychotherapy and for AI developers: Does transference occur with the inclusion of AI in the therapeutic encounter? If so, what forms does this transference take and how does it shape the ensuing therapeutic relationship and therapeutic work? How can transference be accounted for, and addressed, within AI-driven therapy? How can transference be intentionally engaged by developers and engineers in the design of AI-driven therapeutic apps? Is it even transference as we currently understand it? Or is it some other kind of relation that may look like transference, but is in some way different? What new phenomena are unique to the new apparatus? In what ways does the therapeutic process that occurs in AI-driven encounters overlap with and differ from human therapeutic relationships?

One way to approach these questions would be to consider the agency of the non-human actors in this context. Here again, Barad’s work is useful. For Barad, agency is “an enactment, not something that someone or something has” (Barad, 2007, p. 214). In other words, agency describes an effect that is not imposed from outside, but which is produced by something from within a given set of intra-actions. Thus, agency can be extended to non-human actors (in this case AI, algorithms, chatbot interfaces) because their presence and specificity have demonstrative effects. We must keep in mind that technology is not passive in the co-production of phenomena. As Barad likes to say, “The world kicks back” (Barad, 2007, p. 215). In other words, the agency of the non-human elements of the apparatus matters. We can try to design different ways of relating within the apparatus of AI-based psychotherapy, but in the end, what emerges is not pre-scripted; it needs to be the subject of empirical study. It is not possible to fully know what we are creating ahead of time, but we can be intentional about trying to create opportunities. This must be an iterative and recursive process, always going back to see how the human and non-human actors intra-act in their encounters, and what those encounters produce.



DISCUSSION

In order to better understand how using AI differs from human-directed psychotherapy, it is helpful to reflect on the realities and possibilities of AI-enabled apps and other psychotherapeutic interfaces, including the elements which enable the therapeutic encounter to occur through these platforms. This means exploring not only what AI-driven therapies cannot do, but also to what they can offer, make possible, and what the implications are for clinical psychotherapeutic practice. Considering the psychotherapeutic setting as an apparatus that structures the conditions of what is possible and that is productive of specific phenomena, a la Barad’s theory of agential realism, we can see that shifting the elements of the therapeutic apparatus—such as the use of an app, platform, or AI technology—fundamentally reshapes the therapeutic encounter itself. This has direct application to the implementation and research and development of AI-enabled apps and any other interfaces that might be developed down the line.

As we have shown, there is a need for further research in this regard. First, there is a need for studies that investigate what psychotherapy becomes with the introduction of AI-enabled “therapists.” This should include the consideration of the effects that specific interfaces such as chatbots and virtual avatars have on the psychotherapeutic apparatus. For example, there is the significant change in the apparatus introduced by the always-on aspect of mobile devices. A smartphone-based chatbot can be available anytime, day or night, with no limit to the length of the “session” (a term which depends entirely on the fact that it has an end). This is in stark contrast to the limited and prescribed availability of a traditional therapist, which is often an important feature of the therapeutic interaction. In addition, the always-on aspect affects the kind of “data” that the AI-driven app can collect (either actively or passively) about a patient through a smartphone’s different sensors (microphone, GPS, gyroscope, accelerometer, ambient light sensor, camera, lidar, etc.) and usage histories (browser history, app usage, screentime metrics, etc.), which of course also raises new and specific issues regarding trust and privacy in AI-driven therapeutic apparatuses. It is not a matter of AI-enabled interactions being something less than traditional psychotherapy, but as potentially being something new altogether.

Empirical studies will be instrumental to understanding the complexities of the new and emergent AI-driven apparatuses. The examples and scenarios we have provided in this article have been hypothetical and speculative. While this kind of speculative thinking is valuable and necessary, it should be supported with empirical studies that identify and analyze how users actually relate to chatbot therapists in real-life situations as well as which assumptions, for example regarding the therapeutic relationship, about possible user groups and their needs go into the design of psychotherapeutic apps. This will be particularly important in order to clearly identify the kinds of novel effects and phenomena that a new apparatus might produce, especially those which may be quite different from what we can imagine ahead of time. Transference is one important aspect to be considered here: Which notions of transference go into the design of apps and which transference phenomena with AI-driven psychotherapeutic apps are produced as users begin to interact with them?

Within these empirical studies, it will be important to put emphasis on how people from different social positions (based on gender, ethnicity, sexuality, age, or socioeconomic status) might interact with these new opportunities differently. It is known that, based on their specific social position, people have different relationships to issues of mental health, healthcare in general, as well as technology (Oudshoorn and Pinch, 2003; Epstein, 2007; Criado Perez, 2019). It is important to interrogate whose needs and interests are represented in the design of currently existing psychotherapeutic AI-driven applications as well as how these different user groups interact with, benefit from, or are put at risk by these new technologies. Intersectional analysis is paramount here. Transference, of course is shaped by social positionality and hence is an important topic of study in this context. In addition, from a health equity perspective, it will also be essential to investigate who might be the people that doctors and therapists refer to AI-driven therapeutic technologies versus who might be referred to traditional human therapists. In this context, AI might both hinder or promote health equity.

In this article, we have focused primarily on scenarios where an AI-driven chatbot replaces a human therapist. However, there are other instances where a chatbot may be used in addition to or as an augmentation of human-directed psychotherapy. This might occur deliberately, where a therapist suggests the use of a chatbot as part of the therapy. A current example of this is an app to treat substance use disorders, which is used as an addition to in-person treatment (Budney et al., 2019; Triberti et al., 2020). But it could also be that it is not a deliberate choice of the therapist to introduce AI-driven applications, such as situations where patients begin to use chatbots on their own. These intentional or unintentional triad situations might create an overlap of different apparatuses or the emergence of a hybrid apparatus of treatment. Such a situation can lead to confusion about the role of artificial entities in the complex therapist-patient relationship, an aspect of what has been characterized as a “third wheel effect” (Triberti et al., 2020). This is an important aspect that should be considered in the further study of psychotherapy, AI, and transference.

One possible way of addressing these therapeutic concepts as they emerge in AI-driven technologies is to integrate practitioners of psychotherapy as well as social scientists well-versed in the social study of technology and healthcare in the design process. This form of integration can be analogous to an approach recently promoted for ethically sound and socially robust AI applications in other fields of healthcare, the “embedded ethics and social science” approach. This approach combines participatory research practices that include the study of both technical development and user perspectives with empirical bioethical analysis (Fiske et al, 2020; McLennan et al., 2020). Embedded ethics integrates critical voices from the social sciences and fields of practice into the development process from the beginning, so as to anticipate, identify, and address ethical and social issues that arise during the process of developing healthcare technologies, including planning, ethics approval, designing, programming, piloting, testing, and implementation phases of the technology. Positioning these actors as participants in the development stages of healthcare technology, such as AI-driven psychotherapeutic apps, aims to promote the reflexive and equity-oriented design of novel technologies. It thereby helps to anticipate, rather than simply respond to, vital questions regarding the social impact of such technologies, such as the role of transference in the therapeutic encounter in new AI-driven healthcare technologies.
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FOOTNOTES

1https://www.x2ai.com/

2https://www.wysa.io/

3https://woebothealth.com/

4STS is an “interdisciplinary research field that studies how social, political and cultural values and structures affect scientific research and technological innovation, and how research and innovation in turn affect society, politics and culture” (Müller et al., 2021). STS scholars analyze how and under which conditions scientific knowledge and technologies are produced as well as the distinct social, political, economic, and historical contexts of research and technology development. For example, STS examines how new concepts such as biomarkers change knowledge production in psychiatry, why these biological parameters are used to pursue specific research and treatment goals and not others, and how the outcomes of this research might affect society in social, political, economic and normative ways.

5https://www.ucl.ac.uk/brain-sciences/news/2020/nov/new-avatar-project-help-auditory-hallucinations
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Artificial intelligence (AI) has seen dramatic growth over the past decade, evolving from a niche super specialty computer application into a powerful tool which has revolutionized many areas of our professional and daily lives, and the potential of which seems to be still largely untapped. The field of medicine and medical imaging, as one of its various specialties, has gained considerable benefit from AI, including improved diagnostic accuracy and the possibility of predicting individual patient outcomes and options of more personalized treatment. It should be noted that this process can actively support the ongoing development of advanced, highly specific treatment strategies (e.g., target therapies for cancer patients) while enabling faster workflow and more efficient use of healthcare resources. The potential advantages of AI over conventional methods have made it attractive for physicians and other healthcare stakeholders, raising much interest in both the research and the industry communities. However, the fast development of AI has unveiled its potential for disrupting the work of healthcare professionals, spawning concerns among radiologists that, in the future, AI may outperform them, thus damaging their reputations or putting their jobs at risk. Furthermore, this development has raised relevant psychological, ethical, and medico-legal issues which need to be addressed for AI to be considered fully capable of patient management. The aim of this review is to provide a brief, hopefully exhaustive, overview of the state of the art of AI systems regarding medical imaging, with a special focus on how AI and the entire healthcare environment should be prepared to accomplish the goal of a more advanced human-centered world.
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INTRODUCTION

The term artificial intelligence (AI) was coined in 1956 to differentiate the intelligence of machines (generated by software development programs) from natural, human intelligence. In the past decade, AI algorithms have begun to influence many activities based on computer platforms, having a significant impact on daily life. These new technologies have aroused great interest among biomedical scientists, since AI has proven to be able to simplify the work of researchers and healthcare professionals, and to provide crucial information for the management of patients (e.g., early diagnosis, prediction of individual prognosis, and therapy personalization), which would realistically be very difficult or impossible to obtain without the support of such systems (Yu et al., 2018).

Radiology is one of the medical specialties with a greater interest in AI, since the latter can offer radiologists new tools for quantitative analysis and image interpretation in addition to offering automation and standardization of processes and procedures, which allow saving time and effort during fatiguing and/or repetitive tasks, improving diagnostic performance, and optimizing the overall workflow (Curtis et al., 2018; Hosny et al., 2018; Pesapane et al., 2018a; Yu et al., 2018; European Society of Radiology (ESR), 2019b; Grassi et al., 2019). However, this enthusiasm is paralleled by concerns of psychological, ethical, and medico-legal nature (including those related to the involvement of AI systems in patient management and the responsibilities that this may entail), as well as by the fear that AI could revolutionize radiologists’ jobs, possibly threatening their existence as specific professional figures (Gong et al., 2019; Savadjiev et al., 2019; van Hoek et al., 2019). More generally, it has been emphasized that as long as AI becomes more and more autonomous (e.g., able to talk, “think,” and actively participate in decision making), its role within complex relationships such as those between patients and physicians may be unclear to the human interlocutors, and new obstacles to decision making could arise due to AI acting as a “third wheel” between them (Triberti et al., 2020).

This review illustrates the main characteristics of AI systems and the current issues related to their use in the radiology profession.



ARTIFICIAL INTELLIGENCE: BASIC CONCEPTS

Broadly speaking, AI encompasses the ability of hardware and software devices to autonomously mimic activities which have traditionally been deemed as specific to humans, such as learning and thinking. More than 60 years after its inception, AI has recently come back under the spotlight owing to the increasing availability of relatively low-cost computers capable of processing large amounts of data in real time, enabling the practical implementation of AI systems. In the medical field, AI mainly refers to the ability of systems to detect and analyze data related to patient clinical information and management with the aim of accomplishing a predetermined goal (Savadjiev et al., 2019).

Artificial intelligence systems can be broadly classified into strong (or general) and weak (or restricted). Strong AI systems can apply AI to resolve any problem, and as such, aim to mimic human intelligence. Conversely, weak AI denotes systems from which humans can take advantage to efficiently perform specific tasks (Zackova, 2015; Brink et al., 2017; Park and Park, 2018; European Society of Radiology (ESR), 2019b). More specifically, weak AI systems can improve their intrinsic ability to solve problems autonomously by means of progressive learning, starting from acquired information. This category includes most systems used in practice which are based on different machine learning (ML) techniques, including those of bio-inspired artificial neural networks.


Machine Learning

In 1959, Arthur Samuel gave a boost to the development of weak AI by introducing the concept of “ML,” defined as a subclass of AI systems which help the machine to learn and make decisions based on the data. To this end, the machine builds its own model from a subset of data used for training (Bishop, 2006; Litjens et al., 2017). Consequently, ML can make predictions on new data based on previous training without the need of being specifically programmed or recall previously defined models.

Another notable feature of ML is that the system performance increases with increasing experience of the system itself. In classic ML (which is used for classifying and interpreting data related to image analysis), data are labeled by human experts and organized according to their properties using statistical methods (Chartrand et al., 2017). In order for an ML algorithm to successfully reproduce the process of analyzing an image (e.g., a chest X-ray) by a radiologist, it must first be trained with a supervised approach starting from different labeled learning datasets (which contain many heterogeneous types of radiographic abnormalities), reinforced with different datasets each containing a class of abnormal findings (e.g., cardiac, mediastinal, pulmonary, and bone) and, if necessary, additionally reinforced with specific datasets for various subclasses of anomalies (e.g., congenital heart disease).

In general, ML is the highest expression of the power of a computer system. However, as in human learning, ML can also encounter some problems. For example, if the training dataset is poorly representative of the characteristics to be analyzed, an ML algorithm could learn from the training dataset in too much detail, leading to the problem of overfitting. In this case, non-significant statistical fluctuations of the same sample are cataloged by the learning model as separate data, which subsequently causes a worsening of the performance in analyzing new data (Duda et al., 2001; European Society of Radiology (ESR), 2019b). In diagnostic imaging, overfitting can be amplified by the possibility of non-pathological anatomical variants (such as accessory bones, or congenitally absent or hypoplastic structures).

The need for numerical accuracy and precision in processing radiological images represents one of the main challenges for the applications of ML systems in diagnostic imaging. Accuracy is essential for addressing the complexity of semantic aspects (related to the enormous variety of normal and pathological findings that an ML system could encounter in the analysis of images acquired on real patients) and technical issues due to differences among various imaging modalities. Another challenge is related to the large number of images which need to be processed from cross-sectional imaging modalities (even with the aid of semi-automatic algorithms), with magnetic resonance imaging (MRI) or multislice computed tomography (MSCT) being able to furnish hundreds or thousands of images per single dataset.



Artificial Neural Networks and Deep Learning

The term deep learning (DL) was first introduced in 1986 by Rina Dechter, and represents a form of ML which can yield better performance than classic ML (Figure 1). Compared to a traditional artificial neural network, in which the number of levels is limited and the nodes of one level are connected to those of the next level (“completely connected”), DL systems are generally made up of several specialized levels. The last levels are generally the only fully connected ones and combine functionalities learned to make decisions. Instead of requiring labeling or engineering of the properties, DL algorithms independently learn the most suitable characteristics for classifying the data provided, depending on the specific task (Chartrand et al., 2017; Philbrick et al., 2018).
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FIGURE 1. Schematic representation of the hierarchical relationship between AI (which, in general, describes systems capable of imitating human behavior), ML (a subset of AI, which describes systems capable of learning by experience), and DL (a subset of ML, which describes systems based on neural networks).


The commonest approach in image processing is represented by convolutional neural networks (CNNs), a particular type of neural network developed for the recognition of patterns within images, which can accept two- or three-dimensional images as input (Domingos, 2012). While the first CNN was implemented in 1980 by Fukushima (1980), CNNs were formalized as we know them now by LeCun et al. (1998). The introduction of advanced graphic processing units with the ability to process enormous amounts of data in parallel has made CNNs an essential tool for the development of modern DL algorithms (Hinton and Salakhutdinov, 2006; Trebeschi et al., 2017).

The two factors which mainly affect the functionality of CNNs are the power of the hardware and, most importantly, the availability of adequate data for the learning process. If computer power increases progressively over years or months, and can therefore only be relatively limiting, time and cost constraints make it difficult to find a solution to the problem of the low availability of well-structured datasets for training, which represents an actual hurdle to the development and diffusion of these systems (Napel et al., 2018).

Deep learning has proven to be a promising tool for the extraction of features from biomedical images (LeCun et al., 2015; Wang et al., 2017; Kermany et al., 2018; Lustberg et al., 2018). For that application, computational units are defined as levels integrated with each other to extract the intrinsic characteristics of the images. Using a CNN structured in a hierarchical manner, a DL system can, for example, extract the intrinsic characteristics of a neoplasm to build a model capable of providing prognostic or predictive information, having a clear potential impact on patient clinical management (Wang et al., 2019).



Artificial Intelligence in Medical Imaging: “Images Are More Than Pictures, They Are Data” (Gillies et al., 2016)

During its development, medical imaging has enjoyed great benefit from technological progress (Nance et al., 2013; Nguyen and Shetty, 2018), and the scientific relevance of the development of AI systems in radiology has been underscored by an ever-increasing number of publications on AI. For diagnostic imaging alone, the number of publications on AI has increased from about 100–150 per year in 2007–2008 to 1000–1100 per year in 2017–2018 (Tang, 2020).

Artificial intelligence systems can support medical decision-making processes related to requests for imaging tests, not only by means of the evaluation of the patient’s medical record and the accuracy of the radiological examinations, but also by guiding the choice of the most suitable diagnostic modality. Of note, AI algorithms can be programmed to work in keeping with the appropriateness criteria developed and approved by scientific societies (such as those developed by the American College of Radiology) in order to maximize the adherence to validated criteria (Blackmore and Medina, 2006; American College of Radiology (ACR), 2021 Reporting and Data Systems).

Furthermore, AI has opened new perspectives on how to make the most of the information which can be obtained from biomedical imaging for a more in-depth understanding of the various pathological processes, aimed at more effective diagnostic and therapeutic management. Once trained with appropriate learning datasets, AI systems can analyze biomedical images with the aim of recognizing specific characteristics (either visible or invisible to the human eye) and build probabilistic models capable of detecting abnormal findings (Dodd, 2007; Sardanelli et al., 2010).

Automated image interpretation is one of the potential radiological applications of AI which has been received with the greatest enthusiasm. Rajpurkar et al. (2018) illustrated an AI algorithm with a comparable accuracy to that of human radiologists for diagnosing pneumonia on chest X-rays in a public dataset. Similar experiences have been reported for the detection of vertebral fractures on plain spinal radiography (Murata et al., 2020), the diagnosis of tuberculosis (Lakhani and Sundaram, 2017), and the estimation of bone age (Dedouit et al., 2015). More generally, different DL methods have been applied to biomedical image analysis (Ierardi et al., 2016; Trimboli et al., 2018; Villanueva-Meyer et al., 2019) and successfully used with various imaging modalities, such as breast (Kallenberg et al., 2016; Zanotel et al., 2018; Geras et al., 2019; Hickman et al., 2021) and cardiac imaging (van Assen et al., 2020), MSCT (Lerouge et al., 2015; Kooi et al., 2017; Hu et al., 2020), MRI (Havaei et al., 2017; Ariji et al., 2019; Figure 2), as well as in interventional radiology (Gurgitano et al., 2021). AI can also be helpful to quantify lung involvement and predict prognosis in patients with COVID-19 pneumonia (Belfiore et al., 2020; Akram et al., 2021; Cappabianca et al., 2021), and Harmon et al. (2020) recently found that a series of DL algorithms trained in a diverse multinational cohort of 1280 patients can achieve up to 90.8% accuracy, with 84% sensitivity and 93% specificity in detecting COVID-19 pneumonia on chest CT examinations of 1337 patients. Other AI applications allow prioritizing the reporting of certain exams (e.g., urgent brain CT scans in patients with hemorrhagic stroke), thus optimizing the workflow and avoiding diagnostic delays, especially in situations in which members of the radiology department are busy with other tasks (Ngo et al., 2017; European Society of Radiology (ESR), 2019b). However, there are currently no commercial solutions available which can independently interpret images and generate a report.
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FIGURE 2. Evaluation of a CNN-based DL algorithm (PMetNet) for detection of occult peritoneal metastases (PM) from gastric cancer on preoperative CT images. (Upper) Following tumor segmentation on original CT images (tumor contours highlighted in red, tumor region of interest [ROI] shown within magnified tumor location [boxed in yellow]), the gradient-weighted class activation mapping (Grad-CAM) was used to highlight which areas of the CT image are important in generating a particular prediction. The numbers 0.99 and 0.01 represent the predicted probability of PM. (Lower) Area under the receiver operating characteristic curves (AUCs) derived from the PMetNet and clinicopathological factors for the diagnosis of occult PM in the training cohort and in two validation cohort. The discrimination performance of PMetNet was substantially higher than conventional clinicopathological factors, and in multivariable logistic regression analysis, PMetNet was an independent predictor of occult PM. Adapted from Jiang et al. (2021) under Creative Commons Attribution 4.0 (CC BY 4.0) license (https://creativecommons.org/licenses/by/4.0/).


The ability of extracting structured and categorized data from existing radiological archives [radiology information system (RIS) and picture archiving and communication system (PACS)] is an essential requirement for the development and dissemination of AI in radiological environments. In fact, the training of AI systems usually requires enormous amounts of data which should be as accurate and correctly categorized as possible. However, to date, most radiological reports are written in the form of an unstructured narrative text which greatly complicates the extraction of information, even if the aim is to create AI systems based exclusively on clinical data. The latter could be resolved with the adoption of structured reporting (SR), which, if properly implemented, would allow the exchange of information with a common lexicon and semantics. While there is extensive evidence that SR has several advantages over conventional unstructured reporting (including better clarity, improved communication with patients and referring physicians, higher productivity, and ease of data mining), it has seen a relatively slow diffusion so far due to radiologists’ fears, among others, that it could diminish their autonomy and professional reputation with respect to patients or non-radiologist specialists (Marcovici and Taylor, 2014; Faggioni et al., 2017; Coppola et al., 2021). In this context, constructive interaction between medical radiologists and other specialists, industries, and institutions would be desirable to promote a large-scale dissemination of the SR, offering a decisive stimulus for additional development of AI in the radiological field (Bosmans et al., 2015; Pinto Dos Santos and Baeßler, 2018; European Society of Radiology (ESR), 2019b).

A topic of interest for both the biomedical industry and research is the prospect of using AI to optimize biomedical image acquisition protocols, with potential advantages in terms of patient safety and health management costs. For example, some AI algorithms allow obtaining equivalent or even superior results as compared to commercial non-AI-based solutions for noise reduction in MSCT and positron emission tomography (PET) examinations, allowing the acquisition of diagnostic images with a significantly lower radiation exposure than conventional protocols (Zhu et al., 2018; Shan et al., 2019).

Radiomics is a field of research which has become very popular in the era of modern precision medicine. Radiomics refers to the established use of ML techniques applied to the analysis of radiological images. Radiomics is often defined as “the extraction of a large number of quantitative features from conventional biomedical images in order to obtain data that can be used in clinical decision support systems to improve diagnostic, prognostic, and predictive accuracy” (Choy et al., 2018). A radiomic model can reveal the value of biomarkers extracted from the images (which are quantifiable by means of applying mathematical and statistical models, even of considerable complexity), but it can also extend to a so-called hybrid model, including other data not from images (e.g., from clinical data or laboratory parameters). In any case, these models are able to provide information not obtainable with standard radiological semeiotics, such as those related to the early response to treatment, the prediction of the biological aggressiveness of a neoplasm, the existence of molecular targets for any targeted therapies, up to the prediction of the individual prognosis, and the personalization of therapies (Gillies et al., 2016; Lambin et al., 2017; Choy et al., 2018; Bi et al., 2019; Liu et al., 2019; Rogers et al., 2020; Zerunian et al., 2021). A notable feature of radiomics consists of the possibility of obtaining, in a repeatable and non-invasive way, information about a tissue in its entirety in contrast, for example, to what happens with a classic biopsy which is invasive and limited to a portion of tissue, with the risk of collecting a sample that is not representative of the heterogeneity of the lesion (Lambin et al., 2017; Abdollahi et al., 2019; Nazari et al., 2020; Zerunian et al., 2021). The radiomics approach can also be extended to the analysis of the genetic structure of a tissue (e.g., neoplastic), which is referred to as radiogenomics (King et al., 2013; Pinker et al., 2018; Story and Durante, 2018; Gabelloni et al., 2019; Lo Gullo et al., 2020). A radiomic biomarker is made up of a set of characteristics (or features) extracted from the image, it is represented by a mathematical equation, known as a “signature,” and its value can be calculated using dedicated programs, starting from images acquired using routine protocols.

However, even if many of these tools are easy for operators to use and allow extracting radiomic features in a relatively short time, their diffusion is currently still limited by several factors. These include the enormous amount of work often necessary for image segmentation and the difficulty in ensuring the adequate quality of the data entered to obtain consistent results, also considering the inevitable differences both between the image acquisition protocols, and different machines and imaging centers (Stoyanova et al., 2016).



ARTIFICIAL INTELLIGENCE AND HUMANS

Several authors have hypothesized that AI systems might shortly be able to replace medical radiologists in their professional activity (Rizzo et al., 2018). The key question is: will AI be able to replace radiologists in the observation, characterization, and quantification tasks that they currently accomplish using their cognitive skills? (Beregi et al., 2018; Tajmir and Alkasab, 2018; Mendelson, 2019; Miller and Brown, 2019; Rubin, 2019). The short answer is: NO. However, as argued by Dr. Curtis Langlotz at the European Congress of Radiology in 2018: “AI won’t replace radiologists, but radiologists who use AI will replace radiologists who don’t” (Krittanawong, 2018), and this concept could be generalized to all fields of healthcare (Meskó et al., 2018). In this context, it is important to point out that the final decision regarding patient diagnosis is still autonomous and the responsibility lies with the radiologist, not AI systems. What is most likely to change will be the use of information not only derived from morphological analysis in the formulation of the diagnosis, but also from the numerical values provided by AI. These refer directly to statistically significant distributions of the pixel values of the image which are not perceptible to the naked eye.

Both radiologists and AI systems must follow essential rules and principles for optimal patient management. Several issues are related to the proper use of AI in clinical practice and include (but are not limited to) the following:


• Data (including generation, recording, maintenance, processing, dissemination, sharing, and use)

• AI algorithms used to process patients’ data for a specific task

• Practices (including responsible innovation, programming, security, formulation, and implementation of ethical solutions)

• Communication (including the tools through which the information obtained from AI systems is provided to patients, as well as the management of psychological problems arising from them, which cannot be handed over to a computer system) (Meskó et al., 2018).



Various aspects of data ethics can be recognized, including informed consent, privacy and data protection, data ownership, objectivity in managing data, and the likelihood that a gap may exist between those who have the resources to manage and analyze large amounts of data and those who do not. In addition, the operation of AI systems integrated into big data networks raises ethical and legal issues related to patient-specific consent, data sharing, privacy and security protection, and the availability of multi-layered access to fully or partially anonymized health information.


Artificial Intelligence Overconfidence and Medico-Legal Issues

As stated by Kulikowski (2019), “whether a good ethical human can work with an AI and remain ethical is a major open problem for all of us that will have to be confronted not only scientifically, but also in a socially acceptable and humanistic way in clinical informatics.” Hence, ethics should always guide radiologists (and physicians in general) in deciding when to rely on AI, so as to avoid improper applications of it which may have a harmful impact on both healthcare operators and patients.

One of the main biases which can hamper the use of AI in diagnostic imaging is the automation bias, which can be defined as the propensity to favor a machine-generated diagnosis over evidence derived from scientific knowledge and the physician’s own expertise. This leads to the so-called omission and commission errors. Omission errors occur when the physician, deeming AI flawless, does not notice (or outright ignores) the fallacy of one of its tools. On the other hand, commission errors occur when a machine’s decision is accepted, even in the face of contrary evidence. The risks of automation bias can be amplified in realities which suffer from a lack of medical personnel, since there may not be any radiologist to double-check the AI results (Geis et al., 2019). It has also been observed that automation could engender overreliance by its users (due to its advantages in terms of increased efficiency), and in the long term, lead to the so-called deskilling, with physicians losing their ability to autonomously perform tasks which have become automated (Cabitza et al., 2017). Harada et al. (2021) performed a randomized controlled study aimed to explore the prevalence of AI diagnoses in physicians’ differential diagnoses when using an AI-driven diagnostic decision support system (DDSS) based on the information entered by the patient before the clinical encounter, showing that at least 15% of physicians’ differential diagnoses were affected by the differential diagnosis list in the AI-driven DDSS. While many clinicians hope that AI will free them to focus on patient interaction, research on the overreliance of technology in medicine has found that the increased use of electronic health records has led to a prioritization of physician–technology interactions over physician–patient interactions, leading to decreased patient satisfaction, a scenario that could foreshadow the role of AI in patient care (Lu, 2016; Ross and Spates, 2020).

There is a still highly unmet need for specific guidelines, policies, and recommendations offering an ethical framework that can guide the use and implementation of AI technologies in an increasingly broad spectrum of clinical applications, which are progressively emerging as an effect of technological evolution, but also carry substantial psychological and ethical implications. Some of such potential applications include, for instance, AI in assisted reproductive technologies for human embryo selection in vitro fertilization (Dirvanauskas et al., 2019), and optimization of clinical trials of innovative stem cell and gene therapies in pediatric patients by precise planning of treatments, simplifying patient recruitment and retention, and lowering their complexity and costs (Sniecinski and Seghatchian, 2018). However, despite efforts by scientists, healthcare professionals, administrative managers, and lawmakers, so far very few countries worldwide have adequate and critical governance frames allowing best understanding and steering AI innovation trajectories in healthcare (Dzobo et al., 2020).

Such scenario is further complicated by the sweeping speed at which AI techniques are being developed or sometimes used, even before the publication of appropriate policies and guidelines, which might leave users confused about how to best integrate this new technology into their practice. This implies that updated regulatory policies and continuing education of all users (including adequate information to patients about the purposes, rights, and legal terms related to the use of AI for their health management) should be promoted, as AI systems are poised to become more widely available, complex and powerful. To this purpose, it is noteworthy that the majority of Singaporean radiology residents joining a national multiprogram survey thought that since AI will drastically change radiology practice, AI/ML knowledge should be taught during residency (84.8% of survey participants), and this was as important as imaging physics and clinical skills/knowledge curricula (80.0 and 72.8%, respectively) (Ooi et al., 2021). From a psychological standpoint, it has been observed that openness to experience is associated with higher trust toward robots and AI, as well as having a degree in technology or engineering, exposure to robots online, and robot use self-efficacy (Oksanen et al., 2020), highlighting the importance of technology knowledge in addition to personal differences in building AI confidence.

A key medico-legal aspect regarding the use of AI in healthcare is the responsibility for the decision-making processes upon which the patient’s health depends. In the absence of specific regulations, there may be ethical and medico-legal issues where an AI system is involved in the process and may suggest solutions (right or wrong); however, the final decision (also right or wrong) is, and will always be, the responsibility of the physician who is legally responsible (Mittelstadt and Floridi, 2016; Price et al., 2019, 2021; Reddy et al., 2019; Neri et al., 2020). Price et al. (2019, 2021) provided an in-depth analysis of the potential legal outcomes related to the use of AI in healthcare under current law (Figure 3).


[image: image]

FIGURE 3. Comparison of potential legal outcomes under current law according to analysis of Price et al. (2019) and empiric study findings of Tobia et al. (2021). ★ = agreement that physician decision was reasonable (highest is ★★★★; lowest is ★). Greater agreement indicates lower likelihood of liability; ☑ = study results confirming Price et al.’s analysis of current tort law; [image: image] study results suggesting that jury outcome may also be liability; [image: image] study results suggesting that jury might decide no liability. Reproduced from Price et al. (2021). © SNMMI.


Another problem is the opacity related to AI models being mostly a “black box” without a universal understanding of their inner workings, which are not acceptable for decision support solutions (especially in healthcare) and may lead to ethical and legal risks and liability issues, as well as undermine patients’ and physicians’ confidence into AI (Valiuškaitė et al., 2020; Tohka and van Gils, 2021). Putting this issue in the context of radiological practice, radiologists would be asked to monitor AI system outputs and validate AI interpretations, so they would risk carrying the ultimate responsibility of validating something they cannot understand (Neri et al., 2020). There is a clear difference between statistical and clinical validation, and hence achieving adequate informed consent is problematic when the algorithmic decision-making process is opaque to clinicians, patients, or courts (Martinez-Martin et al., 2018; Arnold, 2021). Actually, while the number of published articles on the applications of AI in medical imaging and other medical specialties is steadily increasing, so far only few AI applications have been validated for clinical use, partly due to the difficulty of using AI projects on a large scale in real-life clinical practice, poor adherence to scientific quality standards (Nagendran et al., 2020; Park et al., 2020), and clinical validation issues. While the ongoing development of AI has generated considerable hype and highly optimistic expectations in the scientific community, such enthusiasm is often curbed by the reality of proper performance assessment, which is not trivial (requiring an understanding of the problem and data) and is often costly (data needs to be reserved) and time consuming (Tohka and van Gils, 2021). According to some researchers, the overall problem is wide and ultimately originates from inappropriate experimental design and hypothesis testing procedures, including so-called Hypothesizing After the Results are Known (aka HARKing) practices (Gencoglu et al., 2019; Tohka and van Gils, 2021).

The process of technology and infrastructure development requires close multidisciplinary cooperation among governmental institutions, research centers, healthcare professionals, and industry. In this context, a potential solution could involve enrolling AI experts in radiology units to act as a link between AI systems and radiologists who, in turn, should be trained to use those systems independently. To ensure that the approach to an innovative and potentially destructive technology is properly managed, radiologists will have to develop strategies not based on prejudice, but specifically adapted to the peculiar characteristics of AI systems, their technical/scientific development, their implementation by the industry, and their actual diffusion.



Data Confidentiality and Regulation Policies

Using AI systems for diagnosing diseases (including life-threatening or invalidating diseases, with a potentially dramatic impact on the physical and psychological well-being of patients and their families) and finding the most appropriate therapeutic approach implies that these systems should have the highest grade of reliability and dependability. To this end, the following requirements should be met:


• The largest possible amount of data (both imaging and non-imaging-related) should be shared.

• The quality and integrity of these data should be as high as possible, avoiding errors due to poor image quality, mislabeling, and over- and underfitting.

• The anonymity and depersonalization of data must be guaranteed so as to ensure that the individual(s) who has/have consented to their use can be traced.



In recent years, several authors have discussed the requisites for the reliable innovation of AI by means of attaining the most important ethical principles. These principles have been embodied in the laws of the various countries throughout the world, and while an overarching political vision and long-term strategy for the development of a “good AI” society are currently lacking, this process has been characterized in broad terms by the search for a tradeoff between AI technological innovation and regulation (Cath et al., 2018; Pesapane et al., 2018b; Monreale, 2020).

As mentioned by Cath et al. (2018), the political attitude of the United States toward the implementation of AI in healthcare can be summarized by the sentence: “Letting a thousand flowers bloom,” whereas that of the European Union (EU) can be described as: “European standards for robotics and AI,” and the UK approach (“Keep calm and commission on”) stands in an approximately intermediate position between the US and the EU policies. In the United States, a “Silicon Valley” model oriented toward the more liberal regulation of ethical issues and based on the “move fast, break things first, apologize later” approach has prevailed (Armitage et al., 2017) and, in 2020, the Trump administration published a guide for AI application which discouraged any action resulting in limiting innovation and technological progress (Vought, 2020). At the other extreme, the EU policy points to strictly codifying regulations based on ethical principles. While this policy has raised the objection that it could hinder AI innovation, the European Commission sees the codification of ethical principles for AI use as a competitive advantage which will promote consumer confidence in their products and harmonize their adoption across the EU (Monreale, 2020). Data protection in the EU is regulated by General Data Protection Regulation (GDPR) EU 2016/679 and other EU directives for confidential data protection, which is of paramount importance in case of the AI/ML systems being trained on personal healthcare data (Voigt and Von dem Bussche, 2017). In this respect, the principles of “privacy by design” described by Cavoukian (2009) and updated by Monreale et al. (2014) could be applied, in the perspective of promoting research and innovation while taking care and full responsibility of the protection of the personal data, rights, and freedom of EU citizens.

It is especially important that the requirements for privacy protection are fulfilled during the process of data extraction for the training of ML algorithms, avoiding the potential risks related to illegal access either to confidential data during training or to the ML model used for clinical patient management (Brundage et al., 2018; Pesapane et al., 2018b; Monreale, 2020). On the other hand, current data protection laws may pose a significant limitation for researchers who develop and use ML algorithms, resulting in a lack of generalization of training which has so far prevented a more widespread application of such algorithms into clinical practice by healthcare providers across the world. This holds especially true for rare diseases, for which the accuracy of ML algorithms could be limited due to the relatively small amount of data for algorithms to train on and data collection is inherently slow due to a low disease prevalence. Similarly, algorithms which predict outcomes from genetic findings may lack generalizability if there are only a limited number of studies in certain populations (Kelly et al., 2019; Abayomi-Alli et al., 2021; Tohka and van Gils, 2021).

Machine learning models are programmed based on de-identified data, i.e., those which do not directly allow identifying an individual in a univocal manner. Unfortunately, in some contexts, de-identification is not sufficient to protect a person’s privacy, since individuals could be indirectly reidentified by means of the correlation of the de-identified data with public data (Jones, 2018), prompting the adoption of more advanced solutions aimed at fully protecting patient anonymity, such as k-anonymity (Sweeney, 2002). From a more general ethical and legal viewpoint, while patient data stored in electronic health records may be de-identified and, through data linkage, generate beneficial research outcomes, this may create a tension between beneficence (for the public) and private confidentiality, overriding contemporary notions of privacy and confidentiality according to the duty of “easy rescue,” particularly in circumstances of minimal risk as defined by research regulators (Porsdam Mann et al., 2016; Arnold, 2021). Moreover, a study from the University of California, Berkeley, suggests that progress in AI has rendered the privacy standards set by the Health Insurance Portability and Accountability Act of 1996 (HIPAA) obsolete (Na et al., 2018). The important conclusion is that privacy standards associated with the current legal and regulatory framework should be revisited and reworked, such that the advances of AI and its impact on data privacy as it pertains to healthcare are factored in (Na et al., 2018; Ahuja, 2019; Kulkarni, 2021).

An additional risk regarding a breach of patient confidentiality could derive from so-called “membership inference attacks,” i.e., malicious attacks toward AI algorithms which are aimed at detecting the confidential data used to build the algorithm (Shokri et al., 2017). Actually, the implementation of AI systems means access to sensitive health data, which intrinsically always carries the risk of cyberattacks, posing a substantial risk on the privacy of patients (especially those with lower education and financial income; Bilen and Özer, 2021) and requiring a guaranteed level of robustness against such attacks (Catak et al., 2021; Zhou et al., 2021). Attacks on AI systems can undermine diagnostic accuracy, administer lethal drug doses, or sabotage critical moves in an operation, and in the area of diagnostic imaging, they can manipulate data entering AI systems (so-called “input attacks”), leading to false diagnosis and altered patient care and/or reimbursement (Finlayson et al., 2019; Kiener, 2020; Myers et al., 2020). The malware can obtain personal information by means of query and repersonalization of the data within the algorithm, and most strategies aimed at offering protection against such privacy violations rely on methods based on differential privacy, i.e., a privacy model based on the concept of data perturbation (Bugliesi et al., 2006). While several solutions have been proposed to forecast, prevent, and mitigate threats from malicious uses of AI technologies, a coordinated action of all involved stakeholders (including researchers, engineers, and AI users) has been advocated to manage what is expected to become a long-term equilibrium between AI attackers and defenders (Brundage et al., 2018).



Accessibility of Artificial Intelligence Services

An important issue that should receive special attention is related to the possibility that the access to AI systems may be not equal for all patients or healthcare professionals. In fact, smaller facilities and academic centers with fewer resources may lack the means to acquire (and skills to use) complex and more performing AI systems. Furthermore, if AI were to be developed and exclusively owned by large entities in the private sector, this would likely further restrict its spread to a wider public. Collaboration between academic institutions and the public and private sectors has been advocated to foster the development of both workforce and AI applications in healthcare (Mikhaylov et al., 2018; Ishii et al., 2020).

The so-called “digital divide” can be classified as global, social, and democratic (Srinuan and Bohlin, 2011); in any case, it invariably implies that affected subjects are excluded from the benefits of technological progress and innovation. A realist review in general practice by Huxley et al. (2015) showed that while digital communication technology offers increased opportunities for marginalized groups to access health care, it cannot remove all barriers to care for these groups, and actually they will likely remain disadvantaged relative to other population groups after their introduction. There is a risk that such phenomenon may occur in a previously unseen fashion with AI, with factors including age, gender, health condition, level of education, or financial income possibly leading to unequal access to AI systems.

An increasingly recognized issue is the potential for bias of AI systems with respect to certain population subgroups with a lack of diversity (e.g., in age, ethnicity, socioeconomic background, etc.) if algorithms have been developed on datasets which under- or over-represent them (Caliskan et al., 2017; Reddy et al., 2019; DeCamp and Lindvall, 2020; Hickman et al., 2021). Algorithmic bias may occur in ML systems for healthcare, perhaps predicting a greater likelihood of disease on the basis of gender or race when those are not actual causal factors (Davenport and Kalakota, 2019). Other issues could arise from discriminatory behaviors toward socially weaker individuals, from the need to gain the physicians and patients’ trust in a context where AI systems process biomedical data and play a crucial role in clinical management, or from the duty of providing concrete rights of access to services to each patient. The communication of medical information, rules for the use of data, and requirements for institutional review committees may need to include new possibilities for patient data management (Kohli and Geis, 2018).



Communication and Psychological Issues

As outlined previously, while AI is supposed to offer radiologists substantial aid in their professional activity, predictions that it will replace radiologists in a more or less distant future are unfounded since the professional role of radiologists involves many tasks which cannot be accomplished by computers alone, including carrying out interventional radiology procedures, performing a clinical-radiological correlation in image interpretation, interpreting complex findings, and communicating them to colleagues and/or patients (Russell and Bohannon, 2015; Price et al., 2019). However, radiologists will have to improve their relationship with patients in the AI era to avoid any patient discomfort due to a lack of empathy and of a human reference figure during all the steps of a radiological procedure. These range from the patient’s admission to the communication and discussion of imaging findings (the latter being a source of considerable psychological stress for patients and, hence, a task which could not be assigned to any, however perfect, AI algorithm). Moreover, reaching a diagnosis may often involve the use of multiple imaging techniques which are proposed by the radiologist (in combination with clinical and laboratory data, as well as with other non-radiological tests), and the overall interpretation of imaging findings is a complex task which requires a global assessment of the patient’s condition and as such cannot be demanded to a computer system. In this context, the ability of AI systems to not only improve the detection and characterization of diseases (e.g., cancer) but also guide treatment and predict individual patient outcomes and prognosis (Bi et al., 2019; Rogers et al., 2020) can create additional issues related to the complexity of communicating and discussing topics with a high emotional impact (Butow and Hoque, 2020).

While AI allows saving time regarding the diagnostic and therapeutic decision process, the latter could actually be delayed if the role of AI is not taken into account in the consultation between physician and patient (Pravettoni and Triberti, 2019) (who may wish, and has the right to, know the implications of using AI in his/her clinical management), or if AI conclusions need to be revised by human doctors (especially when important decisions are to be made based on such conclusions) (Triberti et al., 2020). Moreover, as mentioned above, the poor explainability of most current AI systems (which are undoubtedly characterized by a high degree of complexity) and their lack of transparency could engender anxiety, distrust, or outright hostility with respect to AI in patients and clinicians (Bi et al., 2019). The relationship between patient and physician is a complex and profound psychosocial interaction characterized by mutual knowledge, trust, loyalty, and regard, so that human interaction will remain essential for patient-centered care due to the uniqueness of “human touch,” consisting of peculiar features (such as empathy or the ability to be in tune with other people’s thoughts and feelings) (Honavar, 2018). To this regard, it is known that a better communication between patients and physicians is associated with lower patient anxiety, fewer malpractice claims, and improved quality of life (Levinson et al., 2010). As to patients’ trust in AI performance, Juravle et al. (2020) reported three online experiments showing that given the option of receiving their diagnosis from AI or human physicians, patients trusted those latter more for both first diagnoses and a second opinion for high risk diseases, and their trust in AI did not increase when they were told that AI outperformed the human doctor, but the trust in AI diagnosis increased significantly when participants could choose their doctor.

Owing to their pivotal role in the diagnostic process, radiologists are often the first healthcare professionals who are asked by patients about their imaging findings (and hence find themselves to deal with patients’ emotional reaction), and from whom patients expect a direct communication of their imaging findings (Berlin, 2007; Capaccio et al., 2010; Cox and Graham, 2020). The use of AI systems with the ability to provide additional information which may have a significant impact on patient management and overall life (e.g., eligibility to specific treatment options, prognosis, etc.) will entail for radiologists more stringent requirements in terms of communication skills and psychological balance, as well as a high degree of constructive interaction and feedback with other medical and non-medical specialists involved in patient care.

A detailed knowledge of the main features of AI (including its technical background, its current fields of application, and its psychological and legal implications) is a preliminary condition for its usage as a mature professional tool (Kobayashi et al., 2019; Savadjiev et al., 2019; Sogani et al., 2020). In a nationwide online survey among members of the Italian Society of Medical and Interventional Radiology (SIRM), most radiologists (77%) were favorable to the adoption of AI in their working practice, with a lower diagnostic error rate and work optimization being main perceived advantages, whereas the risk of a poorer professional reputation compared with non-radiologists was seen as one major downside (60% of survey respondents). However, about 90% of surveyed radiologists were not afraid of losing their job due to AI, and less than 20% of them were concerned that computers will replace radiologists for reporting of imaging examinations (Coppola et al., 2021). To this respect, it is worth mentioning that while most medical students surveyed by Gong et al. (2019) were discouraged from considering the radiology specialty out of anxiety that AI could potentially displace radiologists, in that same study prior significant exposure to radiology and high confidence in AI understanding were associated with a lower anxiety level, suggesting that professional education can have a significant impact on the psychological attitude of physicians toward AI.

Moreover, in the aforementioned SIRM survey and in a EuroAIM survey aimed at assessing the perceived impact of AI in radiology among European Society of Radiology (ESR) members, most respondents believed that if AI systems will allow radiologists to save time, such time should be used to interact with other clinicians or patients, thus improving personal interaction and communication (European Society of Radiology (ESR), 2019a; Coppola et al., 2021). Similar findings were reported in a French survey including 70 radiology residents and 200 senior radiologists, whose main expectations about AI included a lower risk of imaging-related medical errors and an increase in the time spent with patients (Waymel et al., 2019).

In light of the above, AI could alleviate radiologists’ traditional work burden by undertaking tasks that could better be performed by computers, while giving them the opportunity to invest time and resources for other tasks that are better or uniquely accomplished by humans, such as interpreting imaging findings in the full width and complexity of a real clinical context, enhancing communication with patients and clinicians, supervising the correct operation and usage of AI systems, and being actively engaged in research (including AI-assisted data mining for big data handling and management of large-scale clinical trials) and quality optimization of the whole healthcare process. Like pathologists (who also extract medical information from images), radiologists will have an inescapable opportunity to leave once for all the stigma of “invisibility” which has often overshadowed the perception of their professional role by patients and clinicians in the past (Glazer and Ruiz-Wibbelsmann, 2011), and to take on a pivotal role in patient care as information specialists, adapting incrementally to AI and retaining their own services for cognitively challenging tasks and interaction with patients and clinicians (Jha and Topol, 2016; Recht and Bryan, 2017). Likewise, also clinicians need not fear AI as a potential enemy who could harm their professional reputation in the patients’ eyes or their jobs in the future, but they should leverage its power to tackle computationally and labor-intensive tasks better than humans and to concentrate on those tasks which require human action (Ahuja, 2019). Therefore, an enhanced professional role could be envisaged for both radiologists and clinicians, requiring more advanced and specific skills (Recht and Bryan, 2017; Krittanawong, 2018; Ahuja, 2019; Waymel et al., 2019), despite fears that AI taking over professional tasks once performed by humans could, in the long run, lead to deskilling of human physicians (Bisschops et al., 2019; Campbell et al., 2020; Panesar et al., 2020). AI could actually help radiologists and clinicians make the most of their own specialty knowledge and competence in a medical science of rapidly increasing complexity (where “diseases do not respect boundaries” between medical specialties and require the cooperation of multiple specialists; Deo, 2021), avoiding misunderstandings and “turf wars” due to poor communication and confusion regarding their specialty-specific roles in patient management, and possibly fostering the adoption of AI-augmented multidisciplinary teams (including software engineers and data scientists among participants) for clinical decision making (Di Ieva, 2019; Lee and Lee, 2020; Martín-Noguerol et al., 2021).

Other potential issues of AI in the physician–patient relationship include misunderstanding (since a disagreement between the physician and AI can cause confusion, and the patient may not recognize who has the real authority in the care management) and alienation due to the physician or patient feeling excluded from the contribution of AI. To this regard, it should be considered that AI is deficient in emotional intelligence, whereas a physician has skills, beliefs, and subjective perceptions which can shape the communication with the patient, thus seeking an adequate patient’s understanding of the disease and its related treatment options as the main aim of the communication process (Oh et al., 2017; Keskinbora, 2019; Pravettoni and Triberti, 2019; Triberti et al., 2020).

It has been observed that once digital and objective data will have become accessible to both caregivers and patients, the so-called “digital health” (of which AI is a major component) will lead to an equal level of physician–patient relationship with shared decision-making and a democratization of care (Meskó et al., 2017). However, it is possible that while some patients could accept or even require AI as an additional tool for decision making in their own medical care, others would not accept its use in decision-making (Meskó et al., 2018), thus stressing the need for setting out shared policies aimed to a rational utilization of AI in patient management. A recent study on patients’ perception about the use of AI for skin cancer screening as assessed by means of a semistructured interview revealed that most of them were favorable to AI and believed that it may improve the quality of care, but only if implemented in a manner which preserves the integrity of the human physician–patient relationship (Nelson et al., 2020). Again, direct physician–patient communication must be considered as an integral part of care delivery which cannot be substituted by a machine, and as Krittanawong has pointed out: “AI cannot engage in high-level conversation or interaction with patients to gain their trust, reassure them, or express empathy, all important parts of the doctor–patient relationship” (Krittanawong, 2018).



eXplainable Artificial Intelligence and Causability: Forthcoming Steps for Artificial Intelligence to Enter Maturity?

In conclusion, while it is undeniable that AI will sooner or later affect healthcare and the professional role and work of healthcare providers, physicians should neither uncritically accept nor unreasonably resist developments in AI, but they must actively engage and contribute to an iterative discourse to preserve humanitarian concerns in future models of care (Arnold, 2021). In this context, it is clear that the sustainable use of AI involves keeping in mind its fields of applicability and limitations, thus envisaging a future where its capabilities and advantages integrate (rather than supplant) human intelligence.

The main future goal is to make AI capable of interacting with operators in a meaningful and easily accessible manner. In this context, eXplainable Artificial Intelligence (xAI) has emerged as a new discipline which tries to fulfill the need for causability in the medical domain; in the same way that usability encompasses measurements for the quality of use, causability encompasses measurements for the quality of explanations produced by xAI. Multi-modal causability is especially important in the medical domain, since results are often achieved by means of multiple different modalities. The key for future human–AI interfaces is to map explainability with causability, and to allow a domain expert to ask questions so as to understand why AI has come up with a result, and also to ask “what-if” questions (counterfactuals) to gain insight into the underlying independent explanatory factors of a result (Holzinger, 2021).
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As artificial intelligence's potential and pervasiveness continue to increase, its strategic importance, effects, and management must be closely examined. Societies, governments, and business organizations need to view artificial intelligence (AI) technologies and their usage from an entirely different perspective. AI is poised to have a tremendous impact on every aspect of our lives. Therefore, it must have a broader view that transcends AI's technical capabilities and perceived value, including areas of AI's impact and influence. Nicholas G. Carr's seminal paper “IT Does not Matter (Carr, 2003) explained how IT's potential and ubiquity have increased, but IT's strategic importance has declined with time. AI is poised to meet the same fate as IT. In fact, the commoditization of AI has already begun. This paper presents the arguments to demonstrate that AI is moving rapidly in this direction. It also proposes an artificial intelligence-based organizational framework to gain value-added elements for lowering the impact of AI commoditization.
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INTRODUCTION

Artificial intelligence is a technological concept in operational management, philosophy, humanities, statistics, mathematics, computer sciences, and social sciences. Artificial intelligence aims to create computers or machines to carry out jobs that generally need human intelligence. The sub-discipline of artificial intelligence is machine learning, which then directs to statistical learning. Artificial intelligence is a branch of computer science that allows the machine to mimic human intelligence and execute tasks that humans can perform more efficiently. This term may also be applied to any machine that exhibits traits associated with a human mind, such as learning and problem-solving. This section is about how AI has developed over the years and about many important discoveries and inventions that have brought us to where AI is today.

In 1947, Alan Turing raised a life-changing yet straightforward query, “Can machines think?” Turing gave quite possibly the earliest public lecture (London, 1947) to mention computer intelligence, saying, “What we want is a machine that can learn from experience,” and that the “possibility of letting the machine alter its instructions provides the mechanism for this.” (Britannica, 2021). Decades later, scientists demonstrated that computers could, in fact, exhibit some form of intelligence. In the midst of the 1950s and 1970s, the computer industry discovered its foothold when computers began operating faster, became more approachable, and were less costly. An article in 1970 Life Magazine predicted that machines would shortly have a similar intellect to human beings in only 3–5 years. Still, extensive evolution in storage adequacy and computing capacity was required for that to take place. During the 1980s, there was an evolution of two effective techniques. The first one was the “expert system,” which imitated human's aptitude to make decisions. Computers started to utilize reasoning depended on “rules” - an “if-then/else” procedure used to respond to queries. The second was “machine learning,” which made computers learn through experience. In 1997, Dragon Systems made and adopted software for natural language speech recognition on Windows. In the 2000s, speed and storage options such as “cloud, catapulting the utilization of computers into the mainstream,” became more widespread providing artificial intelligence with its turn in the spotlight. Recently, advancements in artificial intelligence technologies have accelerated at a very rapid pace. The acceleration may be explained by three significant industry developments (Hildt, 2019).

• “Graphics Processing Units (GPU)”: Requirement propelled by the gaming and video world produced enhanced and less costly GPUs. In addition, these GPUs have increased the processing power of AI algorithms.

• “Big Data and Machine Learning”: Artificial intelligence uses machine learning algorithms to perform data analytics by building learning models to be used in “intelligent” ways. The learning models are based on the idea that machines can learn from data, identify patterns, and predict future states that help in decision-making with little human intervention.

• “Deep learning”: A subset of machine learning that can learn from the data without human intervention. For example, in classical machine learning (non-deep), machines need human interventions to label the unlabeled data. On the other hand, “deep” machine learning can leverage labeled datasets to inform its algorithm, but it does not necessarily require a labeled dataset to enable the unsupervised machine to train without any interventions.

It is widely acknowledged that AI can perform human-similar tasks with some level of intelligence, such as understanding verbal communication, driving cars, and distinguishing pictures. However, in comparison with human intelligence and understanding AI, the following section will shed light on three AI types.


Types of Artificial Intelligence: ASI, AGI, ANI

There are three types of artificial intelligence: ASI (artificial super intelligence), AGI (artificial general intelligence), and ANI (artificial narrow intelligence).

• Artificial Superintelligence: This is a hypothetical ability of an intelligent agent to possess intelligence substantially exceeding that of the brightest and most gifted human minds. Currently, it is not technologically possible to produce machines that possess superintelligence properties.

• Artificial General Intelligence (AGI): This is the hypothetical ability of an intelligent agent to understand or learn any intellectual task that a human being can perform. Currently, it is a major focus of much artificial intelligence research. However, there is no existing intelligent agent that possesses the AGI properties (ref).

• Artificial Narrow Intelligence (ANI): ANI, also known as “weak” AI, is the most common today. Narrow AI can perform a single task—whether it is driving a car, playing chess, or recognizing spoken or written words. ANI systems are designed to focus on their tasks in real-time. With continuous learning from their environment, they build knowledge over time and become experts in performing their assigned tasks. However, these systems cannot perform tasks outside the single-task environment that they are designed for.

Artificial narrow intelligence is the most coherent kind of artificial intelligence to be utilized by most people. The following are some common examples of artificial narrow intelligence:

• “Self-driving cars”: A self-driving car, also known as an autonomous vehicle, driverless car, or robo-car, is a vehicle that is capable of sensing its environment and moving safely with little or no human input. Self-driving cars combine a variety of sensors to perceive their environment. These sensors include radar, lidar, sonar, GPS, odometry, and inertial measurement units. Advanced control systems interpret the sensors' data to identify appropriate navigation paths and obstacles and relevant signage.

• “Voice assistant devices”: A voice assistant is a digital assistant that uses voice recognition and natural language processing to listen and respond to verbal commands. Voice assistant devices are easy to use using voice-activated commands. From playing music to scheduling appointments, voice assistant devices make daily tasks easier. Some of these devices enable you to monitor your house on your smartphone, turn the lights on with a simple command, and access all your smart devices using just your voice. Alexa, Siri, and Google Assistant are the most common examples of these voice assistant devices. Voice-powered devices rely on artificial intelligence technologies to perform their voice recognition functions.

• Robotics: An AI application that can perform some tasks that need some level of intelligence, such as sensing obstacles and changing the path accordingly. It can be used for carrying goods in factories, cleaning offices, and inventory management.

Artificial general intelligence aims to advance artificial intelligence one step ahead, where machines can perform tasks at the human intelligence level. To achieve that goal, artificial general intelligence automata must pass a series of tests. It begins with the Turing Test, which Alan Turing originally designed in 1950. The Turing Test is a test of a machine's ability to exhibit intelligent behavior equivalent to or indistinguishable from a human being. If a machine gets a 70% or higher score, it is considered an artificial intelligence agent. The second test of artificial general intelligence's efficacy is done through the Coffee Test. This test asks the intelligent agent to get into a home environment, prepare coffee, and master the art of brewing it. Next, the College Robot Test requires the AGI robot to enroll in college and successfully pass all classes (Goertzel, 2017). Finally, the robot can appear in an Employment Test, where it has to clear a vocational test, including writing and driving exams (Keyes et al., 2021).

As mentioned above, AI capabilities are achievable by embedding some human intelligence. The following section will highlight different human-like intelligence forms and concentrates on learning as one of the most notable.



Artificial Intelligence Learning Approaches

Artificial intelligence, defined as the machine's ability to mimic the human brain by performing tasks, needs some intelligence (Abbass, 2019). It includes learning, reasoning, problem-solving, and perception. Learning is the machine's ability to conclude or memorize knowledge without this information being fed into it. Human learning is distinguished into different forms. The simplest one is trial and error. However, the human brain can learn in a more complicated way. Similarly, machines are designed to learn using different learning approaches. These are machine learning (ML), deep learning (DL), and reinforced learning (RL).

• Machine learning is a subset of AI that involves techniques that enable machines to learn from the given data for pattern detection and future prediction (Agrawal et al., 2019).

• Deep learning is a subset of machine learning that makes a machine observe patterns and classify information, letting it “think” in a more advanced complicated way without the need for any human interventions.

• Reinforcement learning is similar to deep learning except that, in this case, machines learn through trial and error using data from their own experience.

Below is a close look at some artificial intelligence technologies and how they perform organizations' tasks.

• A “machine learning platform” can utilize information from various data sources- such as training and development tools, together with other algorithms to forecast and sort information (Bauguess, 2017).

• Deep learning is a machine learning technique that utilizes pattern classification and recognition to function with large data sets.

• Neural networks are machine learning techniques, which use statistical algorithms designed according to neuron behavior in the human brain.

• Cognitive computing is a kind of computing that utilizes high-grade understanding and reasoning. It is not contemplated as machine learning as it uses various artificial intelligence technologies to extract outcomes.

• Computer vision allows computer systems to function and act as a human eye. It examines the condition of digital pictures and videos to generate symbolic and numeric information for decision-making procedures.

• Natural language generation involves generating text from numeric characters. Organizations mainly utilize this procedure for reports, customer service, and business intelligence summaries.

• Graphical processing units (GPUs) are a division of an electronic circuit that amplifies picture formation on a display device. GPUs are essential for artificial intelligence to function successfully.

• Internet of Things (IoT) is a network of inter-connected devices that produce and share data, such as medical devices, smart speakers, appliances, and wearable technology. Artificial intelligence relies on these devices' data to make significant business intelligence decisions.

• Advanced algorithms are complicated algorithms that are continuously being generated and combined to furnish present intelligent processing.

• An application programming interface (API) is a technology that organizations utilize to acquire artificial intelligence services. Similarly, artificial intelligence uses data flows to support firms to make sense of data to help in organizational measures (Lawless et al., 2019).

Today, AI has become a mature technology and an increasingly important part of the modern fabric of life. AI is already deployed in different application domains.

The paper is organized as follows: In section Literature Analysis, the summary of the AI historical background emphasizing AI advantages and applications is provided. Section AI Commoditization discusses AI commoditization and presents some simple recommendations on “how to utilize AI to attain competitive advantages.” Section Are we ready for AI? answers the question: “Are we ready for AI?” and in section Summary of Findings and Conclusion, conclusions are provided.




LITERATURE ANALYSIS

In recent years, there has been an abundance of research articles published in the area of AI. In the following section, we briefly present how AI has evolved during recent years:


The Evolution of Artificial Intelligence

Artificial intelligence has been shown to be useful in fulfilling the following requirements (Davenport and Ronanki, 2018). A paper published in 1955 referred to a famous economist who wrote in 1828 regarding the probability of motor cars as replacements for horses: “Nevertheless no machine will ever be able to perform what even the worst horses can—the service of carrying people and goods through the bustle and throng of a great city.” People could never have imagined self-driving cars, intelligent mobiles, video calls, intelligent robots, pilotless airplanes, and supercomputers. Nevertheless, artificial intelligence that would have been considered science fiction <190 years ago are now available in today's era, and some, like self-driving motor cars, will most probably be in extensive use within the next 5 years (Katz, 2017). The challenge is to attempt to forecast future technologies based on artificial intelligence without repeating the errors of similar myopic scholars, who could not understand the significant computational evolution of the latest technologies (Dignum, 2019). There are two perceptions to be made. First, 190 years is a short period by ancient standards, and in the period, the world went from horses that were the most significant source of transportation to self-driving motor cars and from slide rules and abacuses to intelligent devices in our pockets (Roff, 2019). Secondly, the time frame between technological evolution and practical, general use is continuously being decreased. For example, there were more than 200 years from when Newcomen initiated the first ”workable steam engine“ in 1707 to when Henry Ford manufactured a dependable and cost-efficient motor car in 1908. It took more than 90 years between the time electricity was initiated and its general use by companies to enhance factory productivity. There were 20 years, non-etheless, between, ENIAC, the first computer ever, and the 360 system of IBM that was mass-produced and was budget-friendly for small business organizations. While it took 10 years from 1973 when Dr. Martin Cooper made the first mobile call through a handheld device and its public inauguration by Motorola.

The grand and most swift development started with smartphones when they first emerged in 2002. Smartphones have witnessed tremendous progress, with the latest versions consisting of significant enhancements every year by Samsung, various Chinese companies, and Apple (Villaronga et al., 2018). Smartphones, in addition to their technical features, now integrate the characteristics of artificial intelligence. These include speech recognition, furnishing personalized information in spoken language, finishing words during text typing, and various other features that need embedded artificial intelligence, offered by a pocket computer considerably smaller than a packet of cigarettes. The development has gone from intelligent computers to intelligent machines and toward programs based on artificial intelligence. A thermoregulator is a simple mechanical device that exhibits some primary but valuable intelligence that makes temperature constant at some preferred predetermined level (Haibe-Kains et al., 2020).

From digital computers to artificial intelligence tools: The Intel Pentium Microprocessor, launched in 1993, integrated music capabilities and graphics and unlatched computers to many cost-effective applications expanding more than data processing (Dunjko and Briegel, 2018). These technologies signal the start of a new phase that now involves smart personal assistants recognizing and responding to natural languages, robots capable of seeing and performing an array of smart operations, self-driving motor cars, and a range of other abilities close to that of human capability. The technology optimists determine that in <26 years, computers will have shifted from calculating 0 and 1 digits to using advanced neural network algorithms that allow the speaking of natural languages, vision, and understanding.

Tech optimists believe there is no doubt that in the next 21 years, augmented artificial intelligence technological advancement will lead to a leap in deep learning that emulates the way youngsters learn, instead of arduous guidance by custom-made programs directed for particular applications that are dependent on logic, decision trees, and if-then logic (Galbusera et al., 2019). For example, DeepMind depends on a neural program using deep learning that comprehends by itself how to play various Atari games, like Breakout, or better than humans, without detailed guidance for doing it, but by playing a dozen games and revamping itself every time. The program distinctly instructed AlphaGo that beat Go champion Lee Sodol in 2016 (Luckin, 2017). In addition, however, it will develop a new project base to understand how to play Starcraft, a complex game dependent on long-term plans and robust skillful decisions to stay ahead of the rival, which DeepMind plans to be its next target for progressing deep learning. Deep learning is a concept that seems to be the leading edge of research and funding attempts to enhance artificial intelligence, as its success has created a burst of activity in capital funding that gave more than $1.5 Billion to 125 projects for start-ups in the first quarter of 2019, in comparison to 31 projects in a comparable quarter of 2017 (Hall and Pesenti, 2017).

Google had five deep learning projects underway in 2019. Today it is continuing more than 4,000, according to their representative, in all its significant sectors, involving Gmail, self-driving cars, Android, YouTube, translation, and maps. IBM's Watson system utilized artificial intelligence, but not deep learning, when it defeated the two jeopardy champions in 2011. However, there has been a boost in all of Watson's 35 constituent services due to deep learning (Semmler and Rose, 2017). Shareholders who were not aware of deep learning 7 years ago today are considerate of start-ups that do not integrate AI into their programs (Cabitza et al., 2020).

For survival, it is necessary to develop advanced software applications to keep away from menus by integrating natural-language processing and clicking deep learning. How distant can deep learning go? According to tech optimists, there are no restraints for three causes (Leslie, 2019). The first one is, as development is accessible to everyone realistically to use through Open Source software, researchers will focus their attempts on new, stronger algorithms resulting in additive learning. The second one is that deep learning algorithms will be proficient in recollecting what they have learned and implementing it in the same way but in distinct situations (Sejnowski, 2020). Last and equivalently vital, in the future, intelligent computer systems will have the capability to develop new software by themselves, at first maybe not so advanced ones, but enhancing with time as learning will be integrated as a segment of their capabilities. Non-biological intelligence is expected to match the extent and refinement of human intelligence in almost a quarter of a century. This event, known as the “singularity,” is estimated to happen by 2045; it will bring the emergence of a new community to outmatch biological limits and boost our creativity (Corea, 2017). There will be no difference between machine and human, virtual reality, and human reality in this new era. For some individuals, this forecast is astonishing, with wide-ranging inferences should they become a reality (Galanos, 2018).



Real-World Artificial Intelligence Applications

The possibilities of artificial intelligence are more abundant than people realize. For example, people in real life interact with cyber assistants on their favorite shopping websites, request Facebook to create an advertisement for the promotion of a business, direct Alexa to play their favorite songs, ask Google about the direction of some desired place (Braga and Logan, 2017). These are methods of using artificial intelligence to make life easier and furnish more to consumers. The following are some more:

• Amazon furnishes transactional artificial intelligence with algorithms that continuously become more progressed. Presently, it can forecast people's buying habits and give information about the products.

• Pandora's musical DNA procedure utilizes more than 500 musical characteristics from songs that experienced musicians have humanly searched to suggest the latest songs to users according to their choices.

• “Nest” is a thermostat that is “voice-controlled by Alexa” according to preferred heating or cooling temperature (Gabriel, 2020).



Artificial Intelligence Advantages

Artificial intelligence attaches value to computer systems' existent capabilities by continuously and accurately furnishing digital information and tasks (Hagras, 2018). Artificial intelligence can support improvement through:

• Less human error and fewer mistakes

• Enhanced business decisions with an approach to actual-time data

• Automatic tasks and procedures

• Enhanced operational efficiency and productivity

• Quality-lead generation

• Enhanced data learning with improved access to large data pools

• Enhanced service with consumer knowledge (Wirtz et al., 2019)

Moving into insights, the following are five elaborated ways artificial intelligence can work for a firm:

• Data analysis and collection: Artificial intelligence makes data analysis and collection budget-friendly, instinctive, and well-timed so the firm can automatically comprehend more about their consumers, safe repeats, and new establishments (Parson et al., 2019).

• Smart hiring: Machine learning algorithms can discover best practices for an organization's particular hiring requirements and generate a list of short-listed and best candidates (Wang, 2019).

• Back-Office Efficiency: Artificial intelligence can manage tasks such as scheduling, accounting, and some other day-to-day operations very quickly, without any mistakes (Došilović et al., 2018).

• Customer Service: Virtual consumer service representatives function 24/7 and can furnish help to existing and prospective customers without any human guidance or control (Siau and Wang, 2018).

• Targeted Marketing: Classifying and arranging all accessible data about the service or product is an artificial intelligence distinction- allowing the organization to focus on marketing that particularly highlights customers' requirements (Došilović et al., 2018).




AI COMMODITIZATION

In his HBR article, Nicholas Carr argues that IT has become a commodity just like electricity, the telephone, the steam engine, the telegraph, and the railroad (Carr, 2003). Because of their very nature, commodities do not provide any strategic differentiation. Carr (2003) suggests that IT can be used to supplement and improve strategy implementation, but it is not the foundation of competitive advantage. The research poses the question: “Does the commoditization of IT apply to artificial intelligence?” The argument is that there is emerging evidence that the answer is “yes.” The argument is given and based on that AI commodity model is shown in Figure 1 below.
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FIGURE 1. AI commodity model.



Argument 1- AI Scarcity Is Vanishing

Many firms have created C-level positions for technology managers. Some organizations have appointed strategy consulting companies to identify how to take advantage of their artificial intelligence investments for strategic differentiation (Wilner, 2018). The simple supposition, the increased strategic value of AI must match its degree of effectiveness and pervasiveness. It is both a logical as well as an intuitive supposition. However, the supposition is incorrect. According to economic theory, what makes a resource strategic- what provides it with the capability to be the foundation for a continuous competitive edge- is not effectiveness and pervasiveness but scarcity. Machine learning, deep learning, and reinforced learning that form the basic building blocks of AI have become readily available commodities. Currently, AI solutions are privately owned for the most part. However, as it becomes increasingly available, accessible, and affordable, the competitive edge of being “AI-enabled” starts to dissolve. Essentially, if everyone is equipped with the same capabilities, then there is no competitive advantage anymore.



Argument 2- AI On-Demand Availability

Many big cloud providers are offering AI services out of the box. Instead of requiring dedicated teams of data scientists, companies can purchase and consume AI on-demand as a service. These services avoid the complexity of building ML models and pre-requisite knowledge for domains such as speech recognition, text analytics, or image recognition, among others. Furthermore, as fully-managed services, these AI capabilities require no DevOps on the customer's part. Without oversimplifying, for speech-to-text, for instance, you need to upload audio files and click “transcribe.” Then retrieve the text output for whatever downstream analytics you would like to do on that text.

In the future, AI features will be built-in in all applications. In other words, we will see a convergence toward AI parity and performance, much like we see that email platforms are more-or-less the same, even if they are made by different companies (e.g., Hotmail, Gmail, Yahoo, AOL, etc.). In this way, AI will become standard and ordinary. But, ultimately, AI capability becomes a commodity. When a resource becomes vital to the competition but insignificant to strategy, the risks it generates become more significant than the benefits it delivers (Vähäkainu and Lehto, 2019). This implies that companies' differentiation (sustainable value) must be derived from something else—something proprietary, something not readily available to others.



Argument 3- AI Disappearing Benefits

Many scholars have emphasized the importance of the integration of artificial intelligence, especially machine learning, in existing technologies. However, many comparisons have emphasized both economies and investment formats linked with the technologies-the “boom to bust cycle or the roles of artificial intelligence in re-structuring the overall operation of firms.” There is a significantly more minor discussion about the influence or no influence and competition at the company level for artificial intelligence.



Argument 4- AI Macro-level Impact

Artificial intelligence appears to have had significant market changes. With the advancement and evolution of artificial intelligence, the ways of living and working are also transforming, but it also raises an inevitable question about the impact of artificial intelligence on the economy, customers, and businesses. Employees want to get information about what changes artificial intelligence can bring to their income and job. In contrast, companies are concerned about how they can gain benefits from the opportunities that artificial intelligence offer and which areas need more investment. After all these considerations, the main question is how to create artificial intelligence so that it is transparent and responsible enough to gain the trust of customers and business stakeholders. Even without the elevation in labor demand due to economic factors, artificial intelligence will need new roles and jobs. In addition, with the jobs in the application and development of artificial intelligence, the technologies will need to be created, operated, maintained, and regulated.



Argument 5- AI Is Becoming Vital to Business Survival

When a system becomes vital to the competition but insignificant to strategy, the risks it generates become more than the benefits it furnishes. Consider what happened since the introduction of computers. No firm develops its strategy around its computer usage in today's world, but even a shortage of systems can cause devastation. The operational risks have created an association with artificial intelligence- technical defects, discontinuance, service interruption, undependable partners or dealers, security vulnerability, terrorism- and some have become amplified as firms have shifted from strictly controlled artificial intelligence systems to shared, open ones. In today's world, a disturbance in an information technology system can completely paralyze the company's ability to make and deliver its products; the disruption in artificial intelligence systems can negatively affect customers' connection and build a negative reputation (Kaplan and Haenlein, 2020). Still, some firms have performed an efficient job of recognizing and moderating their vulnerabilities. Panicking about what might go in the wrong direction may not be as alluring a job as hypothesizing about the future but is the more important job at present. In the distant future, even though the most considerable artificial intelligence risk facing most firms is more unimaginative than devastation. It is clearly, excessive spending (Huang and Rust, 2018). Artificial intelligence may be a product, and its costs may decrease swiftly enough to guarantee that any new skills are quickly shared, but the very real fact that so many firms are interlinked with so many firm operations means that it will commence using a massive amount of collective spending. For many firms, just remaining in the market will result in huge artificial intelligence expenditure (Kim, 2020). What is significant- and this remains true for any product output-is the ability to separate vital investments from those that are permissive, avoidable, and even inefficacious. At an upper level, more robust cost management needs more diligence in assessing anticipated returns for the investments of systems, more innovation in investigating cheaper and simpler replacements, and a broader directness to externalization and other partnerships. Nevertheless, many firms can also derive vital savings by clearly eliminating waste. Personal computer systems are an excellent example (Cockburn et al., 2018).



Argument 6- AI Spending Is Irrelevant

Each year, firms buy more than 115 million personal computers, most of which substitute previous models. The vast majority of employees who utilize personal computers depend on only some simple applications- web-browsing, email, word processing, and spreadsheets. These applications have been technologically intelligent for years, and they need only some fragment of the computing power furnished by the microprocessors in today's world. Nonetheless, firms spend substantial amounts across the board on software and hardware updates (Townsend and Hunt, 2019). Much of that investment is compelled by the strategies of vendors. Huge software and hardware distributors have become very efficient at delivering the latest artificial intelligence capabilities and features in ways that force firms into purchasing the latest computers, networking equipment, and applications much more regularly than required. The time has arrived for artificial intelligence system buyers to endorse and confer contracts that ensure their computer investments' durable effectiveness and force rigid restrictions on reforming costs. If vendors resist, firms should be ready to find cheaper solutions involving open-source apps and essential elements that network personal computers, even if they give up on features. If a firm requires proof of the type of money that could be saved, it requires only a check at Microsoft's profit margin (Vähäkainu and Lehto, 2019).

Additionally, to be compliant in their buying, the firms have not efficiently utilized artificial intelligence. That is precisely the case with Big Data, accounting for more than half of many firms' artificial intelligence expenditures (Duan et al., 2019). A large quantity of the stored data on business networks has significantly less to do with production or serving consumers- it involves emails and files, including video clips and MP3s. Artificial intelligence's world assesses that as much as 80% of a regular Windows network is famished, which is an unnecessary expense for firms (Carter and Nielsen, 2017). Limiting staff ability to save files randomly and continually may look objectionable to various managers, but it can create an actual effect on the bottom line. Now that artificial intelligence has become the principal capital expense for most firms, there is no reason for waste and negligence (Floridi, 2020). Given the swift momentum of technological advancement, delaying artificial intelligence investments can be another solid way to dimmish costs, decreasing the company's opportunity to be burdened with problematic or soon-to-be-archaic technology. Many firms, specifically during the 2000s, boosted their artificial intelligence investments because they desired to gain an advantage at first or because they had a fear of being left behind. Except in some scenarios, both the desire and fear were indefensible (Greene et al., 2019). Some firms may be distressed that being niggardly with AI dollars will deface their competitive positions in the market. However, various studies show that businesses that integrate AI spending continuously have more significant expenditures which infrequently convert into higher financial outcomes. The contradiction is true. The most immoderate payers seldom bring the best results. Many firms spend too much on AI but get significantly less in response (Russell, 2017).

Based on the above arguments, a commoditization model is devised that shows the leading factors of commoditization.

To manage the commoditization issue, an artificial intelligence-based organizational framework is proposed that can help to add value for organizations facing issues due to commoditization of artificial intelligence as shown in Figure 2.


[image: Figure 2]
FIGURE 2. Artificial intelligence organizational framework.




AI Organizational Framework

The following provides the overview of each phase of the artificial intelligence organization framework and its sub-components.



Macro Level Impact
 
Leadership and Coaching

When conjoined with an actual life-experienced teacher or coach, two vital types of artificial intelligence are now being adopted to assist learners to practice actual-world skills in their work as the latest form of performance support such as deep learning and expert systems.



Rewards and Recognition

By any means, recognition and reward program owners should be responsible for applying and understanding advanced analytics and artificial intelligence to the sector of human motivation, performance, and engagement.



Team Management

With the adoption of chatbots and natural language processing, artificial intelligence can recognize who requires positive feedback and let the employer know or give the feedback. It can also identify who requires more training and make a fact-filled meeting schedule for the managers and employees.



People Development

Eventually, implementing artificial intelligence in training, development, and learning will let people gain content-based training according to their skills, traits, and preferences. First, however, artificial intelligence needs to create programs attainable to people even with various kinds of disabilities.




On-Demand Availability
 
Risk Management

Artificial intelligence can benefit risk management in different areas. For example, artificial intelligence can permit risk managers to respond quickly to the latest and evolving exposures, from the capability to process massive amounts of data to automate some repetitive and arduous risk management stages.



Standardization and Auditing

Auditing and standardization can be transformed with machine learning, heading to enhanced accuracy and productivity. With the use of machine learning, auditing firms can automate massive volumes of data to recognize incongruities and risky transactions that humans can analyze later.



Lean Management

Enhancing efficiencies and eliminating waste is a principle of artificial intelligence and also of lean management. Artificial intelligence and lean management can be revolutionary as firm leaders integrate employee experience in creating novel roles and technological structures.



Problem-Solving Tools

Artificial intelligence can solve problems by performing differential equations, logical algorithms, and using polynomial equations, and completing them utilizing modeling paradigms. As a result, there can be different solutions to one problem, which various heuristics attained (Iphofen and Kritikos, 2019).




Disappearing Benefits
 
Vision, Mission Improvement

Artificial intelligence is an emerging technology and may face unpredicted challenges; many firms want to take the risk and adopt artificial intelligence technology. Some of the main objectives are to lessen the operational costs, improve customer experience, and upsurge revenue (Ramamoorthy and Yampolskiy, 2018).



Agility Planning

The present era's competitive environment is in a condition of continuous acceleration, and it is dubious about slowing down ever. The breadth of technology, pace, and scale modification in previous years has developed such productive ground for innovation that it has essentially modified the ways firms succeed. As a result, the firms winning in today's world are the most agile, forecasting and responding to the change faster (Petrović, 2018).



Strategy Planning

Artificial intelligence has a significant impact on firms and plays an essential role in management. Artificial intelligence modifies the ways of business management and strategic planning. It helps the firms attain a competitive edge in the market and helps them achieve great success.



Strategy Implementation

Any artificial intelligence strategy will work as an unceasingly evolving parameter to confirm the selected artificial intelligence programs are created and function to business objectives, integrating innovation in all business functions. For the transition in the data-driven or at an increased level of artificial intelligence-driven solutions, firms will have to implement a culture of experimentation inclination and continuous enhancement by starting small and applying short and incremental cycles, evolving true artificial intelligence revolution over time.




Irrelevant Spending
 
Structure Design

Organizations can use artificial intelligence to monitor the conflicting issues in the organization's structure that will take into account the capabilities, strategy, and unique characteristics. As a result, it will minimize irrelevant spending and increase growth and profitability.



Roles Management

Artificial intelligence in firms is an advancement that can allow managers to become excellent. Artificial intelligence can be used in many facets, from enhancing relationships with staff and consumers to distinguishing patterns in excessive data volume to repetitive tasks.



Responsibilities Allocation

Responsibilities allocation is one of the secrets to boosting organizational benefits by managing as many tasks as possible. Numerous computational multi-agent systems utilize the capability of agents for responsibilities allocation.



Communication Management

Artificial intelligence has powered chatbots to automate and manage communication, and they are substitutes for dealing with humans. These chatbots can control communication in various ways to engage with consumers, for example, responding to queries or providing assistance.




Business Survival
 
Value Chain Analysis

Using artificial intelligence in value chain analysis, managers can improve their decision-making procedures by forecasting unexpected abnormalities, building up bottlenecks, and finding solutions to restructuring manufacturing schedules that tend to be increasingly inconstant because of dependencies in production operations.



Transformation Planning

Incredible precision can be attained through transformation planning by implementing artificial intelligence using deep neural networks. Furthermore, it helps to get the most out of data by utilizing the latest learning algorithms, proving it is a flexible technology (Smith, 2019).



Innovation

Artificial intelligence and innovation together can enhance many business areas. For example, in customer service, chatbots are now communicating with online consumers to improve customer service. In addition, artificial intelligence is being utilized for the HR department to accelerate the recruitment procedure, and for the marketing department, artificial intelligence-powered tools are used to customize the consumer experience (Liu, 2018).



Continuous Improvement

Using artificial intelligence, systems can check thousands of mathematical models of manufacturing and outcome possibilities and be more accurate about the analysis during the adoption of new information, for example, new products, supply chain disruptions, and unexpected changes in demand. Thus, it helps in continuous improvement for firms to attain a competitive edge in the market.




Lack of Scarcity
 
Decision Automation

Artificial intelligence can boost human intelligence and allow intelligent decision-making. It helps in the detection of wrong decisions and accelerates the whole decision-making procedure. Artificial intelligence enables the automation of decision-making without human interference (Mozer et al., 2019).



Objectives Management

Artificial intelligence has become an essential facet for many firms. It helps in many tasks in the firm and aids in modernizing business procedures and objective management, supporting the firm to perform more efficiently and achieve the firm's objectives more proficiently.



Key Actions

Many firms focus on the outcomes of artificial intelligence. For firms concerned with minute details, there are four key actions to recognize: collaborative filtering, categorization, machine learning, and classification. These four key actions also signify the steps of the analytical procedure (Lutz, 2019).



Management Transparency

Management transparency is the way firms and leaders behave and think. The firms using artificial intelligence require more openness, accountability, and communication between employees and managers (Lui and Lamb, 2018).





ARE WE READY FOR AI?

Artificial intelligence is changing the rules of competition within industries worldwide. Opportunities associated with AI are considered the most important technological growth regarding its vast potential for adding business value and competitive advantage (Miailhe and Hodes, 2017).

AI applications and adoption offer each business entity as many new challenges as it does opportunities. AI technology has already transformed businesses everywhere, small or large, developed or start-ups. AI has the potential to level the playing field. However, it is essential to understand the other factors that will help drive successful AI capabilities. These include cognitive-based technologies like machine learning, natural language processing, and robotics. Those cognitive-based technologies will ultimately have a tremendous impact on every business level. It is acknowledged that a proper understanding of the issue and keen insights into this change is not an option. It is “a must.”

It raises a critical question that will be addressed in this section, the question is “Are we ready for AI?”

In light of IT Masters definition appraised in Westerman et al. (2014), and to answer the question “Are we ready for AI?,” we focus on two different AI application scenarios found in today's business organizations. First, Westerman refers to organizations that apply AI technologies seamlessly to every aspect of their businesses as “AI Masters.” They know exactly where and how to invest in AI opportunities, knowing the impact of those investments. AI Masters can see AI as the best way to increase business value, increase efficiency gains, and gain a competitive advantage. It could be achieved by applying AI solutions that ultimately impact customer relations, customer engagements, internal/external business operations, customer expectations, and even business models. AI Masters deeply understand the implications of evolving AI-driven automation ecosystems far beyond narrow AI applications. Accordingly, AI is not limited to changing how business works. It is also fundamentally transforming the traditional thinking and meaning of innovation.

Some organizations adopt new AI technologies without having a real strategy and without fully determining how AI technologies will be integrated within the organization. As a result, those organizations invest large amounts in their AI solutions. However, because they lack a strong and clear vision of the future, they will waste most of what they have invested. In this scenario, organizations have already invested in AI applications such as robots, AI power assistants such as virtual assistant shoppers and chatbots, fraud preventions, etc. However, they lack strong leadership capabilities, which lead to the definite inability to realize the concrete benefits of their AI investments.

It is widely acknowledged that “replacing a man with a machine” is not a fashion that every organization should follow, bearing in mind that “why to replace” is as important as “how to replace.” These organizations tend to be mature in answering the second question but immature in answering the first one question. It leads to a narrowly overlaid AI adoption strategy as they mainly focus on using AI to change the way they provide the services without understanding why to they need to change it. In this way, they fail to answer questions such as why analyze data? Why predict performance? And why transform? As a result, the AI trend in applications in this scenario does not respond adequately to rapidly evolving intelligence capability. It will negatively affect their understanding of the broader AI trends on the horizon and their future AI preparations.



SUMMARY OF FINDINGS AND CONCLUSION

Artificial intelligence is becoming a commodity as more solutions are readily available for the end-users. This paper addressed the important aspects of AI as a commodity and provided a closer look at the various perspectives on the usage of AI in various fields. The findings show that AI commoditization is in the near future and must be avoided to sustain strategic differentiation. Otherwise, AI will have the same fate as previous technologies, i.e., information technology. The arguments on AI commoditization have been discussed in detail to show the leading factors of commoditization. Compiling leadership and AI capabilities will achieve greater performance than either dimension can deliver on its own. The organizations that excelled in AI capability and leadership capability may have higher financial outcomes. More relevant and rigorous studies are needed to shed light on the importance of improving the organizations' AI-focused leadership capabilities and how to enhance the business model to adapt the AI application, bearing in mind that the inability of the organizations to enhance their leadership/AI technical capabilities will lead to ultimate failure and unwanted consequences. The previous discussion has drawn us to define some other parameters that may affect AI application success, mainly the leadership capability that is as important as the AI technological capability.

Good AI leadership capability is the lever that uses AI technology for real business transformation. They do not apply the “bottom-up” AI applications model. Instead, they have a very strong “top-down” leadership model by setting the AI directions, building momentum, measuring the initiatives, and ensuring that the organizations can follow through. More specifically, the top-down leadership model occurs by setting up clear AI goals, then engaging their employees by energizing them to drive through the AI journey. Leaders know what they are aiming for. Even though they believe in the workforce as one key asset in their organizations, at the same time, they know exactly when “replacing a machine with a human” should happen. The AI commodity model links the arguments with the organizational framework used to add value for the organizations facing the commoditization issue. The AI-based organizational framework addressed the value added to each phase of the commodity model. The framework can be used to drill down to the possible options available for organizations and end-users to have a clear pathway for the usage of AI responsibly. The history and arguments validate that shortly the value of AI solutions will not impact businesses. For this purpose, an artificial intelligence-based organizational framework is proposed that provides an overview of value-added features that can help organizations lower the impact of AI commoditization.
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Collective
communication indicator

Definition

Measurement

IT tools and instruments

Equal communication

A reciprocal process formed by absence of domination
and equality of participation in discussion.

It indicates that each participant of the discussion is
entitied to the same or equal period to speak.
Furthermore, individuals flexibly exchange messages as
the sender and recipient due to "heedful interrelating”
(Weick and Roberts, 1993). It stems from
understanding the consequences of the individuals'
relations and the flexibility of their behavior patterns for
the team's effectiveness (Woolley et al., 2010)

(1) The recorded time of individual speaking;
(2) The proportion of being an active participant in the
conversation.

Microphane

Number of speaking turns

Situational characteristios or events that influence the
occurrence of behavioral reactions form the rhythm of
conversation. It serves a diversity of exchange
information (Woolley et al., 2010).

(1) The numker of times the individual was speaking
during the discussion.

Microphaone

Interruptions

The action of interfering by asking or giving cormments,
ar the process of being interfered by an individual or
others. It alters the process of communication and
causes changes in maotivational-affective state or even
in human behavior (Bouskila-Yam and Kluger, 2011).

(1) The numker of times a person interrupts anather
person and starts his/her speech.

Microphane

Fagcilitating listening

The individual factor of personal style of cormmunicating

(1) The number of questions asked during the

Microphanessmart

is relevant to making a conscious effort to consider conversation; glasses/eye tracker
another person's position, especially by asking (2) The number of locking into eyes of speaking
questions or cbserving his/her behavioral reactions person;
(Bouskila-Yam and Kluger, 2011). (3) The length of time of looking into the eyes of the
speaking person.
Using I/We The use of a specific pronoun ("We" vs. "I") results from | (1) The number of "We" used in the communication | Microphone
the currently experienced state, conceptualized as a process;
positive fulfiling which relates to action or reaction to (2) The number of "I" used in the communication
the situation. Choosing "We" vs. "I" helps emphasize an| process.
individual or group perspective (Torrente et al., 2013).
Burstiness The temporal patterning of activities or synchronous The number of "oursty” signals such as: Microphone
interaction is an orderly process of verbal and (1) The number of moments a person laughs;
non-verbal activities. It helps monitor and regulate the | (2) The number of moments a perseon cries;
flow of conversation, enable turn-taking, and provide (3) The number of times in which voices are
feedback (Riedl and Woolley, 2017). overlapping
(4) The number of times in which the loudness of the
voices changes.
Vocal expression/melady of | A form of voice cues helps communicate emotions and | Making differences to the average levels in: Microphane
voice infer other people's emotions in everyday life (Wallbott | (1) Strength ofAvalume of voice;
and Scherer, 1986; Zebrowitz, 1990; Sundberg, 1998). | (2) Speed of talking;
(3) Voice pitch (low and high tones of vaice).
Silence A multidimensional construct which is characterized as | (1) The number of moments of silence in the middle of| Microphone
absence of voice or speaking up. It can be hidden or | a discussion;
disused in the act of vaice (silence is mare than the (2) The length of silence episodes;
absence of noise). It has two functions: one positive (3) The ratio of the length of episodes with verbal
that can improve problem selving or learning and one | communications to the length of silence episodes (no
dysfunctional that undermines the interests of verbal expression).
arganizations and influences relationships (van Dyne
et al., 2003; Bies, 2009; Ross, 2014).
Space offering Ability, willingness, and skills of the team member to (1) The number of questions Microphaone

support other members to take active participation in
the team discussion (Kozusznik, 2008).

1
(2) The length of individual statements

(3) The length of silence after the statements
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(Team-) flow indicator

Definition

Physiological measures

IT tools and instruments

Absorption

An immersive feeling of effortiess concentration on the
task at hand, characterized by the centering of
attention, while irrelevant information, including
self-referential thoughts, are shielded from attention.

Accordingly, physiclogical correlates of attention, mental
effort, and self-referential thoughts are candidates for
machine learning indicators of absorption.

Frequency of spantanecus eye blinks per minute
(Peifer et al., 2019b)

EMG, eye tracker, or smart
gasses

Eye movements (Foy and Chapman, 2018)

EMG, eye tracker, or smart
¢gasses

Alpha and theta activity in the brain (Katahira et al.,
2018)

EEG

Heart rate variability (Thayer et al., 2009; Ieller et al.,
2011; Peifer et al., 2014)

ECG; wristband and
smartwatch

Head movement (Mittal et al., 2016)

Gyroscope

Body movements (Tang and Zeng, 2009)

Accelerometer

Perceived demand-skil
balance

The perception that the demands of the task are in
balance with the skills and resources of the individual,
which goes along with neither boredom, nor overload,
but just the right degree of activation.

Accordingly, physiclogical correlates of arousal and
mental effort are candidates for machine learning
indicators of a perceived demand-skill balance.

Heart rate (Azarbarzin et al., 2014)

ECG/wristband/
smartwatch

Heart rate variability (iKeller et al., 2011)

ECG; wristband and
smartwatch

in temperature (Or and Duffy, 2007; Marinescu
al., 2018)

Wristband

S
g
Electrodermal activity (Boucsein, 1992; Dawson et al.,
2007)

EDA sensors

Respiration (de Manzano et al., 2010; Lean and Chesthelt
Shan, 2012)
Voice pitch (Johannes et al., 2007) Microphone

Enjoyment

The perception of an inherent pleasure and satisfaction
during the task, which is associated with positive affect
and intrinsic motivation.

Accordingly, physiclogical correlates of positive affect,
liking, and intrinsic motivation are candidates for
machine learmning indicatars of perceived enjoyment.

Facial muscle activation (Kivikangas, 2006; Nacke
and Lindley, 2010)

EMG and camera

Pupil width (Bradley et al., 2017)

EMG, eye tracker, and
smart glasses
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Team flow characteristic

Characteristic of collective
communication

Communication and feedback

Goal commitment

Equal participation

Trust in each other’s
knowledge, skills, and attitudes

Stems from the connections among
people, feedback, and interrelations;
ensures a spontaneous and expressive
response’

Includes specific forms of
communication that guide and prioritize
activities within the team?

Appears when group participants have
equal chances to participate and
communicate in the discussion®

Takes place in a safe and comfortable
environment for the individual, allowing
for convenient speech without fear of
losing one’s meaning*

1Weick and Roberts, 1993; 2McGrath, 1984; van Dyne et al., 2003; Bies, 2009,
Ross, 2014; 3Weick and Roberts, 1993; Kozusznik, 2005; Woolley et al., 2010;
4 Hietanen et al., 1998; Bouskila-Yam and Kluger, 2011.
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Absorption X

Perceived demand-skill X

balance

Enjoyment X

Communication and X

feedback

Shared goal X

commitment

Equal participation X

Trust in each other’s X

knowledge, skills, and
attitudes
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Meta-category

Sawyer (2003, 2008)

Quinn (2003, 2005)

Walker (2010)

van den Hout et al.
(2018)

Pels et al. (2018)

Communication and
feedback

Shared goal
commitment

Equal participation

Trust in each other’s
knowledge, skills, and
attitudes

Close listening to one
another, constant and
spontaneous
communication

A shared
understanding of the
group’s goal, complete
concentration to the
group task, the ability of
group members to
submerge their egos to
the group mind, shared
understanding of the
group’s goals and
conventions, and
shared tacit knowledge
Equal participation of
group members

Being in control of their
actions and
environment, familiarity
with group members
performance styles, a
shared understanding
of the group’s goals
and conventions, and
shared tacit knowledge

The coordination of
activities

A collective goal that
structures the joint
activity

Comparable skill levels

Comparable skill levels

Some of the components are included in more than one category.

Agreement on goals,
procedures, roles, and
patterns of
interpersonal relations

Agreement on goals,
procedures, roles, and
patterns of
interpersonal relations

Uniformly high
competency of team
members

Uniformly high
competency of team
members

Open communication

Collective ambition,
common goal, aligned
personal goals, and
mutual commitment

High skill integration

A shared belief that the
team is safe; mutual
trust as characterized
by: (a) a willingness to
be vulnerable, (b)
mutual respect, (c)
confidence in the
working environment,
and (d) team
potency/efficacy

(p. 410)

Interaction, e.g.,
effective
communication; fluent,
positive interactions
within the group (p. 18)

Common goals, e.g.,
purposeful
communication,
concurrent
engagement in a
shared goal-oriented
activity, or common
focus

Interactional synchrony;
contagion effect; a
shared state of
balance; a high
collective competence
Positive relationships,
trust within the group;
aspects of
competence, knowing
each other’s skills
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