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Editorial on the Research Topic
Cold-ion populations and cold-electron populations in the Earth's
magnetosphere and their impact on the system

This Research Topic is the offshoot of an on-line workshop “The Impact of Cold-Plasma
Populations in the Earth’s Magnetosphere” that was held September 28—2 October 2020. The
workshop was originally scheduled as an in-person meeting for June 1-4, 2020 in Los
Alamos, New Mexico, United States. A growing realization of the importance of cold
electrons in the Earth’s magnetosphere-ionosphere system led the Research Topic Editors to
change “cold plasma” to “cold ions and cold electrons” when creating the title of this
Research Topic. The Research Topic highlighting illustration appears in Figure 1.

There are several “cold” populations of ions and electrons in the Earth’s magnetosphere,
where “cold” indicates low energy. The cold populations have temperatures that are typically
less than a few-hundred eV, and often as low as 1 eV and less. Cold-ion populations and
cold-electron populations are extremely difficult to measure in the Earth’s magnetosphere,
and their properties, evolutions, and controlling factors are poorly understood (cf. Delzanno
et al,, 2021). They are sometimes referred to as the “hidden populations” (Olsen, 1982), but
they are known to have multiple impacts on the behavior of the global magnetospheric
system. These impacts are extensively reviewed in Delzanno et al. (2021): they include (a) the
reduction of the dayside reconnection rate and consequently the reduction of solar-wind/
magnetosphere coupling, (b) alteration of the growth rate and saturation amplitudes of
plasma waves resulting in alterations of the energization rates of the radiation belts, (c)
changes in plasma-wave properties resulting in changes in the loss rates of the ring current
and radiation belts, (d) changes in the mass density of the magnetosphere resulting in
changes in ULF waves and the radial diffusion of the radiation belts, (e) increases of the mass
density in the magnetosphere which increases the growth rate of Kelvin-Helmholtz waves on
the magnetopause, (f) spatial and temporal structuring of the aurora, (g) altering magnetotail
reconnection, (h) changing spacecraft charging, and (i) acting as sources for warm and hot
magnetospheric populations.

This Research Topic contains 17 papers that are a combination of Original Research
articles, Review articles, and Perspective articles addressing a wide variety of cold-ion

5 frontiersin.org


https://www.frontiersin.org/articles/10.3389/fspas.2023.1180235/full
https://www.frontiersin.org/articles/10.3389/fspas.2023.1180235/full
https://www.frontiersin.org/articles/10.3389/fspas.2023.1180235/full
https://www.frontiersin.org/articles/10.3389/fspas.2023.1180235/full
https://www.frontiersin.org/researchtopic/17136
https://www.frontiersin.org/researchtopic/17136
https://crossmark.crossref.org/dialog/?doi=10.3389/fspas.2023.1180235&domain=pdf&date_stamp=2023-04-03
mailto:jborovsky@spacescience.org
mailto:jborovsky@spacescience.org
https://doi.org/10.3389/fspas.2023.1180235
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://doi.org/10.3389/fspas.2023.1180235

Borovsky et al.

Dayside
Drainage Reconnection Line:,nvection

Pattern of
Cloak Plasma

f auroral /
f \Eurora_l _zgr_1e< / T

'r geosynchronous
orbit

FIGURE 1

A sketch of some of the low-energy populations in the equatorial
plane of the magnetosphere during geomagnetically active times.
Indicated in green is the plasmaspheric drainage plume flowing into
the dayside reconnection line and indicated in blue is the warm
plasma cloak flowing into the dayside reconnection line.
Geosynchronous orbit is indicated as the dashed black circle.

and cold-electron Research Topic for magnetospheric physics.
The 17 papers address the sources of the cold-particle
populations, the cold-particle impact on the operation of the
magnetosphere-ionosphere system, and measurement techniques
for cold electrons and cold ions.

The production of cold-ion populations in the magnetosphere
is addressed in a number of papers. Li et al. examine extensive
plasma-wake observations of ion outflows from the high-latitude
ionosphere into the magnetosphere. Krall and Huba examine the
effect of the neutral upper atmosphere’s thermal composition and
winds on the ion outflow from the ionosphere into the
magnetosphere. Borovsky et al. present calculations of the
production rates of cold protons in the magnetosphere directly
from physical processes ionizing the Earth’s cold neutral-
hydrogen geocorona.

The properties of cold-particle populations in the Earth’s
magnetosphere were addressed in several of the Research Topic
papers. Lin and Ilie looked at the properties of various molecular-
ion populations in the magnetosphere, populations that may be
important during times of high geomagnetic activity. Foster and
Erickson examined warm and hot oxygen ions in the vicinity of
the dayside plasmaspheric drainage plume with implications for
localized oxygen outflow from the ionosphere. Takahashi and
Denton reviewed critical magnetoseismic observations of the
mass densities of ion populations in the magnetosphere; these
mass densities impact the properties of ULF waves and can be
responsible for mass loading dayside reconnection. Pierrard et al.
reviewed improved models of the plasmasphere in the inner
magnetosphere: such plasma models are important for the
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modeling plasma waves in the magnetosphere. Ripoll et al.
(2023) reviewed a variety of electron-density models for their
usefulness to radiation-belt physics. For cold electrons, Peterson
discussed rare measurements of low-energy electrons in the
that
atmosphere and elucidated some of the complexities of

magnetosphere originated from the ionosphere/
understanding low-energy-electron dynamics.

Pertaining to the evolution of cold ions in the Earth’s
magnetospheric system, Usanova reviewed the energy exchange
between cold-ion populations and hot-ion and hot-electron
populations via electromagnetic ion-cyclotron (EMIC) waves and
the resulting heating of the cold ions. Chappell et al. reviewed the
evolution of cold ions of ionospheric origin becoming critical hot-
ion populations in the magnetosphere, in comparison with the
more-often-considered solar-wind ion sources of
magnetospheric ions.

The physical interactions in the magnetospheric system
impacted by cold populations were examined by several
papers. Lee et al. reviewed several new results pertaining to
EMIC waves and the observed populations of cold ions in the
magnetosphere. Norgren et al. investigated the impact of cold
ions on magnetic reconnection processes and the properties of
cold ions in the outflow jets of reconnection. Li et al. investigate
observations of field-aligned beams of cold ions in magnetotail
reconnection outflows where the cold ions entered into the
outflow jets.

The structuring of the nightside pulsating aurora by structure in
the cold plasma of the nightside magnetosphere was reviewed by
Liang et al. and the structuring of the dayside diffuse aurora by
structure in the cold plasma of the dayside magnetosphere was
reviewed by Han.

Finally, Maldonado et al. review measurement techniques for
cold ions and cold electrons used in the past and outline innovative
methods that could be used in the future.
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Atmospheric photoelectrons are central to the production of planetary ionospheres.
They are created by photoionization of the neutral planetary atmosphere by solar
EUV and soft X-ray irradiance. They provide the energy to heat the thermosphere.
Thermalized photoelectrons permeate magnetospheres creating polarization electric
fields and plasma waves as they interact with ions to maintain charge neutrality.
Energetic photoelectrons (>1eV) have a distinctive energy spectral shape as first
revealed in data from the Atmosphere Explorer satellites. Energetic photoelectrons
escaping the ionosphere follow local magnetic fields illuminating the planet’s magnetic
topology. Current models using state-of-the-art EUV observations accurately capture
their production and transport. However, in spite of 60 years of space research the
electron thermalization processes occurring below 1eV at low altitudes in planetary
thermospheres are not understood quantitatively. Results from event analysis of data
from the Mars Atmosphere and Volatile Evolution (MAVEN) mission are not consistent with
current models of photoelectron thermalization. The lack of quantitative understanding
reflects the complexity of the physics and the lack of a large data base of simultaneous
neutral, ion, and electron densities and temperatures in lower planetary thermospheres.
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INTRODUCTION

Electrons in the atmosphere were investigated by Chapman (1931) and by early radio scientists
who inferred the existence of an ionized region surrounding the Earth created by the absorption
of radiation from the sun. Early observations of the solar EUV irradiance (e.g., Rense, 1953) and
atmospheric photoelectrons (e.g., Hinteregger et al., 1959) demonstrated the need for simultaneous,
space based, observations of key ionospheric parameters over all local times and latitudes. NASA
addressed this need in the early 1970’s with the Atmosphere Explorer (AE) -C, -D, and -E satellites
(Dalgarno et al., 1973). The AE satellites provided calibrated measurements of the solar EUV flux,
the neutral atmosphere, and ionized components including atmospheric photoelectrons. These
data supported the explosion of thermospheric research summarized in Schunk and Nagy (2009).

Current and planned NASA missions investigating planetary thermosheres are focused on
understanding energy transport but do not directly address energy transfer associated with
electron thermalization. The measurement techniques required to observe energetic (>1eV) and
thermalized (<10,000 °K) photoelectrons have improved since AE. However, there is no systematic
investigation of simultaneous in-situ electron fluxes spanning the energy range between energetic
electrons measured by particle detectors and thermal electrons, measured by Langmuir probes
or radars.
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I participated in the Atmosphere Explorer mission at the  etal, 1973, inset panel B), Fast Auroral SnapshoT (FAST, Carlson
beginning of my career and the Mars Atmosphere and Volatile et al., 1998a, inset panel C), and the MAVEN (Jakosky et al.,
Evolution (MAVEN) mission to the Martian thermosphere 2015, panel A) satellites. The AE and FAST satellites sampled
near the end. Here I provide my perspective on observations  the Earth’s ionosphere; the MAVEN satellite sampled the Martian
and models of production, transport, and thermalization of  ionosphere. Each panel shows electron flux in units of (cm?-s-sr-
atmospheric photoelectrons. Because of space limitations 'l eV)™! as a function of energy in units of eV. The MAVEN data
focus primarily on published observations. The selection of  shown in panel A cover the energy range from 0.01 to 1,000 eV
data and models discussed is representative, not complete.  and the flux range from 1 to 10%° (cm?-s-sr-eV) !, spanning both
Specifically, we do not address the optical observations such as  the thermal and energetic ranges. Panels B and C span sub sets
those from NASAs GOLD satellite that use and test models of  of these ranges as indicated by the broad colored lines along the

photoelectron production and transport (e.g., Solomon et al.,,  respective axes. In the next few paragraphs the data in Figure 1

2020). are discussed in the order they were acquired, i.e., AE, FAST, and
then MAVEN.

OBSERVATIONS The AE-E data in panel B are reproduced from Doering et al.

(1976). The low altitude spectral features in the 20-30 eV range
Figure 1 shows an overview of atmospheric photoelectron  are produced by the ionization of O and N, into various energy
observations and selected model outputs from the AE (Dalgarno  states by the intense solar irradiance at 30.4 nm. Doering et al.

122 km MAVEN Deep Dip 9 April 24-30,2018
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FIGURE 1 | Photoelectron energy spectra in units of number flux (cm?-s-sr-eV)~" vs. energy from MAVEN (A), AE-E (B), and FAST (C). MAVEN data were acquired at
122 km, below the region of maximum photoelectron production. AE-E data were acquired at 182 and 365 km near and above the region of maximum photoelectron
production. FAST data were acquired above 1,000 km in the source cone as described in the text. The number flux ranges for AE-E (blue) and FAST (orange) are sub
sets of the MAVEN range as indicated. The AE-E energy scale (blue) is linear; it is logarithmic for FAST (orange) and MAVEN. The solar zenith angles (SZA) for AE-E
observations presented are 50° at 182 km and 37° at 365 km. For MAVEN it is 54° at 122 km. For FAST, above 1,000 and for SZA's <90° Peterson et al. (2008)
demonstrated that the escaping photoelectron flux is insensitive to the SZA.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org 9 April 2021 | Volume 8 | Article 655309


https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Peterson

Thermal and Energetic Atmospheric Photoelectrons

show that the strength of the emission features from O and N as
a function of altitude follows the changes in both absolute density
and composition. Doering noted that the ~20-30 eV features are
smeared out at higher altitudes because the increasing fractional
ionization enhances electron-electron collisions. He noted that
there is a strong decrease in the spectrum near 60 eV which we
now know corresponds to a large decrease in solar irradiance
below ~16nm (e.g., Woods et al., 2008). Doering et al. were
able to determine the absolute spacecraft potential using energy
resolved observations of the 20-30 eV emission lines (Lee et al.,
1978). A comprehensive summary of the photoelectron data
obtained from the AE satellites was published by Lee et al.
(1980a,b).

Above 60 eV the signal in panel B is dominated by instrument
noise. Winningham et al. (1989) extended the energy range of
photoelectron observations to ~1,000 eV using a more sensitive
electron spectrometer with coarser energy resolution. Thousand-
eV photoelectrons are produced by the solar soft X-ray flux
near 1nm. Winningham et al. pointed out that the existing
observations of the solar flux in the EUV and soft X-ray ranges
were inconsistent with their photoelectron observations. This
point will be addressed in the section addressing models below.

The data in panel C of Figurel are the daily averaged
photoelectron flux measurements acquired above 1,000 km
during apogee passes of the FAST satellite equatorward of the
auroral zone on April 14, 2008 reproduced from Peterson et al.
(2009). These data were acquired in the “source cone.” Figure 2
illustrates the “source cone” concept. It displays data from one
of the passes included in the average shown in panel C of
Figure 1. The FAST electron analyzer has a 360° field of view.
The top panel in Figure 2 shows energy spectra averaged over
all angles as a function of time. The bottom panel shows angular
spectra averaged over the energy range of 100-12,000eV. As
noted above, the daily average photoelectron spectrum shown
in Figure 1, Panel C does not include spectra obtained in the
polar cap and auroral zone (such as before 19:17 UT in the
orbit pass shown in Figure 2). The widest band in the lower
panel, centered on 180°, is created by energetic photoelectrons
produced in the ionosphere below the satellite. The angular width
of the band is called the source cone. It is determined by the
relative strengths of the magnetic field at the satellite and at the
top of the ionosphere, respectively. A weaker band centered on
0° is created by photoelectrons coming from the magnetically
conjugate hemisphere (See, for example, Peterson et al., 1977a).

Note that the photoelectron flux in the source cone in units of
(cm?-s-sr-eV) ™! above the ionosphere is independent of altitude
because of magnetic focusing associated with the source cone
formation, as the width of the source cone decreases while the
area of the magnetic flux tube increases with increasing altitude.
The narrow bands near 90 and 270° come from photoelectrons
produced on the spacecraft surface. The vertical bands between
19:20 and 19:25 UT are the noise signal produced by energetic
ring current particles that penetrate instrumental shielding.

Peterson et al. (2009) assembled daily averaged photoelectron
spectra from within the source cone, corrected individual spectra
for spacecraft potential variations and the background from

penetrating radiation. The solid black line in panel C of
Figure 1 reports the daily average spectrum for April 14, 2008.
The square boxes show the magnitude of the correction for
penetrating radiation and the dotted line indicates the estimated
one sigma uncertainty of the average spectrum shown. We defer
discussion of the model results shown in panel C to the modeling
section below.

The data in Figure 1, Panel A span 25 orders of magnitude
in flux and 5 orders of magnitude in energy. They include
thermal electrons with temperatures of <1eV or 1.16 - 10*
°K. The electron data below 3 eV were obtained at Mars from
the Langmuir Probe and Waves (LPW) instrument on MAVEN
(Andersson et al., 2015). They are presented as a Maxwellian
distribution representing the average electron density (1.2 - 10°
cm™?) and average electron temperature (760 °K) observed
between 120 and 125km from April 24 to 30, 2018 during
the deep dip #9 interval (Peterson et al, 2020). Above 3 eV
the data are from the MAVEN Solar Wind Electron Analyzer
(SWEA) instrument (Mitchell et al., 2016) averaged over the
same intervals.

GLOBAL INFORMATION OBTAINED FROM
LOCALIZED PHOTOELECTRON
OBSERVATIONS

The energetic photoelectron energy spectrum is non-thermal and
distinct from those found in the solar wind or the magnetosheath.
The extremely intense solar He 30.4nm irradiance produces
narrow peaks in the 20-30 eV range that are easily detected by
instruments with sufficient energy resolution, as shown in panel
B of Figure 1. Above ~60¢eV the energy spectrum decreases by
almost an order of magnitude corresponding to a decrease in the
solar irradiance spectra at ~15 nm. At higher energies (~500 eV)
emission peaks have been detected in the photoelectron spectra at
Mars (Mitchell et al., 2000). These emission features are the result
of the production of Auger electrons from atomic oxygen by soft
X rays from the sun.

These distinct features in the photoelectron energy spectra
allow investigators to use them to trace magnetic field lines,
determine global magnetic topology, determine spacecraft
potential, infer potential drops along magnetic field lines, and
monitor variations in solar extreme ultraviolet (EUV) irradiance.
Coates et al. (2011) and others have used instruments with
high energy resolution in the 20-30eV range to identify
photoelectrons at large distances from their sources on Venus,
Mars, and Titan. Weber et al. (2020), Xu et al. (2019), and
others have used instruments with higher sensitivity but coarser
energy resolution than those used by Coates et al. to trace and
explore the influences and dynamics associated with Martian
crustal magnetic fields and their interaction with the solar wind
magnetic field. Peterson et al. (1977a,b) used photoelectron
energy spectra to identify photoelectrons originating in the
magnetically conjugate hemisphere and place limits on the inter-
hemispherical potential difference. Peterson et al. (2009, 2012)
used photoelectrons to infer solar EUV and XUV energy input
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FIGURE 2 | Photoelectron energy flux energy-time (top) and angle-time (bottom) spectrograms from the FAST satellite on April 14, 2008, in units of (cm?-s-sr)~', are
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to the thermosphere on both solar flare and solar rotation  that the Heroux and Hinteregger solar flux below 25nm was
time scales. Richards and Peterson (2008) directly measured  about a factor of two too low. Modern measurements and
the fraction of conjugate photoelectrons backscattered from the ~ models of the solar irradiance confirm the Richards and Torr
dark hemisphere. assertion (e.g., Richards et al, 2006; Woods et al., 2008).
The model/data comparisons shown in Figure 1, Panel C
reproduced from Peterson et al. (2009) illustrate good agreement

MODELS OF PHOTOELECTRON between observations and current models. The photoelectron
PRODUCTION, TRANSPORT, AND models used were the Field Line Interhemispheric Plasma
THERMALIZATION (FLIP) model (Richards et al., 2000) and the Global Airglow

(GLOW) model (Solomon et al., 1988). The EUV model/data
Initial comparisons of AE photoelectron fluxes and those irradiance sets used as input to the models include a rocket-
calculated from AE neutral density and solar EUV measurements ~ borne calibration spectrum (Chamberlin et al, 2009), the
were presented by Nagy et al. (1977). Subsequent analysis  Solar EUV Experiment (SEE) Version 9 reference spectrum
by Richards and Torr (1984) demonstrated that the generally  (Woods et al., 2005), the Flare Irradiance Spectral Model (FISM;
accepted EUV irradiance spectrum in 1984 (Heroux and  Chamberlin et al, 2007), and the High-resolution Solar EUV
Hinteregger, 1978) below 25 nm was inconsistent with observed =~ Model for Aeronomic Calculations (HEUVAC; Richards et al.,
photoelectron flux above 35eV. Richards and Torr concluded  2006).
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The major differences between data and models of energetic
photoelectrons now arise from the variability of the solar
EUV irradiance, uncertainties in the observed or modeled
neutral density from the Mass Spectrometer and Incoherent
Scatter (MSIS) model (Hedin et al., 1977) and uncertainties in
ionization cross sections, as well as observational uncertainties.
McGranaghan et al. (2015) describe a publicly available model
that is consistent with the photoelectron data shown in Figure 1,
with the important caveat that the model has been validated
in the low altitude range using electron density, not electron
temperature profiles.

THERMALIZATION OF ENERGETIC
PHOTOELECTRONS

Thermalized photoelectrons permeate planetary ionospheres and
magnetospheres creating polarization electric fields (e.g., Axford,
1968) and plasma waves as they interact with ions to maintain
charge neutrality (e.g., Borisov and Nielsen, 2005). They carry
field aligned currents (e.g., Carlson et al., 1998b) and transfer
energy via a heat flux between the ionosphere and magnetosphere
(e.g., Kozyra et al., 1987; Khazanov et al., 2020).

Thermal electrons are created when photoelectron energy
is transferred to ions and electrons. There have been too
few simultaneous observations of thermal neutral, ion, and
electron temperatures in the high-density region of a planetary
thermosphere to confirm or refute the assumptions associated
with photoelectron thermalization processes included in current
models. However, recent results from the MAVEN spacecraft
(Hanley et al., 2020; Peterson et al., 2020) have shown that the
observed ion, neutral, and electron temperatures on Mars are not
consistent with current models. In particular, Hanley et al. have
measured ion temperatures using the MAVEN SupraThermal
and Thermal Ion Composition (STATIC) instrument (McFadden
et al,, 2015). They demonstrated that during the MAVEN deep
dip interval in October 2015, at the lowest altitudes sampled
(~120 km), the neutral (110 °K), ion (250 °K), and electron (500
°K) temperatures were far from thermal equilibrium and warmer
than expected.

DISCUSSION

The production and transport of energetic atmospheric
photoelectrons are well-understood and accurately captured
by current models using state-of-the-art EUV observations.
Techniques have been developed to use the unique energy
spectral shape of energetic photoelectrons to tease out details
of planetary magnetic topology. However, in spite of 60 years
of observations, the processes thermalizing photoelectrons at
low altitudes in planetary thermospheres are not quantitatively
understood. This lack of progress reflects the complexity
of the physics and the lack of a data base of simultaneous
neutral, ion, and electron temperatures at low altitudes to guide
model development.

Current models of photoelectron thermalization are based on
the heat equation which quantifies balance of electron heating

and cooling (e.g., Matta et al., 2014). Thermalization occurs
where the electron, ion, and neutral temperatures (Tg, T1, TxN)
are equal. It is expected to occur in regions of high density
and low fractional ionization. Existing models postulate an
altitude (neutral density) where thermalization occurs. MAVEN
observations of ion temperatures reported by Hanley et al.
(2020) show that thermalization occurs on Mars at higher
density (>10"" cm™3) and lower fractional ionization (<2 X
107%) than expected. The analysis of observed electron and
neutral temperatures presented in Peterson et al. (2020) suggests
thermalization on Mars occurs below 100 km where the Bougher
et al. (2015) model gives a density ~10'2 cm~3 and a fractional
ionization of ~1078. Energetic photoelectron production by
solar EUV and X-rays occurs well below Earths mesopause
(~80 km, density > ~10'* cm~—2) where it is strongly modulated
by solar activity (e.g., Chamberlin et al., 2007).

Although the data base of incoherent radar ion and electron
temperatures is vast, we are unaware of a large-scale data base of
simultaneously obtained electron, ion, and neutral temperatures
obtained in the Earth’s thermosphere at densities ~ >10'? cm—>.
Such in-situ observations at Earth appear to be possible from
satellites at altitudes as low as 100 km (neutral densities ~10'*
cm~3 and fractional ionization of ~10~") using state-of-the-
art- instruments and innovative spacecraft (Sarris et al., 2020;
Palmroth et al., 2021). Observations below and above 100 km can
be made from rockets.

Maven data and analysis show that current one-dimensional
codes which use Maxwellian temperatures, empirical ion and
electron temperature profiles, and relatively poorly determined
cross sections do not adequately account for energy transfer
between ions, neutrals, and electrons at the low temperatures
and low altitudes below those that have been sampled on Earth
and Mars. Deeper insights into the thermalization will require
new observations and models. Relevant observations can be
made from satellites and rockets as noted above. They can
also be made in laboratory plasma chambers (Koepke, 2008).
If sensitive enough diagnostics can be developed, the Enormus
Toroidal Plasma Device (ETPD Cooper and Gekelman, 2013)
could obtain definitive observations of how electrons, ions,
and neutrals thermalize at high densities and low fractional
ionization. However, it is more likely that large-scale kinetic
codes which do not use assumed electron and ion temperature
profiles will provide the needed new insights into the complex
physics of electron thermalization.

DATA AVAILABILITY STATEMENT

All datasets presented in this study are included in the
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AUTHOR’S NOTE

This paper summarizes what I've learned about thermal
and energetic atmospheric photoelectrons since I first began
investigating them in 1973. This paper examines the source of
thermalized photoelectrons, demonstrates that we do not yet
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have a quantitative understanding of the thermalization process,
and suggests how progress can be made.
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In this perspective paper, we review and discuss different ways that can be used to
improve the predictions of the models of the plasmaspheric region. The density of the
background cold plasma and the plasmapause position are very important to determine
the formation and propagation of waves and interactions with the other regions of the
magnetosphere. Improvement of predictions includes refinement of the forecast of the
geomagnetic indices that influence the density and the temperature of the particles
in some models. Progress is also necessary for the understanding of the physical
processes that affect the position of the plasmapause and its thickness since this
boundary is not always very sharp, especially during low geomagnetic activity. These
processes include the refilling after geomagnetic storms and substorms, the links with
the ionosphere, and the expanding plasmaspheric wind during prolonged quiet periods.
Using observations from in situ satellites like Van Allen Probes (EMFISIS and HOPE
instruments), empirical relations can be determined to improve the dependence of the
density and the temperature as a function of the radial distance, the latitude, and the
magnetic local time, inside and outside the plasmasphere. This will be the first step for
the improvement of our 3D dynamic SWIFF plasmaspheric model (SPM).

Keywords: plasmasphere, plasmapause, model, improvements, trough, ionosphere

INTRODUCTION

The plasmasphere is the extension of the ionosphere at low and mid-latitudes and is filled by low-
energy plasma (Lemaire and Gringauz, 1998). Observations of Cluster and IMAGE (Imager for
Magnetopause-to-Aurora Global Exploration) spacecraft have provided a new insight into this
region (Darrouzet et al., 2009), recently completed by the measurements of Van Allen Probes
(Ren et al., 2018). Different empirical and physics-based models have been developed to reproduce
the inner region of the magnetosphere and its boundary called the “plasmapause” [see Pierrard
et al. (2009) for a review]. It is quite difficult to compare all the existing models, since some are
purely empirical (e.g., Sheeley et al., 2001), based on data assimilation; some are an amalgam of
different analytical relations (e.g., Gallagher et al., 2000), and others more physics based, e.g., the
Dynamic Global Core Plasma Model (DGCPM) of Ober et al. (1997), the fluid model SAMI3 (Huba
et al., 2008), or the Ionosphere-Plasmasphere IP model (Maruyama et al., 2016)]. The physical
mechanisms can vary in different models, following the theoretical approaches, including the
formation of the plasmapause (Lemaire and Pierrard, 2008). Moreover, the results of the models
may depend on the magnetic and electric fields used (Pierrard et al., 2008; Reinisch et al., 2009).
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Any progress in the understanding of the physical processes
and in the magnetic/electric fields is thus relevant to any
plasmasphere model advance. Recent developments to model
the plasmasphere include monitoring tools based on VLF
transmitters (Koronczay et al., 2018). Improvement of any
plasmaspheric model means reaching higher precision and
sophistication to give the most realistic reproduction of this cold
region of the magnetosphere, but the computing time has to be
kept sufficiently low to make manageable predictions.

Since each model has advantages and disadvantages, in the
present perspective paper, we will not make intercomparisons
but focus on the advances that would be useful for any model.
These developments are in progress or are planned for the
physics-based SWIFF Plasmasphere Model (SPM), a 3D dynamic
kinetic model of the plasmasphere first developed by Pierrard and
Stegen (2008) and that will be used here to illustrate the results.
The SPM model is based on physical mechanisms, including
interchange instability for the formation of the plasmapause
(Pierrard and Lemaire, 2004), and provides the density and the
temperature of the electrons, protons, and other ions, both inside
and outside the plasmasphere. Semi-empirical relations derived
from previous spacecraft observations are used to determine
the electric field from geomagnetic activity indices (Pierrard
et al., 2008) and calculate the plasmapause position and the
plasmaspheric density. The input of the model is the date
that determines the geomagnetic indices Kp and Dst. These
indices may be predicted values when forecasting is required, or
definitive observed values when past events are simulated. They
determine also the convection electric field. The outputs of the
model are the plasmapause positions, densities, and temperatures
of the different particles in 3D at any position (inside and outside
the plasmasphere), defined by the Mcllwain (1966) parameter L
in Earth radii (Re), the geomagnetic latitude and the magnetic

local time (MLT), in geocentric solar magnetospheric (GSM)
coordinates, at any required UT time.

The plasmasphere model has been coupled with the
ionosphere, using the empirical International Reference
Ionosphere, IRI, (Bilitza, 2018) as a boundary condition
(Pierrard and Voiculescu, 2011) in the framework of the SWIFF
(Space Weather Integrated Forecasting Framework) project
that allowed coupling of models for different regions of the
magnetosphere (Lapenta et al, 2013). SPM simulations are
provided on a near-real-time basis at the ESA SSA (Space
Situational Awareness) website (https://swe.ssa.esa.int/space-
radiation) since January 2017. Data produced since then are
archived and available for visualization from the site. This
product enables a continued and quick assessment of electron
density plasmasphere conditions, which is critical to monitor the
spacecraft’s electronic performances when traversing or staying
at orbits nearby the Earth. The model will also be made available
on the Virtual Space Weather Modeling Center (https://esa-
vswmc.eu/) and on the H2020 PITHIA-NRF (Plasmasphere
Ionosphere Thermosphere Integrated Research Environment
and Access services: a Network of Research Facilities) platform,
collecting data and models for the ionosphere and plasmasphere.

Table 1 summarizes the main characteristics of the SPM
model, its strengths and weaknesses, as well as the possibilities
of improvement that will be explained in more detail in the
next sections. These ways to improve the SPM model may be
applicable also to other plasmaspheric models. The progress
possibilities first explore advances in the relations based on
new satellite observations with higher resolution and precision
(section Improvement of the Physical Relations by Comparing
With New Satellite Data), followed by the refinements of
predictions of geomagnetic activity (section Improve Predictions
of Kp and Other Geomagnetic Indices), then the evaluation

TABLE 1 | Main characteristics of the SPM model, its present strengths and weaknesses, and the possibilities for improvements.

Model characteristics

Strengths

Weaknesses

Improvement ways

- Input: date (that gives previous Kp)

- PP by interchange instability and
convection

- Kinetic exospheric flux tubes

- Semi-empirical analytic functions

- Depend on electric and magnetic fields
- Coupled to IRl ionosphere (<700 km)

- Refilling between new and vestigial PP
- The trough model based on CA92

- Output: composition, density, temperature

- Other physical mechanisms

Simulation for any date, including
forecasting

MLT propagation, Plume formation

3D physics-based, latitudinal
dependence

Fast calculations, satellite data
average

Simple Kp dependence,
semiempirical models

Based on observations

A simple physical mechanism, PP
width

Simple analytical relation

In 3D, dynamic

Can be tested

Kp 3-h index, Only a few hours
prediction

Other possible mechanisms
Interactions neglected

Not represent exact observations
Not represent exact observations
Not a physical model for the
ionosphere

Only for individual events
Observations much more
scattered

Based on statistical averages

Would increase calculation time

A longer term for Kp predictions

Other processes can be added

More empirical to simplify

Use new observations for better
relations

Models can be adapted

Can be coupled to other
model(s)

To be automatized, with an L rate

Find new relations with recent
data

Use recent observations for
better relations

e.g., plasmaspheric mechanisms
wind, a magnetosphere link
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of the thickness of the plasmapause (PP) boundary related to
the refilling and plasmaspheric wind (section Thickness of the
Plasmapause Associated to Refilling and Plasmaspheric Wind),
and, finally, the coupling with the ionosphere, influencing the
composition and the temperature (section Coupling With the
Ionosphere, Composition, and Temperature). In addition to the
plasmasphere, the consideration of the low density in the region
of the plasma trough is important to model because of the
development of waves interacting with the other regions of the
magnetosphere. We discuss and summarize all these possibilities
in the last section—section Discussion and Conclusions.

IMPROVEMENT OF THE PHYSICAL
RELATIONS BY COMPARING WITH NEW
SATELLITE DATA

The SPM electron density calculations correspond to continuous
predictions in a space-time coordinate system. Note that high
precision in the coordinate system (and in the eventual changes
of coordinates) is important to simulate correctly any space
region of the magnetosphere. The model calculates the density
every half hour for any L value (in Re), longitude (MLT),
and latitude. The main way of validation and improvement
of the model consists in the refinement of the semiempirical
relations, linking the densities and temperatures with the
geomagnetic indices at different positions. The SPM model has
been already compared and validated against different spacecraft
observations: global views of the plasmasphere obtained from
the satellite IMAGE have shown that the model well-reproduced
the formation of plumes in the dusk sector during geomagnetic
storms (Pierrard and Cabrera, 2005, 2006; Darrouzet et al.,
2008); CRRES observations have shown that the plasmasphere
density as a function of the geomagnetic activity indices is
realistic in the model (Bandic et al., 2016); the MLT propagation
of plasmapause structures (Bandic et al., 2017, 2020) was also
confirmed by studies based on the observations of the satellites
Cluster (Darrouzet et al., 2006, 2013; Verbanac et al., 2015) and
THEMIS (Bandic et al., 2017; Verbanac et al., 2018), for instance.

The high-resolution measurements of the Van Allen Probes
(VAP), previously called “Radiation Belt Storm Probes” (RBSP),
provide new possibilities to validate and improve the empirical
relations used in a plasmasphere model, and, especially, in the
plasma trough region where the low densities made hard previous
observations. VAP was a mission of two spacecraft (A and B)
launched in 2012 in tandem along a highly elliptic orbit (perigee
of 618 km and apogee of 30,414 km), with 10.2° of inclination and
a period of around 9h (Mauk et al., 2013). The two spacecraft
carry identical instruments: the Electric and Magnetic Field
Instrument Suite and Integrated Science (EMFISIS) that contains
the Waves instrument, a triaxial search coil magnetometer, and
sweep frequency receiver. It provides a single electric field
component of waves from 10 to 400kHz in order to measure
the spectrum of electron cyclotron harmonic emissions and to
measure the frequency of the upper hybrid resonance band,
thereby providing an accurate determination of the electron
density (Kurth et al., 2015). Data are available at https://emfisis.

physics.uiowa.edu/Flight/ from 2012 to 2019. The spacecraft have
finished operations in October 2019.

Electron density data obtained by EMFISIS are used for
comparison and improvement of the model by filtering out values
>2,000 cm ™3, This threshold is related to the limited response
above 400 kHz of the Waves instrument (Kletzing et al., 2013).

The top left panel of Figure 1 illustrates the electron densities
Ne in cm~2, determined by Van Allen Probe A during a typical
month, here chosen to be June 2015, as a function of the
corresponding SPM simulations at the same times and positions,
using definitive Kp values as input (bottom panel, in green). The
color scale corresponds to the MclIlwain L values in Re. Due to
the upper frequency limit of EMFISIS, comparisons between the
model and the data are only made for locations L > 2. One
can see that the data are located close to the 1:1 diagonal in
the range L &~ 2-4.5, which principally scans the plasmasphere
density, indicating a good global performance of the model in this
L range. The clear distinction between low L-high densities and
high L-low densities corresponds to a bimodal distribution with a
plasmapause separating the plasmasphere and the plasma trough.
In this plasma trough region, i.e., beyond the plasmapause limit
(typically for L > 5.5 during quiet times), the model uses
analytical equations deduced by Carpenter and Anderson (1992)
(CA92). The density of the trough model is often too low and
less scattered in comparison to VAP data, which is not surprising
since the simulated trough densities are obtained from averaged
statistical results, while the EMFISIS observations concern event
intervals that are strongly dependent on the strength of the most
recent erosion. The CA92 model represents better the observed
trough when Kp is high. This early model and other subsequent
models of trough and plasmasphere density can now be revisited,
using the new and extensive EMFISIS dataset, taking more into
account the MLT and geomagnetic activity dependence, even
if during high disturbances the observations can be affected
by noise in the low-density plasmatrough [see discussions in
Kurth et al. (2015) about the complexity of distinguishing
between wavebands]. Other spacecraft, like Arase (Kasahara
et al., 2018) for instance, can also be used for comparison and
improvement of the models inside and outside the plasmasphere,
but measurement errors are also significant in the low-density
trough region.

IMPROVE PREDICTIONS OF KP AND
OTHER GEOMAGNETIC INDICES

The time variations of the plasmasphere mainly depend
on the geomagnetic activity level, determined mainly by
activity indices like the planetary Bartels index Kp and Dst
(Disturbed Storm Time). High-precision predictions of the
plasmasphere model need thus a first realistic forecast of
these indices. Figure1l (middle panel) illustrates in red the
Kp  forecast  (https://www.swpc.noaa.gov/products/3-day-
geomagnetic-forecast), compared with the definitive indexes
(ftp://ftp.gfz-potsdam.de/pub/home/obs/kp-ap/tab/) in green
(that were used in the model simulations of Figurel, top
left panel). Locally huge discordances between forecasted and
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FIGURE 1 | Top left: A scatter plot of the electron densities Ne in cm~2 in logarithmic scale observed by VAP-A/EMFISIS satellite for June 2015 (x-axis) as a function
of the corresponding simulated data (y-axis), evaluated by the SPM model at the same times and positions and using the definitive Kp indices. The color scale
corresponds to the Mcllwain L values. Top right: A scatter plot of the electron densities Ne in cm~2 in logarithmic scale of the SPM model, using the definitive Kp
(x-axis) as a function of those obtained with the predicted Kp (y-axis). Middle panel: Comparison between the Kp forecast from NOAA (red) and the corresponding
definitive values from POTSDAM (green) during June 2015. Bottom panels: Density of the electrons (color scale), obtained with the SPM model for 8 June 2015 at
12h00, with the Kp values as predicted (left panels) and with Kp as observed (right panels). The SPM model shows the density in the geomagnetic equatorial plane
and in the meridian plane. Kp during the previous 36 h is also illustrated.

definitive Kp can sometimes be observed; for example, around  the definitive Kp (x-axis) as a function of those obtained
June 8th or 25th, 2015. Despite predictions present strong  with the predicted Kp (y-axis). In a period of 1 month, the
deviations, the whole forecast of the month represents, in  overall prediction performance of the model is only slightly
general, a good estimation of the geomagnetic perturbations.  reduced when the forecasted Kp is used instead of the definitive
The top right panel of Figurel shows the scatter plot of indices. Only a few points are modified since the Kp of
the electron densities obtained with the SPM model, using the previous 24h mainly determines the convection and
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thus the plasmapause position as a function of the MLT in
the model.

Bottom panels of Figure 1 show typical results of the model,
i.e., the density of the electrons obtained by the model in the
geomagnetic equatorial plane and in the meridian plane with
the predicted Kp values (two left bottom panels), while the two
right panels show the results of the model, using the observed
Kp, here for June 8, 2015, at 12h00. The black diamonds show
the position of the plasmapause in the equatorial plane. One can
see that an increase of Kp (as observed on June 8, 2015, see
bottom right panels) leads to the formation of a plume with L
> 5 in the afternoon-dusk MLT sector and a low plasmapause
in the postmidnight sector. The plasmasphere erosion due to
(sub)storms starts at the nightside evolves during the morning,
and the associated formation of plumes and their rotation occur
at afternoon and evening MLT times. These mechanisms depend
strongly on the geomagnetic activity level.

A constant Kp (as obtained from Kp predictions on June 8)
gives an almost circular plasmapause in the equatorial plane.
When Kp is misestimated, major differences are thus obtained
with the model in the region close to the plasmapause, with high
overestimation or underestimation if the position is just below or
just above the actual plasmapause position, as illustrated in the
top right panel of Figure 1. For particular events, the differences
can be high, as illustrated in the bottom panels. Of course,
any model driven by indices such as Kp or Dst, or any other
empirically derived average inputs will never be able to reproduce
each individual observation, simply because the inputs to the
model are purely empirical averages. But realistic simulations
can be obtained, especially when initial conditions correspond
to observations.

THICKNESS OF THE PLASMAPAUSE
ASSOCIATED TO REFILLING AND
PLASMASPHERIC WIND

The model provides the radial distance of the plasmapause in
the geomagnetic equatorial plane. This is crucial because the
density can be very different, depending on if the spacecraft is
located below or above the plasmapause. But the plasmapause is
not always a sharp frontier. A thin plasmasphere boundary layer
(PBL), where the plasma density starts to decrease exponentially
with L below the plasmapause limit allows taking into account
the width of the PBL, which is observed to linearly depend on the
time elapsed since the most recent maximum value of Kp (Kotova
et al., 2018). This happens especially during refilling periods
after geomagnetic storms, as taken indeed into account by the
model (see Pierrard and Stegen, 2008). Refilling is taken into
account, using vestigial (during the last 24 h) and new positions
of the plasmapause, located further when Kp decreases. Refilling
rates can be refined from measurements (Gallagher et al., 2005,
2021; Sandel and Denton, 2007), and dependence on the radial
distance can be improved in the model when unsolved problems
concerning refilling will be clearer (Gallagher and Comfort,
2016).

Also, often, a sharp plasmapause is not really visible,
since the density decreases continuously with the distance,
especially during prolonged quiet periods. This can be related
to plasmaspheric wind leading to an outward expansion of
the plasmasphere perpendicularly to the magnetic field during
prolonged quiet periods (Lemaire and Schunk, 1992). Such
expansion was confirmed by Cluster observations (Dandouras,
2013) and is planned to be included in the model in the future.
This would need Kp variations during several days before the date
to be simulated.

COUPLING WITH THE IONOSPHERE,
COMPOSITION, AND TEMPERATURE

The model is coupled to the ionosphere using, for the values
under 700 km, the IRI model (Bilitza, 2018) based on ionosondes,
incoherent scatter radars, topside sounders, and in situ spacecraft
observations. The ionosphere plays also an important role
as boundary conditions. The simulations allow us to choose
to consider (or not) a possible sub-corotation lag of the
plasmasphere that can sometimes reach 85% of corotation as
observed by Burch et al. (2004), caused by a corresponding
corotation lag in the upper ionosphere.

Any improvement of the ionosphere model that we use
would help to improve plasmaspheric models. A coupling with
a physical model of the ionosphere would help to go beyond
a statistical representation and include physical mechanisms in
this region as well. This influences also the composition of the
plasmasphere, where not only electrons are present but also
protons, helium, and O" ions, which can be very important
in the outer plasmasphere during refilling. The helium ions
were detected by the EUV (Extreme UltraViolet) instrument
onboard the satellite IMAGE and allowed the first global views
of the plasmasphere above the North pole between 2000 and
2006 (Burch, 2000; Sandel et al., 2000, 2001). The composition
predicted by the model highly depends on the conditions
provided by the ionospheric model. Mass density is an important
influence on the threshold for wave-particle instabilities and wave
propagation. The advancement of measuring and then modeling
O™ in the plasmasphere would be particularly important for
understanding the role of the plasmaspheric plasma in the
energization and scattering loss of ring current and radiation
belt ions, which are especially important space-weather hazards.
The density determines the type of waves circulating inside
and outside the plasmasphere, and this has a strong influence
on the other regions of the magnetosphere like the radiation
belts (Pierrard et al., 2020, 2021). The H2020 SafeSpace
project (https://www.safespace-h2020.eu/) needs high-precision
densities from the SPM model, in view to determine the waves
in the magnetosphere. That is why we initiate the improvement
of our model in the plasma trough region where high variability
is observed.

Even if less is used, the temperature in the plasmasphere is
also provided by the SPM model (and by IRI). It is different
for the different particle species and slightly increases with the
radial distance (Pierrard and Stegen, 2008). The temperature,
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ranging typically between 2,000 and 20,000K, is also measured
by the VAP instrument HOPE (Genestreti et al., 2016), and such
measurements can be used to improve the temperature in the
model as well.

The SPM model also includes high-latitude regions, where
the polar wind reduces the ion density [Tam et al. (2007) for a
review; Pierrard and Borremans (2012)]. These regions are also
subject to improvements since they have been less compared
with observations for validation. The latitudinal dependence
inside and outside the plasmasphere is assumed to follow
the motion of the particles along the magnetic field lines.
Latitudinal verifications (Pierrard and Stegen, 2008) were made
with data observations of the IMAGE Radio Plasma Imager (RPI)
measurements (Reinisch et al., 2001) that provided the first nearly
instantaneous electron densities along the magnetic field lines
between the satellite and the nearest hemisphere. Moreover, the
global meridian views of the KAGUYA satellite have shown that
the main mechanism of plasmapause formation takes place first
in the equatorial plane during storms, like in the SPM model
(Murakami et al., 2016).

DISCUSSION AND CONCLUSIONS

In summary, the SPM simulations globally reproduce the
satellite measurements of VAP/EMFISIS electron density in the
plasmasphere in general for the regions L = 2-5 for quiet and
active times. Inside the plasmasphere, and even more in the
plasma trough, some further improvements can be performed,
using new relations obtained from VAP. This will be the priority
in the improvement of the model, to use these high-resolution
observations to refine the relations between the density and L,
MLT, latitude, and Kp. Model improvement involves the search
of refined analytical equations, parameterized with observations,
to obtain a better forecast. In this context, the whole data of
EMFISIS (2012-2019) can be used to obtain better statistics,
in particular for the plasma trough. Following these changes,
an improved version of the SPM model should be available for
release into the ESA network in the near future, together with
the ionosphere-plasmasphere coupling, already available since its
implementation in 2011.

The instrument HOPE onboard VAP can also be used
to improve the temperature and composition. Moreover, a
comparison study between the observations and the results of the
model shows also the interest to consider the plasmapause as a
layer with a thickness, especially during the refilling period. The
plasmaspheric wind, appearing during very quiet time periods,
is also a process that could improve the model in the long
term by explaining high densities sometimes observed at large
radial distances.
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The Effect of the Thermosphere on
lonosphere Outflows

J. Krall* and J. D. Huba?

Naval Research Laboratory, Plasma Physics Division, Washington, DC, United States, ZSyntek Technologies, Fairfax, VA,
United States

The Naval Research Laboratory (NRL) Sami2 is Another Model of the lonosphere (SAMI2)
and Sami3 is Also a Model of the lonosphere (SAMI3) ionosphere/plasmasphere codes
have shown that thermosphere composition and winds significantly affect H* outflows
from the topside ionosphere. In particular, O density inhibits upward diffusion of O* from
the ionosphere F layer, especially during solar maximum conditions. In addition, winds
affect the quiet-time latitudinal extent of the F layer, affecting densities at mid-to-high
latitudes that are the source of plasmasphere refilling outflows. Evidence for these effects is
reviewed and prospects for forecasting these outflows are explored. Open questions for
future research are highlighted.

Keywords: ionosphere, plasmasphere, thermosphere, ionosphere outflow, cold plasma, exosphere

1 INTRODUCTION

Light ions, H" and He", commonly flow upward from the topside ionosphere. At high latitudes,
these ions constitute the classical polar wind (Bauer and Frihagen, 1966; Dessler and Michel,
1966). At lower latitudes, these outflows fill the plasmasphere (Park, 1970; Gallagher and
Comfort, 2016). Because the polar wind and plasmasphere serve as a source and a sink,
respectively, for geoeffective energetic ions, thermal (non-energized, Maxwellian) outflows
are essential elements of space weather (Bortnik and Thorne, 2007; Millan and Thorne,
2007). Further, observations suggest significant day-to-day variability in thermosphere
composition (Krall et al., 2016a; Cai et al., 2020) and winds (McDonald et al., 2015). In this
brief review, we consider the effect of thermosphere composition and winds on refilling outflows.
Thermosphere dynamics and ionosphere outflows at polar latitudes, a much bigger subject, will
not be addressed.

Because the solar cycle so strongly affects thermosphere and exosphere composition, the
variation of cold H" refilling outflows with the solar cycle, specifically with the Fyo; extreme
ultraviolet (EUV) index, is quite counter-intuitive. At high F;7, when the ionosphere F layer
is relatively strong, observed plasmasphere refilling rates at geosynchronous altitudes are
relatively weak (Lawrence et al.,, 1999; Gallagher et al., 2021). As shown graphically in
Figure 1D, and described by Richards and Torr (1985), the limiting H* outflow flux is
proportional to the supply of O ions and H atoms at outflow source height Z,
(700-1,100 km):

¢[cms7!] = 2.85x 107 T, [K]* 1y [em | no+ [em ™| Ho- [cm], (1)
where T, is the thermosphere temperature, Ho- is the O" scale height, and the leading coefficient has

been updated from 2.50 to 2.85 based on a corresponding update to the H-O" charge exchange
reaction rate. Previously, the H-O" charge exchange reaction rate was based on data for the reverse
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curves are for high solar activity, F1o7 = 210. (D) Diagram showing the production and upward diffusion of O and H* ions. The O density inhibits upward diffusion; this
sensitivity to the O density is not explicit in Eg. 1. Note: these results (Krall and Huba, 2019a) use 2.50 instead of 2.85 in Eq. 1 and in the charge-exchange rate.
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reaction (Fehsenfeld and Ferguson, 1972) and the finding that the
ratio of the forward to reverse reaction rates is 9/8 (Hanson and
Ortenburger, 1961). However, recent analysis (Stancil et al., 1999)
and measurements (Waldrop et al., 2006; Joshi and Waldrop,
2019) suggest that this ratio is somewhat (= 14%) larger,
increasing the coefficient in the reaction rate, and in Eq. 1,
from 2.50 to 2.85.

Let us consider the factors in Eq. 1. Relative to densities at
solar minimum (low Fj,7), ng at solar maximum is much lower
(Bishop et al., 2001; Bishop et al., 2004; Nossal et al., 2012; Qian
et al., 2018) while no+ is only somewhat higher (this is at altitude
Zo, which increases with Fjy7). These densities are shown in
Figure 1C, where high F,( 7 is indicated by red curves. This basic
understanding of thermal ion outflows, particularly as expressed
in Eq. 1, compares well to simulations (Richards and Torr, 1985;
Krall and Huba, 2019a). However, we are not yet able to forecast
these outflows.

In addition, the ionosphere F layer that is the source of these
outflows is strongly affected by thermosphere winds (Rishbeth,
1998). Specifically, winds effect the degree to which the
ionosphere, which is most strongly generated near the sub-
solar point, is transported to the mid-to-high latitudes that
are the source of the plasmasphere. While numerical
simulations by Krall (2014) demonstrate that
plasmasphere morphology and refilling rates are impacted
by thermosphere winds, these effects have yet to be directly
observed. As it stands, measured post-storm plasmasphere
refilling rates at any given height vary by as much as an
order of magnitude (Denton et al,, 2012), Figure 1. These
variations are not yet fully explained.

et al.

This brief review is based on results from the Sami2 is Another
Model of the Ionosphere (SAMI2) and Sami3 is Also a Model
of the Ionosphere (SAMI3) ionosphere/plasmasphere codes
(Huba et al., 2000; Huba and Krall, 2013). SAMI3 simulates
the interaction between ionosphere and plasmasphere ion
populations and the thermosphere (Huba and Liu, 2020) and
magnetosphere (Huba et al, 2005; Huba and Sazykin, 2014).
SAMI2 solves the same equations as SAMI3, but in only a single
magnetic longitude. For the results included here, SAMI2 was
modified to accommodate counterstreaming H' outflows as in
Krall and Huba (2019b).

In the next section, the effect of thermosphere composition,
particularly the O density, will be demonstrated using SAMI2.
This will be followed by SAMI3 results showing the effect of
winds. We then discuss the challenge of forecasting these
outflows, given observed day-to-day variability in
thermosphere composition and winds. We close with a brief
list of open questions for future research.

2 SAMI2 RESULTS: THERMOSPHERE
COMPOSITION

In a recent simulation (Krall et al, 2016b) of post-storm
plasmasphere refilling (Singh and Horwitz, 1992), it was found
that model-data agreement was not attainable without careful
attention to the thermosphere O density. In particular, O atoms
tend to act as a barrier to the upward diffusion of O" ions
(Figure 1D). This effect, which is not explicit in Eq. 1, was
recently illustrated using the SAMI2 code (Krall and Huba,
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FIGURE 2| Left column: electron density averaged over longitude in the equatorial plane plotted vs. time for L = 4.0, 4.8 and 5.4 (solid curves) for SAMI3/No Wind,
SAMIZ/HWMO7, SAMI3/HWMI3 and SAMI3/TIMEGCM. Dashed lines in each plot indicate observed refiling rates. Right column: total electron content in TEC units is
plotted vs. longitude and latitude at 0600 UT on Day 36 for each case. White lines indicate latitude + 61.5° (L = 4.8).

2019a). The SAMI2 code, which simulates a single magnetic- minimum (black curves), this effect dominates; note the increase
longitude plane, runs quickly enough to support parameter  in O" in Figure 1C. Second, increased O slows the upward
studies such as described here. diffusion of O". At solar maximum (red curves) the diffusion

In a series of simulations of outflow and refilling following a  effect tends to dominate, slowing outflow and refilling.
model storm, the thermosphere O density was varied relative to Further results (Krall and Huba, 2019a)], show that the O*
values provided by the NRLMSISE-00 (Picone et al, 2002)  scale height falls with increasing np, but only for solar
version of the Magnetic Spectrometer Incoherent Scatter  maximum conditions.

(MSIS) empirical atmosphere model (Hedin, 1987). This was Good agreement between SAMI2 and Eq. 1, shown in
done for solar maximum (F;o7 = 210) and minimum (F;o7 = 90) Figure 1A, demonstrates that the effect of the O density is
conditions. In this study we recorded conditions at outflow source ~ fully consistent with the outflow formulation of Richards and
height Z;, values computed using Eq. 1, and the simulated Torr (1985).

outflow flux above Z,. At height Zy, an H" ion has an equal

chance of being lost to charge exchange or to outflow; these

processes are indicated by red arrows in Figure 1D. 3 SAMI3 RESULTS: THERMOSPHERE

The results are presented in Figure 1. In Figure 1C, ny and  WINDS
no+ at the outflow source height are plotted vs. no/nomsis. Note
that the much lower value of ny at Fyg; = 210 accounts for the We now consider the effect of thermosphere winds on
counter-intuitive result that outflow fluxes are smaller at solar ~ plasmasphere refilling. As is well known (Rishbeth, 1998; Liithr

maximum, when the ionosphere is strongest. etal, 2011), the wind-driven dynamo potential drives E x B drifts
Increased O levels in the thermosphere affect outflows in two  that affect the buildup of plasma density in the ionosphere. The
ways, both of which are illustrated in Figures 1A,B. First,  impact of wind-driven ionosphere variability on plasmasphere

increased O increases the O supply in the ionosphere. At solar  refilling was demonstrated in Krall et al. (2014). Here, SAMI3
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simulations were shown to compare well to in situ measurements
of plasmasphere #, during post-storm refilling, with model-data
agreement improving as the thermosphere component of the
simulation was improved.

In order to run SAMI3 (or SAMI2), thermosphere densities
and winds must be specified. Typically, as in the SAMI2 runs
above, we compute densities using MSIS (Hedin, 1987; Picone
et al., 2002) and compute winds using the Horizontal Wind
Model (Hedin, 1991; Drob et al., 2008; Drob et al., 2015).
However, we can instead obtain a thermosphere specification
from a first-principles model, such as the Thermosphere
Ionosphere Mesosphere Electrodynamics General Circulation
Model (TIMEGCM) (Roble and Ridley, 1994). For the results
presented here TIMEGCM was driven, at the lower boundary, by
climatological tides.

In each of the SAMI3 simulations of Krall et al. (2014), and
Figure 2, we model five days of refilling following a geomagnetic
storm on day 31 of 2001. Figure 2 (left column) shows refilling as
globally averaged n, at the apex of L = 4.0, 4.8, and 5.0 field lines,
where L is the Mcllwain parameter (Mcllwain, 1961). Globally
averaged 1, (solid curves) are compared to global refilling rates
based on in situ measurements (dashed lines) for a variety of
thermosphere models: MSIS/No Wind, MSIS/HWMO07, MSIS/
HWM93 and TIMEGCM. The most realistic model, TIMEGCM,
gives the best results; MSIS/HWMO7 also works well.

The state of the ionosphere for each case is shown in the right-
hand column, where Total Electron Content (vertically integrated
n,) is plotted vs. latitude and longitude at a fixed time. Of interest
is the strength of the ionosphere at the mid-to-high latitude
source of refilling. In each plot, a horizontal line at latitude
+61.5° indicates the source of refilling for L =4.8 (in this
version of SAMI3, the geomagnetic field is modeled as an
aligned dipole; geographic and geomagnetic coordinates are
the same). We see that the case with the strongest refilling
(No Wind) has the strongest ionosphere TEC values at this
relatively high latitude.

4 DISCUSSION: CAN THESE EFFECTS BE
FORECASTED?

Any event that affects thermosphere O densities, exosphere H
densities, or thermosphere winds on a global scale, such as a
geomagnetic storm or a sudden stratosphere warming (SSW)
(Chau et al., 2009; Oberheide et al., 2020), has the potential to
affect global refilling rates. For example, Jones et al. (2020)
suggests that both SSW events and magnetospheric cooling
events affect the density of H atoms in the exobase. In order
to understand and predict outflows, it is necessary to understand
and predict these episodic events.

In addition, thermosphere observations (McDonald et al.,
2015; Cai et al, 2020) suggest significant day-to-day
variability. For example, satellite data can be used to estimate
the globally averaged O density at altitude 400 km, where O is the
dominant atom (Picone et al., 2005). In Krall et al. (2016a),
Figure 3, we presented such data with a 4-day resolution, finding
that global np varies by + 16% on time scales of less than 30 days.

Effect of Thermosphere on Outflow

Lei et al. (2008) analyzed similar data, finding density oscillations
with periods of 7 and 9 days. While these data do not demonstrate
day-to-day variability, they are suggestive. Further, because tides
transport O density (Jones et al., 2014), wind variability could be a
source of density variability.

Day-to-day variability of thermosphere winds can be observed
in daily measurements of TEC. McDonald et al. (2015) presented
such TEC data and showed that, when driven from below by
assimilated data, a computer simulation of the thermosphere
reproduces about 50% of the observed variability. This forcing
from below (McCormack et al., 2017) and resulting impacts
(Jones et al., 2014) are increasingly well-understood in terms
of tides. Specific mechanisms, such as tidal amplification
(Goncharenko et al.,, 2010; Klimenko et al., 2019) and specific
ionosphere signatures (Immel et al., 2006) have been identified.
While older simulations (Fang et al., 2013) support the finding
that tidal forcing accounts for about one half of observed
variability, recent work (Zawdie et al., 2020) comes closer to
determining the state of the ionosphere-thermosphere system in
enough detail to now-cast the upper-atmospheric source of
refilling outflows.

While even less is known about day-to-day variability in the
exosphere, recent results are suggestivee For example,
climatological analysis of exosphere observations revealed both
solar cycle dependence and significant scatter, perhaps indicative
of variability (Joshi et al., 2019). Diurnal variability has been
quantified (Qian et al., 2018), but does not necessarily imply day-
to-day variability. Perhaps more to the point, Forbes et al. (2014)
found that signatures of thermosphere tides are detectable in
exosphere temperatures. This implies that day-to-day variability
in thermosphere tides, which is known to be present for some
tidal components, might be a cause of similar variability in
exosphere H densities. If present, day-to-day variability in
exosphere H densities could contribute to the observed scatter
in refilling rates (Krall et al., 2018). Finally, we note that the
exosphere could have structure (Hodges, 1994; Cucho-Padin and
Waldrop, 2018) not present in these simulations, especially
during a storm (Kuwabara et al, 2017; Qin et al, 2017
Zoennchen et al.,, 2017; Cucho-Padin and Waldrop, 2019).

Simulations suggest that variability in thermosphere winds
also affects global E x B drifts in the inner magnetosphere so as to
affect the shape of the plasmasphere. Specifically, the Krall et al.
(2014) study of Figure 2, showed that, when one wind model was
exchanged for another, the shape of the model plasmasphere
changed. Recent simulations showing model-data agreement for
ionosphere/thermosphere interactions on a global scale (Huba
and Liu, 2020) suggest that such modeling might soon reproduce
ducts, crenelations, and other elements of observed plasmasphere
structure (Horwitz et al., 1990). Numerical modeling that self-
consistently couples the ionosphere and exosphere (Joshi and
Waldrop, 2019) could also bring significant progress. Note that, at
the cost of a small time step (about 1 s), SAMI3 does not suffer from
the limitations of the diffusive equilibrium approximation (Huba
and Joyce, 2014; Ozhogin et al., 2014), and has obtained reasonable
model-data agreement (Krall et al,, 2014; Krall et al, 2016b) for
refilling events. Kinetic treatments (Wang et al., 2015) might prove
valuable in validating these results. In addition, a current global
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kinetic model, such as Pierrard and Stegen (2008), if coupled to a
thermosphere model, might validate the finding (Krall et al., 2014)
that the wind-driven dynamo affects the shape of the plasmasphere.

Finally, we should acknowledge that any forecast depends on
accurate model inputs. Both satellite (Emmert, 2015) and Arecibo
radar data (Joshi et al,, 2018) show significant long-term deviations
from the MSIS model. New observations of thermosphere winds on a
global scale are presently coming from the NASA Ionospheric
Connection Explorer (ICON) (Immel et al, 2018). ICON is
equipped with a Michelson interferometer, built by the NRL, that
measures winds and temperatures in the altitude range 90-300 km
(Harding et al., 2021; Makela et al., 2021). We are hopeful that newly
accurate thermosphere now-casting data products might be developed.

We close with a list of interesting open questions. What is the
magnitude of day-to-day variability, if any, in the thermosphere
O density? Does day-to-day variability of thermosphere densities,
if any, imply similar variability in the exosphere? Do
thermosphere winds truly shape the plasmasphere? How do
high-latitude storm-driven winds affect the global wind-driven
dynamo and refilling outflows?
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Oxygen lons at the Geospace Plume

John C. Foster* and Philip J. Erickson

Massachusetts Institute of Technology Haystack Observatory, Westford, MA, United States

The geospace plume couples the ionosphere, plasmasphere, and magnetosphere from
sub-auroral regions to the magnetopause, on polar field lines, and into the magnetotail. We
describe Van Allen Probes observations of ionospheric O+ ions at altitudes of 3-6 Rg in the
near vicinity of the geospace plume in the noon and post-noon sector. The temporal
variation of warm ion fluxes observed as a function of time on a moving spacecraft is
complicated by changing spacecraft position and complex ion drift paths and velocities
that are highly sensitive to ion energy, pitch angle and L value. In the “notch” region of lower
density plasma outside the morning-side plasmapause, bi-directionally field aligned fluxes
of lower energy (<5 keV) ions, following corotation-dominated drift trajectories from the
midnight sector, are excluded from geospace plume field lines as they are deflected
sunward in the plume flow channel. In general, O+ at ring current energies (~10 keV) is bi-
directionally field aligned on plume field lines, while lower energy O* (<3 keV) are absent.
The observation of ion plumes with energies increasing from ~1 keV->20 keV in the dusk
sector outer plasmasphere is interpreted as evidence for localized ionospheric O+ outflow
at the outer edge of the geospace plume with subsequent O+ acceleration to >50 keV in
<30 min during the ions’ sunward drift.

Keywords: oxygen ions, geospace plume, plasmasphere, ring current, ion acceleration, plasmapause, ion drift, ion
outflow

INTRODUCTION

Spatially extended, sunward-convecting ionospheric density enhancements are noted in incoherent
scatter radar observations immediately equatorward of the dusk-sector ionospheric trough.
Regularly seen during disturbed geomagnetic conditions, these were termed storm enhanced
density (SED) by Foster (1993). Altitude profiles indicated that SED is characterized by a
significant increase in F region scale height and peak altitude (Foster, 1993), and occasionally
with strong upward O* plasma velocity (>1 km s™') in the topside F region (Yeh and Foster, 1990;
Erickson et al., 2010; Zhang et al., 2017). Combining ground and space-based plasma imaging
techniques, Foster et al. (2002) demonstrated that the ionospheric SED plumes were magnetically-
connected low-altitude signatures of the drainage plumes (plasmaspheric tails) associated with the
stormtime erosion of the outer plasmasphere.

Subsequent studies developed a more comprehensive picture of the redistribution of cold (<1 eV)
plasma from the ionosphere and inner magnetosphere to the cusp, magnetopause, polar cap, and into
the nightside auroral ionosphere. The nomenclature describing various aspects of these phenomena
has varied according to feature identification and scope, and has been largely dependent on the
characteristics and location of the separate measurements. Moldwin et al. (2016) synthesized recent
plume measurements in different regions and concluded that those structures are involved in a causal
chain of plasma redistribution throughout the magnetosphere-ionosphere system. In their recent
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FIGURE 1 | Van Allen Probes A observations crossing the disturbed plasmasphere boundary layer. (A) /n situ cold plasma density observations (EFW boom
potential technique). (B) Red curve: radially outward EFW electric field (blue curve: azimuthal component). (C) HOPE O+ fluxes (10 eV—~60 keV) are shown. O+ with
energies <3 keV largely is excluded from plume field lines. A “nose” of hot ring current O™ ions (>10 keV) extended across the SAPS. (D) Bi-directional field aligned O+
fluxes at energies up to ~10 keV (7 keV fluxes shown) were seen immediately adjacent to the outer extent of the geospace plume. [After Foster et al. (2020)].

review, Foster et al. (2020) proposed the recognition of
disturbance-related cold plasma redistribution as a unified
global phenomenon—the geospace plume.

For cold plasmas of ionospheric origin in the plasmasphere
boundary layer (PBL) (Carpenter and Lemaire, 2004), ExB
redistribution entrains both low altitude ions (O* in the
ionospheric F region) and high-altitude ions (plasmaspheric
and topside HY, He") on the same geomagnetic flux tube. In
this way, an active plume advection channel simultaneously
drives sunward ion motion at all altitudes from the ionosphere
to the apex of the field lines, creating a convection-defined drift
shell. A detailed description of the geospace plume at ionospheric
heights (the SED plume) has been presented by Foster et al.
(2020). A comprehensive statistical analysis of plasmaspheric
plumes has been presented by Darrouzet et al. (2008). The
appearance and impact of geospace plume plasma at high
altitudes in the dayside magnetosphere (Su et al., 2001) and in

the reconnection region at the dayside magnetopause (Borovsky,
2014; Walsh et al., 2014) has been described previously.

Van Allen Probes Observations of the

Geospace Plume

The instrumentation and orbit of the Van Allen Probes [the
Radiation Belt Storm Probes (RBSP); Mauk et al. (2013)] are well
designed for in situ investigations of geospace plume and outer
plasmasphere characteristics and processes in the equatorial
region at L ~ 3-6. Wave electric and magnetic field
observations made with the Electric and Magnetic Field
Instrument and Integrated Science (EMFISIS) instrument
(Kletzing et al, 2012) provide plasma density and local
magnetic field information. In this study, we concentrate on
RBSP observations made with the Helium, Oxygen, Proton, and
Electron (HOPE) mass spectrometer (Funsten et al, 2013),
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measuring low energy ions and electrons (0.9 eV-56 keV) in the
dusk and post-noon sector PBL where energetic ring current ions
overlap the outer plasmasphere.

Figure 1 (from Foster et al., 2020) presents a spatially aligned
relationship of RBSP Electric Field and Waves [EFW, Wygant
et al. (2013)] observations, showing the sub-auroral polarization
stream [SAPS; Foster and Burke (2002)] electric field, HOPE ring
current ion observations, and the geospace plume observed in
cold plasma density at L ~3 by RBSP-A. These observations
occurred as the spacecraft’s near-equatorial outbound orbit
crossed the plasmasphere boundary layer at 18 MLT during a
strong disturbance event on March 17, 2015 (Dst was —106 nT at
16 UT and reached -222nT at 23UT on 17 March). Our
identification of the PBL spans L shells from the inward extent
of the SAPS electric fields at L ~ 2.8 to the outer extent of the
geospace plume near L ~ 3.15. The close interrelationship of the
plasmapause, SAPS, plume, and ion boundaries is clearly seen in
this example. Such coordinated multi-instrument observations of
the inner magnetosphere and radiation belt environment are a
major accomplishment of the Van Allen Probes program,
revealing previously undiscovered facets of the system and
leading to a clearer understanding of the underlying physical
processes and system level effects.

O+ in the Magnetosphere

Earth’s ionosphere is the source of singly ionized oxygen ions (O+)
in the magnetosphere (e.g. Fuselier et al., 2019). O" accelerated to
beyond 10 keV populates the main ring current (e.g. Kistler et al,
2016). During disturbed conditions O+ with 10 s keV energy can
constitute the dominant ion in the ring current. The source
locations and mechanisms associated with the acceleration of
the cold (<1 eV) ionospheric O+ ions to multi-keV energies are
topics of active investigation. Cusp outflow of ionospheric O ions
is believed to be the dominant source of enhanced O™ in the storm
time ring current (Kistler et al., 2016). At ~1 keV final energy, O*
beams streaming away from a source in the cusp have been seen in
the tail lobes and ultimately in the plasma sheet (Kistler et al., 2010;
Liao et al., 2010). Ionospheric O" outflow reaching nightside field
lines can be accelerated along drift trajectories in the magnetotail,
reappearing in the inner magnetosphere within the warm plasma
cloak (WPC) (Chappell et al., 2008). At energies <~3 keV, ions
accelerated earthward from the tail primarily follow eastward
corotational drift trajectories, while ions >3keV experience
curvature drift westward into the pre-midnight sector. As
discussed below, O+ ions following these source/trajectory paths
are observed adjacent to the plume and plasmapause in both the
noontime and the dusk sectors.

In this study we use in situ Van Allen Probes observations to
investigate the role played by the geospace plume and processes at
the PBL in the source, dynamics, and evolution of O+ in the inner
magnetosphere (L < 6). In O + Pitch Angle Distributions Across the
Geospace Plume we present a schematic equatorial-plane picture of
the geospace plume orientation and the configuration of the RBSP
orbits for two disturbance events in October 2013. For the lower
energy O+ WPC ions we investigate pitch angle distributions and
dawn side drift trajectories around the plasmasphere, and their
encounter with the geospace plume near noon. In O+ Outflow at

O+ at the Geospace Plume
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FIGURE 2 | RBSP-A orbit and orbital position at 05 UT on October 15,
2013 are superimposed on an equatorial-plane projection of ground-based
GPS TEC observations. These latter are not indicative of absolute
plasmaspheric density, but serve to trace boundaries of the geospace
plume in the dayside magnetosphere [Foster et al. (2002)]. A schematic drift
trajectory for <10 keV ions injected sunward from the magnetotail is shown as
a red curve. Crossing the “notch” between the outbound crossing of the
dawnside plasmapause and the plume, the spacecraft intersects the injection
trajectory of ions of a fixed energy at two separate radial distances leading to
the observation of a wedge-shaped ion flux distribution (e.g. Ebihara et al.,
2001).

the Geospace Plume and the Plasmapause we concentrate on O+
ions at the outer boundary of the plasmasphere and plume on the
dusk side. Our study finds strong fluxes of <1 keV O+ are present
immediately outside the plume, but absent at those energies on
plume field lines, while multiple populations of >10 keV ions are
observed on plume field lines in the dusk sector. EMIC Waves
describes our observation of strong helium-band EMIC waves
located immediately inside the outer plume boundary for the cases
examined in O+ Outflow at the Geospace Plume and the
Plasmapause. The keV O+ Plume: Evidence for Ion Acceleration
on Geospace Plume Field Lines presents evidence for <1 keV O+
outflow at the outer boundary of the geospace plume, with
subsequent acceleration to 50 keV energies and the formation of
a sunward drifting keV O+ plume. Acceleration of the keV O+
Plume addresses potential acceleration mechanisms for the keV O+
plume. Finally, Conclusion presents our conclusions.

OBSERVATIONS

O+ Pitch Angle Distributions Across the
Geospace Plume

Figure 2 presents a schematic introduction to the October 15,
2013 event, using magnetically mapped GPS-derived total
electron content measurements as a guide to boundaries of
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FIGURE 3 | (A) HOPE O+ spectrogram [white curve: EFW electron density (cm’s)] for the outbound orbit of RBSP-A shown in Figure 2. Probe A exits the
plasmasphere at ~04:45 UT, observes a wedge-like spectrogram at energies below the ZEAB as it crosses the morningside notch between the plasmapause and the
geospace plume, and encounters the plume at 06:45 UT. For reference with Figure 4, two fiducial black vertical lines are shown at 05:30 and 07:02 UT. RBSP-A exited
the dusk side of the plume at 07:20 UT. (B) Pancake PADs (peaked at 90°) characterize the nose of the ring current O+ ions first observed at 05:15 UT near L ~ 3.5

(13 keV ions are shown). As the morning side of the plume was encountered, the 13 keV O+ ions changed character significantly, becoming bi-directionally field aligned.

plume regions in the magnetospheric equatorial plane. The Van
Allen Probe-A orbit crossed the geospace plume at ~07 UT in the
dusk sector after sampling (at ~05 UT) a region of lower density
cold plasma observed along the spacecraft outbound orbit
between the morning-side plasmapause and the inner
boundary of the geospace plume. This was a moderate storm
event during which the main phase Dst index reached —49 nT at
04 UT on 15 October. Early IMAGE/EUV studies (Gallagher
et al., 2005) identified distinct radial structure in imagery of the
outer plasmasphere boundary, terming these depressions and
crenulations “notches” [see Darrouzet et al. (2009) for a review of
plasmasphere structure]. For the orbital configuration shown in
Figure 2, the outbound Van Allen Probes orbit can exit the
morning-side plasmasphere and then intersect the geospace
plume as it is extended sunward towards the magnetopause.
In this study we refer to this intervening region between the dawn
side plasmapause and the plume as “the notch.” As shown below,
we observe specific characteristics of O+ fluxes in this notch
region.

During disturbed conditions, warm ions (H+, O+) injected
earthward from the magnetotail with energies (<~10 keV) below
the zero-energy Alfvenic boundary, ZEAB (Ejiri, 1978), follow
corotation-dominated drift trajectories from the midnight sector
that approach the morning side of the geospace plume. As
discussed by Ebihara et al. (2001), these ions follow convolved
trajectories determined by gradient drift, corotation and
convection electric fields. As a result, the temporal variation of
warm ion fluxes observed as a function of time on moving

spacecraft is complicated by changing spacecraft position and
complex ion drift paths that are highly sensitive to ion energy,
pitch angle and L value. As the sunward drifting ions encounter
convection electric fields carrying the plume toward the dayside
magnetopause, their trajectories are deflected sunward. As a
result, the spacecraft can intersect the drift path of a given
energy ion at multiple times and positions along its orbit. This
effect causes the spacecraft to observe a wedge-shaped ion
distribution as described by Ebihara et al. (2001) and as seen
in the notch in Figure 3A during the outbound orbit of RBSP-A
(cf. Figure 2). During this event, RBSP-A exited the highly eroded
plasmasphere at ~04:45 UT (L ~ 2.4; 13 MLT) on its outbound
orbital trajectory. A wedge-like notch O+ ion distribution, as
described by Ebihara et al. (2001), then was observed between L ~
3 and L ~ 5 until the inner edge of the plume was encountered at
~06:45 UT (L ~ 5.3; 16.2 MLT). The ZEAB is seen as the narrow,
slanting, low ion flux separatrix between the notch ions and the
overlying higher energy ring current. EFW cold electron density
(cm™) is overplotted on the ion spectrogram as a white curve.
Plume fluxes were encountered between 06:45 and 07:20 UT. A
black horizontal line marks the O+ fluxes at 13 keV. Pitch angle
distributions (PADs) for the 13 keV ring current O+ ions are
presented in Figure 3B. The 90° pitch angle ions penetrate most
deeply [e.g. Ejiri (1978)] into the inner magnetosphere (05:30 UT,
L = 3.8, 14.7 MLT), while O+ at this energy on plume field lines
(07:02 UT, L = 5.5, 16.6 MLT) is distinctly bi-directionally field
aligned. Black vertical lines on panel A mark these times for
reference with Figure 4.
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In Figure 4 we present the full HOPE energy range of O+
PADs observed on RBSP-A at the times indicated in Figure 3A in
the notch (panel A) at 05:30 T, and in the plume (panel B) at 07:
02 UT. For the notch pitch angle spectra, those ring current O+
ions above the ZEAB that propagate azimuthally in the anti-
corotation direction exhibit pancake distributions peaked at 90°.
In sharp contrast, the lower energy (<3 keV) O+ ions in the wedge
population below the ZEAB have pronounced bi-directional field
alignment consistent with the description of the warm plasma
cloak given by Chappell et al. (2008). As also seen in Figure 3A,
the PADs observed crossing the plume shown in Figure 4B
indicate that the lower energy O+ ion population seen in the
notch largely was absent from plume field lines. In contrast, on
this crossing of the geospace plume at L ~ 5 (Figure 4B), ring
current O+ fluxes at energies 8-15 keV were locally enhanced and
bi-directionally field aligned.

O+ Outflow at the Geospace Plume and the

Plasmapause

Van Allen Probes observations during a separate, earlier 8-9
October 2013 interplanetary shock event reported by Foster et al.
(2015) provided an excellent characterization of the ion
populations around dusk sector plume field lines during a
moderately disturbed storm. Dst reached -69 nT at 02 UT on 9
October. This event featured an interplanetary shock impacting
the magnetosphere at ~20:21 UT on 8 October while RBSP-A was
outbound in the dayside plasmasphere at L ~3 and 13 MLT. For
the next 5 h, RBSP-A followed an orbital path nearly identical to
that shown for the October 15, 2013 event in Figure 2, remaining
inside the perturbed plasmasphere and developing plume.
Figure 5 presents RBSP-A HOPE O+ and H+ fluxes across
this region for the 8-9 October event, with in situ cold
electron density superimposed on the ion spectra as a white

trace. Regularly-decreasing outer plasmasphere density was
observed until ~22:00 UT. A density increase at ~ 23:00 UT
(L ~ 6; 16 MLT) then marked the entry into the developing
geospace plume in the outer regions of the plasmasphere. The
spacecraft remained in the plume as it passed apogee and then
exited the plume at ~01:30 UT on 9 October (L ~ 5.5; 18.7 MLT).
Strong fluxes of 10 eV to >1 keV O+, H+, and He+ (not shown)
were observed in the region immediately outside the plume. The
final crossing of the structured plume/plasmapause on the
inbound orbit was encountered at 02:45UT (L 4.1,
19.8 MLT). Subsequently, on the outbound orbit, the
contracted plasmapause was crossed at ~ 05:30 UT (L = 3.2,
14.6 MLT). Wedge-like ion distributions were observed in the
notch beyond the plasmapause until the plume was encountered
at 07:00 UT (L ~ 5; 16 MLT). Similar to 15 October (cf. Figure 4),
O+ and H+ fluxes with energies 10 eV->1 keV were absent from
dusk sector plume field lines.

Ion PADs observed in the outer portion of the plume on 9
October at ~01:15 UT are shown in Figure 6. The strong fluxes of
O+ (panel A) with energies <1 keV observed immediately outside
the plume (cf. Figure 5) were excluded from plume field lines. At
higher energies >3keV, robust fluxes of O+ exhibited an
increasing tendency toward bi-directional field alignment as
the energy of their observation increased from 3 to 10 keV.
Strong 200 eV-3keV proton fluxes (panel B) also were
observed in this region with similar configurations in pitch
angle, moving toward bi-directional field alignment with
increasing energy. Finally, at higher energies 3-10keV, H+
exhibited a butterfly PAD symmetrically peaked off 90°.

HOPE oxygen ion fluxes were independently observed by Van
Allen Probe B during the October 9, 2013 event as presented in
Figure 7A. In particular, Probe B preceded Probe A by ~1 h along
the same orbital track and also remained in the outer
plasmasphere and plume until 01:15 UT (L ~ 4.5; 19.6 MLT).
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FIGURE 5 | RBSP-A oxygen (A) and proton (B) ion differential flux spectra are shown for an 8-October 9, 2013 pass following an orbital trajectory (not shown)
similar to that shown in Figure 2. In situ plasma density derived from EMFISIS observations is superimposed as the white curves. RBSP-A traversed the outer region of
the evening sector plume from 23:00 to 01:30 UT (apogee at 23:40 UT at 17 MLT). After exiting the plume at ~01:30 UT (L ~ 5.3, 18.5 MLT), the plasmasphere was
reentered at ~ 05:30 UT (L = 3.2, 14.6 MLT). Black vertical lines indicate the times of plume O+ and H+ PADs shown in Figure 6.
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in Figure 5A,B. (A) O+ with energies <1 keV was not observed on plume field lines, while at higher energies O+ fluxes moved toward a bi-directional field aligned
configuration as energy increased from 1 to 10 keV. (B) Strong 200 eV-3 keV proton fluxes were also observed in this region with similar configurations in pitch angle,
moving to ward bi-directional field alignment with increasing energy. At higher energies 1-10 keV, H+ exhibited a butterfly PAD.
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FIGURE 7 | RBSP-B O+ flux observations are plotted from HOPE data for the inbound orbit, showing a crossing of the outer boundary of the plume multiple times
beginning at ~01:15 UT on October 9, 2013. (A) At each crossing, strong O+ fluxes with energies 10 eV to >5 keV characterized the region immediately beyond the edge
of the plume. In situ EFW measurements of cold plasma density are shown by the white curve. (B) O+ PADs at the edge of the plume are shown for the time indicated by
the fiducial black line in Figure 5A. (C) HOPE electron PADs indicate downflowing electron fluxes at energies up to 300 eV. The PAD for 105 eV electrons is shown
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At this point, the spacecraft exited and reentered the geospace
plume several times, crossing the outer boundary of the plume six
times over a 20 min span. At each plume boundary crossing,
consistent ion flux and pitch angle signatures were observed in a
configuration similar to those seen by Probe A. Subsequently, as
the B spacecraft moved rapidly toward perigee, it reentered the
plume for the final time at ~ 01:33 UT (L ~ 4.0; 20.0 MLT) and
then smoothly entered the somewhat lower density of the outer
plasmasphere at ~01:40 UT (L ~ 3.8; 20.3 MLT).

The O+ PADs at 01:16:26 UT shown in Figure 7B [at the
fiducial line in (A)] are typical of the observations immediately
outside plume field lines made by RBSP-B during its multiple
crossings of that region. Whereas Figure 6A demonstrated the
exclusion of lower energy O+ (100 eV—3keV) from interior
plume field lines, strong bi-directionally field aligned O+
fluxes in that energy range were observed immediately outside
the plume (B). There, the higher energy population of ring
current O+ at 5-10 keV exhibited a butterfly PAD. The HOPE
electron PADs shown in Figure 7C indicate downflowing
electron fluxes at energies up to 300 eV in this region at the
outer edge of the geospace plume. Their potential association with
ion acceleration by dispersive Alfven waves (Chaston et al., 2015)
will be discussed in The keV O+ Plume: Evidence for Ion
Acceleration on Geospace Plume Field Lines below.

Figure 8 plots selected individual RBSP-B ion flux profiles as a
function of ion energy for the three species (O+, He+, H+) near
01:15UT on October 9, 2013 (cf. Figure 7A) for locations
immediately outside (red) and inside (black) the outer edge of
the geospace plume. Regardless of species, plume regions are

nearly devoid of strong ion fluxes in the 10 eV-1 keV range. By
contrast, exterior to the plume, PADs for O+ across the
50 eV-1keV energy range are bi-directionally field aligned (cf.
Figure 7B).

DISCUSSION

Electromagnetic lon Cyclotron (EMIC)

Usanova et al. (2016) outlined the potential importance of the
plasmapause for EMIC wave growth and ducting, showing that
EMIC wave activity is often observed to be generated in radially
narrow regions, just inside the plasmapause. De Soria-Santacruz
et al. (2013), using a model reproducing the radial cold plasma
density irregularities typical of the storm-time plasmaspheric
plume, found that EMIC wave growth was observed only in the
helium band, between the oxygen crossover and the helium
cyclotron frequency. We have performed a 1,024 point FFT
(sliding window, 2/3 overlap) on EMFISIS high resolution
magnetic field observations to produce a spectrogram of
waves in the EMIC frequency band (~1-10 Hz). As seen in
Figure 9, He-band EMIC waves were observed immediately
inside the plume outer boundary on each successive boundary
crossing by RBSP-B. (The white curve shows plasma density
(divided by 100) derived from EMFISIS upper hybrid frequency
observations. Red curves denote the helium and oxygen
cyclotron frequencies.) Figure 9 shows the absence of EMIC
waves in the three regions of strong fluxes of 10 eV-1keV O+
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just outside the plume, as shown in Figure 7A. Strong EMIC
waves occurred in a narrow region on adjacent plume field lines
where such lower energy O+ was excluded. Denton et al. (2014)
have found that a large O+ concentration limits the frequency
range of, or even totally quenches, EMIC waves. Our
observations are consistent with these theoretical studies of
EMIC wave occurrence. A potential role for EMIC waves in
the acceleration of ionospheric O+ to ring current energies
(>10 keV) is discussed below.

The keV O+ Plume: Evidence for lon
Acceleration on Geospace Plume Field

Lines
The presence of strong He-band EMIC waves suggests that ion
acceleration processes may be at work in creating the position-

dependent energy spectra presented previously, and that we
analyze further here. An arched band of O+ at energies
>1keV was observed between 01:00 and 01:30 UT on plume
field lines as RBSP-A approached the outer boundary of the
geospace plume (cf. Figure 5A). As the spacecraft approached the
outer edge of the plume, this keV O+ plume appeared to merge
smoothly with the narrow region of bi-directionally field aligned
50 eV-1keV O+ fluxes at the plume outer boundary observed at
01:30 UT. Similar ion plumes were observed for H+ (cf.
Figure 5B) and He+ (not shown), and associated with the
multiple plume boundary crossings by RBSP-B (cf. Figure 7,
Figure 8). In Figure 10A we plot the O+ plume fluxes of
Figure 5A on a linear energy scale between 0.9 and 50 keV as
a function of time, along with a solid black curved line marking
the upper energy bound of O+ plume fluxes observed as the
spacecraft approached the geospace plume outer boundary. At

Frontiers in Astronomy and Space Sciences | www.frontiersin.org

38

July 2021 | Volume 8 | Article 705637


https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Foster and Erickson

this position in its orbit (L ~ 5.5; 18 MLT), RBSP-A had a
~100 km/min velocity in the negative Xgsy (anti-sunward)
direction, while the O+ ions with energies between 1 and
50 keV drifted in the +Xggy direction with velocities varying
from 20 to 1,000 km/min depending on energy and pitch angle.
We use relativistic computational formulas for ion or electron
drift times/velocities as a function of L, particle energy, and pitch
angle derived from their description in Schultz and Lanzerotti
(1974). For a given energy, ions with more field-aligned
equatorial pitch angles have slower sunward (westward) drift
velocities and will arrive at a given distance from their source later
than 90° pitch angle ions of the same energy. The highest energy
ions observed at a given observation time on the moving
spacecraft (i.e. distance from their source) as denoted by the
black line in Figure 10A will have the most field-aligned pitch
angles. In the following we will refer to the ions at the upper
energy extent of the keV O+ plume as 10° pitch angle ions. For
example, the highest O+ plume energy observed at ~01:17 UT
was ~8 keV, and we have shown in Figure 6A that those 8 keV
ions were the most bi-directionally field aligned. RBSP-A crossed
the geospace plume outer boundary at ~01:30 UT some 13 min
later. Traveling at an assumed constant 100 km/min, the distance
from the observation point at 01:17 UT to the apparent source of
the plume O+ ions was ~1,300 km.

It is important to note that no reoccurrence of higher energy
ions above the black line boundary was observed as time
progressed and the distance to the geospace plume outer
boundary decreased. This indicates that the ions in the keV
O+ plume were being accelerated continually as they
propagated away from their source. We replot the O+ fluxes
and black plume boundary line in Figure 10B on a logarithmic
energy scale for a better comparison with earlier figures.

To proceed with analysis, we know both the spacecraft velocity
(100 km/min) and the oppositely-directed ion drift velocity as a
linear function of ion energy for constant L = 5.5 and 10" pitch
angle. (For computational simplicity we assume that L is
constant. Near apogee, L at RBSP-A varied from 5.8 to 5.5
between 01:00 and 01:30 UT.) Using Eq. 1, we first convert
the black curve of observation time (UT,) vs. ion energy (E,)
to a set of discrete values of drift distance (D,,) versus ion energy
at their point of observation (E,), assuming that the ions
originated with 1keV energy from a source at the outer
boundary of the geospace plume crossed by the spacecraft at
01:30 UT (UTource)-

Dn = (UTsource - UT,,)*IOO km/min (1)

The drift velocity of the ions (Vd,,) varies with their energy and
pitch angle as they propagate away from their source, so that the
propagation time (Ty) to the point of last observation of ions of
energy E, is approximated by the simple piecewise integration of
Eq. 2.

N
Ty =) (2(Dy - Dy1)/ (Vd, + Vd, 1))

n=1

)

The calculated set of ion drift times Ty is presented in
Figure 10C as a function of distance from the source (D,) for

O+ at the Geospace Plume

ions with 10° pitch angle (black curve) and 90° pitch angle (blue
curve). Because of their faster drift speed, 90° pitch angle ions
arrive at a given distance from the boundary earlier than 10° pitch
angle ions of the same energy. We now have discrete arrays of E,,,
D,, and Ty;, all derived from the observed black boundary curve
(Eq» UT,) of Figure 10A. In Figure 10D we plot the calculated
values of O+ ion energy (E,) versus ion drift time (Ty) for 10°
(black) and 90° (blue) pitch angle O+ ions, illustrating the time
rate of energization for ions in the O+ keV plume. Under this
model, for the case observed on October 9, 2013, 10° pitch angle
O+ ions with a source population <1keV were accelerated to
50keV in ~24 min along their sunward drift trajectory across
geospace plume field lines.

The observations presented in Figure 5 through Figure 10
indicate O+ ion outflow and rapid (mins) acceleration to multi-
keV energies at the outer boundary of the geospace plume in the
dusk sector. Strong fluxes of <100eV ions are observed
immediately outside the plume boundary, but are not observed
on plume field lines at those energies. Rather, discrete populations
of O+, H+, and He+, ion plumes, are observed drifting sunward
on geospace plume field lines with energies increasing to 10s keV
over <30 min. With increasing drift distance sunward of the
geospace plume outer boundary, the ion plume populations are
characterized by increasingly bi-directionally field aligned PADs
at the highest ion plume energies observed at any given time (cf
Figure 5, Figure 6).

Acceleration of the keV O+ Plume

In this paper we do not attempt to identify or describe an
acceleration mechanism for the keV O+ plume. Yue et al
(2019) reported dayside observations during geomagnetically
active times of fluxes of H+ at ring current energies of
~30-50 keV that had an additional field-aligned population
overlapping the wusual pancake population. That study
suggested that ions in this energy range with field-aligned
PADs probably were accelerated in the post-noon sector, in
association with ionospheric disturbances that were triggered
by tail injections. Chaston et al. (2015) describe a mechanism
that self-consistently drives ionospheric outflow and energization
based on storm time measurement of intense broadband low-
frequency electromagnetic dispersive Alfvén waves (DAW) on
ring current field lines. Hull et al. (2019) found that DAW activity
and O outflow/energization is a characteristic feature of the
inner magnetosphere during active conditions and that these
correlated features are most intense during geomagnetic storms.
Waves of this kind accelerate electrons parallel to the
geomagnetic field and ions in the perpendicular direction. The
ions arrive in the equatorial plane with pitch angles that increase
with energy over a range from 10eV to >50keV, while the
electrons are field aligned at up to ~1 keV. Consistent with the
DAW model, Figure 7C identified downflowing electron fluxes at
energies up to 300eV along with bi-directional field-aligned
~1keV ions at the immediate outer edge of the geospace
plume. The O+ PADs on geospace plume field lines shown in
Figure 4B, Figure 6A exhibit decreasing pitch angle with energy
that appears to be inconsistent with the DAW mechanism.
However, those PADs were observed on the spacecraft at a
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fixed point in space and time. When the energy—pitch angle
spectrum of the accelerated ions is examined for a fixed time after
leaving their source (drift time), as can be done by comparing the
10 and 90° pitch angle curves of Figure 10D, it is seen that pitch
angles increase with energy during the O+ plume acceleration.
Thus, these features of our observations are consistent with
Alfvénic ion acceleration associated with the presence of
dispersive Alfvén waves as discussed by Chaston et al. (2015),
Chaston et al. (2016). That study further calculated that this
mechanism could accelerate ions to >50 keV as they gradient drift
into the noon sector, as we have shown in this study. Such an
outflow and ion acceleration mechanism could indeed account
for the field-aligned 10-50 keV ion populations observed on the
dayside by Yue et al. (2019) and the characteristics of the keV ion
plumes we report here.

CONCLUSION

The temporal variation of warm ion fluxes observed as a function
of time on a moving spacecraft is complicated by changing
spacecraft position and complex ion drift paths and velocities
that are highly sensitive to ion energy, pitch angle and L value.
The coordinated multi-instrument observations of the inner
magnetosphere and radiation belt environment, as shown in
this and similar studies, are a major accomplishment of the
Van Allen Probes program.

In the dawn to noon sector, the drift paths of lower energy
(<5 keV) corotation-dominated O+ ions are deflected sunward as
they encounter the geospace plume flow channel and thus,
effectively, are excluded from plume field lines. Within the
plume on the dayside, O+ ions with ring current energies
>10keV are observed to be locally enhanced and nearly bi-
directionally field aligned.

In the dusk sector, at 3-4 Rg altitude, strong fluxes of O+ ions
with energies up to ~1keV energy are observed immediately
outside the geospace plume outer boundary. The outflowing ions
begin to be accelerated immediately as their sunward drift carries
them onto plume field lines, with the result that <1 keV O+ ions
appear to be excluded from plume field lines. As these ions
continue their sunward drift, they are observed to be accelerated
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Large numbers of theory and observation studies have been conducted on
electromagnetic ion cyclotron (EMIC) waves occurring in Earth’s magnetosphere.
Numerous studies have shown that accurately specifying the ions of ionospheric origin
and their composition can greatly improve understanding of magnetospheric EMIC waves,
specifically their generation, their properties, and their effects on the magnetospheric
plasma populations. With the launch and operations of multiple recent missions carrying
plasma instrumentation capable of acquiring direct measurements of multiple ion species,
we use this opportunity to review recent magnetospheric EMIC wave efforts utilizing these
new assets, with particular focus on the role of ions of ionospheric origin in wave
generation, propagation, and interaction with particles. The review of progress leads
us to a discussion of the unresolved questions to be investigated using future modeling
capabilities or when new missions or instrumentation capabilities are developed.

Keywords: EMIC waves, cold plasma, wave-particle interactions, cold ions, energetic particle precipitation

INTRODUCTION

Electromagnetic ion cyclotron (EMIC) waves play a large role in magnetospheric dynamics, from
heating of thermal plasma to scattering of radiation belt electrons into Earth’s atmosphere (see
Thorne et al., 2006, and references therein). Figure 1A illustrates some of the main processes
involving EMIC waves in Earth’s magnetosphere and Figure 1B provides an example of complex
linear wave dispersion properties introduced when multiple ion species are present in the ambient
plasma. Key to determining both wave properties themselves as well as wave impacts on various
magnetospheric particle populations is a knowledge of the detailed plasma environment, including
the cold ion populations that are often impossible to measure. In particular, ion density, temperature,
and ion composition all play important roles in EMIC wave generation, propagation, and subsequent
interaction with particles (Anderson et al,, 1996; Anderson and Fuselier, 1994; Fuselier and
Anderson, 1996; Kozyra et al., 1984, Gomberoff and Neira, 1983; Gomberoff et al., 1996; Gary
et al.,, 2012; Chen et al., 2011; Silin et al., 2011, Lee et al., 2021, and references therein).

In the following sections, we outline recent progress towards understanding the influence of ions
of ionospheric origin on EMIC waves both through theoretical, modeling and observational studies.
Recent space missions, with improved data quality and data processing tools, have allowed for
significant progress characterizing the occurrence and distribution of magnetospheric EMIC waves
and the hot proton free energy source that is expected to drive wave generation. However, puzzles
remain for developing a more complete understanding of EMIC wave generation and the effects of
waves on magnetospheric particles, many centered around measurement challenges and a lack of
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Mode—:on\%

FIGURE 1 | (A) Conceptual overview of processes related to EMIC waves generated in Earth’s magnetosphere including wave mode conversion enabled by heavy

ion presence, the wave impacts on various particle populations, and manifestation of the wave impacts sometimes observed at low altitudes. (B) The dispersion relation
(normalized frequency versus wave number) of cold plasma waves below the proton gyrofrequency in a uniform and magnetized plasma with ion composition 70% H*,
20% He*, 10% O*. Background magnetic field is 248 nT (corresponding to the equatorial magnetic field strength at L = 5) and background electron density of

50 cm™ is used. Three values of wave normal angles, 0°, 45°, and 90° are represented by blue, green and red lines respectively. Characteristic frequencies (crossover,
cutoff and bi-ion resonant frequencies) are denoted, with subscripts 1 and 2 representing frequencies between H* and He™ gyrofrequencies and between O* and He™
gyro frequencies, respectively. Calculation of those characteristic frequencies can be found elsewhere (e.g., Chen et al., 2014).
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routine observations of the cold ion properties including the ion
mass composition. These measurements are needed to
characterize the variability of abundances of cold and hot
ionospheric-originating ions in different magnetospheric
regions so that improved understanding can be developed on
how they impact wave generation and subsequent wave-particle
interactions. Progress as well as remaining questions and
challenges on these topics are presented in Recent Progress and
Challenges Section, and future needs or opportunities discussed in
Discussion and Future Opportunities Section.

RECENT PROGRESS AND CHALLENGES

Wave Generation and Properties

The large number of satellite missions flying magnetometers are
supporting continued studies of EMIC wave properties
throughout Earth’s magnetosphere. The analysis methods
utilized have become somewhat standardized across studies
and capable computing systems allow for efficient processing
of large spacecraft datasets. Following coordinate transformation
routines, most EMIC wave studies rely on Fourier analysis to
derive wave power and polarization spectra in the frequency-time
domain for interpretation of the wave emissions properties
needed to identify the occurrence and properties of EMIC
waves. Low wave normal angle coupled with polarization
spectra that rotate left-handed with respect to the dominant

geomagnetic field component are typically used to identify the
presence and generation region of EMIC waves. This is because of
linear dispersion theory and solutions that indicate the growth
rate of EMIC waves typically maximizes for the left-handed
circularly polarized (parallel propagating) mode (Gary et al,
2012 and references therein). When electric field
measurements are also available, calculations of the Poynting
vector properties in time or frequency domains are applicable to
identifying possible wave generation regions and the properties of
wave energy (e.g. Vines et al., 2019 and references therein).
Although magnetometer and electric field instrumentation
continue to improve in capability, the role of the superposition
of multiple wave packets that results in constructive/destructive
interference to the detriment of wave analysis methods will
continue to complicate analysis of wave properties and
applications of the derived properties to investigating theories
on wave generation (and propagation, discussed in a later
section). For example, recent statistical and case studies
showed that experimentally measured EMIC waves do not
always have left-hand circular polarization and are often more
linear or right-hand polarized, particularly on the morning side of
the magnetosphere (Min et al., 2012; Allen et al., 2015; Allen et al.,
2016; Saikin et al., 2015; Lee et al., 2019). Although EMIC wave
polarization properties can evolve from left-handed to linear and
then to right-handed during propagation through a region where
wave frequency matches crossover frequencies (as noted by w,;
and w,, in Figure 1B), wave superposition can be another reason
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for the observed linear polarized wave spectra (Denton et al.,
1996; Anderson et al., 1996; Lee and Angelopoulos, 2014a). But
EMIC waves may also be generated with linear polarization under
specific plasma conditions (Denton et al., 1992), the presence of
cold heavy ions can favor the conversion of left-handed waves to
linear (Hu et al., 2010), and cold proton presence may enable self-
consistent generation of oblique EMIC waves with linear
polarization (Toledo-Redondo et al, 2021). Verifying the
occurrence of superposed wave packets is needed to futher
clarify the conditions when linear EMIC waves can grow
preferentially. The importance of this extends to multi-satellite
wave analysis methods (e.g. Balikhin et al., 2003; Bellan, 2016;
Vines et al., 2021), in which recent studies showed superposed
waves limit the effectiveness of multi-satellite wave vector
determination (Lee et al, 2019, Lee et al, 2021). The
application properties not accounting for
superposition can lead to misrepresentation of true wave
properties, and this can be propagated when deriving particle
pitch angle diffusion coefficients, for example, leading to
inaccurate predictions of the effectiveness of EMIC waves in
diffusing particles from high to low pitch angles. Future studies
should identify and treat time intervals when superposed waves
are likely with caution to ensure accurate characterization of
EMIC waves.

Improvements to plasma instruments with ion mass
discrimination have allowed for a small number of studies to
consider and apply multiple ion species measurements to
improve understanding of EMIC wave generation. Overall,
there continue to be differing methods of utilization of
available particle data for investigating EMIC wave generation.
Adequate energy range of plasma instrumentation is needed to
cover the ions and electrons relevant for EMIC wave studies. As
summarized in Table 1, this is a broad energy range because
EMIC waves can interact with cold and hot ions as well as cold/
thermal and relativistic electrons. For hot, energetic (>keV) ions,
a sufficiently broad instrument energy range supports accurate
specification of the hot ion free energy for wave generation or the
hot heavy ions that may damp the waves. Recent studies
combining ion measurements from multiple instruments
onboard a Van Allen Probes spacecraft have been able to
calculate full ion moments (from ~1eV to 600keV), for
comparison to quasilinear theory for EMIC wave growth (Yue
etal, 2019; Noh et al., 2018, Noh et al., 2021). While these studies
investigated the relationship of EMIC wave occurrence relative to
the hot proton anisotropy, they focused on the role of protons and
temperature anisotropy for providing free energy needed for wave
instability. This is despite theory showing the importance of
heavier ion species in defining the band structure as well as
wave growth in each band generally organized by the heavy ion
species (e.g. Kozyra et al., 1984; Denton et al., 2014). Provided the
cyclotron resonance condition is met, it is possible that heavy ion
species with temperature anisotropy could also contribute to
wave growth below the corresponding ion gyrofrequency.
These contributions of heavy ions to EMIC wave occurrence
are pending additional investigation. Investigations of ion
composition data with improved availability have shown how
the relative flux of inner magnetosphere heavy ions changes with

of wave
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geomagnetic activity (Kistler et al., 2006; Kistler et al., 2016).
Similar trends were seen in the outer magnetosphere (Lee et al.,
2021). Future efforts will continue to improve understanding how
evolution of cold and energetic heavy ions with solar/
geomagnetic activity affects EMIC wave growth. The cold ion
species, however, are often problematic to characterize.

Measurements of the cold ion species supports the derivation
of accurate cold (0-10s eV) ion moments of solar wind and
ionospheric ion species for testing theory of linear wave growth.
Routine cold ion measurements are necessary for accurately
determining the times or magnetospheric regions where warm
plasma effects influence wave growth and subsequent wave-
particle interactions, as explored in modeling studies (Chen
et al, 2011; Silin et al, 2011). But because of spacecraft
positive charging effects, cold ion measurements are often
challenging to make and are not available routinely. Active
spacecraft potential control (ASPOC) is one method that helps
mitigate the positive charging effect (Torkar et al, 2016),
decreasing the amount of positive charging but not completely
neutralizing it. Few eV ions remain unmeasured most of the time
except when plasma bulk flows and ULF waves assist with
accelerating these ions above the remnant spacecraft potential
energy (André and Cully, 2012; Engwall et al., 2009; Lee et al,,
2012, Lee et al, 2019, Lee et al., 2021). Continued efforts
(Zurbuchen and Gershman, 2016; Toledo-Redondo et al.,
2019; Barrie et al, 2019) to overcome this charging problem
can improve understanding of the contribution of cold ions and
their mass composition to the generation of EMIC waves and
their properties. In the absence of wave measurements
themselves, a linear theory proxy based on a proton-electron
plasma and the bulk plasma parameters that can be extracted
from spacecraft datasets has helped identify when EMIC wave
growth is likely (Allen et al., 2016; Blum et al., 2009, Blum et al.,
2012); though this proxy method does not always yield
agreement, predicting wave growth when no waves were
observed (Lin et al, 2014; Zhang et al, 2014). It may be
possible that future improvements to this proxy through
inclusion of additional measurable ion population parameters
can be helpful for interpreting EMIC wave generation.

In addition to EMIC waves characterized in terms of linear
theory, triggered (or rising tone) nonlinear EMIC wave
emissions are known to evolve out of the linear instability
and associated cut-off wave frequencies determined by the ion
composition (Omura et al., 2010). The subsequent nonlinear
growth of the triggered emissions at their source region is
determined by the frequency sweep rate that is proportional
to the wave group velocity, which is again influenced by the ion
composition. A few studies on observations or simulations of
triggered emissions have used estimated or assumed ion
composition to investigate the magnetospheric conditions
supporting these nonlinear emissions (Pickett et al., 2010;
Shoji and Omura, 2013; Grison et al., 2013; Nakamura et al.,
2015; Grison et al., 2016, Nakamura et al., 2016). It remains
unknown the role of ion composition in nonlinear wave
evolution. More frequent and accurate measurements of
comprehensive ion composition will support additional
studies of nonlinear growth of EMIC waves.
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TABLE 1 | Summary of relevant desired particle and field observations for future EMIC wave studies, including instrument challenges for making these measurements.

Observation Dynamic Range Measurement details

Potentially relevant past
instruments

Measurement challenges

Low-energy/cold 0-100 s eV ® Mass discrimination Remedies for positive spacecraft charging, DE 1 IMS, e-POP IRM, Cluster CODIF,
ions e Charge state sufficient sensor geometry factor and collecton ~ RBSP HOPE, MMS HPCA, Arase LEPi
e Pitch angle distributions time
Hot ions 100 s eV—100 keV ® Mass discrimination Cross-calibration of ion instruments covering RBSP HOPE + RBSPICE, MMS HPCA +
e Charge state broad energy range EIS, Arase LEPi + MEPi
e Pitch angle distributions
Low-energy/cold 0-100 s eV e Differential energies Remedies for spacecraft-emitted photoelectrons  RBSP HOPE, MMS FPI, Arase LEPe,
electrons e Pitch angle distributions and secondary electrons e-POP SEI
Hot/relativistic 100 s e Differential energies Loss cone resolution RBSP MagEIS/REPT, MMS FEEPS,
electrons keV—several MeV e Pitch angle distributions Arase XEP
Magnetic and DC—200 Hz e \ector E and B 3rd (axial) component of E field RBSP EFW, MMS FIELDS, SWARM

measurement
Simultaneous field
measurement capability

electric fields sampling frequency

Finally, recent studies have utilized multipoint measurements
and simultaneous wave, hot, and cold plasma measurements to
explore the spatio-temporal structure of EMIC wave active
regions and their relation to plasma structures (Engebretson
et al, 2018; Blum et al, 2017). Coordinated EMIC wave
measurements at multiple local times, radial distances, as well
as on the ground have revealed that these waves are often radially
narrow but extended in time and azimuth (e.g. Mann et al., 2014;
Paulson et al., 2014; Blum et al.,, 2020). Direct associations
between EMIC waves and hot ion structures, such as particle
injections, have been found across the dusk-side magnetosphere
(Remya et al., 2018; Jun et al., 2019; Chen et al., 2020; Blum et al.,
2015; Remya et al., 2020), whereas other studies observe EMIC
waves well-confined to cold plasma density enhancements and
gradients (Usanova et al., 2014; Tetrick et al., 2017; Blum et al.,
2020; Yuan et al., 2019). Coordinated multipoint measurements
and improved orbital configurations aid in mapping out the
spatio-temporal properties of EMIC waves, needed for
quantifying their impact on energetic particle populations as
discussed more in Wave Effects Section , while comprehensive
wave and plasma measurements can help reveal the drivers of the
wave spatial and temporal properties.

Wave Propagation

EMIC waves of magnetospheric origin have been measured by
ground magnetometers and fall into the Pcl-2 (continuous
pulsation)  frequency  range.  Magnetically  conjugate
observations have confirmed that equatorially-generated EMIC
waves can propagate all the way to the ground (e.g. Usanova et al.,
2008, and references therein). But this is not always the case,
particularly during the main phase of geomagnetic storms when a
distinct lack of Pc1-2 waves is observed at ground magnetometers
compared to in situ observations (Engebretson et al., 2008; Posch
et al, 2010). Ray tracing of EMIC waves suggests as waves
propagate from the equator, the waves should become oblique
and eventually reflect at middle magnetic latitude when the wave
frequency falls just below the bi-ion hybrid resonant frequency
(Rauch and Roux, 1982; Horne and Thorne 1990; Ronnmark and
André, 1991; Chen et al,, 2014). This bi-ion hybrid resonant

ASM, THEMIS FGM/EFI

frequency (e.g., w1 and wy;, depicted in Figure 1B) is also known
as the Buchsbaum resonance (Buchsbaum, 1960) and defines a
forbidden region of wave propagation. But several potential
mechanisms can explain the access of EMIC waves to low
altitudes. First, full wave simulations (e.g. Kim and Johnson,
2016) suggest waves can tunnel through the evanescent region via
mode conversion at locations where the wave frequency matches
the local crossover frequency (e.g. w1 and w., depicted in
Figure 1B). Second, left-handed O band EMIC waves can
propagate along the field line toward higher magnetic field
regions without being subject to bi-ion hybrid resonance
(since O" ions are the presumed heaviest ions in the
magnetosphere). Third, density irregularities and gradients,
such as at the plasmapause (e.g. Chen et al, 2009; de Soria-
Santacruz et al., 2013) can keep the EMIC wave normal more or
less aligned with the magnetic field, and therefore avoid
encountering of the bi-ion hybrid resonance which occurs at
perpendicular propagation. Further investigations of the plasma
conditions resulting in EMIC wave propagation to the ground,
and their dependence on location and geomagnetic activity, will
enable us to improve understanding of these phenomena.
Based on known and theorized properties of propagating
EMIC waves, satellite wave observations have also been used
to infer information about the local plasma environment. The
propagation of EMIC waves to and across local crossover
frequencies in a multi-ion plasma can allow waves to achieve
linear or right-handed polarization. Thus, under certain
assumptions on wave generation, wave properties from Fourier
spectra and the possibility of crossover frequencies enabling
mode-conversion during propagation have been used to infer
the ion composition or presence of minor ion species in Earth’s
magnetosphere (Min et al, 2015; Miyoshi et al, 2019
Engebretson et al, 2018; Bashir and Ilie, 2021). Wave
modeling and mode conversion at the bi-ion hybrid resonance
has also been presented as a method to derive magnetospheric ion
composition (E. H. Kim et al., 2015). While event studies have
suggested the presence of He™" (Engebretson et al., 2018; Lee
et al,, 2019), N* (Bashir and Ilie, 2021), as well as the more
typically assumed O" and He" species, direct observations of
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these ions are often lacking, posing challenges for verification of
these techniques to infer ion composition from the properties of
propagated EMIC waves. Very few examples exist showing that
the ion composition derived using wave spectra in the vicinity of
the crossover frequency is consistent with the measured ion
composition due to the cold ion populations being partially
hidden from detectors because of spacecraft positive charging
(Fuselier and Anderson, 1996; Lee and Angelopoulos, 2014b; Lee
et al,, 2019). Because of various complexities in wave analysis, it
would be helpful to future EMIC wave studies to consider particle
measurements to support interpretation of wave propagation and
mode conversion.

Wave Effects

EMIC waves can interact with a broad range of particle
populations in the inner magnetosphere, through cyclotron or
Landau resonance as well as non-resonant or nonlinear
interactions. Through these interactions, the waves can impact
electrons or ions spanning orders of magnitude in energy. We
focus on the wave effects on energetic particles in this review and
refer the reader to a companion paper dedicated to interactions of
EMIC waves with thermal plasmas (M. E. Usanova, submitted to
this issue, Energy exchange between EMIC waves and thermal
plasma: from theory to observations).

It is known that the anomalous resonance condition
betweenleft-handed EMIC waves and electrons requires
electrons (usually in the relativistic energy range) to overtake
the EMIC waves so that in the frame of moving electron
gyrocenter the wave polarization is seen as right-handed and
the Doppler-shifted wave frequency matches the electron
gyrofrequency (conceptualized in Figure 1A). For such a
condition to be satisfied, EMIC waves with sufficiently large
wavenumber (k, = Q/v,) are required. In the cold plasma
limit with sufficient He" ions, He™ band waves just below the
He" gyrofrequency attain large wave numbers, and therefore have
been proposed as a potential candidate for resonating with
relativistic electrons and producing scattering loss (Lyons and
Thorne, 1972; Summers and Throne, 2003; Ukhorskiy et al., 2010;
Thorne and Kennel, 1971; Shprits et al., 2016). Observational
evidence of relativistic electron precipitation in association with
EMIC waves has been reported by an increasing number of recent
studies (e.g. Rodger et al., 2008; Li et al., 2014; Blum et al., 2015;
Blum et al., 2019; Lessard et al., 2019; Qin et al., 2019; Sigsbee
et al, 2020; Kim et al, 2021). However, the cold plasma
approximation may fail near the He" gyrofrequency, and the
warm plasma effect of He' ions on wave growth should be
considered. Spacecraft observations suggest warm plasma
effects may be relevant in the inner magnetosphere (Lee et al,
2012) and the inclusion of warm plasma effects in modeling
(Chen et al., 2011; Silin et al., 2011; Ni et al., 2018) shows that the
excitation of He" band waves near the He" gyrofrequency tends
to require reduced He" ion density, and once generated, the warm
plasma EMIC waves possess much smaller wavenumber than
expected from cold plasma theory. Both points limit the
capability of EMIC waves resonating with electrons <1 MeV.
At the same time, sub-MeV electron precipitation associated with
EMIC waves has been reported with statistical lower cut off
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energy down to 300 keV (e.g. Hendry et al., 2020; Capannolo
et al, 2019). Many of the low Earth orbit (LEO) satellite
observations used to infer the electron precipitation caused by
EMIC waves have not been energy-resolved and future direct
measurements will continue to help characterize the spectrum of
energetic electrons impacted by EMIC waves (cf. Hendry et al.,
2016). Nonetheless, the unexpectedly low (~100 s keV) energy of
electrons precipitated by EMIC wave interactions may be
explained by a non-resonant scattering mechanism (Chen
et al., 2016), when the electrons below the cyclotron resonant
energy are also subject to effective scattering due to spatial
structure of the EMIC wave packet. Another potential
mechanism proposed by Denton et al, 2019 is the resonant
interaction of electrons with low amplitude short-wavelength
EMIC waves in the H" band (with frequency above the He"
gyrofrequency), though it is unclear how often magnetospheric
conditions allow for the generation of such waves. Observations
of two components of electric field and three components of
magnetic field have been applied to estimate wavenumber of
EMIC waves and statistical analysis showed that H" band waves
carry shorter wavenumber than He" band waves, suggesting that
H" band waves are more likely to resonantly interact with MeV
electrons and below (Chen et al., 2019a). Recent magnetospheric
studies have observed evidence of EMIC wave scattering within
the trapped MeV electron population near the magnetic equator,
showing bite-outs at low pitch angles as well as local minima in
phase space density profiles concurrent with EMIC wave activity
(e.g. Bingley et al,, 2019; Usanova et al., 2014; Shprits et al., 2017;
Blum et al., 2020). Furthermore, nonlinear electron scattering due
to EMIC waves manifested in fine-scale pitch angle distribution
variation in association with EMIC waves (Zhu et al., 2020). The
electron pitch angle distribution showed a reverse slope with a
secondary flux peak near the loss cone at times when intense
EMIC waves were present, which may be explained by
competition of nonlinear phase bunching that transports
electrons from low pitch angle to moderate pitch angle (Albert
and Bortnik, 2009), nonlinear loss cone reflection (Su et al., 2012;
Chen et al., 2016) that prevent electron scattering into the center
of loss cone (e.g., zero pitch angle), and diffusive transport. These
collective studies show that the frequency distribution of EMIC
waves, as well as cold and warm ion populations, play major roles
in determining the effectiveness of these waves in scattering and
precipitation loss of energetic electrons to the atmosphere, and
pitch-angle and energy-resolved measurements of energetic
electrons both near the equator as well as at LEO can help
confirm theoretical EMIC wave impacts on radiation belt
populations. The future measurements important for
characterizing the magnetospheric plasma, EMIC waves, and
distribution of trapped electrons impacted by the waves are
summarized in Table 1.

Although many studies discuss the interactions of EMIC waves
with radiation belt electrons, the waves are also believed to have major
effects on energetic protons in the ring current or plasma sheet,
leading to their precipitation to the ionosphere where the precipitated
protons may cause significant impacts to ionospheric
electrodynamics. Frey et al, 2004 investigated subauroral morning
proton spots (SAMPS) that were thought to be evidence of localized
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but intense interactions of EMIC waves with ring current protons in
association with plasmaspheric refilling after geomagnetic storms.
Fuselier et al., 2004 and Spasojevic and Fuselier (2009) also explored
sub-auroral proton precipitation through use of IMAGE FUV images
and their association with plasmaspheric plumes in the afternoon
sector. Yahnin et al, 2007 showed conjugate ground-based
observations with low altitude proton measurements to confirm
the role of EMIC waves as the mechanism leading to these
subauroral proton spots. Such precipitation images can help map
out spatial and temporal evolution of EMIC wave active regions. In
addition to localized interactions, modeling studies investigated
cyclotron resonant interactions of EMIC waves with central
plasma sheet protons (Cao et al., 2016) to indicate protons in this
magnetosphere region can be efficiently scattered by EMIC waves.
Model-data investigations of proton field-line curvature (FLC)
scattering were unable to reproduce measurements of enhanced
proton precipitating flux at low altitude and suggested that proton
scattering by EMIC waves should be considered (Chen et al., 2019b).
Additional modeling work investigating the combined effects of FLC
and EMIC wave scattering showed that protons scattered by EMIC
waves significantly impact ionospheric electrodynamics at afternoon
to dusk MLTs comparable to the electron precipitation dominant
between pre-midnight to morning MLTs (Zhu et al., 2021). The LEO
satellites that provided the measurements of proton precipitating flux
for the above studies could be improved by expanding the energy
range and spectral resolution of instrumentation. In addition, orbital
coverage and networking with existing missions could enable
continued studies of the asymmetric input of energetic particle
flux into the ionosphere that requires resolving temporospatial
processes. These future efforts will enable us to understand the
quantitative effects of magnetospheric EMIC waves on the
coupled magnetosphere-ionosphere system and how those effects
change as functions of solar or geomagnetic activity and
magnetosphere-ionosphere regions.

DISCUSSION AND FUTURE
OPPORTUNITIES

A variety of recent missions have provided opportunities to
launch scientific instrumentation and apply them to
investigations of EMIC  waves throughout Earth’s
magnetosphere. An ideal measurement suite for investigating
EMIC waves has been summarized in Table 1, along with
challenges for future instrumentation. In addition to
developments to necessary instrumentation, future space
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The technique to estimate the mass density in the magnetosphere using the physical properties of
observed magnetohydrodynamic waves is known as magnetoseismology. This technique is
important in magnetospheric research given the difficulty of determining the density using particle
experiments. This paper presents a review of magnetoseismic studies based on satelite
observations of standing Alfvén waves. The data sources for the studies include AMPTE/CCE,
CRRES, GOES, Geotall, THEMIS, Van Allen Probes, and Arase. We describe data analysis and
density modeling techniques, major results, and remaining issues in magnetoseismic research.

Keywords: magnetosphere, mass denisty, toroidal Alfvén waves, spacecraft observations, data analysis techniques,
modeling techniques

1 INTRODUCTION

Mass density (denoted p) is a fundamental quantity of the magnetospheric plasma. The density
controls the properties of various ion-scale plasma waves and the time scale of global magnetospheric
processes. The density is also a key quantity in studying the ionospheric response to the solar activity
and the coupling between the magnetosphere and the ionosphere. Despite the importance of p, its
determination from particle data is difficult because no particle detector is capable of covering the full
range of energies, pitch angles, and ion composition, which is necessary to obtain the density through
moment calculation. This makes indirect techniques very valuable.

The idea of using ultralow-frequency (ULF) waves as a tool to estimate p, now known as
magnetoseismology, was presented as early as the late 1950s (Obayashi and Jacobs, 1958) based on the
magnetohydrodynamic (MHD) theory of magnetospheric ULF waves (Dungey, 1954). Both the shear mode
(Alfvén waves) and compressional mode (fast magnetosonic waves) have been used in magnetoseismology.
This paper describes Alfvén wave techniques, termed normal mode magnetoseismology (Chi and Russell,
2005). The publication of the cross-phase technique to determine the frequency of standing Alfvén waves
(field line resonances, FLRs) (Waters et al., 1991) led to numerous magnetoseismic studies using ground
magnetometer data. We will focus on data analysis and modeling techniques for spacecraft data. Readers are
referred to Menk and Waters (2013) and Del Corpo et al. (2020) for results based on ground observations
and to Denton (2006) for early results based on spacecraft observations.

The remainder of this paper is as follows. Section 2 presents the theoretical background and
modeling approach. Section 3 presents data analysis results. Section 4 presents discussion, and
section 5 presents the conclusions.

2 BASIC TECHNIQUES
2.1 The Concept

Techniques to infer mass density structures are well established in terrestrial and solar seismology. Our
idea is to use similar techniques to infer the mass distribution in the terrestrial magnetosphere. The basic
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Magnetoseismology Using Spacecraft Data

FIGURE 1 | String analogy of standing Alfvén waves. The blue curves represent the field line, and the size of the filled red circles represents the mass density value.
The string is tied at the northern and southern ends corresponding to the ionospheric footpoints of the field line. (A) Structure of the fundamental (left) and second
harmonic (right) modes for the case of a uniform mass density distribution along the field line. The node or antinode is located at the equator (horizontal dashed line). The
mode frequencies are denoted 1 and f,,. (B) Same as (A) but for a mass density distribution that is peaked at the equator. The mode frequencies are denoted f4

A Uniform mass distribution
f=fa1 f="fa2
North
Equator  ---@--ieeeeeeees oo
South
and fipo.

B Nonuniform mass distribution

f=fp1 f=fpe

principle of magnetoseismology is that p is related to the frequency
and mode structure of standing Alfvén waves. Figure 1 illustrates this
relationship using a string model of magnetic field lines. The
frequency of vibrations of the string (blue curves) is determined by
the tension (restoring force) of the string and the mass (filled red
circles) attached to the string. The discrete mass distribution is only for
illustrative purposes. In reality, the mass is distributed continuously.

Figure 1A illustrates the fundamental and second harmonic
modes for the case of a uniform mass distribution along the field
line. The mode structure is a sine function for either harmonic,
and the frequencies are related as f,, = 2f,;. The time-of-flight
calculation described below gives exact solutions of the mode
frequency and structure for all harmonics.

Figure 1B illustrates the case of a nonuniform mass density
distribution with a peak at the equator. In this case, the mode
structure of the fundamental mode is not a sine function, and the
frequency of the fundamental mode (f;,;) is lower than f,;. However,
the equatorial mass density does not affect the mode structure or
the frequency of the second harmonic because the string
displacement is zero (node) at the equator. As a consequence,
the mode of the second harmonic is a sine function, the same as in
Figure 1A. The mass density effects on the wave properties occur
for higher harmonics also. This means that we can infer the mass
density distribution from the frequencies and mode structures
determined using spacecraft data.

2.2 Wave Equation
To advance the concept illustrated in Figure 1 to
magnetoseismology of the real magnetosphere, we obtain the
relationship between the waves and p using the cold plasma MHD
wave equation (e.g., Radoski and Carovillano, 1966)

0°SE

W=VA><VA><(V><V><8E), (1)
where 8E is the wave electric field and V4 is the Alfvén velocity,
which depends on the magnetic field B and p as V4 = B(uop) s o
is the permeability of free space. A justification for using the cold

plasma equation is found in the appendix of Singer et al. (1981).
When perfect wave reflection is imposed at the ionosphere,
the equation for a dipole magnetosphere yields two purely
transverse standing Alfvén wave solutions, which are known
as the axisymmetric toroidal mode (Radoski and Carovillano,
1966) and the guided poloidal mode (Radoski, 1967).
Magnetic field perturbation and fluid motion are in the
azimuthal direction for the toroidal mode and in the
meridional plane for the poloidal mode. The toroidal
(poloidal) mode corresponds to the limit of m = 0 (|m| = 00),
where m is the azimuthal wave number (<0 for westward
propagation). The polarization state is relevant to
magnetoseismology because the wave frequency depends on it.
In the dipole field, the fundamental toroidal frequency (fr;) is
1.4 times the fundamental poloidal frequency (fp;) if p is constant
along the field line (Cummings et al., 1969). This translates to a
factor of ~2 difference in p (see Eq. 4). The idealized wave modes
explain many observable features of standing Alfvén waves in the
magnetosphere, both waves with toroidally (azimuthally)
oscillating magnetic perturbations excited by large-scale solar
wind disturbances and waves with poloidally (radially) oscillating
magnetic perturbations excited by internal instabilities.
Spacecraft detect toroidal waves routinely, and magnetoseismic
studies usually rely on these waves.

Poloidal waves are detected also, but these waves have not been
used much in magnetoseismology. Considering the fact that
poloidal waves are not detected by ground magnetometers
because of the ionospheric screening of high-m waves (Hughes
and Southwood, 1976) and also the fact that the waves exhibit a
different local time occurrence distribution than toroidal waves
(Arthur and McPherron, 1981), poloidal waves could be a
valuable resource in future magnetoseismic studies. Poloidal
waves have the advantage of being excited nearly exclusively at
the second harmonic (Cummings et al.,, 1969; Takahashi and
McPherron, 1984; Anderson et al., 1990; Liu et al., 2013),
reducing the uncertainty in harmonic mode identification. But
a disadvantage to using poloidal waves is that the wave frequency
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depends on the radial pressure gradient, which is not always well
determined (Denton, 2003, and references therein).

The magnetospheric magnetic field significantly differs from
the dipole field at large distances or during geomagnetically
disturbed periods, making it difficult to exactly solve Eq. 1.
Fortunately, MHD-scale disturbances quickly settle to toroidal
eigenmode oscillations (Allan et al., 1986; Lee and Lysak, 1989)
through the FLR process (e.g., Chen and Hasegawa, 1974), and we
can treat each field line to be an independent oscillator in the
context of magnetoseismology. For example, we can use the time-
of-flight approximation for the fundamental frequency f; on a
field line (Warner and Orr, 1979; Wild et al., 2005)

Nds\
i=(=[%) @

where s is distance along the field line and the integral is taken
between the southern (S) and northern (N) ionospheric
footpoints. In this approximation, there is no distinction
between toroidal and poloidal frequencies, the frequency of
the nth harmonic (f,) is equal to nf;, and the f, value is
higher than that obtained by more accurate methods
(Takahashi and McPherron, 1984). More accurate eigenmode
solutions are obtained by numerically solving the equation

2
pop TS g v vEml, O
2K

where §; is the field line displacement associated with the wave
and h; is the scale factor vector of the background magnetic field
B, with the suffix i indicating the direction within the plane
perpendicular to B (Singer et al., 1981). To solve this equation for
a general magnetic field geometry, one selects two adjacent model
magnetic field lines to specify the direction (polarization axis) of
magnetic field perturbation. This flexibility is valuable in
consideration of theoretical studies (Lee et al., 2000; Wright
and Elsden, 2016) indicating that the polarization axis of
toroidal waves is not tangential to the magnetic field L shells
when the p distribution is not axisymmetric. The two field lines
are best chosen at the magnetic equator, where the properties
have the strongest effect on the wave frequency. A somewhat
more self-consistent approach would be to use the equations of
Rankin et al. (2006), who solve for the coupled toroidal and
poloidal waves.

A practical procedure to estimate the mass density (denoted
Pest) from the observed wave frequency fups is as follows. In the
first step, we obtain the reference eigenfrequency f, by solving
the wave equation for a reference mass density p.r (e.g., 1 amu
cm™?) at a reference point (e.g., magnetic equator) after choosing
models for the magnetic field and mass density variation along
the field line. In the second step, we obtain p.; using the
relationship

Pest = Pref (_ﬁef/fobs)2~ (4)

The mass density values at other locations along the field
line are obtained using the model field line mass distribution
function.

Magnetoseismology Using Spacecraft Data

2.3 Magnetic Field and Mass Density Field

Line Distribution Models

The quality of the models for the magnetic field and field line
mass density distribution determines the accuracy of p.g. For the
magnetic field, several models are available (e.g., Tsyganenko,
1989; Tsyganenko and Sitnov, 2005; Sitnov et al., 2008), and it is
even possible to use magnetic fields obtained by global MHD
simulation (e.g., Claudepierre et al., 2010). We can choose the
best field model by comparing model fields with the field that is
observed by the same satellite used for wave observation. This is
an advantage of using spacecraft data instead of ground
magnetometer data. An even greater advantage relates to
determination of the equatorial location of the field line, and
hence the L shell and magnetic local time (MLT). That is much
less of a problem for spacecraft data, especially for spacecraft with
near-equatorial orbits. For field lines mapping from the ground to
geostationary orbit (L ~ 7) or beyond, inaccuracies in mapping
can be severe, where L is the magnetic shell parameter.

As for the mass density field line distribution model, we
cannot impose many constraining conditions because we have
a small number of observable eigenmodes, unlike in terrestrial or
solar magnetoseismology. Therefore, we adopt models with a
small number of free parameters. The most frequently used mass
density model has only two free parameters (peq and a)

P = Peg (LRE/T)", (5)

where p. is the equatorial mass density, Ry is the Earth’s radius, r
is geocentric distance to the field line, and the power law index «
specifies how p varies along the field line (Radoski and
Carovillano, 1966; Cummings et al., 1969). We can add more
flexibility to the model density by using polynomial expansion in
terms of a parameter related to s (Denton et al, 2001, 2004;
Takahashi and Denton, 2007). In the Takahashi and Denton
(2007) study, the parameter is defined to be

T:jﬁm, ©)

where B is the magnitude of the magnetic field. The mass density
model is expressed as

log,,p = T+ ot + 67t (7)

Only even terms appear in this equation because of the
assumption that the mass density distribution is symmetric
about the equator. Although this model has only three free
parameters, it is capable of modeling an equatorial
enhancement of mass density in a way that the power-law
model (Eq. 5) cannot.

3 DATA ANALYSIS RESULTS
3.1 Spacecraft and Data

Any magnetospheric spacecraft carrying science experiments is a
good data source for magnetoseismology. Three types of
spacecraft data have been used. They are E and B fields and
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FIGURE 2 | Examples of orbital dynamic spectra showing toroidal waves. (A) Selected THEMIS-D and RBSP-B orbits. Orbits of GOES and AMPTE/CCE are
included as a reference. (B) Coordinate systems for spacecraft positions and the observable vector quantities used in data analysis (C,D) Cross-power spectra and
cross-phase spectra of the £, and B, components measured by RBSP-B (after Takahashi and Denton, 2021). (E) Dynamic spectra of the V,, component measured by
THEMIS-D (after Takahashi et al., 2016).

the plasma bulk velocity (V). Convective anisotropy of energetic
particles can be used as a proxy to V (Takahashi et al., 2002).
Figure 2 shows examples of toroidal waves detected by two
representative magnetospheric  spacecraft with low orbital
inclination: Van Allen Probes (Radiation Belt Storm Probes,
RBSP)-B and Time History of Events and Macroscale
Interactions during Substorms (THEMIS)-D. Figure 2A shows
the equatorial projection of the selected orbits of these spacecraft
in solar magnetic (SM) coordinates. RBSP-B, with apogee at ~6 R,
covers the inner magnetosphere. THEMIS-D, with apogee at ~12 Ry,
covers the outer magnetosphere. Figure 2B shows the coordinate
systems used for spacecraft position and measured vector quantities.

Figures 2C,D were generated from the toroidal components,
0E, and 6B, measured by RBSP-B on the orbit shown in
Figure 2A. The cross-power spectra (Figure 2C) show several
toroidal harmonics, the most obvious being the fundamental
(T1), second (T2), and third (T3) harmonics. The cross-phase
spectra (Figure 2D), displayed only when the §E,-0B,, coherence
is higher than 0.5, also show several bands corresponding to the
band structure in the cross-power spectra. The cross-phase
spectra are the key to identifying the harmonic modes when
many harmonics coexist or when the spectral intensity changes
with time (Takahashi and Denton, 2021).

Figure 2E was generated from the 6V, component measured
by THEMIS-D on the orbit shown in Figure 2A. For an
equatorially orbiting spacecraft, the velocity is a sensitive
indicator of odd mode waves, which have antinodes at or near
the equator. The velocity often is the best quantity for toroidal
wave analysis when the electric fields measured on the same
spacecraft are contaminated by spacecraft wake or charging. In
this example, a strong T1 spectral line is visible. A caveat with the
velocity data is that the §V spectral intensity diminishes at L < 7,
where the §V is weak because of strong background B.

Included in Figure 2A are the orbit of geostationary satellites
(e.g., Geostationary Operational Environmental Satellite, GOES)
and an orbit of Active Magnetospheric Particle Tracer Explorers
(AMPTE)/Charge Composition Explorer (CCE). The GOES
satellites provide continuous B field data (not shown) at L ~
7. Harmonic mode identification is relatively easy with the GOES
data because the magnetic latitude (MLAT) of the spacecraft does
not change. Denton et al. (2016) used 12 years of data from
multiple GOES satellites to develop a number of models of
varying complexity for p at geostationary orbit. The most
complicated models could determine p within a factor of 1.6,
accounting for about two-thirds of the variance. Some GOES
spacecraft carry detectors for energetic (>80keV) protons
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(Rodriguez, 2014), and data from the detectors can be used to
determine the frequency of oscillatory convective anisotropy
induced by standing Alfvén waves (e.g., Takahashi et al,
2002). This capability remains to be utilized.

CCE had an orbital configuration intermediate between
THEMIS and RBSP and was operational between 1984 and
1989. Min et al. (2013) used magnetometer data from this
spacecraft to construct mass density models covering L = 4-9
and MLT = 0300-1900. The study also determined toroidal wave
frequencies using GOES magnetometer data and found the
frequencies to be consistent with those at CCE for L ~ 7.

Magnetoseismology works when the driver fast mode waves
for exciting toroidal waves have a wide spectral band to excite
multiharmonic toroidal waves over a wide range of L. If the fast
mode waves have a narrow spectrum, toroidal waves will be
excited in a narrow L range and we will not be able to determine
the L profile of p. Monochromatic fast mode waves such as wave
guide modes could be excited in the magnetosphere and could
produce ground magnetic pulsations with L-independent
frequencies (Marin et al., 2014) while exciting magnetospheric
toroidal waves on an isolated L shell. However, as Figure 2
indicates, toroidal waves (especially the dayside
magnetosphere) are usually excited over a wide frequency
range in response to broadband fast mode waves generated
either by dynamic pressure variations intrinsic to the solar
wind (Sarris et al, 2010) or by compressional ULF waves
generated in the ion foreshock (Takahashi et al, 1984). We
believe that broadband fast mode waves are always present in
the magnetosphere in addition to possible waveguide modes.

in

3.2 Field Line Mass Density Distribution

A number of studies used toroidal wave frequencies (fr,,, n being
the harmonic mode number) to find an optimal value of the «
parameter appearing in Eq. 5. These studies found « values in the
range 0-2, which is closer to & = 0-1 for the electron diffusive
equilibrium expected in the plasmasphere rather than a
collisionless ~distribution (@ = 3-4) expected the
plasmatrough (Angerami and Carpenter, 1966; Takahashi
et al., 2004). For example, Takahashi et al. (2004) obtained «
~ 0.5 by a statistical analysis of the fr,,/f, ratio of toroidal waves
detected by the Combined Release and Radiation Effects Satellite
(CRRES) spacecraft at L = 4-6 in the postnoon sector. Takahashi
et al. (2015a) obtained @ ~ 0 from a detailed analysis of
multiharmonic toroidal waves (n = 1-11) detected by the
RBSP spacecraft during a plasmaspheric pass in the dawn
sector. A statistical analysis of the fr,/fr; ratios at RBSP in the
noon sector (Takahashi and Denton, 2021) found « ~ 2 at L = 4-6
in both the plasmasphere and the plasmatrough. Note that the «
value does not need be the same between the electron density (r.)
and p because multiple ion species with different masses and
charge states, which in general have different pitch angle
distributions, contribute to the latter.

In magnetoseismology, multiharmonic toroidal waves are
interpreted to be superposition of independent linear waves. If
the waveform is nonlinearly distorted, it will lead to regularly
spaced spectral peaks and will affect « estimation. It is known that
nonlinearly distorted poloidal waves produce regularly spaced

in

Magnetoseismology Using Spacecraft Data

spectral peaks (Higuchi et al., 1986; Takahashi et al., 2011). It is
not clear whether similar distortion occurs during toroidal wave
events. However, statistically determined frequency spacing
between toroidal harmonics is not even, and we believe that
the distortion is rare. Note that the theoretical frequencies of
linear toroidal waves are evenly spaced in a dipole magnetosphere
if we set & = 6 in Eq. 5 (Cummings et al., 1969; Schulz, 1996). The
statistical results favoring a < 2 are an indication that nonlinear
distortion is negligible.

A statistical analysis of GOES magnetometer data (Takahashi
and Denton, 2007) determined the fr,/fr; ratios at geostationary
orbit (L ~ 7) for n = 1-5 as shown in Figures 3A,B. This analysis
indicated that the power-law model is only a rough
approximation and that the ratios change with MLT. This
finding led the authors to adopt the model given by Eq. 7.
The results (Figure 3C) indicate that the mass density is
peaked at the equator with the peak more pronounced at the
later local times. The cause of the peak remains to be determined.

A follow-up study (Denton et al., 2015) using the same data as
those of Denton et al. (2016) developed a model for the « index at
geostationary orbit,

M3Dmodel = 2.2 + 1.3 - cos (MLT - 15°) + 0.0026 - AE
- cos((MLT - 0.8) - 15°) + 2.1-107° - AE - Fy,,

—-0.010 - Fyq, (8)

where F - is the solar extreme ultraviolet (EUV) flux index, AE is
the auroral electrojet index, and MLT is in hours. Eq. 8 modeled
binned values of « within a standard deviation of 0.3.

A recent study used observationally determined MLAT of the
nodes of toroidal waves to select « values (Takahashi and Denton,
2021). The results shown in Figure 4 were obtained by a statistical
analysis of the MLAT dependence of the amplitude and the phase
of the §E, and 0B, components measured by RBSP over a 6-
month period during which the spacecraft were located on the
dayside. The panels in the top and middle rows show the results
for T3-T5 waves. The panels at the bottom indicate the
relationship between « and the node latitudes assuming a
dipole field, and the intersects of the vertical dashed lines
(observed node latitudes) and the theoretical curves give the «
values. This analysis indicated a ~ 1.7 (horizontal dashed line),
not far from a ~ 2 derived in the same study using the frequencies.

3.3 Average lon Mass
A useful variable in magnetoseismology is the average ion mass M
given by

M = p/n,, 9)

where p is derived from toroidal wave frequencies and #, is
sometimes available from examination of plasma wave spectra
observed at spacecraft such as CRRES (Anderson et al., 1992) and
RBSP (Kurth et al,, 2015). The magnetospheric plasma is mostly
composed of H", He", and O", which means that the mass density
is expressed as

p ~ Ay My + Ngger Mpger + Nor Mot (10)
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with the constraint of charge neutrality

(11

where n; and m; (i = H', He", or O") are the number density and
the mass of the ion species, respectively. Although we cannot
determine all of the three ion number densities from the two
variables p and #., we can use M to infer the ion composition. The
value of M should be between 1 amu (all-H" plasma) and 16 amu
(all-O" plasma). The nye/ny+ ratio being relatively stable
(Craven et al,, 1997; Krall et al., 2008), M is a good indicator
of the variability of ng:.

Figure 5 shows the statistical properties of M samples derived
using CRRES data for 1991 (solar maximum) and setting a = 0.5
(Takahashi et al., 2006). The occurrence distribution (Figure 5A)
is mostly confined within 1-16 amu as expected with a median
value of 3 amu. Because He* cannot raise M to >4 amu and H*
carries the highest number density in general, it is concluded that
there were substantial amounts of O". In addition, M differs
between the plasmasphere and the plasmatrough. Figure 5B
shows that M ~ 1.5 in the plasmasphere (1, > 100 cm™) and
M ~ 3amu in the plasmatrough (n, < 20 cm™). Geomagnetic
activity also controls M, as shown in Figure 5C, with higher

Ne ~ N+ + Nyget + No+,

values occurring when the ring current index Dst has larger
magnitudes. O" ions originate from the ionosphere, and the solar
EUV intensity (Fjo) controls the density, temperature, and scale
height of the O" ions that are transported to the magnetosphere.
A study that combined p determined using toroidal wave
frequencies and ions detected by particle experiments at
geosynchronous orbit (Denton et al., 2011) showed that while
p has maximum value at solar maximum, the electron density has
minimum value, so that the ng+/n. ratio varied between ~0.2 at
solar maximum and ~ 2 x 107 at solar minimum.

This ng+ variability leads to a solar cycle variation of p, as
demonstrated in the statistical result (Takahashi et al., 2010) shown
in Figure 6. There is a high degree of anticorrelation between Fig;
and the T3 wave frequency (fr3) at GOES, which means a positive
correlation between Fq, (solar flux units, 1072 ™2 Hz ') and P
(amu cm™) expressed as,

log p = 0.421 + 0.00390F}, ;. (12)

This equation indicates a factor of ~4 variation of p over a solar
cycle. Note that the GOES measurements were made at L ~ 7 and
the p samples were taken from the 0600-1200 MLT sector, which
means that the spacecraft was mostly in the plasmatrough. A
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similar study using Geotail data (Takahashi et al., 2014)
found that p at L ~ 11 in the 0400-0800 MLT sector varied
by a smaller factor of ~2 over a solar cycle. This difference could
be accounted for by the L localization of an O"-rich region, as
described next.

3.4 L Dependence of lon Composition

Spatial localization of heavy ion concentration is one of the
important magnetospheric phenomena that
magnetoseismology can uniquely address. We show two
examples. The first example (Figure 7) is taken from
Takahashi (2008) and shows the L profile of
magnetoseismic variables for a drainage plume crossing by the
CRRES spacecraft. Although the . profile (Figure 7B) clearly
indicates the distinction between the plasmatrough and the
drainage plume, there is no change in fr; (Figure 7A) at the
trough-plume boundary. This difference is explained by a higher
heavy ion concentration in the plasmatrough, which is evident in
the L profiles of M (Figure 7C) and ng+/n. (Figure 7D).

et al

Figure 7E shows that O" ions account for the majority of the
mass density in the plasmatrough.

The second example (Nosé et al., 2015) is shown in Figure 8.
Figure 8A shows that M is elevated as high as 8 amu over an L
distance ~1 just outside the electron plasmapause located at L ~ 3.
Another study, which combined observations of Arase and RBSP
(Nosé et al., 2020), demonstrated that O™ enhancement is limited
in local time as well.

The lower two panels of Figure 8 are included to show the
difficulty in determining p using particle data. Figure 8B shows
ion number densities calculated using data from the RBSP
Helium, Oxygen, Proton, and Electron (HOPE) mass
spectrometer (Funsten et al, 2013) in the energy range
30 eV—1keV. Although HOPE has a lower energy limit at
1eV, energies lower than 30eV were excluded to avoid
spacecraft charging effects. The HOPE-derived densities
(<1 em™) are well below n, (>50 cm™>) determined from the
plasma wave spectra, meaning that the bulk of the mass density is
carried by ions with energies lower than 30 eV. Figure 8C shows
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that there is no indication of heavy ion enhancement in the
HOPE data at the location where M is elevated. This example
demonstrates that magnetoseismology captures low-energy ions
that contribute to the mass density but are not measured by
particle instruments.

Magnetoseismology Using Spacecraft Data

3.5 lon Measurements During Flow Events
An exception to the limitation of particle experiments occurs
when the cold ion population is embedded in a fast bulk flow so
that the population can be detected by particle instruments with
the lower energy cutoff well above the thermal energy of the cold
ions. Such flow events occur during Pc5 wave events in the outer
magnetosphere (Chen, 2004; Hirahara et al, 2004; Lee and
Angelopoulos, 2014) and provide opportunities to validate
results from magnetoseismology.

Figure 9 shows a comparison of the ion mass density derived
from ion flux measurements during a Pc5 wave event reported by
Hirahara et al. (2004) and the p value estimated from the
frequency of the wave (Takahashi et al, 2014). A 12-s
snapshot of the ion phase space density (Figure 9B) exhibits
three peaks at negative velocities. These peaks are attributed to the
cold O, He", and, H" ions that are convected at the same 6E x B
velocity. The velocity (>100 km/s peak to peak, Figure 9A) is
higher than the background plasma convection velocity. The
peaks are separated because the ion instrument (an electrostatic
analyzer) does not distinguish ion species and the velocity is
calculated assuming all detected ions are protons. By assigning a
correct mass value to the ions contributing to each peak, it is
possible to obtain the number density and mass density for each
ion at each instrument duty cycle, as shown in Figure 9C. The
mass density summed over the three ion species is 3.9 amu cm ™
when averaged over the time interval shown in Figure 9C. This is
close to the value 3.1 amu cm ™ that is obtained from the toroidal
Pc5 wave frequency. This comparison could be extended to a
statistical study using many flow events detected by Geotail (e.g.,
Hirahara et al., 2004) and THEMIS (e.g., Lee and Angelopoulos,
2014).

3.6 Global Models

A major goal of magnetoseismology is to develop a global model
of p. Ideally, the model will reach a degree of maturity similar to
that of existing models of the magnetic field (e.g., Sitnov et al,,
2008), the electron density (e.g., Carpenter and Anderson, 1992;
O’Brien and Moldwin, 2003; Archer et al., 2015; Liu et al., 2015),
the He" density (e.g., Gallagher et al., 2021), and the density of
low energy (but excluding cold) ions (e.g., Kistler and Mouikis,
2016). Magnetoseismic studies using ground magnetometer data
have made significant progress in this regard. For example, Del
Corpo et al. (2020) generated a global equatorial p model covering
L = 2.3-8 and MLT = 0600-1800 using measurements by ~20
pairs of stations included in the European quasi-Meridional
Magnetometer Array (EMMA) magnetometer network.

By contrast, there is much room for improvement in
spacecraft data analysis. Spacecraft studies are invaluable
because they provide information on the configuration of the
background magnetic field and on #, (for derivation of M), as we
stated in sections 2.3 and 3.3. Although multiyear spacecraft
observations cover the entire dayside magnetosphere (see
Figure 2) as well as a large portion of the magnetotail,
statistical analysis of the data has been limited. Notable
exceptions are GOES (e.g., Takahashi et al., 2010) and Geotail
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(Takahashi et al., 2014) studies covering a solar cycle and an
AMPTE/CCE study covering ~4 years (Takahashi et al., 2002;
Min et al., 2013).

Figure 10 illustrates the potential of spacecraft data for the
global model. Figure 10A shows the rate of detection of
fundamental toroidal waves obtained in a study (Takahashi
et al., 2015b) that used ion bulk velocity but did not convert
the wave frequency to p. The waves are detected at a high rate on
the dayside from L = 6 to L = 12 (spacecraft apogee). The rate
becomes low on the nightside, but toroidal waves are still detected
there along with Pi2 pulsations, most often after substorm onsets
(Takahashi et al., 1988; Takahashi et al., 2018) and when ULF
waves generated in the ion foreshock penetrate deep into the
magnetosphere (Takahashi et al, 2020). The presence of
substorm-related toroidal waves is evident in Figure 10B as a
region of large §V amplitudes in the premidnight sector.

Figure 11 shows a magnetoseismic study using toroidal waves
detected by the Arase spacecraft in the midnight sector away from
the magnetic equator. The waves were detected after Pi2 onsets on
the ground. An RBSP spacecraft located near the magnetic
equator detected compressional oscillations, which can be
cavity mode oscillations. Because the AE index had moderate
values (<200 nT) during the wave event in this example, we
expect that nightside Pi2 waves and toroidal waves are commonly
excited and can be easily detected off the magnetic equator in
association with small substorms or other minor disturbances in
the magnetotail. Because it appears difficult to determine
nightside  toroidal ~wave  frequencies with  ground

magnetometers (Takahashi et al, 2020), we expect that a
model derived using spacecraft data will perform better on the
nightside than models derived using only ground data.

4 DISCUSSION

We discuss limitations, unresolved issues, and areas in need of
improvements in magnetoseismic studies.

4.1 lonospheric Boundary Condition

To relate observed fr,, to p, standing wave equations (e.g., Eq. 3)
are solved usually assuming perfect reflection, corresponding to
infinitely high height-integrated Pedersen conductivity Zp, at a
fixed ionospheric altitude. In reality, the ionosphere has a finite
thickness and the conductivity is finite. We discuss whether the
assumption is appropriate.

The assumption of a thin ionosphere is justified because the
thickness of the ionosphere (~300 km) is much shorter than the
hemispheric length (>15,000 km) of magnetic field lines at L >
2.5, where reliable measurements of wave frequency can be made
by spacecraft on low-inclination elliptical orbits (Takahashi and
Denton, 2021). On these field lines, the Alfvén wave velocity at the
ionospheric altitude is usually higher than near the equator,
making the Alfvén wave travel time through the ionosphere
much smaller than that through the region above the
ionosphere. This means that the details of wave propagation
through the ionosphere do not affect fr,, in any significant way.
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There are questions about the Zp. This conductivity, which
controls the damping rate of toroidal waves, depends on solar
illumination and particle precipitation from the magnetosphere,
both of which are a function of latitude and local time as well.
According to numerical studies of the Xp dependence of fr,, (e.g.,

Magnetoseismology Using Spacecraft Data

Newton et al., 1978), the frequency is very close to that of perfectly
reflected waves when Xp is higher than a critical value (denoted
Xpo) corresponding to impedance matching between the
ionosphere and the At locations where solar
illumination is low or zero, the conductivity may become
lower than Xp,, leading to strong damping of the waves or
transition of the waves to free-end modes with lower fr,
values (Newton et al., 1978). If one end of a field line is
anchored to the sunlit part of the ionosphere and the other is
anchored to the dark part, theory predicts that the usual half-
wave T1 modes turn to quarter-wave modes (Allan and Knox,
1979). Quarter-wave modes at L ~ 3 have been detected at the
dawn terminator by ground magnetometers (Obana et al., 2008).
If the quarter-wave and half-wave modes are not distinguished, it
will lead to a serious error in p. Investigation of the quarter-wave
modes in space remains to be done.

Yet nightside multiharmonic toroidal waves are readily
detected by spacecraft and exhibit properties consistent with
high ionospheric reflection even when observed within the
plasmasphere (Takahashi et al, 2020), where precipitation is
not expected to be high enough to maintain high Xp according
to empirical ionospheric density models (e.g., Wallis and
Budzinski, 1981). This poses an interesting question of what
elevates the ionospheric conductivity and whether high

waves.
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conductivity —occurs commonly to make nightside
magnetoseismology possible. One interesting possibility is that
ULF waves themselves enhance ionospheric conductivity through
modulation of electron precipitation (Jaynes et al., 2015). Wang
et al. (2020) reported strong modulation of the conductivity by
storm-time compressional Pc5 waves. Whether similar
precipitation modulations occur during less geomagnetically
active periods remains to be understood.

4.2 Challenges in Spacecraft Data Analysis
Magnetoseismology based on spacecraft data poses challenges
that are not encountered with ground magnetometer data. First,
wave frequency and amplitude seen from a moving spacecraft
change continuously even if the waves do not have intrinsic
temporal variations. The L dependence is particularly important.
For example, fr; within the plasmasphere decreases from

~20mHz at L ~ 2.5 to ~ 5mHz at L ~ 4 (Takahashi and
Anderson, 1992; Takahashi and Denton, 2021). As spacecraft
such as THEMIS and RBSP move rapidly in the radial direction in
the L < 4 region, it is necessary to choose a proper time window
for spectral analysis so that the spatial variation of the frequency
is resolved. The studies cited in this paper used data windows of a
fixed length, although Min et al. (2013) introduced a variable data
sampling rate to handle the spatial variation of fr,, at L > 4.
The inferred p is proportional to the inverse square of the
observed Alfvén frequency (Eq. 4), and we usually consider that
frequency to be the largest source of error. The uncertainty of the
frequency can be determined from the frequency spectrum
(Denton et al., 2001). Other sources of error are the magnetic
field at the spacecraft location and the field line dependence of the
magnetic field and mass density. In most cases, the magnetic field
at the spacecraft location is known. In the best case, the
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a model magnetopause. (A) Rate of detection. (B) Median amplitude.

measurement is near the magnetic equator, which is the region
that most greatly affects the Alfvén frequency. The field line
dependence of the magnetic field and mass density does have
some effect on the inferred value of the mass density, but that
effect is usually smaller than the uncertainty associated with the
frequency. If, on the other hand, the field line is mapped from
low-Earth orbit or the ground, or if the spacecraft is in the outer
magnetosphere (particularly at L greater than 8), there can be
significant uncertainties for the magnetic field and/or field line
mapping (Takahashi et al., 2006; Takahashi et al., 2010).

Another issue related to spacecraft motion is frequency shift.
The shift occurs because toroidal waves have a finite L width (FLR
width) within which the wave phase changes by 180°. In regions
where the wave frequency decreases with L (e.g., the
plasmasphere), the wave phase is delayed from lower L to
higher L. This spatial phase structure leads to frequency
downshift (upshift) at spacecraft moving to higher (lower) L
by an amount given by

YL
Af = e (13)

where vy is the equatorial L-crossing speed and ¢ is the equatorial
semiwidth of FLR (Vellante et al., 2004; Heilig et al., 2013). The
frequency shift is found to be significant (20-25 mHz for T1
waves at L < 2.4) when observations are compared between the
polar-orbiting Challenging Minisatellite Payload (CHAMP)
spacecraft and ground magnetometers (Heilig et al., 2013).

At equatorial-orbiting spacecraft, Af is smaller but may not be
negligible. As an example, we evaluate Af at RBSP. For the
spacecraft, v, has a peak value of ~ 5km/s at L = 1.5,

decreases to ~3km/s at L = 3, and becomes zero at L ~ 6
(apogee). If we assume & = 200 km, which was the case for a
14 mHz toroidal wave at L ~ 5 (Takahashi et al., 2015a), we get
Af ~ 2mHz at L = 3. This frequency shift is ~ 10% of fr;
(~20mHz) at L = 3 (Takahashi and Anderson, 1992) and
translates to a p error of ~ 20% (see Eq. 4). This error can
explain why M derived from fr,, observed on outbound RBSP
passes is higher at L < 3 (large v;) than at L > 3 (small v;)
(Vellante et al., 2021). Evaluation of ¢ at various radial distances
and local times is necessary to improve our understanding of Af.

Finally, fully automated methods are lacking to determine fr,,
in space. As a result, only a small fraction of satellite data that are
potentially useful has been used in magnetoseismic studies. The
procedure is the easiest for T1 waves detected in the outer
magnetosphere using plasma bulk flow data (Takahashi et al,
2014; Takahashi et al.,2016). Regular oscillations in the azimuthal
component of the velocity are almost always associated with T1
waves, and not much manual work is required to distinguish
them from other waves. Processing magnetic field data from
geostationary orbits is also relatively easy with the spacecraft
staying at a fixed L leading to a stable appearance of the spectral
intensity of each harmonic. Processing data from elliptically
orbiting spacecraft is the most difficult because of the rapid
change of spacecraft radial distance, crossing of the nodes, and
the presence of waves other than toroidal waves.

It appears that at some stage we need to introduce a technique
such as neural network analysis to automate the interpretation of
the wave spectra. The main required capability of the technique is
to reject spectral peaks that do not result from toroidal waves. In
this regard, we note that the quality of E and B data from
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FIGURE 11 | Magnetoseismic analysis of toroidal waves detected by the Arase spacecraft in the midnight sector (after Takahashi et al., 2018). (A) Magnetic field
components in a magnetic-field-aligned coordinate system based on the T89¢ magnetic field model (Tsyganenko, 1989). Fundamental toroidal waves are visible in the
B, component. (B) High-pass-filtered ground magnetic field H component at San Juan. The dashed vertical lines indicate Pi2 onsets. (C) Frequency of the fundamental
toroidal waves. The color indicates the source field component. (D) Mass density derived from the wave frequency and the electron density determined from
plasma wave spectra. (E) Average ion mass. (F-H) Same quantities as in (C-E) but plotted as a function of the maximum geocentric distance to the model field line.

spacecraft depends on the mode of sensor operation, location and
attitude of the spacecraft, and the plasma environment (for E). In
addition, spacecraft spin and nutation of sensor booms introduce
noise lines at fixed frequencies but with varying amplitudes. Some
of the spectral peaks caused by these artifacts are predictable, but
they can overlap fr, as spacecraft move in L. Also, there are
unpredictable peaks that originate from ULF waves that are not
toroidal waves. An automated method to determine electron
density has been developed by applying a neural-network
algorithm to plasma wave spectrograms (Zhelavskaya et al,
2016), and we may design a similar algorithm for fr,,.

4.3 Modeling

Although significant progress has been made modeling the mass
density and field line dependence at geostationary orbit (e.g.,
Denton et al.,, 2015; Denton et al.,2016), further work needs to be
done to develop an accurate radially dependent model. Neural

network analysis might also be helpful here, as it has been for
modeling electron density (Chu et al., 2017).

Another need is for event-specific mass density field line
dependence. With the possible exception of the event studied
by Denton et al. (2009), which had a particularly accurate set of
frequencies, significant uncertainty in the observed Alfvén
frequencies has precluded an accurate determination of event-
specific field line dependence. So, most studies have been
statistical (e.g., Denton et al, 2006, Denton et al, 2015;
Takahashi and Denton, 2007). Perhaps the mode structure
technique described in subsection 3.2 will enable event-specific
determination of the field line dependence, but that is yet to
be shown.

Finally, we note that magnetoseismology belongs to a family of
techniques to probe the magnetospheric plasma structure without
using in situ particle measurements. Other techniques include
EUV imaging of the plasmasphere (Sandel et al., 2003), energetic
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neutral atom remote (ENA) sensing of energetic ions (Roelof et al.,
1985; Brandt et al., 2005), estimation of n, using whistler waves
(Carpenter and Smith, 1964; Park, 1974), spacecraft potential
(Pedersen et al, 1984; Archer et al, 2015), or plasma wave
spectra (upper hybrid resonance) (Mosier et al., 1973; Moldwin
et al, 2002; Thomas et al., 2021). These indirect techniques are
complementary to each other. For example, the global imaging
techniques are capable of taking snapshots of plasma structures,
which cannot be obtained using the magnetoseismic or #,
techniques unless we have a large number of measurement
points. The magnetoseismic and #, techniques provide the total
densities, whereas ENA images provide information on the density
of energetic ions (>10keV). Improvement of magnetoseismic
techniques and associated datasets is much desired to enhance
the synergy of different density-related techniques.

5 CONCLUSION

Toroidal waves detected by spacecraft are a valuable resource
from which the magnetospheric mass density (p) is estimated.
Some spacecraft also provide electron density (n,) data, and from
the average ion mass M (= p/n.), we can infer the ion composition
and the presence of heavy ions (i.e., O"). We reviewed progress
made mainly in the past decade. The basic techniques to identify
wave frequencies and convert them to the mass density are well
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The cold plasmaspheric plasma, the ring current and the radiation belts constitute three
important populations of the inner magnetosphere. The overlap region between these
populations gives rise to wave-particle interactions between different plasma species and
wave modes observed in the magnetosphere, in particular, electromagnetic ion cyclotron
(EMIC) waves. These waves can resonantly interact with multiple particle species, being an
important loss process for both ring current ions and radiation belt electrons, as well as a
cold plasma heating mechanism. This mini-review will focus on the interaction between
EMIC waves and cold and thermal plasma, specifically the role of EMIC waves in cold and
thermal electron and ion heating. It will discuss early theoretical results in conjunction with
numerical modelling and recent satellite observations, and address outstanding problems
and controversies in this field.

Keywords: EMIC waves, cold plasma, energy exchange, Landau heating, plasmasphere

INTRODUCTION

Electromagnetic ion cyclotron (EMIC) waves are transverse plasma waves generated in the equatorial
magnetosphere by ~10-100 keV ion distributions with temperature anisotropy (Tperp > Tpara» Where
perpendicular and parallel are defined with respect to the background magnetic field) (Cornwall,
1965). They are typically observed in space and on the ground in the Pc1-2 frequency range between
0.1-5 Hz, though can be observed even at higher frequencies deep in the inner magnetosphere
(Sakaguchi et al., 2013). Minor ion species, helium and oxygen, also present in a magnetospheric
plasma, produce forbidden band gaps for EMIC wave generation and propagation that split the wave
spectrum into multiple branches below the H', He", and O" gyrofrequencies (e.g., Fraser, 1985). For
each branch, the wave growth rate and cut-off frequencies are determined by a proton temperature
anisotropy, ion composition, and cold plasma density (e.g., Kozyra et al., 1984). Statistical surveys
from various satellite missions, covering the whole magnetosphere have reported EMIC wave
observations throughout all magnetic local times (MLTSs) and L-shells and examined their properties
and occurrence distributions depending on geomagnetic conditions and solar wind drivers
(Anderson et al, 1992; Denton et al, 2002; Fraser and Nguyen, 2001; Halford et al., 2010;
Usanova et al., 2012; Keika et al., 2013; Meredith et al., 2014; Allen et al., 2015; Saikin et al.,
2015; Wang et al,, 2015; Jun et al,, 2019; Grison et al., 2021).

Ions and electrons can resonantly interact with EMIC waves if the Doppler-shifted wave
frequency (in the frame of reference of the particle) is equal to an integral multiple of the
particle gyrofrequency: w — kjvy = nQ/y, n =0, £ 1, .. .where w is the wave frequency, k) is the
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FIGURE 1 | Energy exchange between magnetospheric plasma
populations via the intermediacy of EMIC waves.

parallel (to the background magnetic field, B) wave number, v is
the electron parallel velocity, Q = gB/m is the particle cyclotron

frequency, and y = 1/4/1 — (v/c)* is the relativistic correction.
Both the theory and the observations have shown that EMIC
wave growth leads to the isotropization of the initially unstable
proton distribution and consequent pitch-angle scattering and
loss of protons into the atmosphere (see, e.g., Cornwall, 1965;
Usanova et al., 2010; Seraas, et al., 2013; Yahnin et al., 2021). The
condition for this resonance is satisfied if protons move along the
field in the opposite direction to the waves. Interaction with
EMIC waves is also believed to be an important loss mechanism
for ~ hundreds keV-several MeV radiation belt electrons, which
can undergo cyclotron resonance with EMIC waves and
consequent pitch-angle scattering into the atmosphere through
the anomalous Doppler-shifted cyclotron resonance (Horne and
Thorne, 1998; Summers et al., 2007; Blum et al., 2015; Capannolo
et al., 2021). Since EMIC waves are predominantly left-hand
polarized, electrons must overtake the wave with a velocity
sufficient to Doppler shift the wave frequency to the
relativistic electron cyclotron, frequency reversing the relevant
sense of polarization from left-to right-handed. Cyclotron
resonance with energetic electrons and ions does not change
particle energy, only resulting in scattering (momentum
exchange) without energy coupling. EMIC waves can also
experience Landau resonance, w = kv, which is most
significant for highly-oblique EMIC waves due to the presence
of a parallel component of the wave electric field (Thorne and
Horne, 1992). Landau interactions usually lead to wave
attenuation and energy transfer to ~ eV-ten’s eV cold/thermal
electrons (Cornwall et al., 1971; Horne and Thorne, 1998; Wang
et al., 2019) and ~keV ions (e.g., Omura et al., 1985; Kitamura
et al, 2018) and also contribute to scattering of relativistic
electrons (Wang et al, 2016; Fu et al, 2018). Finally, EMIC
waves can undergo bounce resonance interactions with energetic
electrons causing particle scattering (Cao et al., 2017; Blum et al.,
2019). These resonant interactions take place when the electron
bounce period (or integer number of such periods) matches the
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wave period (Schulz and Lanzerotti, 1974; Shprits, 2009). As a
result, EMIC waves act as an intermediary that couples energy
and momentum between the cold/thermal, the hot and the
relativistic plasma, as schematically shown in Figure 1.

The focus of this mini-review is the energy transfer between
EMIC waves and cold and warm plasma populations and the role
of EMIC waves in electron and ion heating. For other aspects of
EMIC wave generation and the role of cold plasma in EMIC
wave-particle interactions please refer to the following recently
published relevant reviews. The effects of cold plasma density on
EMIC wave growth and its role in energetic particle precipitation
is highlighted in Usanova and Mann (2016) and Blum and
Breneman (2020). The role of the plasmapause and cold
plasma gradients for wave growth and ducting is discussed in
Usanova et al. (2016); the review also examined wave
characteristics in the source region, and considers the effect of
plasma composition on the wave spectrum and propagation to
the ground. The contribution of ionospheric ions in wave
generation, propagation, and interaction with particles and the
importance of cold ion composition measurements for new
satellite missions to improve understanding of EMIC waves is
addressed in Lee et al. (2021). The general questions of energy
coupling between EMIC waves and cold plasma are outlined in
Delzanno et al. (2021).

STABLE AURORAL ARCS AND LANDAU
RESONANT HEATING OF THERMAL
ELECTRONS

Stable auroral red (SAR) arcs are optical emission at
predominately 630nm observed in the mid-latitude
ionosphere during periods of increased magnetic activity
(Roach and Roach, 1963; Cornwall et al., 1971; Inaba et al,
2020). The red line corresponds to the excitation of atomic
oxygen at ~400 km altitudes. Despite more than 50 years of
research, the generation mechanism for SARs is still controversial
and may be caused by the three possible processes: Coulomb
collisions of plasmaspheric electrons with ring current ions
(Cole, 1965; Kozyra et al., 1987; Fok et al, 1993; Inaba et al,
2020); heating the plasmaspheric electrons via Landau resonance
with EMIC waves (Cornwall et al., 1971; Thorne and Horne,
1992; Zhou et al, 2013) and acceleration of plasmaspheric
electrons into the ionosphere by kinetic Alfvén waves
(Hasegawa and Mima, 1978).

Investigation of the role of EMIC waves in SAR arcs
generation stared with an early theoretical work by Cornwall
etal. (1971) who proposed the following model. It involves energy
transport between anisotropic ring current protons that serve as
a source of free energy and excite EMIC waves inside the
plasmapause and precipitate while the cyclotron waves are
absorbed by plasmaspheric (1-10 eV) electrons. This increases
the electron temperature in the direction parallel to the ambient
field and leads directly to heat conduction into the ionosphere
and drives SARs. The associated proton Coulomb dissipation
warms plasmaspheric electrons to temperatures at which electron
Landau damping becomes efficient and more prominent than
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Coulomb scattering. The model predicts that SAR arcs are
generated in a narrow region just inside the plasmapause (at
L-shells from 2 to 4) that corresponds to their observed latitudinal
extent in the ionosphere of several hundred kilometers. However,
a later observational study by Kozyra et al. (1987) showed that the
energetic, <20keV O" ring current species can play a more
important role than H' in the Coulomb scattering and can be
responsible for heating of plasmaspheric electrons and SAR
formation. Motivated by Kozyra et al. (1987), Thorne and
(1992) performed a wave ray tracing in a
multicomponent plasma and confirmed that EMIC waves can
play an important role in both the energy transfer to
plasmaspheric electrons and the subsequent downward heat
conduction to SAR arc altitudes. They demonstrated that
EMIC waves can experience enhanced path integrated
amplification along the steep plasmapause density gradient.
Subsequently, when the wave propagation vector becomes
highly oblique, absorption occurs during Landau resonance
with thermal plasmaspheric electrons which requires an
electron temperature above 1eV. Coulomb scattering by
energetic O" was suggested to act as the primer to heat
plasmaspheric electrons for efficient ion-cyclotron wave
absorption.

Further, Erlandson et al. (1993) presented simultaneous
observations of EMIC waves and subauroral electron
temperature enhancements on the polar orbiting DE-2 satellite
and confirmed that EMIC waves were responsible for Landau
heating the low energy electrons which precipitate to the
ionosphere  and  produce  ionospheric  temperature
enhancements. However, their observations could not pinpoint
the heating region location and whether the electrons were heated
at the ionospheric altitudes or near the equator. Zhou et al. (2013)
observed EMIC waves generated by anisotropic 10-25keV
protons together with electron heating in the equatorial
magnetosphere on THEMIS satellites. The observations were
combined with calculations of the wave Landau damping rates
due to the cold electron gyroresonance with EMIC waves. This
work corroborated the original idea of Cornwall et al. (1971) as
well as supported the possibility of equatorial electron heating by
obliquely propagating EMIC waves.

Recently, Inaba et al. (2020) reported conjugate measurements
of a SAR arc observed by an all-sky imager in Finland and the
Arase satellite. The Arase observation shows that the SAR arc
appeared in the overlap region between a plasmaspheric plume
and the ring-current ions and that electromagnetic ion cyclotron
waves and kinetic Alfven waves were not observed above the SAR
arc. These observations suggest that the heating of plasmaspheric
electrons via Coulomb collision with ring-current ions is the most
plausible mechanism for the SAR-arc generation. There was still a
possibility that due to the measurements at ~30 degrees off the
equator the waves might have reflected above the satellite location
along the magnetic field line and therefore were not observed.
However, this work strongly implies that the SAR generation
mechanism is controversial and warrants further investigation.

The relationship between EMIC waves and electron heating in
plasmaspheric plumes was investigated by Yuan et al. (2014).
Using in situ Cluster observations, they found that the electron

Horne
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heating was much stronger for field-aligned electrons, consistent
with Landau damping predictions. Further, using theoretical
calculations of the Landau resonant interaction between
electrons and observed EMIC waves, they demonstrated that
Landau damping of oblique EMIC waves is a reasonable
candidate to heat cold electrons in plasmaspheric plumes.

Note that the studies based on the quasi-linear theory assume
that EMIC waves are small in amplitude (in relation to the
amplitude of the background magnetic field), experiencing
multiple random-phase interactions with electrons which
makes this process stochastic or diffusive. Since EMIC waves
can exhibit nonlinear features, e.g., consisting of discrete elements
that may have rising and falling tones, as well as high amplitudes,
non-linear interactions are also necessary to consider (e.g.,
Nakamura et al., 2016; Shoji et al., 2021). The role of non-
linear processes in energy exchange between EMIC waves and
cold electrons was addresses by Wang et al. (2019) who
conducted test-particle simulations and investigated the role of
non-linear Landau resonance. They concluded that the nonlinear
wave-particle interactions can occur at typical EMIC wave
amplitudes (a few nT in magnetic and a few mV/m in electric
field) and may play an important role in EMIC wave damping in
the equatorial region, being more prominent than linear Landau
damping, especially for obliquely propagating waves.

LANDAU HEATING OF THERMAL IONS (H",
HE* AND O")

Satellite measurements from different missions have shown that
thermal (~10s to 100s eV) He" ions can be resonantly heated by
EMIC waves in the direction perpendicular to the background
magnetic field (e.g., Mauk et al., 1981; Roux et al., 1982; Mouikis
etal,, 2002). The role of EMIC waves in cold ion heating has been
investigated using both quasi-linear theory and electromagnetic
hybrid simulations, where jons are treated kinetically and
electrons are treated as conducting fluid. The simulations
focused on the self-consistent nonlinear evolution of EMIC
waves in plasma consisting of electrons, protons, and He" and
showed that the decrease of initial energetic proton temperature
anisotropy results in EMIC wave growth and helium ion heating
(Omura et al., 1985; Denton et al., 1993; Gary et al., 1994). Ma
et al. (2019) presented Van Allen Probes observations of EMIC
waves and He* and O" ions and explained the nature of EMIC
wave interactions with thermal and energetic ions using a quasi-
linear analysis. Their diffusion coefficient calculations indicate
that H"-band EMIC waves can heat He" ions, while He"-band
waves can energize O ions at thermal energies and pitch angles
up to ~80° through multiple harmonic cyclotron resonances.
While thermal ions are heated in the transverse direction, the
more energetic ring current ions are precipitated into the upper
atmosphere through pitch angle scattering.

Anderson and Fuselier (1994) and Fuselier and Anderson
(1996) examined H and He* ion measurements in the 1-160 eV
range on AMPTE/CCE to investigate the thermal ion response to
the waves. They showed that for protons the perpendicular
heating was modest, consistent with a non-resonant
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interaction near the equator. By contrast, He" energization was
~20 times stronger and peaked at pitch angles intermediate
between field-aligned and perpendicular directions, consistent
with a gyroresonant interaction off the equator. Omidi et al.
(2010) and Bortnik et al. (2010) further examined the nonlinear
evolution of EMIC waves using 2.5D hybrid simulations along
with detailed test particle calculations. They found that the
nonlinear evolution of EMIC waves involves generation of
electrostatic waves with a wavelength half of that of the ion
cyclotron waves and also results in parallel heating of cold He"
and H" ions for substantially long periods.

The non-linear wave interactions with ions were recently
investigated using high-resolution ion measurements on MMS
spacecraft. Kitamura et al. (2018) presented the first observational
evidence of energy transfer from energetic ring current protons to
cold helium ions via EMIC wave-particle interactions confirming
earlier simulation results. The wave-ion phase relations
demonstrated that a cyclotron resonance transferred energy from
14-30keV protons to waves, which in turn non-resonantly
accelerated cold He" to energies up to ~2keV. Further, utilizing
the same instrumentation and technique as in Kitamura et al. (2018),
Abid et al. (2021) showed that 1-100 eV protons can also be non-
linearly energized by EMIC waves through phase bunching.

CONCLUSION

Over the recent several decades of space exploration,
significant progress has been made in understanding of
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energy transfer processes in the magnetosphere and the
coupling between different plasma populations within this
complex system. EMIC waves have been shown to act as an
intermediary that couples energy and momentum between
different energy magnetospheric plasma populations via
various resonance mechanisms. High-resolution satellite
observations, theory and self-consistent simulations have
answered a lot of questions regarding the role of EMIC
waves in Landau heating of plasmaspheric electrons and
heavy ions. Despite the long history of research in this
area, there are still open questions, for example, the role of
EMIC waves in red auroral arc generation and the location of
regions where the energy transfer predominately takes place.
Recent studies have also underlined the significance of
nonlinear processes in EMIC wave-particle interactions and
placed emphasis on the potential to include those in global
magnetospheric models which will be a next critical step
towards predictive modeling.
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Using fully kinetic 2.5 dimensional particle-in-cell simulations of anti-parallel symmetric
magnetic reconnection, we investigate how initially cold ions are captured by the
reconnection process, and how they evolve and behave in the exhaust. We find that
initially cold ions can remain cold deep inside the exhaust. Cold ions that enter the exhaust
downstream of active separatrices, closer to the dipolarization front, appear as cold
counter-streaming beams behind the front. In the off-equatorial region, these cold ions
generate ion-acoustic waves that aid in the thermalization both of the incoming and
outgoing populations. Closest to the front, due to the stronger magnetization, the ions can
remain relatively cold during the neutral plane crossing. In the intermediate exhaust, the
weaker magnetization leads to enhanced pitch angle scattering and reflection. Cold ions
that enter the exhaust closer to the X line, at active separatrices, evolve into a thermalized
exhaust. Here, the cold populations are heated through a combination of thermalization at
the separatrices and pitch angle scattering in the curved magnetic field around the neutral
plane. Depending on where the ions enter the exhaust, and how long time they have spent
there, they are accelerated to different energies. The superposition of separately
thermalized ion populations that have been accelerated to different energies form the
hot exhaust population.

Keywords: magnetic reconnection, particle-in-cell (PIC), space physics, cold plasma, cold ion heating, plasma
waves

1 INTRODUCTION

Magnetic reconnection is a fundamental plasma process that converts energy stored in the magnetic
fields to plasma energy by enabling the reconfiguration of the magnetic field topology. Cold plasma
can be abundant in regions of magnetic reconnection, and impact the reconnection process in several
ways (for a recent review, see Toledo-Redondo et al., 2021). Examples include, but are not limited to,
mass loading (Fuselier et al., 2017; Dargent et al., 2020; Tenfjord et al., 2020), introduction of an extra
cold ion diffusion region (Toledo-Redondo et al.,, 2016a; Divin et al., 2016), modifications to the Hall
physics (Toledo-Redondo et al., 2015; André et al., 2016; Toledo-Redondo et al., 2018), and plasma
heating (Toledo-Redondo et al., 2016b; Toledo-Redondo et al., 2017). In the magnetotail, cold lobe
plasma below a few hundreds of eV (e.g., Engwall et al., 2009) can be heated to several keV
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(e.g., Ergun et al., 2018), and at the dayside cold magnetospheric
plasma of a few tens of eV (e.g., Borovsky and Denton, 2008) can be
heated to hundreds of eV (e.g., Toledo-Redondo et al., 2016b) as a
consequence of the reconnection process. However, where, how,
and to what extent cold plasma is heated (or not) by reconnection is
still not fully understood.

Cold ions have been observed deep within the exhaust, both at
the dayside and nightside. In the nightside magnetotail, in the
vicinity of dipolarization fronts, both Nagai et al. (2002) and Xu
et al. (2019) found, in addition to a hot component, two cold beams
counter-streaming parallel to the magnetic field. They proposed that
the cold ions moved along the reconnected field lines directly from
the lobes due to the topological change enabled by reconnection.
The counter-streaming beams are attributed to Fermi acceleration of
ions initially dwelling on flux tubes downstream of the front that are
being swept up as the front expands past them. This process is also
described by Eastwood et al. (2015), although the authors attributed
the source population to pre-existing plasma sheet, not the lobes.
Closer to the X line, Alm et al. (2018) also found that cold ions could
dominate the density well inside the separatrices, and account for a
significant fraction even when the magnetic field amplitude
approached zero. Counter-streaming beams observed during
nightside reconnection has also been attributed to acceleration by
the Hall electric field (Wygant et al., 2005). This is also shown in
numerical simulations (e.g., Divin et al., 2016). While some studies
suggest that the Fermi and Hall mechanisms may be dominant in
the far and near exhaust, respectively, their relation and effectiveness
are not fully understood. For example, Drake et al. (2009) noted that
the energization by the Hall electric field arose from a potential, and
that the oscillatory motion along the normal direction of the current
sheet did not lead to a significant net energization. Drake et al.
(2009) also presented a model of the ion heating based on a scenario
of counter-streaming ion populations, originating from opposite
sides of the current sheet and being subject to Fermi acceleration in
the exhaust. Haggerty et al. (2015) developed the model further by
taking into account a parallel electric field supported by the heated
electrons moving downstream, away from the X line. The
corresponding electric field potential slows down ions in the
frame of the outflow field lines, reducing the acceleration, and
thereby the ion heating.

At the dayside magnetopause, Li et al. (2017) observed parallel
jets, carried by cold magnetospheric ions, on the magnetosheath
boundary of the exhaust, showing that initially cold ions could
remain cold while traversing the exhaust. Toledo-Redondo et al.
(2016b) showed that cold ions could be found inside the
reconnection exhaust far away from the X line. Closer to the X
line, they found that the cold ions were heated by waves and large
electric field gradients inside the separatrix region. Graham et al.
(2017) also found that cold magnetospheric ions could interact
with magnetosheath ions that enter the magnetosphere through
the finite gyroradius effect. The resulting ion-ion streaming
instability lead to the formation of lower-hybrid waves that can
heat the cold ions. Schriver and Ashour-Abdalla (1990) also
suggested that cold inflow plasma in the plasma sheet boundary
layer could be heated through an ion-ion streaming instability due
to the cold inbound plasma and the hotter parallel ion beams
commonly observed there (e.g., Eastman et al., 1986; Nagai et al.,
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1998). These findings suggest that the separatrices, and the
proximity to the X line, may play a role in how cold ions are
heated. Dayside observations have also indicated that cold ions
may become more efficiently heated if their relative density is lower
(Toledo-Redondo et al., 2016b; Toledo-Redondo et al., 2017).
These findings are also consistent with those by Xu et al
(2019), who presented one case where the density of the cold
populations were large enough such that the density across the
front remained approximately constant, in contrast to the more
commonly observed density decrease (e.g., Runov et al., 2011).

The thermal population inside the exhaust of reconnection has
been studied by several authors. Using hybrid simulations,
Nakamura et al. (1998) showed that ion orbit characteristics
vary as a function of the distance from the reconnection line due
to the change in magnetic field curvature. Based on the magnetic
field curvature parameter K= rg/p; (Biichner and Zelenyi, 1989),
where rg is the radius of magnetic field curvature, and p; is the ion
gyroradius, they defined three classes of orbits. Closer to the jet
front, in the magnetic pile-up region, the radius of magnetic field
curvature typically exceeded the ion gyroradii, and the inflow
population could remain magnetized and formed the cold
counter-streaming beams mentioned above. In an intermediate
region, where the radius of curvature was comparable to the ion
gyroradii, the motion became stochastic. Closer to the X line,
where the ion gyroradii greatly exceeded the curvature radius, the
ions followed typical Speiser orbits (Speiser, 1965), meandering in
the field reversal and slowly turning towards the outflow direction
over the course of several bounces. The Speiser orbits typically
form distributions in the shape of half circles (e.g., Nakamura
et al., 1998; Zenitani et al., 2013; Vines et al., 2017) that rotates
around the current sheet normal direction with distance from the
X line (Arzner and Scholer, 2001; Drake et al., 2015; Nagai et al.,
2015). The relative location in the circle is related to the amount
of gyroturning around the normal magnetic field, which in turn is
related to the number of bounces around the neutral plane the
corresponding particles has performed (e.g., Zenitani et al., 2013).

In this work, we take a new integrated look at the acceleration
and formation of a thermalized exhaust from initially cold inflow
ions. We focus on the distinction between the cold ions being
swept up by the exhaust as it expands (e.g., Eastwood et al., 2015)
and the cold ions entering the exhaust closer to the X line (e.g.,
Zenitani et al., 2013). Using a fully kinetic 2.5D particle-in-cell
simulation, where a cold inflow is captured by the reconnection
process, we address the following questions:

1) When can cold ions potentially appear deep within the
exhaust?

2) When do the initially cold ions remain cold, and when are
they heated?

3) How are the cold ions heated?

2 SIMULATION SET-UP

To investigate how the cold ions are accelerated and thermalized,
we perform a fully kinetic 2.5D particle-in-cell simulation (Hesse
et al., 1999) with symmetric inflow conditions and no guide field.
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FIGURE 1 | (A) Magnetic field |B| and densities n; o, and n;goq in the
inflow along a vertical cut through the X line at twg; = 5. (B) |Bl, Ni not, Nicords Niots
and v, in the inflow 1d; above the X line. (C) Reconnection rate, here defined as
the out-of-plane electric field £, at the X line. (D) Magnetic field B, around

the equatorial plane as function of time and x. The thicker black line shows the
location of the X line, while the thinner black lines show equipotential contours
of A,. Newly reconnected field lines appear at the X line and propagate
outwards. (E) Magnetic field |B| and densities njxor, @nd N; o in the outflow
along a horizontal cut through the X line at tw.; = 120. Note that the colors of
the lines are consistent throughout the figure, and we therefore only define the
legend the first time a quantity appear.

The simulation is initialized with a Harris sheet equilibrium of
hot ions and electrons. In addition, we add cold ions and electrons
to the inflow regions:

B, = Bjtanh(z/L)
1 1 - 2L
n = mnycosh?(z/L) + n, [— + —tanh<L> ]
2 2 0.5L

Densities are normalized to n,, times to the inverse ion
cyclotron frequency wZ!, lengths to the ion inertial length d; =
c/wy;, velocities to the Alfvén speed v4, and energies to mivi.
These quantities are based on either or both of ny, and By:
Wpi = (noe*/mie)"?, va = B2/(uyming), and w.; = Bylem;. The
ion-to-electron mass ratio is m;/m, = 100, the ion-to-electron
temperature ratio of the hot species is T/T, = 5, with
no(T; + T,) = 0.5B%, and the electron plasma-to-cyclotron
frequency ratio is wp/w. = 2, giving c/va = (mi/me)llzwpe/
wee = 20. The half width of the Harris current sheet is L = 2d,.

Cold lons in Reconnection Exhaust

The cold ion density is 1, = 0.2n, and the temperatures of the
cold protons and electrons are initially T;. = T,. = 0, where the
subscript ‘c’ refers to the cold populations. We choose to set the
initial temperature to zero to be better able to follow the evolution
of the initially cold populations in phase space. The particles are
initialized as three ion and three electron populations: the hot
Harris sheet populations, the cold plasma originating from the
north (z > 0), and the cold plasma originating from the south (z <
0). As such, we are able to trace the origin of the particles at later
times when they are mixed within the exhaust. The simulation
box size is 200 x 25d; divided into a grid of 6400 x 1600 cells. The
boundary conditions are periodic in x and reflective in z. The out-
of-plane electric field at the reflective boundary (z = +12.5d)) is E,,
= 0, which implies the conservation of magnetic flux. To initiate
reconnection, a localized perturbation is added to the center of
the box.

3 FORMATION OF DIPOLARIZATION
FRONT DUE TO DECREASE IN INFLOW
DENSITY

The formation of dipolarization fronts have been attributed to
three main mechanisms: jet braking (Birn et al., 2011), transient
reconnection (Sitnov et al., 2009; Birn et al., 2011; Fu et al., 2013),
and spontaneous formation (Sitnov et al., 2013). In this section,
we show that the dipolarization fronts in our simulation form due
to transient reconnection associated with the transition from
(hot) dense to (cold) tenuous inflow plasma.

Figure 1A shows the magnetic field and density profiles along a
vertical cut (z) through the X line, at tw,; = 5. We note that the
deviation of the originally hot plasma #;,, in Figure 1A from a
Harris sheet density profile is due to the initial perturbation.
Figure 1B shows the temporal evolution of the density and
magnetic field in the inflow, 1 d; above the X line. As the denser
Harris sheet plasma is processed by the reconnection process, and
moved downstream of the separatrices and X line, the inflow
adjacent to the X line is gradually replaced by the more tenuous
and cold population, resulting in a density decrease. The magnetic
field also decreases, albeit slower than /7, and the combined effect
leads to an increase in the inflow Alfvén speed v4. We note that a
significant portion of the decrease of |B| at later times is due to flux
exhaustion caused by the finite simulation domain. However, the
main sequence of interest is the increase in v,, which is not
dominated by this effect. At the same time that v, increases, we
observe an increase in the reconnection rate, defined as the out-of-
plane electric field E, at the X line (normalized to v,B,) (Figure 1C),
closely related to the changes in v,. We therefore conclude that,
consistent with mass-loading scaling, the increase in reconnection
rate is due to the transition from a dense to a tenuous inflow plasma.

The increase in reconnection rate leads to the formation of two
flux pile-up regions propagating away from the X line. This is
seen in Figure 1D where we plot B,(x, t) at z = 0. The thicker
black line shows the location of the main X line. The thinner black
lines are equipotential contours of the magnetic vector potential
A, defined by the in-plane magnetic field (B,, B;) through
B = V xA, and show the motion of field lines in the outflow.
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FIGURE 2 | Density, pressure, and temperature of initially hot and cold ions at twg; = 120: (A) N, (B) Nic, (C) P, (D) Pic (E) Tin, (F) Tie. The initially cold plasma
dominate the density and pressure at x > 71 and x > 71, respectively. While the hot temperature exceeds the cold temperature in large parts of the exhaust, their effect on
the dynamics inside the exhaust is negligible due to their low density. The initially cold ions are heated to temperatures comparable to the initial temperature of the Harris

sheet ions.
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Newly reconnected field lines appear at the main X line and
adjacent to islands, and propagate outwards. The islands are
seen as localized regions of B, reversals, numbering five in
total, with the first one appearing at tw,; ~ 85. The slopes of the
lines indicate the propagation speeds of the field lines. When
the reconnection rate increases, we can see how newly
reconnected field lines appear at a greater rate and
propagate outwards at a higher speed, such that they stack
up and form two regions of stronger magnetic field B,. In
magnetotail nomenclature, these flux pile-up regions are
commonly referred to as dipolarizing flux bundles (DFB),
and the leading edges of the two DFBs as dipolarization
fronts (DFs) (e.g., Liu et al., 2013). In the magnetotail, the
tailward propagating front is also referred to as an anti-
dipolarization front (e.g., Li et al., 2014). At tw, = 120,
these fronts have reached x = 70 and x = 135. In Figure 1E,
we can see how the fronts roughly separate the initially hot and
cold plasmas. From this, we conclude that the dipolarization
fronts can be considered as compressed versions of the initial
current sheet edge. The field lines that reconnected faster, and went
on to form these flux pile-up regions, were also the ones that
separated the hot from the cold plasma. This is why the initially
cold plasma end up deep within the exhaust, all the way to the

dipolarization fronts. Whether or not this initially cold plasma can
remain cold depends on the heating mechanisms.

In the following, we will mainly focus on the time tw; = 120,
where the two flux pile-up regions have expanded to x = 70 and x =
135. In Figure 2, we show the density, pressure, and temperature of
the initially hot and cold ions, respectively. The gray contour lines
show the in-plane magnetic field. The main X line is located at x =
109, with a second and third X line at x = 100, and x = 91. These
three X lines straddle two magnetic islands that are centered at x =
95, and x = 102. In order to more easily compare the hot and cold ion
contributions to density and pressure in the exhaust, we have
saturated the color scales. In the equatorial plane, the cold ion
density exceeds the hot ion density for x > 71, while the cold ion
pressure exceeds the hot ion pressure for x > 72 in the left exhaust.
While the hot temperature exceeds the cold temperature in large
parts of the exhaust, their effect on the dynamics inside the exhaust is
negligible due to their low density. The initially cold ions are heated
to temperatures comparable to the initial temperature of the hot
Harris sheet ions, where the initial Harris sheet temperature is given
by T;=0.5B}/ng(1+ T./T;) ~0.42. These values are also
comparable to the levels of ion heating predicted by Drake et al.
(2009), T; = m,-v(z)/3 = 0.16 — 0.33, where v, = 0.7-1.0 is the speed of
the exhaust magnetic field lines that varies slightly throughout the
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exhaust (as shown by the slope of the black lines in Figure 1D). At
the same time, the hot ions are heated to slightly higher values.
Overall, the density, pressure, and temperature of initially cold ions
are fairly structured. Concentrations of cold ions are found inside the
islands, and adjacent to the front (extending along the magnetic field
toward the north and the south, as well as along the equatorial plane
towards the X line). The density cavities located at the separatrices
are associated with high speed electron flows toward the X line (not
shown). To investigate the kinetic structure responsible for the
density, pressure, and temperature profiles, we will in the next
section study the ion distributions within the exhaust.

4 KINETIC STRUCTURE OF ION
DISTRIBUTIONS WITHIN THE EXHAUST

In this section we investigate the structure of the ion distributions
within the exhaust. Figure 3 shows the reduced distributions of
initially cold ions fi(x, vy), ficx, ), fie(x, v;) at z = [0, 2, 4]
between the two dipolarization fronts at time tw, = 120. The
reduced distributions are integrated over the remaining velocity
dimensions, e.g. f(v,) = ff(vx, vy, vo)dvydv.. At this time, the
initially cold ions dominate the density and pressure within the
exhaust (see Figure 1E and Figure 2), which is why we do not
include the initially hot population in the further analysis. The
distributions are sampled over boxes spanning a spatial domain

of Ax xAz=0.5x0.5ie.x=75—-x=75+£025andz=4—z=
4 + 0.25. The dotted vertical lines show the location of the
separatrices, the dashed vertical lines at z = 0 show the
locations of the DFs, and the black solid lines show the
corresponding components of vg,p. The still cold populations
are identified by higher phase space densities that occupy a
relatively small velocity interval. The initially cold ions that
have become heated are seen as (relatively) lower phase space
densities that occupy larger velocity intervals.

Heated ions are observed throughout the exhaust. Cold ions
are most prominent in the inflow region at z=2 and z = 4, but are
also found throughout the exhaust, at all z. In an intermediate
region, inside the separatrices, the inbound ions (v, < 0) are
affected by the convergent electric field associated with the
separatrix density cavities. At z = 4, this region is clearly seen
between x = 118 and x = 127 for the right exhaust (Figure 3C). At
z = 2, this region has extended over a larger range along x (x =
113-124), and the inbound ions have become more thermalized
(Figure 3F). At z = 0, this region maps to the intermediate
exhaust (Figure 3I). In f(v,, z = 0), we see counter-streaming
populations throughout the exhaust. The coldest populations are
found in the vicinity of the X lines and the DFs (where they are
superposed on a hot population). Outbound cold ions (v, > 0) in
f(v,, z=2) are only observed in the immediate vicinity of the DFs
(70 < x < 75 in left exhaust). This means that only a portion of the
cold beams observed at z = 0 are actually leaving the equatorial
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FIGURE 4 | Reduced ion distributions fiz, v,) at (A) x = 75 and (B) 85 at tw.; = 120. The solid, dashed, and dotted lines show Ves,, Vg, = \/2e¢,/m;, where ¢, =
—IEZdz, and the location of the separatrix, respectively. Further away from the X line, at x = 75, the cold inbound ions remain cold and follow vg,5 , deep within the
exhaust. Closer to the X line, at x = 85, the cold inbound ions begin to thermalize and deviate from ve,g . shortly after crossing the separatrix. Although the phase space
density of the inbound beam decreases away from the separatrix, the remnants of it follow v, . The thermal population consists largely of ions that have already

region with their temperature relatively intact. In the rest of the
exhaust (closer to the separatrices and X lines), the outbound
plasma at z > 2 is strictly thermal.

In f{v,, z = 0), we see a distinct transition in the speed of the
cold ion population at around x = 82 in the left exhaust (with a
corresponding transition in the right exhaust). At x < 82, the cold
ions are observed at v, > 0, while at x > 82 the cold ions are
observed at v, < 0 (with gradually increasing v, towards the X
line). As explained by Divin et al. (2016), the initially v, < 0 is
acquired through a process where the inbound ions are first
accelerated by the Hall electric field E, leading to an enhanced
flow v, towards the equatorial plane. This v, is turned towards —y
by the Lorentz force v,B, < 0. They defined the discrete transition
in v, as the edge of the ion diffusion region. We note that similar
behaviour is also observed inside the separatrices in the off-
equatorial regions. However, the transition is continuous here as
vy < 0 is gradually turned towards v, > 0 by the out-of-plane
electric field E, deeper within the exhaust. Closest to the DF, the
cold beam seen at v, > 0 approaches v, = 0. In the following
sections, we will investigate the role of separatrices and magnetic
field curvature in shaping the kinetic structure of cold ions inside
the exhaust.

4.1 The Role of Separatrices in lon

Thermalization

Depending on where the ions cross into the exhaust the inbound
ion motion v,, mentioned in the previous section, can either be on
average magnetized (v, = vg,p) or demagnetized (v, # vgy3). This
is illustrated in Figure 4, where we plot the reduced distributions
fi(v.) as a function of z at x = 75 and 85. The dotted line (now
horizontal) again shows the separatrix location, while the solid
lines show vg.p .. As expected, the ion edge (e.g., Gosling et al.,

1990; Lindstedt et al., 2009), i.e. the location at where the first
reconnected ions appear (here represented by the thermal
population centered on v, > 0) inside of the separatrix, is
further inside the separatrix deeper within the exhaust. At x =
75 and x = 85, B, dominates the magnetic field in the range |z| >
1.5 and |2| > 0.5, respectively. Where B, dominates, v, constitutes
a perpendicular component of the ion flow, and a deviation of the
cold ions from v, g, signifies demagnetization. At x = 75, the cold
ion population follows v, , until z = 2 (see also Toledo-Redondo
etal., 2018), while at x = 85, they deviate shortly after crossing the
separatrix. At x = 85, the Hall electric field E, is quasi-stationary
over the time it takes for an ion to cross from the separatrix to the
neutral plane. For this location, we have also plotted the speed
vy, = f2e¢_Im; corresponding to the Hall electric field potential
¢, JEZdZ. We have grounded the potential to a region just
outside the separatrix. The increase in vy seen outside the
separatrices is due to wave effects formed due to the finite box
size, and have no effect on the dynamics within the exhaust.
Although the inbound beam is gradually thermalized between the
separatrix and the neutral plane, it roughly follows v,_all the way
to z = 0. This indicates that these ions are demagnetized, and
accelerated across the magnetic field by E, as explained by Divin
etal. (2016). This initial speed, governed by the potential, roughly
forms the outer boundary of the thermal ion population within
the separatrices at this location. This thermal population consists
mainly of jons that have crossed the neutral plane at least once.
We note that although the other components can also lead to
demagnetization, here we chose to focus on v, to illustrate the
clear difference between vy and vg,p at x = 85.

To further illustrate, and to better understand the differences
between the populations that remain cold deep within the
exhaust, and the population inside the separatrices that are
slightly more thermalized, we make use of test particles
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FIGURE 5 | Test particle positions at five different times. The initial
conditions for each particle are taken at t = 120, from the locations in phase
space shown in (A, B). (C-G), and (H-L) shows the particle position for five

different times, overlaid E, and nfg”, respectively. The subdivision into

yellow/black/white/green populations are partly based on the initial
conditions, and further explained in the text.

integrated in the dynamically changing electric and magnetic
fields. The initial velocities of the test ions are chosen from the
cold component of fif (x,z = 0, ¢ = 120), see Figures 5A,B. They
are integrated forward in time until ¢ = 125, and backward until
t = 90. The location of the ions are shown overlaid E, (Figures
5C-G) and nﬁfp (Figures 5H-L) for ¢ = [90, 100, 110, 120]. We
have divided the ions into four groups, based on the ions speed v,,
and postition x at t = 120; yellow (v, > 0, x < 75), black (v, > 0,
75 < x < 85), white (v, < 0), and green (v, > 0, 75 < x < 90). We
note that the out-of-plane displacement of the ions during the
integrated time interval is about 4 — 8d;. This corresponds to
0.3-0.5R; (n = 0.3 cm™>, 1d; = 415 km, 1Ry ~ 15d,), which is less
than estimates of the dawn-dusk scale of plasma sheet flows
derived from observations (Nakamura et al. (2004) finds a dawn-
dusk extent of about 2 — 3Rg). The 3D structure of the
reconnection exhaust in the magnetotail should therefore be
large enough to accommodate the level of acceleration seen in
our simulations.

The main difference between the yellow/black and the white/
green ions is where they cross the separatrices, or rather, what sort
of separatrices they cross. While the separatrices, by definition,
span the entire range of x in the simulation, they are highly active
closer to the X line, and comparatively inactive, further away.

Cold lons in Reconnection Exhaust

Here, we define active separatrices as characterized by large
amplitude parallel electron flows toward the X line, associated
density cavities, and electric fields, electrostatic
propagating along the magnetic field in the direction of the
electron flow, and in general stronger Hall fields. While a Hall
electric field can still be observed inside the inactive separatrices,
it is typically weaker, and is generally characterized by the absence
of deeper density cavities, small to none parallel electron flow, and
less wave activity. The white/green ions enter the exhaust at active
separatrices, are slightly thermalized at the separatrices,
substantially accelerated by E, and eventually form the hot
thermal population. The green ones first enter an island, while
the white ones directly enter the open exhaust. The yellow/black
populations enter the exhaust at inactive separatrices, or rather,
the separatrices expand to encompass them. When they are
caught up by the expanding exhaust region, they are picked
up by the motional electric field E,, and are accelerated while
remaining relatively magnetized.

In addition, the black and white ions also show distinct
differences in their z distribution. In Figure 5B, we can see
that the white ions overall have larger |v,| at z = 0. The white ions,
affected by the Hall electric field, gain higher v,, and are able to
penetrate deeper into the southern side of the exhaust. This is
reflected in the density n;?.

The subdivision into the yellow and black populations is
mainly based on their behaviour around, and after having
crossed, the neutral plane. While the time period of the test
particles is not large enough to properly display their different
behaviours, the density structure is. At all times, there is a clear
cutoffin n;? at about z = —2 in the intermediate exhaust. Closer to
the dipolarization front, the density extends below z = 2. At t =
125, the black ions are situated at the edge of the density cutoff
and are just about to reflect. In contrast, the yellow ions, located
approximately at the same z, continue downward. In the next
section, we will show that whether ions are reflected or not is
largely due to the level of magnetization.

waves

4.2 The Role of Magnetic Field Curvature in

lon Thermalization

To illustrate how the ion magnetization changes from directly
adjacent the front, to a distance away, we take a closer look at the
magnetic curvature kg = b - Vb, where b = B/|B| is the magnetic
field unit vector. Biichner and Zelenyi (Biichner and Zelenyi,
1989) defined the curvature parameter K= rs/p;, where rg = |
kB|71 is the curvature radius and p; = v; , /w,; is the ion gyroradius.
For x > 1, the particle motion is adiabatic and the magnetic
moment is conserved. This implies that the change in pitch angle
as the ion approaches the neutral plane is reversed when the ion
leaves the neutral plane on the other side. Hence, the shape of an
ensemble is relatively well preserved after transmission. For x — 1,
the motion becomes stochastic, which enables non-reversible pitch-
angle scattering during the neutral sheet crossing. Figure 6B shows
the 2D map of log 147, while Figure 6C shows the value at z= 0. For
reference, in Figure 6A we also show the 2D density map of initially
cold ions originating from the top. In the equatorial plane, closer to
the front, due to the flux-pile up and more dipolarized magnetic
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field, the magnetic field is stronger, the magnetic curvature is
smaller, and consequently the radius of curvature is larger. Since
the gyroradii vary significantly over our ensemble of ions due to
differences in particle speed, so will x. In Figure 6C, we have plotted
the speedv; , = K *rpw,;, for k = 1. The speed corresponding to x = 1
(yellow line) peaks at rpw,; = 2.5 at about x = 72. At about x = 75,
TpWs = 1.

Figures 6D-H show 2D reduced distributions f(v,, v,) at =0,
and x = [72, 74, 76, 78, 80] (white squares in Figures 6A,B).
At z = 0, the magnetic field is dominated by B,, and f{v,, v,) is

therefore the distribution in the plane perpendicular to B, such
that v, = V2 + vj. The circles overlaid the distributions show
Vil = K 2rpw., with k = 1, based on the local magnetic field, and
centered on vp,p (marked by the dot ’~). The bulk velocity is
shown with the cross ('x’). The radii of the circles are given by the
local value of v:fjl (yellow line in Figure 6C). Ions outside (inside)
the circle correspond to k < 1 (x > 1), or equivalently p; > r5 (p; <
rp). Hence, we expect ions that are well within the circles to follow
adiabatic motion and to experience only limited pitch-angle
scattering. In contrast, ions that are located close to, and
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outside, the circles are expected to experience significant pitch
angle scattering. Closest to the front (x = 72), v§7! is relatively
large, and even encompass the majority of the thermal
population. At x = 74, the cold population is still well inside
vi7', but a large part of the thermal population is outside. At x =
76,78, 80, the drift of the cold populations, and even their thermal
spread becomes comparable to, and eventually exceeds, v}7'.
Based on this, we expect ions crossing the neutral plane closer
to the DF to experience less pitch-angle scattering, and to be able
to remain relatively cold while traversing to the other side of the
current sheet.

To investigate the evolution of the ion distributions around the
neutral plane, we plot the 1D reduced distributions f;* along two
select field lines (marked as white lines in Figures 6A,B). In
Figures 6I-K, we show the highlighted field line closest to the
front, in the region where 1 extends below z = -2 and v 2 2at
z = 0. In Figures 6L-N, we show the highlighted field line in the
intermediate exhaust, where nffp has a cut-off at z = -2 and
vi7! = 0.5 at z = 0. The distributions are plotted as a function of
distance along the field line s, where s = 0 corresponds to z = 0,
and, because the direction of the field line runs from north to
south, s > 0 (s < 0) corresponds to z < 0 (z > 0). The corresponding
components of vg,p are shown as black lines.

We start by looking at the field line located closer to the front
(Figures 6I-K). At about s = —10, the cold populations slowly
drift with the magnetic field. In f ;Zp (vy) a hotter outbound
(leaving the neutral plane) beam is also observed at about v, =
—1. At around s = -5, we see clear evidence of ion trapping in

P (v,) and fi(v,). These structures in phase space correspond
to the small density enhancements seen ataround x =70 and z=5
in Figure 6A. We will discuss the corresponding waves further in
Section 4.3. Here we merely note that these structures contribute
to the cold ion thermalization already before they enter the
central current sheet. The cold inbound ions roughly follow
Vexp until s = — 2. Here the rapid rotation of the magnetic
field from % to Z leads to the deviation of v, from vg,p ., such that
the perpendicular motion becomes parallel as part of the Fermi
acceleration (slingshot) process (Northrop, 1963). In fffp (v), the
cold population is seen to oscillate a few times close to v, = 0. This

is due to the gyration around the magnetic field of the relatively
well magnetized ions. The level of magnetization is also seen in
f fgp (vy) at z = 0, which in this location represents a perpendicular
component. Close to z = 0, the cold component has a speed v, =
V) = Vgxpx After the neutral plane crossing (z < 0, s > 0), some of
the cold ions are reflected at s = — 2, while some manage to
continue outward. While both E; and v,B, play minor roles in the
acceleration along 2, the main responsible force is — v,,B,. The ions
that are reflected have a speed v, > 0 and therefore experience an
upward force — v,B, > 0, since By < 0 in the south. The ions that
manage to continue outward are the ones that have crossed into
vy < 0 during the gyromotion and experience a downward force —
v,B, < 0. We also note that we can still identify the cold
component in fﬁgp (vy) at s = 10. In the other two components,
the beam is thermalized at about s = 7.

We now look at the field line located further away from the
front, in the intermediate exhaust (Figures 6L-N). With exception
for the ion trapping seen closer to the front, the behaviour is
approximately similar until s = —3. One important difference
between the two field lines is the behaviour in £ (vy) inside s = —
3. Closer to the front, the cold population was seen to oscillate
close to v, as part of their gyromotion. Further from the front, the
cold population is instead experiencing a continual increase in v,,
until s = 2, whereafter it no longer is identifiable in any of the
components. The positive v, leads to a reflective (upward) force
- B, > 0. As a result, the entire cold population is reflected,
explaining the density cutoff seen at z = -2 in Figure 6A. The
absence of v,-oscillations in this location is related to the level of
magnetization. The bounce distance (~ 4d;) becomes comparable
to the gyroradius such that complete gyromotion is not possible.
During the reflection, the beam is also thermalized due to the
enhanced pitch-angle scattering.

4.3 The Role of Streaming Instabilities Deep
Within the Exhaust

Inside the exhaust, we observe two off-equatorial regions (one in
the north and one in the south) where electrostatic solitary waves
(ESW) form (Figure 7). The ESWs form at around z = +4 and
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in panel (E). They are plotted as a function of the distance along the field line s, where s = O is the equatorial plane and s > O is in the region z < O (since the magnetic field
direction is from north to south). (A) Parallel electric field £,. (B) Reduced ion distribution of initially cold ions, log 1ofic. (C) Mixing level of ions originating from the north and
south, respectively, foy = ffgp/f,»c. For i = 1 (red) and O (purple), all the ions are originating from the top and bottom, respectively. For £, = 0.5 (yellow), half of the
ions are originating from the top, and half from bottom. For reference we show log 1of; = —1 as black contours. (D) Reduced distribution of originally cold electrons,
log 1ofec. We have saturated the color scale to highlight the features in the region of the waves. (E) Parallel electric field £;. (F) lon, and (G) electron distributions at the
location marked by a black square in panel (E), and the vertical dashed lines in (A-D). The dashed green line marks a fit to the data using three Maxwellians. (H)
Dispersion relation obtained based on the Maxwellian fits in (F-G). The positive growth rate is due to an ion-acoustic instability. The phase speed v,,, and wavelength A at
max growth ymax is shown as a black bar in (B).

grow both in amplitude and perpendicular (to B) extent as they
propagate downstream with the magnetic field at low parallel
speeds. To investigate how they form we examine a timestep (fw,;
= 115) before they have grown to their full strength. Figures
8A-D shows a few quantities plotted as a function of the distance
s along a magnetic field line marked in Figure 8E (the same field
line is also marked by the thicker black line in Figure 7). s = 0
marks the neutral plane z = 0, s > 0 is in the region z < 0 (since the
magnetic field direction is from north to south), and s < 0 is in the
region z > 0. Figure 8A shows the parallel electric field Ej in
which the ESWs are seen as bipolar spikes. Figure 8B shows the
reduced distribution function of the initially cold ions as a
function of v). The inbound ions move at low parallel speeds

further out, and are gradually accelerated as they approach and
cross the neutral plane. This acceleration is due to Fermi
acceleration, where the initial v, gained by E, is first turned
towards z by the magnetic force - v,,B,, and thereafter towards — x
by v,B.. We note that the final speed gain is consistent with what
we expect due to Fermi acceleration: vper = ~Vpefore + 2Vpp> Where
the speed of the front vpr = 0.5. Oscillations in the cold
component indicate that they are affected by the parallel
electric field. The results of the wave-ion interaction, for a
closely located field line, are also seen in Figures 6LLK where
we only plot the ions originating from the north.

The level of plasma mixing, defined by the phase space density
ratio of cold ions originating from the top to all cold ions: fyix =
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fi%/f;. is shown in Figure 8C. Red (purple) indicates that all ions
originate from the top (bottom) while yellow indicates mixed
origin. The thin black lines in this panel are added as reference
and shows the contour levels log o f;, = —1. While most of the
mixing seem to occur close to the equatorial plane, there is also
clear evidence of mixing associated with the ESWs. While the
inbound ions can remain cold deep within the exhaust, we see in
the electron distribution that the electrons are heated
(Figure 8D). We note that this color scale is saturated to
highlight the region of phase space affected by the waves. In
the location of the waves, electrons form clear hole-like structures
(e.g. immediately to the left of the vertical dashed line). The black
line show the electron bulk speed, with a finite antiparallel
(parallel) drift to the north (south) side of the equatorial plane.

In Figure 7, we can see that the ESWs convect downstream
with the magnetic field. In the frame of the magnetic field, their
motion is approximately field-aligned. To investigate what kind
of instability may generate the waves that grow into ESWs we
therefore solve the one-dimensional electrostatic plasma
dispersion equation:

w? w — kv
0=y L2z -
S e (“5)

where Z is the plasma dispersion function (Fried and Conte, 1961),
wps again is the plasma frequency, vy is the bulk drift speed, v;; =
\2Ts/m; is the parallel thermal speed, of population s, w = w, + iy
is the complex frequency with real frequency w, and imaginary
frequency y as the growth rate. The input is taken from the location
marked by black squares in Figure 7A and Figure 8E, and a dashed
vertical line in Figures 8A-D. In the dispersion relation solver, we
include six populations seen in Figure 8F (ions) and Figure 8G
(electrons): the initially hot ions and electrons (Harris sheet
populations), the initially cold ions and electrons from the top
and bottom, respectively. The parameters are: n; = [0.05, 0.08,
0.15], n, = [0.11, 0.13, 0.04], v5; = [0.5, 1.15, 0.05] vy, = [-2.1, 2.7,
0.5], v;=[1.5,0.3,0.07], v, = [2.8, 3.0, 4.0]. The initially hot plasma
does not change the results, but we include them for completeness.

Effectively, there are one electron and two ion distributions: (1) a
mix of all electrons combined, (2) the cold inbound ion population
at vj = 0 consisting of ions originating from the southern inflow,
and (3) the outbound ion beam at v > 0 consisting of a mixture of
ions originating from the top and bottom. The resulting dispersion
relation is shown in Figure 8H. Positive growth rates are found for
0 < kd; < 60, with a peak growth rate y,,,,, < 0.5 at k,,,,,d; = 16. This
wave number corresponds to a wavelength A =~ 0.4. At k,,,,,, @ = 6,
with the corresponding phase speed v, ~ 0.4. The wavelength
(width of bar) and phase speed (vertical location of bar) at max
growth rate are plotted in Figure 8B, and correspond well to the
observed wave parameters. The wave growth is attributed to an
ion-acoustic instability due to the cold population at vj ~ 0, and the
heated drifting electrons. We note that in the absence of the
electrons, an ion-ion drift instability would also grow. However,
due to the presence of the electrons, it is stabilized. In the next
section, we will investigate how the ions that were demagnetized at
the separatrices subsequently form the hot thermal exhaust.

5 FORMATION OF THE THERMALIZED
EXHAUST

In this section we investigate the formation of the thermal
population within the exhaust. The distribution fi.(x, v,) in
Figure 9 (see also Figure 3) exhibits discrete structures in
phase space. One of the most distinct structures is a cold
beam ranging between v, = —-0.5at x =~ 82 and v, = 0.5at x =
92 (with corresponding structures in the right exhaust). As
explained in Section 4, this beam is formed by a combination
of forces E, > 0 and v,B, < 0 acting on the ions during their first
inbound leg towards the neutral plane from the inflow regions.
Where v, < 0, v,B, is dominating, while where v, > 0, E, has been
dominating. Divin et al. (2016) showed that this striation in phase
space followed contours of constant canonical momentum p,, =
my, + gA,. Echoes of this initial striation are seen in both
exhausts. While the first echo is towards higher v, the
striations successively rotate counter-clockwise (clockwise) in
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the left (right) exhaust, such that the range of v, eventually covers
a large range of positive and negative values. The first echo is
comprised of ions that have crossed the neutral plane once, have
been turned around by B,, and returned to z = 0 again. During
this motion, they have been accelerated to slightly higher v,, by
the reconnection electric field E,. Once they have acquired a v, >
0, they will start to become turned downstream by v,.B, < 0. These
two forces will jointly move the initial striation to higher v, and
lower x. By plotting contours of constant p,, in Figure 9, we show
that also the higher order (in terms of bounces) striations
approximately follow contours of constant p,. This kind of
trajectory was first described by Speiser (1965). That is, the
thermal exhaust is formed by a superposition of Speiser orbits
with varying initial conditions, related to where they enter the
exhaust. As explained by Divin et al. (2016), the change in v, of
the zero order striation is due to spatially different acceleration by
the Hall electric field E,. Closest to the X line, the integrated
electric field is smaller than further downstream, and therefore
the initial v, leading to v, through v_B, is larger further away from
the X line. We also note that each time the ions cross the neutral
sheet, they are scattered in the highly curved magnetic field,
smearing out and further blending the superposed structures.
By integrating test particles in the dynamically changing fields,
we find that p,, is constant to a good approximation. Initially at ¢ =
0, all of these ions had v, = 0, such that p, = qA;ZO. Since a given
value of A, defines an in-plane field line (B, B,), the value of p,,
informs us of what flux tube the ion were originally located on.
For the values of p, shown in Figure 9, the corresponding flux
tubes were initially located at z = £[4.3, 4.7, 5.1, 5.4, 5.9, 6.5, 7.0,
7.6, 8.2]. Correspondingly, as the simulation progresses, the
deviation of A, from its initial value A}=°, AA, = A1) - AT,
tells us how much the ion is currently deviating from its original
flux tube. We can not measure AA, in nature, however, the

argument can be extended to v,

Av, = —-—AA,,
m;

where Av, = v,(t) —v}=°. In our simulation Av, = v,(t), since
vi=0 = 0. In nature, comparing, for example, the thermal and bulk
speeds of lobe ions to those of exhaust ions, we also typically
expect vy (t) > vjfo, such that Av, = v,(t). Therefore, ions with v, >
0 (AA, <0) are currently located downstream of their original flux
tube, while ions with v, < 0 (AA, > 0) are currently located
upstream of their original flux tube. To intuitively understand
this, it is perhaps easiest to consider an ion impinging upon the X
line from the top or the bottom inflow regions, with small velocity
vx. Such an ion would first be accelerated by the Hall electric field
E,, across the magnetic field, leading to AA, > 0. The finite v,
would be turned toward —j by the force v.B,. The increase in AA,
is offset by the decrease in v, (Av, < 0), such that the change in
canonical momentum Ap, = mAv, + gAA, = 0. The ion will
thereafter dwell for some time in the X line region, performing
meandering motion in the B, field reversal, and being accelerated
by E,, increasing v,. During this time, when the ion remains close
to the X line, the magnetic field will convect past it, such that it is
successively moved to more upstream field lines (AA, < 0). The
decrease in AA, is offset by the change in v, (Av, > 0), again

Cold lons in Reconnection Exhaust

keeping p, constant. The obtained v, will be turned toward + x by
the force v,B.. The larger v,, the larger the force, and resulting v,.
An ion that were significantly delayed, instead gained a larger v,,
and will be better able to catch up to its original field line A;fo
(Drake et al., 2009). We also recall that A, is defined by both B, =
-0;A, and B, = 0,A,. The information of both magnetic field
components in the force terms v_B, and v,B; are thus contained
within A,, which also helps us understand the connection
between the described forces, and why the structure of the
phase space is so well described by p,.

We can also think of AA, and Av, in terms of diffusion. As
described above, an ensemble of ions that dwells in the vicinity of
the X line, being accelerated by E,, sees the magnetic field lines
move past them. Or, in other words, the magnetic field diffuses
across the ensemble of ions. Further downstream, when v, is turned
to v,, the ions are catching up to their original field lines, and the
diffusion is reversed. The primary diffusion is done by the electric
field, which performs work on the jons. Since the reversed diffusion
is done by magnetic forces, no work is done, and a net energy
transfer between magnetic field and plasma is realized.

6 DISCUSSION AND SUMMARY

In this study, we have investigated the occurrence and heating of
initially cold ions during symmetric magnetic reconnection. We
showed that ions that enter the exhaust at active separatrices with
large gradients and electric fields become heated and thermalized
more efficiently than ions that enter the exhaust at inactive
separatrices lacking large gradients and electric fields. These
findings are consistent with observations at the dayside
magnetopause (Toledo-Redondo et al.,, 2016b). The ions that
enter the exhaust at inactive separatrices are typically picked up as
the exhaust expands into them, both in the outflow (x) and
normal (z) directions. While Eastwood et al. (2015) suggested that
ion beams observed close to the dipolarization front originated
from the pre-existing plasma sheet, Birn et al. (2017) concluded
that they originated from the lobes. We find that the cold beams
can originate from an extended range of z’s that may include, but
also extends well outside, the pre-existing hot current sheet
population. The cold ion beams closer to the front originate
on lower z’s, while those further away originate at higher z’s. This
is illustrated both in Figure 5 (c.f. original locations of yellow and
black ions) and Figure 9 where the cold beam (here seen in f;(v,))
extend over a range of p,. Recall that p, indicated the original z
location of the field line/particle, and that lower p, corresponded
to a field line initially located further out in the inflow. How far
this range of z's extends likely depend on the stage of reconnection.
The further the front has propagated, the larger range of z’s can be
picked up without being significantly thermalized at the
separatrices. In addition, while cold counter-streaming beams
could be observed close to the equatorial plane throughout the
exhaust, the beams that entered the exhaust at inactive separatrices
could remain colder in all three components. Also, closer to the X
line, the v, was gained mainly through acceleration by E,, while
further downstream, the v, gain was through Fermi acceleration
(mediated by E,).
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FIGURE 10 | lllustration of thermalization process of cold ions. Individual populations are thermalized by one or several processes, for example separatrix activity,
magnetic field curvature scattering, or plasma waves. The hot exhaust is formed by a superposition of these individually thermalized populations that are accelerated to
different energies.

The separatrix environment, and therefore also the ion  which we expect to observe counter-streaming cold ion beams is
thermalization at the separatrices may be sensitive to the  more limited in the intermediate exhaust than closer to the front.

reduced mass ratio we employ in this simulation (e.g., Lapenta Since the majority of the outflow is dominated by the species
et al., 2010). However, we note that observations also show  that were initially cold, the division into a hot and cold ion
divergent electric field at the separatrix electron flow channels.  diffusion region such as explored by Divin et al. (2016), and

The integrated potential associated with these fields in observations  typically invoked at the magnetopause (Toledo-Redondo et al.,
could be comparable or higher than the inflow energy of the cold ~ 2015), is not applicable here. At the dayside, the multiple ion
ions (Norgren et al, 2020). We also note that out-of-plane  diffusion regions are typically a result of the multiple inflow
instabilities active at the separatrices, such as the lower-hybrid-  populations, e.g. cold magnetospheric plasma and warm
drift instability, or ion-ion cross-field drift instabilities do not ~ magnetosheath plasma (Toledo-Redondo et al, 2015).
develop in our 2D simulation. Based on previous observations  Although the heated ions seen inside the separatrix in
at the magnetopause, such instabilities would also act to enhance Figure 3 do not follow vg.p, this is not an indication of
the ion thermalization at the separatrices (e.g., Toledo-Redondo ~ multiple ion diffusion regions, it is merely a superposition of
et al., 2017; Graham et al.,, 2017). inbound and outbound populations of the same origin. However,
In our simulation, electrostatic field-aligned waves were also ~ multiple ion diffusion regions could exist in the tail if there are
found to impact the ion thermalization in the off-equatorial region =~ multiple species in the inflow (e.g., oxygen ions (Wygant et al.,
deep within the exhaust. The waves were produced by an ion-  2005; Tenfjord et al, 2018), if there is an extended region of
acoustic instability due to the cold inbound ion population and the ~ overlap of hot and cold plasma in the transition from the plasma
drifting electrons. Field-aligned electrostatic waves has also been  sheet to the lobes, if there are overlapping regions with ions of
found in observations in the vicinity of dipolarization fronts  different origins (for example the ionosphere and solar wind), or
relatively close to the neutral plane (Liu et al, 2019). These  if there are significant north-south plasma asymmetries, for
waves were likely generated by cold proton, and potentially  example due to mantle plasma (e.g., Artemyev et al., 2017) or
oxygen, beams. Field-aligned electrostatic waves have also been ~ asymmetric ionospheric outflow (e.g., Glocer et al., 2020).
identified in regions closer to the separatrix in the magnetopause In this study, we have investigated the acceleration,
boundary layer at the dayside (Steinvall et al., 2021). Similar to our ~ thermalization, and occurrence of cold ions in the exhaust of
results, they found the waves to be driven by an ion acoustic = symmetric antiparallel magnetic reconnection. The overall
instability. Altogether, these results shows that waves may play a  temperature increase was comparable to the predictions based
role in the thermalization of cold ion populations in many different ~ on the counter-streaming ion model by Drake et al. (2009).
subregions during reconnection. However, we found that several processes conspire to form the
We showed that the cold ions that entered the exhaust  eventually hot thermalized exhaust (Figure 10). The initially cold
downstream of active separatrices could remain cold all the  populations are thermalized due to interactions at the
way to the neutral plane, and beyond. After having crossed  separatrices, around the neutral plane, and due to waves inside
the neutral plane, ions in the intermediate exhaust, reflected  the exhaust. At the same time, the individual populations are
back at about a distance of 2d; from the neutral plane after  accelerated (mainly) by the out-of-plane electric field E,. At a
having crossed it. Closer to the dipolarization fronts, due to the  given position, we can find populations that have been accelerated
higher level of magnetization, the cold ions could also continue  to different energies, depending on where they entered the
outward beyond z = +2d;. At the neutral plane, the incoming cold ~ exhaust. Together, the thermalization and superposition of
populations also experienced pitch angle scattering due to  ions that have been accelerated to different energies form the
magnetic field curvature. As such, at a given location, the  hot exhaust population. The acceleration by E, lead to super-
inbound beam (approaching the neutral plane) is colder than  Alfvénic speeds. If we assume an inflow magnetic field of 20 nT,
its outgoing counterpart. This is consistent with observations  and a plasma sheet density of 0.3 cm™ (recall that the Alfvén
from the vicinity of dipolarization fronts in the magnetotail where ~ speed in our simulation is based on the inflow magnetic field and
Xu et al. (2019) observed cold beams propagating along the  central Harris sheet density), the Alfvén speed is v4 =~ 800 km/s.
magnetic field. The beam approaching the neutral plane was  An ion accelerated to 1v4 and 2v, thus has an energy of about
colder than the beam leaving it. Overall, the region along Z in ~ 3300eV and 13400eV, respectively. As for the overall
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temperature seen in Figure 2F, T; = 0.3 corresponds to about
2000 eV. These energies are comparable to average ion
temperatures in the central plasma sheet (e.g., Baumjohann
et al, 1989). This suggests that magnetic reconnection can
heat cold lobe plasma to large enough energies to replenish
the hot plasma sheet.
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Diffuse aurora is generated by the precipitation of hot electrons from the central plasma
sheet due to wave-particle interaction. Near magnetic local noon (MLN), the diffuse aurora
was often observed in structured forms, such as in stripy or patchy. In the magnetosphere,
when the hot electrons meet with a cold plasma structure, the threshold of resonance
energy for the electrons in the cold plasma region can be lowered, leading to more
electrons being involved in the wave-particle interaction and being scattered into the loss
cone. As a result, stronger diffuse aurora can be produced in the correspondent region.
Based on this mechanism, the structured dayside diffuse auroras have been suggested to
correspond to the cold plasma structures in the dayside outer magnetosphere. This brief
review focuses on showing that 1) the stripy diffuse auroras observed near MLN are
specifically informative, 2) there are two types of diffuse aurora near MLN, which may
correspond to cold plasmas originating from inside and outside the magnetosphere,
respectively, and 3) we can study the inside-outside coupling by using the interaction
between diffuse and discrete auroras observed near MLN.

Keywords: diffuse aurora, dayside aurora, cusp aurora, cold plasma, throat aurora

INTRODUCTION

Background About Diffuse Aurora

The auroras observed on the ground can be classified into two broad categories, i.e., discrete and diffuse
auroras, which are different in appearance and generation mechanisms. Discrete auroras are generally
characterized by intense auroral emission in both green (wavelength of 557.7 nm) and red (wavelength of
630.0 nm) lines and often appear as auroral arcs, bands, curls, and rays. It is believed that the discrete
auroras are produced by electrons accelerated by quasi-static electric field or Alfven waves and are
associated with the field-aligned current. Diffuse auroras generally appear at the equatorward edge of the
auroral oval (Lui et al., 1973) with relatively homogenous emission in the green line observations. Initially,
diffuse aurora studies mainly focused on where the source particles are from, whether these particles have
been accelerated, or how these particles are scattered into the loss cone. In the 1970s, thanks to the rapid
development of satellites, it was revealed that the electrons for producing the diffuse aurora originated
from the central plasma sheet (CPS) (Meng et al., 1979), and their energy did not significantly change
from the source region to the topside ionosphere. Therefore, the research on diffuse aurora after the 1980s
mainly focused on the scattering mechanism of particles. Now, it has been widely accepted that the
electron diffuse aurora are generated by precipitation of hot electrons (> 1.0 Kev) from the CPS through
wave-particle interaction by the whistler-mode chorus (Ni et al.,, 2011b; Nishimura et al., 2010; Thorne
et al,, 2010) or electron cyclotron harmonic (ECH) (Horne and Thorne, 2000; Liang et al., 2011; Ni et al.,
2011a; Zhang et al., 2014) waves.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org 88

September 2021 | Volume 8 | Article 725677


http://crossmark.crossref.org/dialog/?doi=10.3389/fspas.2021.725677&domain=pdf&date_stamp=2021-09-22
https://www.frontiersin.org/articles/10.3389/fspas.2021.725677/full
https://www.frontiersin.org/articles/10.3389/fspas.2021.725677/full
https://www.frontiersin.org/articles/10.3389/fspas.2021.725677/full
http://creativecommons.org/licenses/by/4.0/
mailto:handesheng@tongji.edu.cn
https://doi.org/10.3389/fspas.2021.725677
https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://doi.org/10.3389/fspas.2021.725677

Han

The source particle of diffuse aurora is the earthward particle
injection during substorms. Because the injected electrons drift
from midnight toward dawn and noon sectors, the diffuse aurora
is the strongest on the post-midnight sector (Newell et al., 2009)
and is gradually weakening toward the dawn and noon sectors.
Dayside diffuse aurora has been early noticed (Newell and Meng,
1992; Sandholt et al., 1998). Sandholt et al. (1998) classified the
dayside optical auroras into seven types, in which the type 3
aurora was the diffuse aurora. For the electron scattering
mechanisms, a few studies suggested that dayside diffuse
auroras are associated with the chorus waves (Ebihara et al,
2007; Ni et al., 2014; Nishimura et al., 2013). At the same time, it
has been noticed that ECH waves play a role in producing the
diffuse auroras on the dayside (Han et al., 2017; Lou et al., 2021).
Frey et al., 2019 summarized that dayside diffuse auroras show
various structures and suggested that the diffuse auroral structure
may correspond to low-energy plasma density structures in the
dayside outer magnetosphere.

This paper will not discuss the electron scattering mechanism
for producing the diffuse aurora but will focus on the implications
of structured dayside diffuse aurora on the cold plasma
structuring in the dayside outer magnetosphere.

Distribution of Structured and Unstructured
Diffuse Auroras in the Dayside

Although satellites have advantages in providing global coverage
in auroral observation, they generally have limitations on spatial
and temporal resolutions. In contrast, ground-based instruments
can easily overcome these disadvantageous factors. On making
dayside optical auroral observations on the ground, the
observation site is required to be under the aurora oval and, at
the same time, be dark on the dayside. Only a few places can meet
these requirements on Earth. Svalbard Island in the north of
Europe is one of such places in the Northern Hemisphere.
Chinese Yellow River Station (YRS) is situated at Ny-Alesund
in Svalbard, where is just fit for making dayside optical auroral
observations from the beginning of November to the middle of
February for each year. YRS has three individual all-sky imagers
equipped with narrowband filters centered at 427.8, 557.5, and
630.0 nm, respectively (Hu et al., 2009). YRS has carried out
auroral observations in the same mode, ie., with 10-s time
resolution, since November 2003 up to the present. The long-
lasting and high-quality data accumulation provides an
unprecedented opportunity for the dayside auroral study. The
observational results discussed here are mainly obtained from the
YRS station.

Using observations from Svalbard, Sandholt et al. (1998)
suggested that the dayside diffuse auroras are caused by
precipitation of CPS electrons drifted from the nightside.
However, they did not do further studies on it. Using 7-years
observations from YRS, Han et al. (2015) carried out a statistical
survey on the dayside diffuse aurora. They found that the dayside
diffuse auroras can be classified into two broad categories:
structured and unstructured diffuse auroras. The structured
diffuse auroras are predominantly observed near magnetic
local noon (MLN), and the unstructured ones are in the
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morning. The main results and the implications are illustrated
in Figure 1. The observational results were explained as follows
by considering the source particle properties of diffuse aurora and
the cold plasma structuring in the dayside magnetosphere (Han
et al.,, 2015; Han et al,, 2017).

The source particles for diffuse auroras are hot electrons from
CPS (Horne et al., 2003). These particles originate from the
earthward particle injection during substorms on the nightside
(Newell et al., 2009) and drift around the Earth toward dawn and
local noon sectors. As drifting, a portion of the electrons can be
scattered into the loss cone and produce diffuse aurora. This leads
to the diffuse aurora being the most intense near midnight and
gradually weakening toward dawn and noon sectors (Newell
et al., 2004). At the same time, the electron density gradually
decreases from midnight toward the local noon.

The essential differences for the structured and unstructured
diffuse auroras lie in the size of the diffuse auroral region. If the
auroral region is large enough, it will be full of the field of view
and thus be observed as ‘unstructured’. Otherwise, if the diffuse
auroral region is not so large and its shape can be identified in the
field of view, it will be observed as “structured”. In the morning,
the diffuse auroras are predominantly observed as
“unstructured”. This can be understood as that the source
particle for diffuse aurora still has a high density in the
morning, so it can produce diffuse aurora in a large area,
which is often observed as “unstructured”.

Han et al. (2015) suggested that the reasons for the diffuse
auroras observed near MLN become much structured should be
related to cold-plasma structuring in the dayside outer
magnetosphere. In previous, both theoretical (Demekhov and
Yu., 1994; Ni et al., 2014) and observational (Nishimura et al.,
2013) works have shown that a structured diffuse aurora
corresponds to a cold plasma structure in the magnetosphere.
The cold plasma structure plays a crucial role in the generation of
the structured diffuse aurora by decreasing the energy threshold
and increasing the growth rate of whistler cyclotron instability
(Brice and Lucas, 2012; Li et al., 2011). This means that the
existence of the cold plasma structure will enable more particles
to be scattered into the loss cone and thus lead to a stronger
aurora. Based on this theory, because the density of the source
particle decreases toward local noon, even though some of them
still can be scattered into loss cone and produce diffuse aurora,
the auroral intensity may be too weak to be detected by a camera
in general. Under such a condition, if there is a cold plasma
structure in the magnetosphere, more electrons passing through
this structure will be scattered into the loss cone. Thus, the auroral
intensity conjugate to the cold plasma structure will be increased
and thus be observed as structured diffuse aurora. This well
explained why the structured diffuse auroras are predominantly
observed near local noon.

Stripy Diffuse Auroras Observed Near
Magnetic Local Noon

Satellite observations frequently detected cold plasma structures
in the dayside outer magnetosphere (Chen and Moore, 2006; Lee
et al,, 2015). However, it is not easy to determine the three-
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dimensional (3-D) shape of the cold plasma even with
simultaneous observations from multiple satellites. Han et al.
(2015) noticed that the structured diffuse auroras observed near
MLN mainly show stripy and patchy forms. Importantly, they
found that the stripy diffuse auroras are convection-aligned and
show tapered at the end. Based on these properties, Han et al.,
2015 suggested that these stripy diffuse auroras should
correspond to wedge-like cold plasma structures radially
aligned from low to high L shells in the dayside outer
magnetosphere. Figure 1 shows a stripy diffuse aurora
example and schematically illustrates the projection of the
wedge-like structure on the equatorial plane.

The possible origin for the cold plasmas observed in the
dayside outer magnetosphere include ionospheric outflow,
plasma aspherical drainage plume, and solar wind penetration
(Delzanno et al., 2021). The 3-D shape of the cold plasma
structure is useful in inferring its generation mechanism.
Based on the convection-aligned orientation of the stripy
diffuse aurora, Han et al. (2015) suggested that the wedge-like
cold plasma structure in the magnetosphere should also be
convection-aligned, as indicated in Figure 1. This information
led Han et al. (2017) to suggest that the cold plasmas forming the
wedge-like structure are most likely from the ionospheric outflow.
It is well known that solar EUV ionization can produce dense
plasma in the midlatitude ionosphere. When these plasmas were
conveyed toward high latitudes by ionospheric convection, stripy
high-density plasma structures may be formed in the ionosphere.
These structures have been observed as the tongue of ionization
(Foster et al., 2005) or poleward moving plasma concentration
enhancement (PMPCE) (Zhang et al., 2013). Further, Zhang et al.
(2016) indicated that the PMPCE might be associated with
ionospheric outflows. Thus, from the convection-aligned

property of the stripy diffuse aurora, we infer that 1) the
correspondent cold plasma structure in the dayside outer
magnetosphere should be in a wedge-like form and be
convection-aligned, 2) these cold plasmas are originated from
the ionospheric outflow, and 3) it is the ionosphere that
determines the convection-aligned features for the wedge-like
cold plasma structure. We expect future observations to verify
these inferences.

Two Types of Diffuse Auroras Observed

Near Magnetic Local Noon

By examining the observations at Yellow River Station, Han et al.
(2017) revealed that there exist two types of structured diffuse
auroras near MLN, which are with obviously different dynamical
properties and are called Type 1 and Type 2 diffuse auroras. The
auroral movies provided in Supporting Information (SI) in Han
etal. (2017) showed the differences in the dynamic properties for
the two types of diffuse auroras in detail. Han et al. (2017) showed
that Type 1 diffuse auroras are generally in stripy or patchy forms
and show fast drifting or pulsating. Actually, Type 1 diffuse
auroras are the same as the structured patchy diffuse auroras
defined in Han et al. (2015). Thus, they may reflect the cold
plasma structuring in the dayside outer magnetosphere, as
discussed above.

On the other hand, Type 2 diffuse auroras are always adjacent
to the discrete aurora oval and drift together with the nearby
discrete aurora much slower than the drifting speed of Type 1.
This result naturally reminds us to consider the possible linkage
between the Type 2 diffuse aurora and the nearby discrete aurora.
Han et al. (2017) confirmed this linkage by coordinated
observations from Magnetospheric Multiscale (MMS) satellites
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FIGURE 2| A typical case observed on Nov. 27, 2008 for showing how the diffuse auroras can be used to analyze the dayside magnetospheric processes. Yellow

and red arrows indicate Type 1 and Type 2 diffuse auroras, respectively. Type 2 diffuse aurora is believed to be related to the penetrated magnetosheath particles. A
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poleward but cannot come into the black region, which means the field lines threading the black region is opened.
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near the magnetopause and ground-based all-sky imager at
Yellow River Station. Han et al. (2017) found that Typel and
Type 2 diffuse auroras correlate with the number density increase
of O+ and He2+ ions, respectively. It is generally accepted that
O+ ions are originated from the ionosphere. In contrast, highly
charged ion species, such as He2+ ions, are originated from the
solar wind. Therefore, Han et al. (2017) suggested that Type 2
diffuse auroras are related to cold plasmas originating from the
solar wind.

The possible mechanisms for the solar wind particles entering
the magnetosphere include the dayside reconnection (Fuselier
and Lewis, 2011), high-latitude reconnection (Song et al., 1994),
and impulsive plasma penetration (Lemaire, 1977). The solar
wind consists primarily of electrons and protons with the
temperature of the order of 10 eV flowing at around 400 km/s.
For ions, the flow kinetic energy is ~ 1.0 keV and dominates over
the thermal energy. The total energy of the magnetosheath ions is
~ 1.0 keV, while that of the electrons is even lower. Although solar
wind particles are traditionally not regarded as cold plasmas, their
temperature is about one order lower than that of the electrons in
the CPS. Therefore, once entering the magnetosphere, they can
also act as a cold plasma structure in producing the diffuse aurora
by decreasing the threshold energy of the electrons participating
in the wave-particle resonances.

In summary, Han et al, 2017 showed two types of diffuse
aurora near MLN, which may correspond to cold plasmas
originating from inside and outside the magnetosphere,
respectively. It provides a feasible method for inferring the
two-dimensional information of magnetosheath particles

penetrating into the near the

magnetopause.

magnetosphere

dayside

Using Diffuse Aurora to Analyze the
Magnetospheric Processes

The diffuse auroras are all on the closed field lines (inside the
magnetosphere). Near MLN, the discrete auroras are believed to
be on the open field lines (outside the magnetosphere)
(Lockwood, 1997). The diffuse and discrete auroras observed
near MLN often show close interaction (Han et al, 2015).
Therefore, we suggest that we can study the inside-outside
coupling by using the interaction between the diffuse and
discrete auroras observed near MLN. Han (2019) analyzed
such an event observed on November 27, 2008, as shown in
Figure 2.

In Figure 2, a yellow arrow on each image approximately
indicates the poleward edge of Type 1 diffuse aurora, and a red
arrow indicates the Type 2 diffuse aurora. From 08:22:30UT, the
Type 2 diffuse aurora split, and a black region appeared, as
indicated by the blue arrow. At the same time, a discrete
aurora started to appear in the center of the diffuse aurora, as
indicated by the white arrow. This discrete aurora is called throat
aurora (Han et al., 2015) and has been suggested to be associated
with magnetopause reconnection (Han et al,, 2019; Feng et al,,
2020). With the throat aurora gradually brightened, a large area of
Type 1 diffuse aurora (indicated by yellow arrow) just drifted
poleward and surrounded the throat aurora from 08:23:30UT to
08:24:30UT. Most interestingly, the black region surrounding the
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throat aurora kept dark all the time, i.e., the large area of Type 1 diffuse
drifting poleward but cannot enter into the black region. Because
diffuse auroras are caused by particles on the closed field lines, this
observational fact means that the electrons on the closed field lines
cannot reach the black region anyway. This can be explained by that
the black region was on opened field lines at that time. Because the
black region was initially covered by diffuse aurora, i.e., on the closed
field lines, Han [2019] suggested that the black region’s field lines are
newly opened by magnetopause reconnection. Further, because the
appearance of the black region is closely related to the throat aurora,
this indicates that the generation of throat aurora is associated with the
magnetopause reconnection. This example well demonstrates the
inside-outside magnetospheric coupling by taking advantage of the
two-dimensional continuous observations of aurora. The auroral
observations may also be used to study how the cold plasmas
affect the magnetopause reconnection (Borovsky and Denton,
2008; Borovsky et al., 2008).

CONCLUSION

Based on theoretical works of inferring cold plasma structuring
from the structured diffuse auroras, observational results about
the dayside diffuse aurora are well explained. Among the dayside
diffuse aurora structures, the north-south aligned stripy diffuse
auroras are the most informative. The convection-aligned feature
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reminds us to consider that the related cold plasma structure
should be wedge-like in the magnetosphere and these cold
plasmas are most likely from the ionospheric outflow. These
outflowed cold plasmas may involve the dayside magnetopause
reconnection, although the details need further study. Near
magnetic local noon, two types of structured diffuse auroras
were resolved. Type 1 is suggested to be related to ionospheric
outflow, while Type 2 is believed to be involved in particles
penetrated from the magnetosheath. Based on these
understandings and combined with the advantages of two-
dimensional continuous auroral observation, we can infer
some physical processes near the dayside magnetopause.

AUTHOR CONTRIBUTIONS

The author confirms being the sole contributor of this work and
has approved it for publication.

FUNDING

This work is supported by the National Natural Science
Foundation of China (No. 42030101) and Shanghai Science
and Technology Innovation Action Plan (No.21DZ1206102).
D-SH is the PI of these fundings.

Fuselier, S. A., and Lewis, W. S. (2011). Properties of Near-Earth Magnetic
Reconnection from In-Situ Observations. Space Sci. Rev. 160 (1-4), 95-121.
doi:10.1007/978-1-4614-3046-9_6

Han, D.-S., Xu, T., Jin, Y., Oksavik, K., Cai Chen, X,, Liu, J-J., et al. (2019).
Observational Evidence for Throat aurora Being Associated with
Magnetopause Reconnection. Geophys. Res. Lett. 46, 7. doi:10.1029/
2019GL083593

Han, D., Chen, X.-C., Liu, J.-J., Qiu, Q., Keika, K., Hu, Z.-]., et al. (2015). An
Extensive Survey of Dayside Diffuse aurora Based on Optical Observations at
Yellow River Station. J. Geophys. Res. Space Phys. 120 (9), 7447-7465.
doi:10.1002/2015ja021699

Han, D. (2019). Ionospheric Polarization Electric Field Guiding Magnetopause
Reconnection: A Conceptual Model of Throat aurora. Sci. China Earth Sci. 62
(12), 2099-2105. doi:10.1007/s11430-019-9358-8

Han, D. S, Li, J.-X,, Nishimura, Y., Lyons, L. R,, Bortnik, J., Zhou, M, et al. (2017).
Coordinated Observations of Two Types of Diffuse Auroras Near Magnetic Local
Noon by Magnetospheric Multiscale mission and Ground All-Sky Camera.
Geophys. Res. Lett. 44 (16), 8130-8139. doi:10.1002/2017gl074447

Horne, R. B, and Thorne, R. M. (2000). Electron Pitch Angle Diffusion by
Electrostatic Electron Cyclotron Harmonic Waves: The Origin of Pancake
Distributions. J. Geophys. Res. Atmospheres 105 (A3), 5391-5402. doi:10.1029/
1999ja900447

Horne, R. B,, Thorne, R. M., Meredith, N. P., and Anderson, R. R. (2003). Diffuse
Auroral Electron Scattering by Electron Cyclotron Harmonic and Whistler
Mode Waves during an Isolated Substorm. J. Geophys. Res. Space Phys. 108
(A7). doi:10.1029/2002ja009736

Hu, Z. J,, Yang, H.,, Huang, D., Araki, T., Sato, N., Taguchi, M., et al. (2009).
Synoptic Distribution of Dayside aurora: Multiple-Wavelength ~All-Sky
Observation at Yellow River Station in Ny—Alesund, Svalbard. J. Atmos.
Solar-Terrestrial Phys. 71 (8), 794-804. doi:10.1016/j.jastp.2009.02.010

Lee, S. H., Zhang, H., Zong, Q. G., Wang, Y., Otto, A., Reme, H., et al. (2015).
Asymmetric Ionospheric Outflow Observed at the Dayside Magnetopause.
J. Geophys. Res. Space Phys. 120 (5), 3564-3573. doi:10.1002/2014ja020943

Frontiers in Astronomy and Space Sciences | www.frontiersin.org

September 2021 | Volume 8 | Article 725677


https://doi.org/10.1029/2007ja012994
https://doi.org/10.1029/2007ja012645
https://doi.org/10.1029/ja076i004p00900
https://doi.org/10.1029/2005ja011084
https://doi.org/10.1016/j.jastp.2021.105599
https://doi.org/10.1029/93ja01804
https://doi.org/10.1029/2006ja012087
https://doi.org/10.1029/2020JA027995
https://doi.org/10.1029/2020JA027995
https://doi.org/10.1029/2004ja010928
https://doi.org/10.1007/s11214-019-0617-7
https://doi.org/10.1007/978-1-4614-3046-9_6
https://doi.org/10.1029/2019GL083593
https://doi.org/10.1029/2019GL083593
https://doi.org/10.1002/2015ja021699
https://doi.org/10.1007/s11430-019-9358-8
https://doi.org/10.1002/2017gl074447
https://doi.org/10.1029/1999ja900447
https://doi.org/10.1029/1999ja900447
https://doi.org/10.1029/2002ja009736
https://doi.org/10.1016/j.jastp.2009.02.010
https://doi.org/10.1002/2014ja020943
https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Lemaire, J. (1977). Impulsive Penetration of Filamentary Plasma Elements into the
Magnetospheres of the Earth and Jupiter. Planet. Space Sci. 25 (9), 887-890.
doi:10.1016/0032-0633(77)90042-3

Li, W., Bortnik, J., Thorne, R. M., Nishimura, Y., Angelopoulos, V., and Chen, L. (2011).
Modulation of Whistler Mode Chorus Waves: 2. Role of Density Variations.
J. Geophys. Res. Atmospheres 116 (A6), 2235-2239. doi:10.1029/2010ja016313

Liang, J., Ni, B., Spanswick, E., Kubyshkina, M., Donovan, E. F., Uritsky, V. M.,
et al. (2011). Fast Earthward Flows, Electron Cyclotron Harmonic Waves, and
Diffuse Auroras: Conjunctive Observations and a Synthesized Scenario.
J. Geophys. Res. 116 (A12), A12220. doi:10.1029/2011ja017094

Lockwood, M. (1997). Relationship of Dayside Auroral Precipitations to the Open-
Closed Separatrix and the Pattern of Convective Flow. . Geophys. Res. 102 (A8),
17475-17487.

Lou, Y., Cao, X, Ni, B., Tu, W., Gu, X, Fu, S., et al. (2021). Diffuse Auroral Electron
Scattering by Electrostatic Electron Cyclotron Harmonic Waves in the Dayside
Magnetosphere. Geophys. Res. Lett. 48 (5), €2020GL092208. doi:10.1029/
2020GL092208

Lui, A. T. Y., Perreault, P., Akasofu, S. I, and Anger, C. D. (1973). The Diffuse
aurora. Planet. Space Sci. 21 (5), 857. doi:10.1016/0032-0633(73)90102-5

Meng, C. I, Mauk, B., and Mcilwain, C. E. (1979). Electron Precipitation of Evening
Diffuse aurora and its Conjugate Electron Fluxes Near the Magnetospheric Equator.
J. Geophys. Res. Space Phys. 84 (A6), 2545-2558. doi:10.1029/ja084ia06p02545

Newell, P. T., and Meng, C. I. (1992). Mapping the Dayside Ionosphere to the
Magnetosphere According to Particle Precipitation Characteristics. Geophys.
Res. Lett. 19 (6), 609-612. doi:10.1029/92gl00404

Newell, P. T., Ruohoniemi, J. M., and Meng, C.-I. (2004). Maps of Precipitation by
Source Region, Binned by IMF, with Inertial Convection Streamlines.
J. Geophys. Res. 109 (A10). doi:10.1029/2004ja010499

Newell, P. T., Sotirelis, T., and Wing, S. (2009). Diffuse, Monoenergetic, and
Broadband aurora: The Global Precipitation Budget. J. Geophys. Res. 114 (A9).
doi:10.1029/2009ja014326

Ni, B, Bortnik, J., Nishimura, Y., Thorne, R. M., Li, W., Angelopoulos, V., et al.
(2014). Chorus Wave Scattering Responsible for the Earth’s Dayside Diffuse
Auroral Precipitation: A Detailed Case Study. J. Geophys. Res. Space Phys. 119
(2), 897-908. doi:10.1002/2013ja019507

Ni, B,, Thorne, R. M., Horne, R. B., Meredith, N. P., Shprits, Y. Y., Chen, L., et al.
(2011a). Resonant Scattering of Plasma Sheet Electrons Leading to Diffuse
Auroral Precipitation: 1. Evaluation for Electrostatic Electron Cyclotron
Harmonic Waves. J. Geophys. Res. 116 (A4). doi:10.1029/2010ja016232

Ni, B., Thorne, R. M., Meredith, N. P., Horne, R. B., and Shprits, Y. Y. (2011b).
Resonant Scattering of Plasma Sheet Electrons Leading to Diffuse Auroral
Precipitation: 2. Evaluation for Whistler Mode Chorus Waves. J. Geophys. Res.
116 (A4), A04219. doi:10.1029/2010ja016233

Diffuse Aurora and Cold-Plasma Structuring

Nishimura, Y., Bortnik, J., Li, W., Thorne, R. M., Lyons, L. R, Angelopoulos, V.,
et al. (2010). Identifying the Driver of Pulsating aurora. Science 330 (6000),
81-84. doi:10.1126/science.1193186

Nishimura, Y., Bortnik, J., Li, W., Thorne, R. M., Ni, B., Lyons, L. R,, et al. (2013).
Structures of Dayside Whistler-Mode Waves Deduced from Conjugate Diffuse
aurora. J. Geophys. Res. Space Phys. 118 (2), 664-673. doi:10.1029/2012ja018242

Sandholt, P. E., Farrugia, C. J., and Cowley, S. W. H. (1998). Pulsating Cusp aurora
for Northward Interplanetary Magnetic Field. J. Geophys. Res. 103 (A11), 26507.
doi:10.1029/98ja02433

Song, P., Holzer, T. E., Russell, C. T., and Wang, Z. (1994). Modelling the Low-
Latitude Boundary Layer with Reconnection Entry. Geophys. Res. Lett. 21 (7),
625-628. doi:10.1029/94GL00374

Thorne, R. M., Ni, B,, Tao, X., Horne, R. B., and Meredith, N. P. (2010). Scattering
by Chorus Waves as the Dominant Cause of Diffuse Auroral Precipitation.
Nature 467 (7318), 943-946. doi:10.1038/nature09467

Zhang, Q.-H., Zong, Q-G., Lockwood, M., Heelis, R. A., Hairston, M., Liang, .,
etal. (2016). Earth’s Ion Upflow Associated with Polar Cap Patches: Global and
In Situ Observations. Geophys. Res. Lett. 43 (5), 1845-1853. doi:10.1002/
2016gl067897

Zhang, Q. H., Zhang, B. C., Moen, J., Lockwood, M., McCrea, I. W., Yang, H. G,,
et al. (2013). Polar Cap Patch Segmentation of the Tongue of Ionization in the
Morning Convection Cell. Geophys. Res. Lett. 40 (12), 2918-2922. d0i:10.1002/
grl.50616

Zhang, X.-]., Angelopoulos, V., Ni, B., Thorne, R. M., and Horne, a. R. B. (2014).
Extent of ECH Wave Emissions in the Earth’s Magnetotail. J. Geophys. Res.
Space Phys. Plasmas 119, 5561-5574. doi:10.1002/2014JA019931

Conflict of Interest: The author declares that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors, and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2021 Han. This is an open-access article distributed under the terms of
the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) and
the copyright owner(s) are credited and that the original publication in this journal is
cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

Frontiers in Astronomy and Space Sciences | www.frontiersin.org

93

September 2021 | Volume 8 | Article 725677


https://doi.org/10.1016/0032-0633(77)90042-3
https://doi.org/10.1029/2010ja016313
https://doi.org/10.1029/2011ja017094
https://doi.org/10.1029/2020GL092208
https://doi.org/10.1029/2020GL092208
https://doi.org/10.1016/0032-0633(73)90102-5
https://doi.org/10.1029/ja084ia06p02545
https://doi.org/10.1029/92gl00404
https://doi.org/10.1029/2004ja010499
https://doi.org/10.1029/2009ja014326
https://doi.org/10.1002/2013ja019507
https://doi.org/10.1029/2010ja016232
https://doi.org/10.1029/2010ja016233
https://doi.org/10.1126/science.1193186
https://doi.org/10.1029/2012ja018242
https://doi.org/10.1029/98ja02433
https://doi.org/10.1029/94GL00374
https://doi.org/10.1038/nature09467
https://doi.org/10.1002/2016gl067897
https://doi.org/10.1002/2016gl067897
https://doi.org/10.1002/grl.50616
https://doi.org/10.1002/grl.50616
https://doi.org/10.1002/2014JA019931
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

'." frontiers
in Physics

REVIEW
published: 20 October 2021
doi: 10.3389/fphy.2021.743316

OPEN ACCESS

Edited by:

Gian Luca Delzanno,

Los Alamos National Laboratory
(DOE), United States

Reviewed by:

William Lotko,

National Center for Atmospheric
Research (UCAR), United States
Christopher Cully,

University of Calgary, Canada

*Correspondence:
Kun Li
likun37@mail.sysu.edu.cn

Specialty section:

This article was submitted to
Space Physics,

a section of the journal
Frontiers in Physics

Received: 18 July 2021
Accepted: 30 September 2021
Published: 20 October 2021

Citation:

Li K, André M, Eriksson A, Wei Y, Cui J
and Haaland S (2021) High-Latitude
Cold lon Outflow Inferred From the
Cluster Wake Observations in the
Magnetotail Lobes and the Polar

Cap Region.

Front. Phys. 9:743316.

doi: 10.3389/fohy.2021.743316

®

Check for
updates

High-Latitude Cold lon Outflow
Inferred From the Cluster Wake
Observations in the Magnetotail Lobes
and the Polar Cap Region

Kun Li'*, Mats André?, Anders Eriksson?, Yong Wei®, Jun Cui' and Stein Haaland*°

!Planetary Environmental and Astrobiological Research Laboratory (PEARL), School of Atmospheric Sciences, Sun Yat-sen
University, Zhuhai, China, 2Swedish Institute of Space Physics, Uppsala, Sweden, ®Institute of Geology and Geophysics, Chinese
Academy of Sciences, Beijing, China, “Max Planck Institute for Solar System Research, Géttingen, Germany, SBirkeland Centre
for Space Science, University of Bergen, Bergen, Norway

Cold ions with low (a few eV) thermal energies and also often low bulk drift energies,
dominate the ion population in the Earth’s magnetosphere. These ions mainly originate
from the ionosphere. Here we concentrate on cold ions in the high latitude polar regions,
where magnetic field lines are open and connected to the magnetotail. Outflow from the
ionosphere can modify the dynamics of the magnetosphere. In-situ observations of low
energy ions are challenging. In the low-density polar regions the equivalent spacecraft
potential is often large compared to cold ion energies and the ions cannot reach the
spacecraft. Rather, a supersonic ion flow creates an enhanced wake. The local electric field
associated with this wake can be used to detect the drifting cold ions, and this wake
technique can be used for statistical studies. In this paper, we review some of the key
results obtained from this technique. These results help us to understand how cold
ionospheric outflow varies with various conditions of solar activities and the Earth’s intrinsic
magnetic field.

Keywords: cold ion, ionospheric outflow, polar wind, solar wind, geomagnetic field

INTRODUCTION

Ions of ionospheric origin have for decades been suggested to be a very important part of the
magnetospheric plasma population [1-5]. The outflow comes from both high and low latitudes, both
providing significant contributions of similar order of magnitude (e.g. 106). Recent review papers
summarize several studies of ionospheric outflow (107; [6-9]). Here we concentrate on the outflow
from high latitudes. In terms of source region, there are broadly three regions in the high latitude
ionosphere relevant for outflow and supply of ionospheric plasma to the magnetosphere. They are
the dayside cusp region, the polar cap and the auroral zone.

The auroral region constitutes the boundary between open and close field lines, and is home to
multiple energization mechanisms, including particle precipitation, Joule heating, quasi-static
electric fields, and wave-particle interactions (see, e.g. [10,11]). Ion escaping from the auroral
region can have energies ranging from a few eV to a few tens of keV. During the geomagnetic storm
times, ion outflow from the auroral region contains a significant fraction of oxygen ions. A similar
outflow of oxygen ions also takes place at the cusp region, where the magnetosheath has direct access
to the small region of the polar ionosphere. Energization processes are similar to those in the
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nightside auroral region. Due to plasma transport, outflow from
the dayside cusp can also be observed over the polar cap, the high-
latitude mantle, and the distant tail regions [12-16].

Poleward of the auroral region, in the polar cap, magnetic field
lines are “open” (connected to the interplanetary magnetic field).
Upflow in this region is initially driven by an ambipolar electric
field set up by the difference in scale height between electrons and
ions. Simulations (e.g. [17]) and observations (e.g. [18]) suggest a
total potential drop of a few volts due to this ambipolar electric
field. Energization is thus only a few eV, but this is enough to
energize light ions sufficiently to escape Earth’s gravitational field.
Low-energy ionospheric outflow set up by this ambipolar electric
field was firstly predicted by Axford [19] and Banks and Holzer
[20], and is often referred to as the polar wind. Additional
acceleration mechanisms such as the mirror force and the
centrifugal force [21,22], provide some additional energy, but
these ions typically remain “cold” for a long time as they move
through the magnetosphere.

On short time scales, ouflow of these cold ions plays an
important role for dynamics of the magnetosphere (e.g. [23]).
Due to the combination of parallel motion along the magnetic
field lines, and perpendicular motion through convection of
magnetic flux tubes, a large fraction of ions emanating from
the ionosphere end up in the Earth’s tail plasma sheet after having
been transported through the magnetospheric tail lobes. The
nightside plasma sheet is of key importance for
magnetospheric dynamics and space weather effects like
geomagnetic storms and substorms. In particular, magnetic
reconnection taking place in the thin current sheet, converts
magnetic energy to kinetic energy and results in the deposition of
large amounts of energy into the inner magnetosphere, the ring
current and the auroral ionosphere.

On a microscopic scale, magnetic reconnection implies a
decoupling between particles and the magnetic field in a
localized region. This leads to the creation of an electron
diffusion region and an ion diffusion region, which scale sizes
are governed by the respective inertial lengths and gyroradii of the
ions and electrons. Due to their low energy and temperature
compared to the pre-existing ions in the plasma sheet, cold ions
effectively introduce an intermediate diffusion region into this
picture [24,25]. The kinetic physics of reconnection can be
drastically changed when cold ions are introduced, e.g., by
locally reducing the Hall currents and by introducing new
instabilities [26-28]. The large-scale reconnection rate does
not seem to change much, at least not for magnetospheric
conditions [29].

On geological time scales, ionospheric outflow can also
influence the evolution of the atmosphere [30-33]. A
frequently recurring question here is the role of a planet’s
intrinsic magnetic field. On one side, it is claimed that a
magnetic field provides some protection against direct solar
wind interaction (e.g. [34]), but on the other side, and as
noted above, a magnetic field also facilitates some of the
escape mechanisms responsible for long term atmospheric
evolution (e.g., [35,36]) [37]).

Measuring low energy ions in the terrestrial magnetosphere is
notoriously difficult. In the Earth’s low density magnetotail lobes,

High-Latitude Cold lon Outflow

spacecraft are usually positively charged due to photoelectron
emission. This positive electric potential effectively shields the
spacecraft and its instruments from any ions with energies lower
than the equivalent electric potential energy of the spacecraft.
Consequently, direct measurements of cold ions with particle
detectors in this part of the magnetosphere are not possible unless
the spacecraft charge can be neutralized [1,3,4,9,38]. Cold ions in
the magnetosphere have therefore been considered “invisible” for
a long time. However, an indirect method, based on observations
of an enhanced electrostatic wake by the Cluster satellites made it
possible to determine the bulk flow velocity of cold ions [39-41].
In this paper, we briefly review this wake method and some of the
key results obtained from this technique.

This paper is organized as follows: In Detecting Cold Ion
Outflow, we first outline the methodology to infer flow
velocity and density of cold ions from Cluster mission data,
and then briefly introduce the observations of ionospheric
outflow prior to the Cluster mission. In Transport of Cold Ions
in the Magnetosphere, we present results based on a large data set
of wake measurement from the Cluster satellites. In particular, we
use these observations to infer the ionospheric source region,
transport paths and fate of the outflowing ions. In The Role of the
Earth’s Intrinsic Magnetic Field and Energy Sources for the
Outflow, we present studies on the role of the Earth’s
magnetic field and the energy sources of cold ion outflow,
respectively. In Discussion, we discuss possible comparison
using results from the wake technique on Earth with
observational studies for other terrestrial planets. Finally,
Summary summarizes the paper.

DETECTING COLD ION OUTFLOW

Characterization of cold ion outflow requires knowledge about
number density and flow velocity of the cold ions. A major
challenge with in-situ spacecraft observations of low energy
plasma is spacecraft charging. One primary source region, the
polar cap, is magnetically connected to the magnetospheric
lobes—large regions of space characterized by very low plasma
densities, typically less than 0.1 cm™ (e.g. [42]). A sunlit
spacecraft in such environments will rapidly be charged up to
several tens of volt due to photoemission of electrons (e.g.
[43,44]). This spacecraft charging acts as a barrier to ions with
energies below energy associated with the electric potential of the
spacecraft. Consequently, cold ions will be invisible for particle
detectors onboard the spacecraft, so alternative methods to
determine density and flow velocity have to be used.

Cold lon Density Determination

In addition to particle instruments and calculation of plasma
moments, two alternative methods to determine cold plasma
density are possible with Cluster observations. The Wave of HIgh
frequency and Sounder for probing Electron density by
Relaxation (WHISPER—see e.g. [45]) relies on the
identification of the plasma frequency in a wave spectrum and
can provide very accurate measurements of electron densities.
However, it is not always possible to automatically determine a
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single unique resonance line, so densities from WHISPER are not
always available. Furthermore, in active mode, WHISPER
operation involves excitation over a wide frequency range to
determine the resonance line. The lowest possible excitation
frequency of WHISPER is around 4kHz, corresponding to
approximately 0.2 cm™ as the lowest detectable electron
density value. In addition, contamination from the locally
produced photoelectrons can also influence WHISPER
measurements.

A second, and frequently used method is based on utilization
of the spacecraft charging [44,46]. As shown in e.g. Pedersen et al.
[46], a functional relationship between spacecraft charge and
the ambient electron density of the form, N, = Aexp(—vl;” ),
exists. Here, N, is the electron density and V,, is the
spacecraft potential relative to the ambient plasma. On
Cluster, the spacecraft potential is routinely measured by the
Electric Field and Wave instrument (EFW- see [47]). A and B are
empirical constants, and can be determined from cross-
calibration with other instruments including the CIS [48],
PEACE [49] and WHISPER [50] when densities obtained
from these instruments were available (e.g., [44,46]). Assuming
quasi-neutrality, the cold ion density is identical to electron
density. This technique has been used by e.g. Svenes et al.
[42], and Haaland et al. [51,52] to study cold ion density in
the polar cap and lobe regions and their response to changes in
the solar irradiation and solar wind—magnetosphere coupling.

Cold lon Bulk Velocity Inferred From

Electrostatic Wake Measurements

Spacecraft in the low-density lobes are often positively charged to
tens of volts. The outflowing positive ionospheric ions are
typically supersonic with bulk velocity corresponding to an
energy of only a few eV and an even lower thermal velocity.
These ions are not deflected by the spacecraft body but by the
much larger electrostatic structure due to the spacecraft voltage,
causing an enhanced ion wake. Since the flow is subsonic with
respect to the thermal speed of the electrons, the wake charges
negatively. Both ions and electrons can here be treated as
essentially unmagnetized (e.g. [39-41,53]). Consequently, a
local electrostatic electric field arises due to the wake caused
by the charged spacecraft. By measuring this electric field of the
wake region, as well as the unperturbed electric field outside the
wake, the velocity and direction of the bulk cold ion flow can be
determined [53]. Cluster, with its two complementary electric
field instruments, is able to measure both the wake field and the
unperturbed electric field.

Each wire boom pair of the EFW instrument has two probes
88 m apart. Given a length scale of the wake on the order of 100 m
[41,54], the electric field measured by EFW, EEFW  is a
superposition of the wake field and large-scale background
electric field.

The unperturbed electric field can be measured by the Electron
Drift Instrument (EDI) [55,56]. EDI emits electron beams with an
energy of 0.5 or 1keV in the direction perpendicular to the
ambient magnetic field, B. The emitted electrons gyrate and
return to the instrument, where their gyro center displacement

High-Latitude Cold lon Outflow

(“drift step”) and thus convection are determined. In the
magnetotail lobes, the gyro-radius of the emitted electron
beams is usually on the order of kilometers and thus much
larger than the wake dimensions. The electric field measured
by EDI, EEPI, is thus largely unaffected by the wake field.

The wake field can be calculated by subtracting the two
measurements, E" = EFFW — EFPI and since the ions are
essentially unmagnetized this gives the direction of the bulk
flow velocity, u. In the magnetotail lobes, the perpendicular
bulk velocity of cold ion flow is equal to the magnetospheric
convection velocity, u,;, which can be inferred from
u, = EEPT x B/B%. With knowledge about the direction of the
total bulk flow velocity and the perpendicular convection, the
parallel bulk flow velocity, uy, of cold ions can be determined.
Combined with cold ion density estimated from the spacecraft
potential as described above, it is possible to calculate the flux of
cold ions. Details concerning the data analysis and error estimates
are given by [40] and in Appendix A of André et al. [5]. A
comparison between the enhanced wakes in the polar lobes and
narrow wakes in the solar wind and in low Earth orbit is given by
André et al. [8].

Data Set of Cold lons

Many studies have investigated ion outflow at high latitudes.
Early observations with particle detectors on satellites include
hydrogen polar wind outflow by [57] and the discovery of
precipitating keV oxygen ions in the magnetosphere by [58],
showing the existence of an ionospheric ion population at higher
altitude. Observations have then been obtained by several
satellites including $3-3, Dynamics Explorer 1, Viking,
Akebono, Freja, Polar, FAST, DMSP and Cluster, by several
sounding rockets, and by the European Incoherent Scatter
(EISCAT) radar and the EISCAT Svalbard (ESR) radar. A
schematic summary of observations is given in Figure 2 in
Yau et al. [59] and recent reviews are given by [7,60]), André
et al. [8] and Toledo-Redondo et al. [9].

In the ionosphere a spacecraft can be negatively charged due to
the high density and high flux of electrons. At higher altitudes in a
low-density plasma, the photoelectrons emitted by a spacecraft in
sunlight can dominate, causing positive charging. At altitudes of
several Rg (Earth radii) in the polar lobes, spacecraft charging of
tens of volts positive is common. This will obviously prohibit
positive ions of ionospheric origin with energies of a few eV to
reach the spacecraft.

Comparing observations of low-energy ions by different particle
detectors using different techniques with different nominal lowest
energy channels on different spacecraft, is not trivial. For statistical
studies this must include different phases of a solar cycle in
different regions, with gradually increasing spacecraft charging
as altitude is increasing and density is decreasing. Nevertheless, it is
clear that in the energy range where particle detectors and the wake
method overlap (order 10eV) results from low altitudes
(ionosphere to a few thousand kilometers) where spacecraft
charging is less of a problem and from high altitudes (several
Re), both techniques give an average total outflow rate of the order
10*®jons s}, see Table 2 in Peterson et al. [61], Table 1, André et al.
[8] and Table 2, Toledo-Redondo et al. [9].
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FIGURE 1 | Properties of cold ion outflow. (A) Parallel velocity. (B) Outward velocity aligned with the magnetic field lines. (C) Total speed of cold ions. (D) Cold ion
density derived from measurements of spacecraft potential. (E) Outflow flux calculated from outflow parallel velocity times density with a fact of 0.8 for proton, assuming
the outflow consists of 80% of protons. (F) Flux in the topside ionosphere mapped from the locations of Cluster to the altitude of 1000 km, where the strength of the
magnetic field is assumed to be 37 pT. Adopted from [53].

The spacecraft potential at high altitude can during some
periods be artificially reduced by emitting a plasma cloud (the
Polar satellite [3]) or a beam of positive ions (Cluster and MMS,
[62,63]). Typically a satellite potential of a few volts positive
remains. Observations by the Polar satellite at altitudes of 5,000
and 50,000 km using active spacecraft potential control and
particle detectors are roughly consistent with the Cluster
observations we discuss in detail, although a significant
fraction of the low-energy ions may still not reach Polar
([3,40,53,61,64,65]. In situ comparison of two Cluster
spacecraft in the same polar lobe region at an altitude of
about 100,000 km give similar results for both satellites, with
one spacecraft using the wake method and the other using particle
detectors and artificial reduction of the spacecraft potential [39].
Again direct detection of ions with an onboard instrument, and
the Cluster wake technique, give consistent results. The
techniques have different advantages. For example, a mass
spectrometer can identify different ion species, while the wake
technique can detect ions down to the lowest thermal energies
and can routinely be used for statistical studies covering
many years.

Detailed comparison is further complicated by the fact that
ions typically are gradually energized as they move upward.
Particle tracing over altitude ranges of several Rg using
different observations to initiate the particles still give
reasonably consistent results. Tracing based on observations by
Polar [66], Akebono [67,68] and on the Cluster wake method
[69,70] all show that low-energy ions are common in the
magnetotail lobes and often are a significant supply to the tail
magnetosheet.

The Cluster wake technique can detect low energy (eV)
positive ions also using instruments on a spacecraft charged to
tens of volts positive, and can be used for statistical studies during

many years. As described above, this technique is based on
supersonic flowing ions causing an enhanced wake. Using this
technique, and 5 years of observations from one of the four
Cluster satellites, ([39,53] presented the first survey of cold ion
measurements in the polar cap and lobe regions. Their results
demonstrated that the ionospheric outflow during most of the
time is dominated by very cold ions—a population that until then
had been invisible. By combining outflow velocity and density
[40], also estimated the total outflow rate to be the order of 10*
ions s™'. As noted above, this value is consistent with observations
at much lower altitude where spacecraft charging is less of a
problem, but is higher than that in previous studies at high
altitudes based on measurements of ions with higher energies
(Table 1), [53].

The outflow velocities derived from the wake method, the
simultaneously obtained outflow density from spacecraft
potential measurements, and outflow fluxes are summarized in
Figure 1. Figure 1A is the histogram of the parallel velocities of
cold ions. The mean parallel velocity of outward moving cold ions
is 28 kms™'. There are also a few cases of inward moving cold
ions as seen in Figure 1B.

A follow-up study using the wake technique was presented by
André et al. [5]. They used measurements from two of the four
Cluster satellites over a 10-year period (2001-2010, nearly a full
solar cycle). During this time EDI was operational on the two
spacecraft, so velocity estimates could be obtained, needed to
estimate the flux. For each year data from 3 July to 3 November
were used, centered on 3 September when the polar orbit apogee
of about 20 Rg was at local midnight and thus close to the center
of the geomagnetic tail behind the Earth, although this time
period may introduce a hemispherical seasonal bias because it is
closer to the northern summer solstice than to the southern
summer solstice. All parts of orbits on the nightside (Xggp < 0)
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FIGURE 2 | The occurrence rate of cold ions defined by wake detection. A total of about 1,680,000 data are obtained from Cluster 1 and 3 during the years from

and geocentric distances beyond 5 Rg were used. In this study,
approximately 1,680,000 data points (4 s spacecraft spins) were
used to search for enhanced wakes. The presence of a wake was
detected in approximately 1,070,000 data points, corresponding
to 64% of the total observation time. Cold ions are therefore
present in the lobes and polar cap regions most of the time.
Figure 2 shows the occurrence rate of cold ions inferred from
wake detections as color-coded maps. The occurrence rate is
defined as the ratio of number of wake detections to the total
number of measurements in the spatial ranges of the grids in
Figure 2. In many regions, the occurrence rates of wake detection
were above 50%.

After selection of data points with low enough error to be used
for estimates of density, velocity, and flux, the number of data
points is reduced to 320,000. These data show that the outflow of
cold ions is of the order of 10°° ions/s and often dominates over
the outflow at higher energies.

In addition to the pioneering studies by [39,40] and André
et al. [5], a number of other studies (e.g. [69-76]) have made use
of this data set to investigate the role of cold ions in the
magnetosphere. Transport of Cold Ions in the Magnetosphere
and The Role of the Earth’s Intrinsic Magnetic Field of our paper
discuss some of the key results from these studies.

TRANSPORT OF COLD IONS IN THE
MAGNETOSPHERE

Transport of cold ions from their source in the high latitude polar
ionosphere is facilitated by a combination of parallel motion of
the ions along the magnetic field, and the convection of magnetic
flux tubes due to the solar wind-magnetosphere interaction.
Since the Cluster observations are obtained from point
measurements of E-flelds, mainly in the high-altitude polar
cap and lobe regions, they do not provide much information
about the transport paths of ions. Neither the source region nor
the fate of the outflowing ions can be directly determined from
local measurements alone. One possibility to assess details about

the transport of cold ions through the magnetosphere is to use
particle tracing. Using a model of the Earth’s magnetic field, and
the observed convection at Cluster [69,70], used first order
guiding center approximations [77] to trace the motion of
individual ions from the location of Cluster, either backward
to the source region of the ions in the ionosphere, or downtail to
the Earth’s plasma sheet where many cold ions end up.

Mapping the lonospheric Source of Cold

lons

One of the objectives of the Li et al. [69] study was to assess the
role of solar wind-magnetopshere interaction and geomagnetic
activity on ion outflow. Figure 3, adapted from their paper, shows
color coded maps of source regions of the cold ions for various
geomagnetic disturbance activities as reflected by the Dst index.
The fluxes shown in the figure are mapped to the altitude of
1000 km. The upper row shows maps for the northern
hemisphere and the lower row shows maps for the southern
hemisphere. From Figure 3, one notes that geomagnetic activity
influences cold ion outflow and the source regions in two ways.
The outflow flux varies, and the source area changes with
geomagnetic activity.

During quiet conditions (Dst>0 nT, shown in panels 1) and
4)), the outflow fluxes are fairly low, on the order of 10® ions
s' cm 2, and mostly emanating from a rather small area at high
latitudes in the polar cap. Conversely, during high activity (Dst <
-20nT, panels 3) and 6)), outflow fluxes are higher by almost an
order of magnitude, and the outflow now occurs from a larger
area. This is consistent with and expanding/contracting polar cap
during disturbed/quiet conditions (e.g. [78]).

The increased flux during disturbed conditions can probably
be attributed to a combination of enhanced ionization (e.g. [5])
and enhanced upward/outward forces such as the mirror force or
centrifugal force [21,22,79].

From Figure 3, it is also seen that there are regions of
enhanced outflow near the dayside cusp and the nightside
auroral region during disturbed conditions. This may suggest
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that particle precipitation or energy flux in the form of waves
from the solar wind or the magnetosphere drives some of the
outflow. The apparent north-south asymmetry in outflow flux
was caused by the Cluster’s orbit. Due to the tailward
magnetospheric convection, ions escaping from the dayside are
likely to travel to higher altitudes than that from the nightside.
During the time when cold ions were measured, the Cluster
satellites were at higher altitudes in the southern hemisphere than
in the northern hemisphere. Therefore, we see more ions from the
dayside of the southern polar cap and also from the nightside of
the northern polar cap.

To study changes in the cold ion outflow during different
phases of geomagnetic storms, Haaland et al. [72] have divided
the data from André et al. [5] into subsets according to different
phases in various storm events. They have calculated the total
outflow rates from the measured outflow fluxes and
simultaneously estimated areas of the outflow region, which
are modulated by the upstream solar wind conditions and the
intensity of the ring current [78]. It is found that the outflow rates
and the size of outflow regions are moderate before the main
phase of a geomagnetic storm. During the storm main phase, both
the cold ion density and velocity increase, and the polar cap
regions expand. The average outflow rate increases by almost an
order of magnitude during the peak phase of a generic storm
compared with the quiet time. The increased outflow velocity
may be attributed to larger centrifugal forces during the main
phase with enhanced magnetospheric convection.

Determining the Fate of Cold lons

As noted above, transport of cold ions in the magnetosphere is
controlled by the combination of motion along the magnetic field
and magnetospheric convection. In the stretched magnetic field
of the magnetotail lobes, convection is mainly towards the central
plasma sheet, and the same for all species and energies. The
parallel velocity, on the other hand, is generally different for
different energies of the ions. This leads to a velocity filter effect
that separates ions by energy and origin.

Ions with a high parallel velocity can escape the magnetotail
and be lost into the solar wind without reaching the plasma sheet,
while ions with lower parallel velocities can reach the plasma
sheet where they eventually get heated. Likewise, ions starting at
high latitudes, or the dayside ionosphere, will have longer
transport paths than ions from lower Ilatitudes in the
nightside, and are more likely to be lost (e.g., [12,14,32]).

Haaland et al. [71] used the convection velocities obtained
from the Cluster/EDI measurements and parallel velocities and
flux of cold ions to estimate the fate of cold ion outflow. Their
results, summarized in Figure 4, show that the fate of outflowing
ions is highly affected by the interplanetary magnetic field (IMF)
and consequently the level of the geomagnetic activity. A
northward IMF leads to nearly stagnant magnetospheric
convection, but there is still cold ion outflow. Under such
conditions, most of the outflowing cold ions are lost downtail
into the solar wind. The fraction of cold ions directly lost in this
way varies from about 4% during storm periods to about 96%
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FIGURE 4 | Schematic plots of the trajectories of cold ions during (A)
quiet, (B) moderate, and (C) storm periods. The width of the grey arrow in
each panel indicates the flux of cold ions. The geomagnetic quiet conditions
correspond to near stagnant magnetospheric convection, with relatively
small outflow fluxes from the ionosphere. Strong magnetospheric convection
happens during the geomagnetic storm periods. Although the outflow fluxes
are large compared to that during the quiet periods, most of the cold ions
reach the plasma sheet before moving far down-tail. From Haaland et al. [71].

during quiet periods. This is consistent with the recent results that
the plasma sheet is primarily supplied by ions of ionosphere
origin during storm periods [80].

Cold ions are mainly accelerated by the centrifugal force
during the transport through the magnetosphere [53,81,82].
The centrifugal force is small, so that cold ions typically
remain cold. Li et al. [70] used particle tracing to study the
transport of cold ions in more detail. Their results showed that it
takes about 2-4 h for a cold ion to travel from the ionosphere to
the plasma sheet. Due to enhanced convection, and to some
degree increased parallel velocity, the travel time decreases with
increasing geomagnetic activity. During the geomagnetic storm
periods, cold ions therefore land on the plasma sheet closer to the
Earth than during the quiet periods. Furthermore, the results
show a persistent dawn-dusk asymmetry with more cold ions
ending up near dusk, even though there is no such asymmetry in
the source region. This is consistent with simulations by Cully
et al. [67] for low-energy ions and by [83] for O ions. This
phenomenon can be explained by the fact that the movements of
outflowing ions are largely constrained by the convection electric
field. The averaged convection equipotentials are skewed 2-3 h
clockwise under most conditions, as simulated by Weimer [84]
and observed by Haaland et al. [85]. Therefore, ions from the
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dayside traveling tailward typically have a velocity component in
the duskward direction and end up in the dusk sector of the
plasma sheet.

THE ROLE OF THE EARTH’S INTRINSIC
MAGNETIC FIELD

Throughout Earth’s geological history, both orientation and
strength of the geomagnetic field have changed dramatically,
often within short geological time scales (e.g., [33,86-88]).
Changes in the magnetic field will affect the shape, size and
location of the polar cap—the source region for cold ion
outflow—and consequently the total outflow. Ion outflow is
also affected by the strength of the geomagnetic field, since
this will influence the interaction between the solar wind and
the atmosphere.

In the following, we show how changes in orientation of the
geomagnetic field due to the rotation of Earth impact cold ion
outflow. We also show how cold ion outflow is affected by
changes in strength of the geomagnetic field based on
comparison studies of outflow from ionospheric source regions
with different geomagnetic field strength, but with similar solar
zenith angles and levels of geomagnetic activities. The results of
these studies help us to understand the importance of magnetic
field strength for quenching planetary mass loss.

The Impact of Geomagnetic Field

Orientation

Due to the rotation of the Earth and the offset between the
geomagnetic dipole axis and the rotation axis, the geomagnetic
dipole tilt angle varies on a seasonal and diurnal basis. This results
in corresponding variations in the illuminated area of the polar
cap. Studies based on simulations (e.g. [89]) and observations
(e.g. [90]) show that variations in the plasma density and
temperature in the ionosphere are significantly influenced by
the Solar Zenith Angle (SZA). Using the above described cold ion
data derived from the plasma wake, Maes et al. [76] showed that
both cold ion density and cold ion outflow velocity decrease with
increasing SZA, with substantially lower plasma density and
outflow velocity for SZA values larger than about 100°.

Figure 5 shows various cold ion outflow parameters in the
topside ionosphere [73] as a function of solar wind energy input
rate under different conditions of solar EUV and hemispheric
dipole tilt angle (¢) using the cold ion data base obtained with
Cluster [5]. Here, the 1 is defined as the tilt angle of the projection
of the outward directed dipole axis on the GSE XZ plane, it is
positive or negative as the axis in the hemisphere tilts toward the
Sun or the tail. The solar wind energy input rate is estimated from
the & parameter as a measure of the electromagnetic Poynting flux
that enters the magnetosphere [91].

As we can see in Figure 5, changes in p controls the outflow
density (Figure 5A), and the outflow density also increases with
increasing solar wind energy. In contrast, turning of p from
negative to positive seems to result in a small increase in the
parallel velocity (Figure 5B). Comparing the values in Figure 5C
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with different signs of u but with the same & parameter under the
condition of high solar EUV, the increases in the density and the
velocity result in an increase in the outflow particle flux (Fpp) and
the outflow energy flux (Fpg) by a factor of 2 as p turns from
negative to positive. The condition of high solar EUV and
negative p cannot be used for comparison because the number
of data points under this condition is not comparable to that
under other conditions. The turning of the dipole axis does not
change the polar cap area. So, the total hemispheric outflow rate
of particle (Fp, shown in Figure 5F) and total hemispheric
outflow rate of energy (Fg, shown in Figure 5G), respectively
calculated from Fpp and Fpg times the outflow area (Figure 5E,
see details of calculation in [73]), also increase by a factor of 2 as p
turns from negative to positive.

Therefore, the geomagnetic orientation can control the Fp and
the Fg by changing the outflow density. The changes in the
parallel velocity due to changes in the geomagnetic orientation is
considerably small and can be statistically negligible in estimating
the Fp and the Fg.

The Impact of Geomagnetic Field Strength

In addition to variations over time, the geomagnetic field also
possess strong spatial inhomogeneities (e.g., [92]; 109). In
particular, and perhaps best known, the region of reduced
field strength known as the South Atlantic Anomaly (e.g., [93];
108 [94]) allows particles to penetrate deeper into the atmosphere
due to the lower mirror altitude, and can locally modify the
ionosphere (e.g., [93,95,96]). More relevant for ionospheric
outflow is the magnetic field strength in the polar cap
regions [97].

Li et al [75] investigated the role of geomagnetic field strength
in ion outflow. They analyzed the outflow from different regions
of the polar cap ionosphere in the southern hemisphere where
there are significant spatial inhomogeneities in magnetic field
strength. The northern polar cap has a relatively uniform spatial
distribution of magnetic field [97] and thus the data from the
northern hemisphere are not used for the analysis. Once again
using the above described Cluster wake data set and particle
tracing, they determined the outflow density (1) and the outflow
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particle flux (Fp) at the locations of the source region. The
magnetic field strength in the source region of the outflow, |B|,
is obtained from the international geomagnetic reference field
(IGRF) model. They sorted the observations into subsets
according to levels of geomagnetic activity (AE index), solar
activity (Fyo7), and SZA.

The results shown in Figures 1-3 of Li et al. [75] suggest that
there is an anti-correlation between |B| and #n (and Fp as well).
Their results suggest that the anti-correlation mostly happen
during periods with the Fjp; index between 150 sfu and 200
sfu. When F;,, was either smaller than 150 sfu or larger than
200 sfu, the anti-correlation became less prominent. This can be
explained by the contraction and inflation of the atmosphere
during low and extremely high solar activities. Let us assume that
electrons precipitate from the lobes or solar wind with the same
properties (such as pitch angle, energy, density, and strength of
magnetic field at their source region) for outflow events in similar
levels of geomagnetic activity with similar SZAs. In the case of low
solar activities, the precipitating electron cannot reach the
atmosphere. In the Icase of extremely high solar activity, all
energies of the precipitating electrons will be lost in the
atmosphere. This leads to the fact that the occurrence rate of
anti-correlation is low when the level of solar activity is low or
extremely high. Therefore, within the range of the magnetic field
strength in the polar region of the southern hemisphere at present
time, the intrinsic magnetic field is anti-correlated with
ionospheric outflow during the periods of high levels of solar
activity (150 sfu < Fyo7 < 200 sfu).

Energy Sources for the Outflow

To estimate how efficiently the Sun transfers energies to ion
outflow, the power of ion outflow (defined in The Role of the
Earth’s Intrinsic Magnetic Field, as the hemispheric outflow rate
of kinetic energy carried by escaping cold ions) stemming from
solar wind and solar illumination are quantified. These quantities
are important to answer the question (though this question is
highly debated and remains open): whether the intrinsic magnetic
field of a planet is necessary to prevent loss of its atmosphere into
space?

Li et al. [73,74] investigated how efficiently solar energy in the
form of illumination and Poynting flux, is converted to energy
driving ionospheric outflow at Earth. A proxy for solar energy
input rate was derived from measurements of the solar wind (the
€ parameter—see e.g. [91]), and solar illumination (calculated
from the total solar irradiance (TSI) of 1,361 W m™2[98], which is
the solar electromagnetic irradiation power per unit area
integrated over all wavelength, times the cross-sectional area
of the ionosphere looking from the Sun). The above-described
cold ion data set based on Cluster wake measurements, combined
with a total outflow area as based on an expanding/contracting
polar cap as described in [78] were used to estimate the total
power of ion outflow.

Figure 6 shows how the total hemispheric power of the
outflowing ions, Fg, varies as a function of the solar wind
energy input rate. Figure 6A shows the results for an
illuminated polar cap source region, and Figure 6B shows the
corresponding results for a dark polar cap region. These results
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indicate that solar wind energy is the main energy source for the
cold ion outflow when the & parameter is larger than 10'°W.

When more than 95% of the polar cap is illuminated
(Figure 6A), the total hemispheric power associated with the
outflow of cold ions increases from 10’ W to 10°W with
increasing solar wind energy input. However, when the ¢
parameter is smaller than 10'°W, the outflow power, Fg, is
almost a constant around 10’ W when the polar cap is
illuminated, suggesting that solar illumination rather than
solar wind energy input in the form of Poynting flux, is the
primary energy source for the outflow.

For dark conditions (Figure 6B), Fg is almost an order of
magnitude smaller. From this, Li et al [73,74] inferred that solar
illumination alone provides energy sufficient to sustain outflow
power of the order of 10" W, indicating that the main energy
source for cold ion outflow is the solar illumination when the ¢
parameter is smaller than 10'®W.

We note that F is not zero when the combined solar wind
Poynting flux and solar illumination are extremely small. This
may be explained by transport of energy from the illuminated
area outside the polar cap due to the circulation in the
atmosphere. Polar rain precipitation or more energetic
precipitation inside nightside polar cap region may also
contribute to energization.

From Figure 5H, we also infer that only about 0.1% of the
solar wind Poynting flux is converted into ion outflow power
when the & parameter is around 10'® W. This value decreases to
about 0.01% with increasing e values. Contributions to ion
outflow energization from solar illumination are about 6-7
orders of magnitude smaller than that of the solar wind
electromagnetic energy input.

DISCUSSION

A recurring question concerning the escape of matter from
planetary atmospheres is the role of an intrinsic planetary
magnetic field [35,37]. For example, at Mars and Venus, the
loss through atmospheric outflow has sometimes been attributed
to the lack of an intrinsic magnetic field [99]. It has therefore
somewhat naively been assumed that a strong planetary magnetic
field and the presence of a magnetosphere prevent erosion of the
atmosphere. However, this assumption was challenged when the
cold ions were taken into account in estimations of total outflow
rates. For example, the study by [40] concluded that previous
estimates of ion outflow from Earth were underestimated.
Updated values on outflow rates, where cold ions are included,
suggests total outflow rates from Earth of the same order of
magnitude as ion outflow rates from Mars reported in, e.g., Frinz
et al. [100]; Persson et al. [101]; Ramstad and Barabash, (2021).

Different planets possess different atmospheres and have
different energy transfer processes. In this context it is
interesting to understand how the energy sources (solar EUV
and solar wind energy) control the ion supply in the ionospheric
source region and the energy needed to reach escape velocity and
determine whether the outflow is limited by available ion sources
or by energy available for the ions to reach escape velocity.
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A simple model would include an ionospheric source of ions
(ionization provided by solar EUV radiation; other ionization
processes such as particle precipitation and cosmic ray absorption
are ignored in this simple model) and energy for the ions to obtain
escape velocity (energy carried by the solar wind, converted to suitable
electromagnetic form to energize the ions). Reality is more complex,
with both sources (solar EUV, solar wind) contributing to both the
ionospheric source and the energy to reach escape velocity. As one can
see in Figure 5, more solar EUV gives more ions (per unit area in the
ionosphere). More solar EUV also gives higher ambipolar electric field
and maybe slightly higher outflow velocity [76]. More solar wind
energy gives higher ion density (higher scale height) in the ionosphere
since some energy can be dissipated in the ionosphere and
consequently higher ion outflow density (Figure 5A). More solar
wind energy also gives larger polar cap area (Figure 5E). In Figure 5B,
the ion outflow velocity does not really increase. The outflow flux
increases since the density of the outflow increases, as comparing
Figure 5C with Figure 5A. During geomagnetic storms also the
velocity can increase but density is still more important for outflow per
unit area [72]. The total outflow also increases with increased solar
wind energy since the polar cap area increases (Figure 5E), which is
the more important effect.

From the above analysis, the outflow mechanism can be said to be
source-limited in the sense that increased outflow flux depends on
higher density in the outflow than higher outflow speed. The cause
may be increased solar EUV or solar wind energy through low-
altitude energy deposition illustrated for another region for one
geomagnetic storm in Figure 1 of Strangeway et al. [11]). The

outflow mechanism can also be said to be energy-limited in the sense
that more solar wind energy will increase the outflow by increasing
its density. The total outflow is energy-dependent also since the polar
cap area is enlarged during periods of high solar wind energy input.
Therefore, it is not simple to distinguish between source-limited or
energy-limited in the case of ionospheric outflow from Earth, as that
has been analyzed for Martian ionospheric outflow [37].

Other studies of ion outflow from Earth consider other regions and
other ion species. One example is an investigation of the dayside high
latitude region during a geomagnetic storm, dominated by O" ions
[11,102]. In that study, two primary energy sources are considered;
Poynting flux and soft electron precipitation, as observed by the FAST
satellite at 4,000 km. The best controlling parameter is the density of
precipitating electrons, but the energy sources are strongly correlated.
The scenario is that the precipitating energy (originating in the solar
wind) dissipated in the ionosphere increases the scale height and
increases the number of upwelling ions. Note that not all of the
precipitating energies could be traced back to the solar wind, one
exception is the wave-induced electron precipitation (defined as the
broadband precipitation by 110) originating from the ionosphere,
although this type of precipitaion mainly happens in the
premidnight sector of aurora region. Wave energization is then
needed to provide transverse (to the magnetic field) heating which,
together with the magnetic mirror force in a converging/diverging
geomagnetic field can cause ion outflow ([11], Figure 1). Here it is
believed that increased (solar wind) energy input results in a higher
ionospheric scale height (more ions in the source), while solar wind
energy is needed for wave heating for the O" ions to reach escape
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velocity. Since the [11] study is limited to a selected geomagnetic storm,
seasonal and solar cycle effects such as varying solar EUV are not
considered. They also point out that the results “should be used in
conjunction with classical polar wind models”.

It is also useful to compare the energy transfer efficiencies from
our studies with investigations of ion outflow from other planets.
Care must be taken when trying to reach general conclusions since
the studies are obtained with different instruments, and cover
different energies, ion masses and parts of the solar cycle. Recent
estimates of the coupling coefficient by several researchers are
based on different definitions, making it difficult to directly
compare the energy transfer efficiencies [37,101]. Nevertheless,
one interesting aspect is that an intrinsic planetary magnetic field
has been considered as a “shield” needed for planets and exoplanets
to protect the atmosphere and ionosphere. Recent simulations and
estimates show that this assumption is not necessarily correct, an
intrinsic field might well increase the outflow [35-37].

SUMMARY

Tonospheric outflow from the Earth mainly consists of cold ions with
both kinetic and thermal energies smaller than 100eV during
geomagnetically quiet times. Cold ions are important to understand
the ionospheric outflow, but measuring cold ions with regular ion
detectors in space often suffers from spacecraft charging issue for a
spacecraft operating in a sunlit and tenuous plasma environment.
Statistical studies of cold ions in the polar lobes has not been available
until the wake technique utilizing the electric field measurements from
two complementary electric field instruments on Cluster satellites. The
main conclusions from the wake method are summarized as below:

e The wake method has revealed and allowed characterization
of cold ions previously invisible.

¢ Cold ions dominate the ion population in the magnetotail
lobes and polar cap region, especially during
geomagnetically quiet times.

e Average outflow rates are of the order of 10°® ions s'. One
main source region of cold ions in the magnetosphere is the
polar cap ionosphere with open magnetic field. During
periods of geomagnetic storm, both the outflow flux and
the size of polar cap increase.

e The fate of cold ions is controlled by the magnetospheric
convection and the parallel velocities of cold ions. There are
high fluxes of cold ions in the topside ionosphere during the
geomagnetic storm periods. But because of high magnetospheric
convection velocity, most of them could reach the plasma sheet
before they are transported far in the magnetotail.

e Cold ion outflow is modulated by solar wind energy input
and solar irradiation. About 0.01-0.1% of solar wind energy
input is transferred to the cold ion outflow. While the
efficiencies for solar irradiation transferring energy to
cold ion outflow are 6-7 orders of magnitude smaller.

¢ Cold ion outflow is also affected by the orientation of the
geomagnetic dipole axis. The orientation of the geomagnetic
dipole axis controls the illuminated area of the polar cap and
thus the outflow.

High-Latitude Cold lon Outflow

e Within the range of the magnetic field strength in the polar
region of the southern hemisphere at present time, the strength
of intrinsic magnetic field is anti-correlated with ionospheric
outflow during the periods of high levels of solar activity.

For the outflow of cold ions in the polar cap and magnetotail
lobes we investigate, solar EUV illumination and solar wind
energy both contribute to the ionospheric source of ions and
the energy needed to reach escape velocity. Usually, the increase
of density rather than the increase of velocity is more important
for the outflow per unit area when solar EUV illumination or
solar wind energy is increased. In addition, the increase of the
polar cap, the outflow area, with solar wind energy input, is an
important factor for the total outflow.

Nevertheless, some fundamental question about the electric
field enabling cold ions to escape remains to answer: how do the
electrons from the polar rain and the photo-emission play a role
in affecting the ambipolar electric field ? How is the ambipolar
electric field affected by the solar wind and the geomagnetic
condition? To answer these questions with observations, a special
instrument proposed by Li et al. [103] should be built to measure
the extremely small electric field.

It is still difficult to estimate from observations how much of the
ionospheric ions in the plasma sheet will end up in various parts of
the magnetosphere although some simulations have been conducted
[104]. Many ions do not escape directly down the geomagnetic tail
into the solar wind but return back to the magnetosphere [71] and
some may be lost into the ionosphere [105], but most ions are likely
to eventually leave the magnetosphere into the solar wind (e,g, André
at al. 2015). Unlike O™ ions, protons are heated and mixed up with
ions of the solar wind. These protons of ionospheric origin become
un-distinguishable from the solar wind, leading to a further
complication to study the fate of the ionospheric ions.
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The solar wind has been seen as the major source of hot magnetospheric plasma since the
early 1960’s. More recent theoretical and observational studies have shown that the cold
(few €V) polar wind and warmer polar cusp plasma that flow continuously upward from the
ionosphere can be a very significant source of ions in the magnetosphere and can become
accelerated to the energies characteristic of the plasma sheet, ring current, and warm
plasma cloak. Previous studies have also shown the presence of solar wind ions in these
magnetospheric regions. These studies are based principally on proxy measurements of
the ratios of He**/H* and the high charge states of O*/H*. The resultant admixture of
ionospheric ions and solar wind ions that results has been difficult to quantify, since the
dominant H* ions originating in the ionosphere and solar wind are indistinguishable. The
ionospheric ions are already inside the magnetosphere and are filling it from the inside out
with direct access from the ionosphere to the center of the magnetotail. The solar wind ions
on the other hand must gain access through the outer boundaries of the magnetosphere,
filling the magnetosphere from the outside in. These solar wind particles must then diffuse
or drift from the flanks of the magnetosphere to the near-midnight reconnection region of
the tail which takes more time to reach (hours) than the continuously large outflowing
ionospheric polar wind (10’s of min). In this paper we examine the magnetospheric filling
using the trajectories of the different ion sources to unravel the intermixing process rather
than trying to interpret only the proxy ratios. We compare the timing of the access of the
ionospheric and solar wind sources and we use new merged ionosphere-magnetosphere
multi-fluid MHD modeling to separate and compare the ionospheric and solar wind H*
source strengths. The rapid access of the initially cold polar wind and warm polar cusp ions
flowing down-tail in the lobes into the mid-plane of the magnetotail, suggests that, coupled
with a southward turning of the IMF Bz, these ions can play a key triggering role in the onset
of substorms and subsequent large storms.

Keywords: ionospheric source, magnetospheric plasma, magnetospheric dynamics, magnetospheric substorms
and storms, cold ionospheric ions becoming energized in the magnetosphere
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INTRODUCTION

In this paper we will review how the Earth’s ionosphere populates the
different regions of more energetic particles in the magnetosphere and
combined with the changing solar wind Bz can drive the dynamics of
the magnetosphere. We will begin with a review of the ionospheric
role as a source and end with a focus on more recent results which
continue to build the case for the ionosphere’s role as a driver of
magnetospheric processes.

The magnetospheric community has always thought about the
ionosphere as playing a very important role in storms and substorms
as a recipient of energy from the magnetosphere and setting up the
current systems that are an integral part of storm dynamics. In this
paper we will look differently at that understanding and ask the
question, not just how does the ionosphere respond to
magnetospheric storms, but how does the ionosphere participate as
a driver that causes magnetospheric substorms and storms to happen.

In terms of specific objectives of this paper we will talk about
the influence of the ionospheric plasma throughout the
magnetosphere, that is in regions like the plasmasphere,
plasma trough, polar cap, magnetotail lobes, plasma sheet,
warm plasma cloak, ring current, and radiation belts—all of
the major areas in which the ionosphere is playing a role.

Initially, we want to show how the ionospheric plasma that has
energies of only a few eV can become energized in the magnetosphere
to the energies of the different regions in which it ends up and can
actually create these regions. We want to look at individual ion
trajectories that show how the cold ions are energized in the
different regions into which they move. Then in combination with
the solar wind Bz, we show how the ionospheric particles can become
a major driving mechanism for substorms and storms.

It is also important to call attention to the role of ionospheric
plasma in magnetic reconnection and the continuing challenge of
measuring low energy plasma. Both the dayside solar wind-
magnetosphere and nightside magnetotail reconnection regions
become populated with ionospheric plasma. The ionospheric
ions, both from the duskside plumes and detached regions
that come off the plasmasphere and the warm plasma cloak
bring particles to the nose of the magnetosphere and affect the
reconnection process there (Fuselier et al., 2019), while high
latitude outflow of the polar wind and polar cusp affects
magnetotail reconnection (Toledo-Redondo et al., 2021). These
initially polar wind ions are very difficult to measure in the lobes
because of their low energies and densities and the effects of
positive spacecraft potential, which means that they are often
unseen. Most of our early measurements of the magnetosphere
had no observations of any particles in the lobes of the tail. In
addition, the ambient low energy electrons were almost
impossible to measure amidst the spacecraft charging and the
photoelectrons that are created by the action of the sunlight on
the different materials on the spacecraft surfaces.

HISTORICAL OVERVIEW

Figure 1 is a decades old sketch of the magnetosphere that was
originally created to show the solar wind entry (pink regions at

lonospheric Source of Magnetospheric Dynamics

FIGURE 1 | A sketch of the solar-terrestrial connection that includes the
contribution of the Earth’s ionosphere to the magnetosphere.

the sunward boundary) into the magnetosphere and formation of
the distinctive regions of the magnetosphere. This figure
originally was missing two very important things. We did not
know about the polar wind at that time, the very low-energy few
eV outflowing H" and He" ions, and we could not tell the
difference between H' ions that came from the solar wind and
H" ions that came from the ionosphere. To the measurements
that we are able to make, these two sources of H" look exactly the
same. To distinguish between the two, we will have to model that
difference with multi-fluid merged ionosphere/magnetosphere
MHD models which will be discussed later in this paper.

Those two things, the inability to see the outflowing polar
wind, which had not been even theoretically predicted until
1968 (Banks and Holzer, 1968, Banks et al., 1971) and the
inability to tell the difference between solar wind and
ionospheric H', gave us the misimpression that all of the
magnetospheric plasmas with the exception of the
plasmasphere (the blue region close to the Earth in Figure 1)
came from the solar wind. After the theory and measurements of
the 1970’s, 80’s, and 90’s (Hoffman, 1970; Nagai et al., 1984;
Chandler et al., 1991; Abe et al., 1996; Moore et al., 1997; Yau
and Andre, 1997), the green outflowing ions were added to this
conceptual image of the magnetosphere.

Our early measurements in the late 50’s and early 60’s also led
us to the same inaccurate “solar wind only” conclusion because
early on in space missions, we could only measure the very high
energy particles but not the low energy ones. Geiger counters
were flown on the early explorer satellites and measured the
radiation belts (MeV). Then with the development of channel
electron multipliers, experimenters were able to measure ion and
electron energies down to ~100 eV in particle detectors and we
started seeing the plasma sheet and the ring current. Some of the
early spaceborne ion traps and ground-based whistler
observations could measure the higher densities (>10ions/
cm?) of the plasmasphere down to a few eV (Carpenter, 1963;
Gringauz, 1963), but the spacecraft, particularly those which went
farther out into the magnetosphere that had no spacecraft
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potential control, could not see the low energy particles with
energies less than 10’s of eV.

This combination of factors led researchers to think that the
solar wind was delivering most of the particle populations to the
magnetosphere, a conclusion which is now being challenged by
more recent data. Research at the Lockheed Palo Alto Research
Laboratory in the early 1970°s using the Light Ion Mass
Spectrometer on the OGO-5 satellite (Harris and Sharp, 1969)
gave new information on the low energy, few eV ions in the
magnetosphere with a particular emphasis on the dynamics of the
plasmasphere. The filling and draining of the plasmasphere and
its changes in size and shape were intriguing (Chappell et al,,
1970; Chappell, 1972). It was realized that measurements of the
low-energy (0-50 eV) ions were needed using instruments that
had higher sensitivities and a spinning spacecraft so that pitch
angle distributions as well as composition and energy could be
determined. These measurements would give an understanding
of how the ions were moving and, in particular, how they were
flowing upward out of the ionosphere to fill the plasmasphere. In
this same time period, satellite measurements had shown the
presence of energetic O" at high altitudes indicating both an
ionospheric source and the ability to energize the originally cold
ionospheric ions (Shelley et al., 1972).

NASA created the Dynamics Explorer mission and a new
group, now at the NASA/Marshall Space Flight Center proposed
an instrument, the Retarding Ion Mass Spectrometer, for the
mission and was selected (Chappell et al., 1981). Dynamics
Explorer was a two polar, co-planar spacecraft mission, one in
a low Earth orbit to measure the atmosphere and ionosphere and
one with a 4 Re apogee that could see the outflowing ions as they
left the ionosphere and entered the magnetosphere. The RIMS
instrument was on the higher altitude spacecraft. It was an
interesting time in which the members of the science working
group for the mission were trying to decide when in the orbit the
different instruments would be operated because there wasn’t
enough telemetry to run all of them all the time. This led to
spirited discussions between the RIMS group, whose interest was
to measure at lower to middle latitudes so that the plasmasphere
could be studied, and the investigators who wanted to measure
the polar cap region to study the aurora.

The investigator group compromise led to RIMS low energy
ion measurements in both the low latitudes and the high latitude
polar regions. That turned out to be an important decision,
because what was observed, when the Dynamics Explorer 1
spacecraft was up over the polar regions, was that there were
very large fluxes of ion outflow. It came from the polar wind
(Nagai et al., 1984), the polar cusp (Gurgiolo and Burch, 1982),
the nightside auroral zone (Yau et al., 1985) and was all seen at
high latitudes; this changed our perspective significantly

At this time in the mid-80’s it was realized that there was a lot
of ion outflow that was seen from RIMS (Lockwood et al., 1985;
Giles et al., 1994) and also from the Lockheed instrument at
higher energies, the Energetic Ion Composition Spectrometer,
(Shelley et al., 1982; Yau et al., 1985) and a mass spectrometer on
the Akebono spacecraft (Yau and Andre, 1997). These large
amounts of ions were flowing upward out of the polar cap,
the polar cusp and nightside auroral regions. This led to the

lonospheric Source of Magnetospheric Dynamics

thought about whether there was enough outflow so that if one
estimated where the ions could go back in the magnetotail, it
would give the observed densities in these higher altitude regions
of the magnetosphere that had already been measured at higher
energy (See Figure 2). This was confirmed; there was enough ion
outflow from the polar regions that could move up through the
lobes of the tail to the mid-plane to make the plasma sheet and the
ring current, although back then the low energy lobe ions were
invisible to spacecraft flying in the lobes because of the positive
spacecraft potentials.

Although the low energy outflow could not be seen in the
lobes, it could be seen by the RIMS instrument down at a few Re
altitude (Nagai et al., 1984). RIMS also had an aperture plane
around the entrance to the instrument that could be negatively
biased to help offset the positive spacecraft potential. But still, all
of the spacecraft that operated at higher altitudes in the lobes
measured no low energy ions. In the (Chappell et al., 1987) paper
it was speculated that the low energy polar wind ions must be
invisible in the lobes of the tail because of positive spacecraft
potential, but the low altitude data and calculations showed that
there was enough of it to create the observed densities of the
plasma sheet and the ring current. The DE RIMS measurements
started the thinking about the ionosphere as a source of
magnetospheric particles.

Subsequent to the Chappell et al., 1987 paper, Dominique
Delcourt did ion trajectory modeling (Delcourt et al., 1993) which
showed that not only did the outflowing ionospheric ions flow
through the lobes into the mid-plane of the magnetospheric tail
with enough flux to create the densities that had been measured in
the plasma sheet and ring current, but that in addition, these
initiatively low energy polar wind and polar cusp outflowing ions
would become energized in their trajectories to create the energies
that are found in these regions of the tail—enough density and
enough energy!

A Changing Perspective

Given that low energy ions can move up out of the ionosphere,
across the polar cap into the lobes of the tail and then into the
mid-plane of the tail, it is important to think about the
magnetosphere in a different way. We tend to think about it
in terms of the distinctive plasma populations observed in
differing regions with distinguishing energies and behaviors.
We think about the lobes, the plasma sheet, the ring current,
the warm plasma cloak, the plasmasphere, and the radiation belts.
Our thinking about regions of plasma tends to conceptualize the
magnetosphere as a superposition of these regions, but there is a
growing realization that they are an interconnected continuum, a
tapestry, of plasma transport and physical processes. The pictures
(regions) on tapestries are made by a series of threads of different
colors that are woven into this tapestry to create the images that
you see.

As in the tapestry’s threads, the observed regions of the
magnetospheric system are created by the motion of ions and
electrons flowing through the magnetosphere, while being
energized by the cross-tail potential, parallel potentials, wave-
particle interactions and reconnection. A single ion can start in
the ionosphere as a polar wind ion with an energy of few eV and
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FIGURE 2 | A schematic look at the process by which the Earth’s ionosphere might supply plasma to the different regions of the magnetosphere (Chappell et al.,

FIGURE 3 | A schematic look at the flow of ionospheric plasma from the
Earth upward into the magnetosphere to form the different regions of hot
plasma.

flow into the polar cap, where it can pick up additional energy and
then move into the lobes, making 10-100 eV ions. (Figure 3).

After it has been a 1 eV and then tens of eV in the polar cap
and lobe it can convect into the plasma sheet, by a process that
will be discussed later, and can be energized by curvature drift in
the cross-tail potential and reconnection to the keV energies that
are observed in the plasma sheet. As it drifts back earthward, it
can be energized further by the cross-tail potential and betatron
acceleration to make the ring current energies (10’s of KeV) in the
midnight to dusk sector, which we observe (Huddleston et al.,
2005). Some of the outflow that enters the tail closer to the Earth
and on the dawnside of the magnetosphere acquires less energy
and makes the warm plasma cloak in the midnight to noon
dawnside sector (Chappell et al., 2008).

This is the tapestry and the challenge will be to try to measure
the motion of all the ions and electrons which create it. Their

presence contributes substantially to the environment of the
plasma sheet in which reconnection subsequently takes place.
It is important, but it is difficult to understand the magnetosphere
just from the point of view of moments and composition ratios.
Those are valuable; the ratio of H" to He"™ is valuable as a rough
indicator of the solar wind source, just as H', He" and O" are
indicators of the ionospheric source, but they can be difficult to
explain without knowing their trajectory time history.

A corollary perspective emphasized by the tapestry concept
and that should be mentioned is that while the level of magnetic
activity is an important indicator of what’s going on in the
magnetosphere. But the magnetosphere, this magnetic activity
from the currents in the ionosphere and the ring current are more
a result of what the solar wind and magnetosphere have done
than a cause, although we correlate with these indices because
they tell us that the magnetosphere is in different states of
dynamic change. It is important to keep in mind that these
magnetic indices show the results of the magnetospheric
dynamics that began earlier in time and are not the cause!

As we think about the role of the ionospheric source in the
magnetosphere, there are two types of particles that flow out of
the ionosphere and we have named them after the people who
largely discovered them. One group is called Strangeway particles.
Strangeway particles are based on the papers that Bob Strangeway
has written using FAST data (Strangeway et al., 2005). These are
particles that require energy input, such as precipitating particles
and waves from the magnetosphere, in order to heat the ions and
electrons enough that they can escape the gravitational
confinement and flow upward out of the ionosphere. That
happens typically in the polar cusp and the nightside auroral
zone and they can escape into the magnetosphere. These particles
do certainly vary with the solar wind conditions and particularly
the Bz component of the solar wind interplanetary magnetic field.

The other particles are Banks and Holzer particles that are
named after Peter Banks and Tom Holzer whose theoretical work
together with Ian Axford (Banks and Holzer, 1968) showed that
the top of the ionosphere should be sending off a flow of plasma,
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FIGURE 4 | Observations from the Cluster satellite of outflowing O* ions from the polar cusp seen in the lobes of the magnetotail.

referred to as the polar wind, all the time, even with no external
energy input, beyond that provided by the sunlight, which creates the
E- region of the ionosphere. On the topside of the F-region, there is a
charge separation electric field that forms between the dominant O*
ions and the electrons, that can accelerate the minor ions off the top of
the ionosphere, H" and He" principally. These supersonic light ions
can fill up the plasmasphere at low to mid-latitudes, and at higher
latitudes, can flow across the polar cap and out into the lobes.

The polar wind ions can be further energized as they flow
through the polar cusp, across the polar cap and auroral zones by
both waves and precipitating particles as well as centrifugal
acceleration becoming a more “generalized” polar wind
(Schunk and Sojka, 1997; Barakat and Schunk, 2006). At lower
L shells, the upward polar wind fills up the plasmasphere, and at
L-shells above, approximately eight on the dayside, the polar
wind will flow poleward through the polar cusp and the
convection field will carry it across the polar cap and out into
the lobes of the magnetotail.

Of these two types of particles, the Strangeway particles which
require energy input from above to escape the ionosphere, such as

precipitating particle energy and wave energy, can also be
accelerated to higher even higher energies. The Banks and
Holzer polar wind, which flows off the top of the ionosphere
all the time, from any location in which the ionosphere is in the
Sun, gives very large upward fluxes and requires no extra energy
from external sources. The Banks and Holzer polar wind flux of
90% H* and 10% He" which is of the order of 3 x 10° ions/cm” sec
or 10*°-10%° ions/sec flowing out of the ionosphere into the lobes
and into the magnetosphere, is a substantial contributor of ions
and electrons (Andre and Yau, 1997). The Strangeway particles
are also substantial contributors, mostly O, H*, He", with fluxes
as high as 10” ions/cm’sec, but from the auroral oval dominantly.
Their total upward flux is more limited because the total
ionospheric area from which they flow out is more limited
than the large area of sunlit ionosphere from which the polar
wind originates.

Figure 4 shows measurements of Strangeway particles in the
lobe of the tail. These measurements are from Liao et al. (2010)
using mass spectrometer data from the Cluster spacecraft. This is
outflowing O (Liao et al., 2010; Mouikis et al., 2010; Kistler et al.,
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FIGURE 5 | The trajectory of a polar wind ion moving from the dayside ionosphere out through the polar cap and tail lobes to the plasma sheet and its energization.

2010). The Sun is off to the left in each one of these pictures. This
is basically when the Cluster spacecraft was in the lobes out to
about 20 Re, sampling ions that were coming out of the polar
cusp. The three vertical panels show the dawn-side, center
and dusk-side of the tail, and then non-storm time, storm
main phase and recovery in the three rows. The colors on the
right show the occurrence frequency. One can see that red is
100%, yellow 75%, down to blue around 25% or less. In the
center of the tail, there is a very high probability of seeing
cusp outflowing particles in the lobes of the tail. Those are the
Strangeway particles and they can come out of the night side
auroral zone as well. The nightside auroral zone would
typically feed upflowing particles directly into the
earthward part of the plasma sheet or the conjugate
hemisphere rather than through the lobes as is the case
with the upflowing ions from the polar cusp.

Some of those outflowing particles can go through regions like
the polar cusp or the night side auroral zone where they get
further energized. There is also a basic process that energizes the
polar wind continuously (Figure 5). This is an ion trajectory that
is from Huddleston et al., 2005 using the modeling developed by
Delcourt et al., 1993, and Delcourt et al., 1994, and looking at
Polar satellite data from the Thermal Ion Dynamics Experiment,
TIDE (Moore et al, 1995) and modeling the ion trajectories.
Work on this topic was also done by Horwitz, 1994, and John
Cladis (1986, 2000). The figure shows an ion leaving the
ionosphere with the Sun to the left.

On the dayside, the upflowing particle is the polar wind
moving upward at a few eV. It follows the magnetic field
lines, and as it moves up into the magnetosphere, it goes

through an area where the field line is curved. When it’s
curved, it causes a curvature drift on the particle which in this
case is out of the page. That drift moves the particle across the
cross-tail potential and energizes it. Few eV ions can become
10 eV, and then they flow out through the lobes.

A river of ions continuously flows outward through the
magnetospheric lobes as shown by the trajectory. Along the
ion trajectory are times; 2 hours, out to about 6 hours by the
time it gets to the plasma sheet in the mid-plane of the tail at 60
Re. When it is in the lobes; it is very low energy, 10s of eV, until it
reaches the mid-plane of the magnetotail. At that point there can
be very distended or stretched magnetic field lines and this creates
a very large curvature drift again, out of the page of the figure, and
the ion drifts in the direction of the cross-tail potential and gets
further energized to keV.

This process will be examined in more detail later in the paper.
This figure shows that a few eV polar wind particle can become
more energized in the lobe and then further substantially
energized as it moves into the mid-plane region. This
illustrates that prior to missions like Polar which had high
sensitivity low energy ion instruments and spacecraft potential
control, we could not see what was happening in the lobes and our
ideas about how the magnetosphere fills were shaped without this
information. The fact that there was H" in the solar wind and H*
in the plasma sheet with about the same energies, made it seem
natural that the solar wind was the source of the plasma sheet. As
it turned out there are large fluxes of low energy plasma
continuously flowing through the lobes into the plasma sheet
region, as subsequent missions would clearly show (Liemohn
et al., 2005).
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FIGURE 6 | A segment of data on the polar wind measured by the TIDE instrument on Polar taken in the lobe of the magnetotail showing the important effect of the
plasma neutralizing device.

The lon Source in the Magnetosphere is (second line down) are operating. At the beginning of this panel,
Revealed the PSI is turned off and we see no ions at low energies in the

Figure 6 shows a segment of one orbit of measurements from the lower panel. At 2145 UT, the PSI neutralizer is turned on and

POLAR spacecraft TIDE instrument, looking at the low energy ions. the low energy polar wind ions appear in the lower panel
The lower panel shows an energy-time spectrogram for 1-400 €V, which is an energy-time spectrogram. The polar wind is seen
ions and the upper panel is a spin angle-time spectrogram showing the flowing along that magnetic field line out of the northern
two magnetic field directions (+ and-symbols) and the ram velocity ~ hemisphere. We're looking at polar wind energies here now of
direction. (x symbol). Knowing that the polar wind ions could not be 1-10 eV, whereas before the neutralizer turned on, there was
seen in the lobes unless the spacecraft potential could be controlled, the ~ nothing to see except a few particles that were up in the
TIDE investigator group added a plasma source instrument, which ~ 100 eV range. The polar wind is out in the lobes which
sends out an ion-electron xenon plasma so that the spacecraft could ~ contain outflowing polar wind as long as the ionosphere
draw back the charge that it needed to hold itself at the plasma  location that feeds that flux tube was in the sunlight. This
potential of about one volt (Moore et al., 1995). The photoelectrons ~ is a very important result! The TIDE instrument on Polar was
leaving the surface of the spacecraft typically charge it positively, soa  able to measure the outflowing polar wind at altitudes from
cloud of electrons and ions can be ejected from the spacecraft enabling ~ just above the ionosphere to its apogee at 9 Rg and give the
the spacecraft to draw back the electrons it needs to neutralize the ~ characteristics of the outflowing polar wind (Su et al., 1998).
positive charge. Using these polar wind outflow measurements, the strength

The solid lines across the top of Figure 6 show when the TIDE ~ of the ionospheric source was also measured, Chappell
instrument (top line) and the PSI spacecraft potential device et al., 2000.
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FIGURE 7 | Measurements of the polar wind in the lobes of the magnetotail using the spacecraft wake from a group of plasma and field instruments on Cluster.
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On the Cluster mission there was an ion emitter device to help
control spacecraft potential. There was also a very clever
complement of instruments that could measure the wake
direction of the plasma that was flowing past the spacecraft
when the satellite was in the lobe (Engwall et al., 2006; 2009a;
2009b). The investigators could measure the characteristics of the
wake, the direction that the ions were flowing, and what their
energies and fluxes were. They found out that the lobe contained
polar wind ions and electrons (Banks and Holzer particles) as
shown in Figure 7 in addition to the polar cusp particles
(Strangeway particles) shown in Figure 5.

For the few eV polar wind particles, the fluxes that were measured
in the lobe by the Cluster experiment were equal to what had been
predicted by the theory almost 20 years before! Figure 7 shows
orbital segments of the Cluster spacecraft location in the tail lobes.
The scale on the right-hand side is the occurrence frequency of polar
wind observations varying from 100% in red all the way down to 0%
in blue. The Cluster spacecraft is going through the lobe, then the
plasma sheet, then the other lobe. The substantial red, and red-
yellow shading shows that along those orbits, the lobe has polar wind
flowing out. The left-hand figure is looking from the dawnside of the

magnetosphere with the Sun to the right. The middle figure is
looking down from above the North Pole and one can see the red
part of the orbits are in the center of the tail as expected. The right-
hand figure is looking from behind the Earth toward the Sun. The
polar wind is seen in the lobes both north and south of the plasma
sheet. A suggestion here is that one does not expect to see the polar
wind outflows in the plasma sheet region because the polar wind will
become energized and have its distribution changed which will not
permit this wake technique to work. This also supports the idea that
the polar wind/lobal wind flows into the plasma sheet where it is
transformed to become an important part of the plasma sheet with
different energy and pitch angle characteristics!

The Cluster wake measurements (Engwall et al., 2009b; Andre
and Cully, 2012) as well as the direct polar TIDE measurements
using the plasma neutralizer show the omnipresence of the polar
wind in the lobes (Liemohn et al., 2005). Figure 8 is from Haaland
et al.,, 2012 using data from the Cluster mission looking at where
the outflowing polar wind goes, as a function of the southward
component of the IMF Bz in the solar wind. When the Bz is
southward, the magnetic merging of the solar wind magnetic field
with the magnetosphere increases the strength of convection
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FIGURE 8 | The paths of the outflowing polar wind as measured on the
Cluster spacecraft showing the influence of the solar wind Bz.

electric field and the cross-tail potential and that causes the
outflowing polar wind in the lobes to be pushed into the
center part of the tail and energized.

Panel a shows a northward Bz, where there is no convection
electric field in the magnetotail. The polar wind comes out of the
polar cap and vents out of the tail. Haaland et al., 2012 shows that
90% of the polar wind exhausts out of the back of the tail during
northward Bz. A small amount of the exhausting polar wind may get
caught up far back down the tail, but during northward positive Bz, it
mostly vents out. In panel b, as soon as the solar wind turns Bz
southward, there is an increasing cross-tail potential and convection
field that starts to drive the polar wind into the plasma sheet region.
The higher the southward Bz is, as shown in panel ¢, the closer to the
Earth these ions are convected into the plasma sheet region. Haaland
was able to estimate that 90% of the ions that were flowing down the
tail and flowing out the back of the tail, in northward Bz conditions,
are driven into the plasma sheet during southward Bz conditions and
are then able to have a significant influence in creating the plasma
sheet environment in which reconnection subsequently takes place.
Earlier work by Cully et al., 2003a and Cully et al., 2003b also showed
the linkage between outward flowing ions from the ionosphere and
their access into the plasma sheet region.

Timing of the lonosphere and Solar Wind
Sources

The length of time involved in supplying ionospheric and solar wind
plasma to the magnetosphere is a very important element in
assessing their relative strength and their impact on the dynamic

lonospheric Source of Magnetospheric Dynamics

processes that they drive. The purpose of this section is to develop an
idea of how the solar wind plasma versus the ionospheric plasma
contributes to the plasma sheet, ring current and warm plasma cloak.

It is possible to do the proxy measurements of He""/H" and
O°*/H" for the solar wind and O'/H" or He'/H" for the
ionosphere, but it must be remembered that for the H" part of
these ratios, it is not known where the H* came from because
solar wind H" looks exactly like ionospheric H', from a
measurement point of view.

Figure 9 shows an ion trajectory starting in the dayside
ionosphere as a polar wind ion and moving through the polar
cap and lobe into the plasma sheet and subsequently the ring
current. This ion trajectory code was developed by Delcourt et al.
(1993) and was used by Huddleston et al. (2005) as a way of
interpreting the ion characteristics that were being measured by the
TIDE instrument on the POLAR spacecraft. The trajectory
calculations show how the ion moves from the ionosphere
through the magnetosphere, how it changes energy and how
long it takes to make this journey. This trajectory model uses a
Tsyganenko magnetic field model (Tsyganenko, 1989) and a
Weimer convection field model. This case is set up for a Kp of
2. The ion is started on the dayside up above the ionosphere at
10 eV. In additional trajectories that were calculated in this study,
the polar wind outflow as measured directly by the Polar TIDE
instrument taken near perigee is used as input for the trajectory
modeling and the resultant jon trajectory and energization is
compared with the same TIDE instrument data taken near apogee.

The timing marks along the trajectory are important. There
are 10-min tic marks along the outward trajectory. It shows that
from the time the ion leaves the ionosphere, out to the middle of
the lobe at 40 R, takes 90 min, and for the next 20 min, it moves
into the plasma sheet region, gets energized, and is moving
earthward to become part of the ring current. This top panel
views the magnetosphere from the duskside (XZ plane) and traces
the motion of an ion that started at 10 eV and ends up with ring
current energies. The middle panel looks down on the
magnetosphere from the top (XY plane). Here, the ion starts
on the dayside, goes over the polar cap into the dusk sector
becoming the plasma sheet, and then moves earthward, to
become the ring current. The small square panel on the lower
left views the ion trajectory from the tail toward the Sun (YZ
plane), and the panel on the lower right shows the changing
energy of the ion with time. It starts with 10 eV, slightly above
polar wind energy, and for that first hour and a half, it increases
up to a few 10’s of eV. When it goes into the plasma sheet region
at 1.7 h, it gains a kilovolt of energy in about 10 min! That’s, again,
from the curvature drift in the cross-tail field that gives it a
kilovolt, and then as it drifts earthward, it is further betatron
accelerated until it reaches ring current energies of 10 kilovolts.

Now let’s look at the timing. It is about an hour and a half to get
from just above the ionosphere on the dayside out to the middle of
the lobe at 50 Rg. The timing from the lobe into the plasma sheet
region is only tens of minutes. If the lobe is full and if the Bz of the
solar wind goes southward, these ions are going to move into the
plasma sheet within 10-20 min. Later we will come back and look at
how long it takes a solar wind particle to get into that region. In this
example the same ion which begins as the polar wind, becomes the
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FIGURE 9 | An ion trajectory beginning above the ionosphere on the dayside and
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ing through the lobes and plasma sheet with its subsequent energization.

lobal wind, then the plasma sheet, and finally the ring current.
It is the same ion moving through the magnetosphere, and of
course, there are a very large number of ions doing this. For
the polar wind, there are a few times 10%® ions/sec “threads in
the magnetospheric tapestry.”

In looking at the ion trajectory calculation approach, some
colleagues have expressed hesitation about just using an isolated
ion trajectory because they are concerned that the magnetosphere
model is not self-consistent. The model does not let the currents
flow and change the magnetic field configuration and strength self-
consistently. In this case that is true, however we find that the ion
trajectory is an excellent “pathway” to show us how the
magnetospheric tapestry is woven. In addition, Alex Glocer has
now developed a model that was published just this past year
(Glocer et al., 2020) which is a merged ionosphere/magnetosphere,
multi-fluid MHD model which has the self-consistent solutions.

The model presented in Glocer et al. (2020) generates the
outflowing polar wind from the ionosphere and follows this
plasma as it transverses the magnetosphere. It includes a
plasmasphere, a ring current, a plasma sheet, and the model is
multi-fluid. The model is able to use separate fluids for the
ionospheric H" and the solar wind H* and thus tell us where
these H" ions originate. This model can tell the difference in
where these H" ions came from. Since H" is the dominant ion, the
ability to separately track the ionospheric and solar wind H+ ions
gives unique and very important new results. We will look at his
model in more detail later in the paper.

Figure 10 from Glocer et al. (2020), addresses the concern
about the utility of using single ion trajectories. This is the
trajectory of an ion in the Glocer merged model in a situation
similar to the Huddleston ion trajectory. The Sun is to the right in
this figure. The color chart shows the ion thermal energy as it
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FIGURE 10 | An ion trajectory beginning above the dayside ionosphere
and its movement through the polar cap and lobe to become energized upon
entry into the plasma sheet and ring current (Glocer et al., 2020).

moves through the modeled trajectory. The ion flows out of the
ionosphere at about 10 eV and then through the polar cap and
lobe. By the time it gets across the polar cap and through the lobe
and approaches the plasma sheet region it has about 100 eV of
energy. Then note that the color of the trajectory changes to
yellow, showing that the ion very quickly is energized to 1keV,
and then as it flows back in toward the earth, the color changes to
red; it is 10 keV. The results of polar wind, lobal wind, plasma
sheet and ring current is what the full merged ionosphere/
magnetosphere  MHD treatment is showing and it is
conceptually very similar to the trajectory and energization
given in the Huddleston et al., 2005 results. Although the fluid
and particle pictures are conceptually similar, it is important to
keep in mind that numerical resistivity drives heating near the x-
line in the MHD simulation.

Now, in contrast to the ionospheric source timing of lobe/
plasma sheet access and energization to 1 KeV in 20 min, we
examine the solar wind source timing. Figure 11 shows recent
calculations regarding solar wind access to the
magnetosphere by Sorathia et al. (2019). This paper looks
at trajectory modeling of solar wind particle access during
changing solar Bz. This paper calculates the trajectories of
ions that start at the bow shock and then flow into the
magnetosphere and the model results show where the solar
wind particles go and how long it takes. This is with a
northward Bz.

One of the things that is mentioned in the Sorathia et al,
2019 paper is that it is in northward Bz times in the solar wind
that one expects Kelvin-Helmholtz instabilities to be stronger,
giving more solar wind access through the flanks into the
plasma sheet. This modeling also has reconnection included,
but of course, with a northward Bz, it’s not full reconnection but
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FIGURE 11 | A model (Sorathia et al., 2019) showing the flow and timing
of solar wind H+ from the bow shock to the flanks of the magnetotail with
subsequent diffusion toward the center of the tail.

partial just because of the magnetic field orientation in the
solar wind.

The timing for access is shown in Figure 11. Panel a shows
that for a particle to get from the bow shock to the flanks of the
plasma sheet, not into it, but out on the flanks, takes 30 min. In
Panel b it is an hour and a half before the solar wind ions begin
to have penetration into the plasma sheet from the flanks.
These are solar wind H" ions. In Panel ¢ we see that it takes two
and a half hours before these H' solar wind ions that started
out at the bow shock begin to reach toward the center of the
plasma sheet in the 20 to 30 Rg region. In contrast, the
ionospheric ions that are flowing out through the lobes,
because they are already in the center of the lobe and are
very close, can get into the plasma sheet in 10-20 min. For ions
that come from the solar wind, it can take 2 hours or more to
reach the reconnection region at the center of the plasma sheet
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FIGURE 12 | Results of a merged multi-fluid model of a storm period showing the relative contributions of the ionosphere and solar wind to the magnetosphere.

even starting at the flanks. The ionosphere is in a very  continuous outflow is already in close proximity to the
favorable position to supply plasma to the center of the tail  midnight sector of central plasma sheet just outside in
because it has started inside the magnetosphere and becauseits  the lobes.
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Merged Models—Important New Insights

on H" from the lonosphere and Solar Wind
Modeling of the Earth’s magnetosphere has been carried out over
the years leading to important advances in our understanding of
magnetospheric dynamics (Fok, 1999, Winglee, 2000, Moore
et al, 2005, Glocer et al, 2009, Welling and Ridley, 2010,
Brambles et al., 2010, Welling et al., 2011, Welling and Ridley,
2010. Recent multi-fluid models have brought an enhanced
capability in understanding the role of different sources of
plasma for the magnetosphere.

Figure 12 shows the Glocer et al. (2020) results for a case study
which uses the merged ionosphere/magnetosphere multi-fluid
MHD model that separates the ionospheric H" from the solar
wind H*. It also shows that outflow from different hemispheres
makes an important difference. Both lobes aren’t filled
symmetrically, but there exists a strong seasonal effect
associated with what portion of the ionosphere is illuminated.
The solar zenith angle is an important element of the ion/electron
production in the ionosphere.

Figure 12 from Glocer et al. (2020) shows three sets of four
smaller panels which we summarize in the following discussion.
The top set is in the main phase of a June 2013 storm as shown by
the Dst small panel (lower right) of the larger panel and the
location of the vertical line in this panel. The second set of panels
is in the storm peak and the third set panels shows the early
recovery phase. Within each large panel the upper right panel
shows the ionospheric H" outflow (polar wind), the upper left
panel shows the ionospheric O" outflow (polar cusp) and the
lower left is the solar wind H* component. This case gives us an
indication of the relative contribution of the ionospheric plasma
as compared to the solar wind in the magnetosphere. The color
bar on the right of each plot shows the % contribution. The yellow
indicates that 100% of that area is filled by the species on that plot
and blue indicates no contribution by that species in that area of
the plot. The model has been run for an approximately 24 h
period for this isolated storm.

In the top panel set of Figure 12 the main phase, there is a
relatively higher proportion of ionospheric H" (upper right) in
the southern hemisphere; there is more in this lobe because it’s
favorably positioned with respect to solar illumination. There is
ionospheric H" outflow coming out of both hemispheres, but it is
dominant up to 100% in the southern lobe and is from the
ionosphere. The upper left plot is the ionospheric O* outflow
from the polar cusp and some from the auroral zone. The cusp is
making about 50% of the outflow in the northern lobe. The solar
wind presence is dominantly outside the magnetosphere with
some penetration on the dayside with the plasma sheet region and
lobes showing very little solar wind H" inside about 30 Rg with
the southern lobe and plasma sheet being dominated by the
outflowing ionospheric H".

The middle panel set shows the storm peak. At this time in the
Glocer et al. (2020), study the ionospheric H" and O" fill more of
the lobes and plasma sheet volumes with less H* from the solar
wind in these regions. This model also includes the presence of
the plasmasphere which results in the calculated cross-tail
potential being smaller in magnitude than the simulation

lonospheric Source of Magnetospheric Dynamics

without the plasmasphere. The presence of the plasmasphere
model appears to have an important influence on the polar cap
potential and the Dst in the simulation. Note that the southern
lobe of the magnetosphere continues to be dominated by the
ionospheric H' throughout the storm as would be expected for
the seasonal effect. The outflowing O" from the northern polar
cusp also continues to dominate that hemisphere as well as the
plasma sheet and ring current.

There is very little solar wind H" in the plasma sheet and ring
current regions out to the 20-30 R equatorial region of the
plasma sheet throughout this particular storm. At the storm peak,
the solar wind H" is a very minor component in the equatorial
plasma sheet out to 40 Rg.

The bottom panel set shows the early recovery phase of the
storm, where there is solar wind H" penetration filling into the
down tail regions of the plasma sheet at 30-40 Rg and displacing
some of the ionospheric plasma prior dominance. The polar wind
is still flowing out as seen in the upper right small panel, but it is
starting to vent out the tail. The O™ in the upper small panel is still
there but diminishing, and the solar wind H" is beginning to
penetrate. The Glocer et al. (2020) model shows that in the peak
of this storm, the ring current content is dominated by the H*
from the ionosphere plus O" from the ionosphere with some
minor contribution in the ring current of the H" that comes from
the solar wind.

In order to show the relative contributions of the ionosphere
versus the solar wind more clearly, we have added the ionospheric
polar wind H" outflow together with the ionospheric polar cusp
O" outflow and compared this total ionospheric contribution
with the solar wind H" contribution. Figure 13 shows the three
times indicating the main phase, storm peak phase and early
recovery phase from this selected storm with the total ionospheric
H" and O shown in shades of blue and the solar wind H* shown
in shades of red. The color scale is shown on the right-hand side
of the three plots. In this figure, white areas show a 50/50 split
between ionospheric and solar wind sources with the darker blue
showing increasing ionospheric contribution up to 100%.
Similarly, the darker red shows increasing solar wind
contribution up to 100% and therefore 0% ionospheric
contribution.

The solar wind parameters are shown in the left panel together
with the timing of the simulation start followed by the main
phase, storm peak and early recovery times in the simulation run
shown by the four vertical lines in the solar wind drivers plot. The
key Bz component of the solar wind is shown in the third panel
down and this component of the solar wind turns southward at
1800 UT on June 6, 2013. This is the starting time of the
previously discussed simulation with the ionospheric polar
wind and polar cusp plasma flowing out of the ionosphere
and through the lobes. In addition to the southward
component of the solar wind Bz, the density of the solar wind
had increased substantially during the day before the storm
(panel 4)

The results are dramatic. The top panel of Figure 13 shows the
main phase of the storm. Because of the orientation of the Earth’s
spin axis and the dipole axis, the southern hemisphere and lobe
are dominated by the polar wind outflow out to greater than 40 Rg
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FIGURE 13 | Model results on the storm period shown in Figure 12 combining the H* and O* contributions of the polar wind and polar cusp (blue) versus the solar
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and the northern hemisphere and lobe are dominated by the polar
cusp outflow out to 20 Rg. The midplane of the tail has a
dominant ionospheric H" and O" contribution out to 40 Rg
and the lobes are full of outflowing ionospheric plasma which can
continue to access the midplane in the 24 h while the Bz remains
southward continuing to mass load the tail.

In the second panel, the storm peak phase is shown. The
ionospheric plasma in the lobes has penetrated into the midplane
giving an ionospheric contribution of H" and O" that dominates
the solar wind in the mid-plane reconnection region of the tail out past
40 Ry with a thickness exceeding 10 Rg. It is during this time period
that the jonospheric ions that were initially flowing in the lobes are
energized to keV energies of the warm plasma cloak and plasma sheet
reconnection region and subsequently to the 10’s of keV ring current
energies, causing the expansion phase of the storm.

In the third panel the recovery phase is shown. The southward
Bz component of the solar wind is decreasing and the ionospheric

plasma in the lobes is beginning to flow farther down the tail and
will begin to exhaust out of the back of the tail as the Bz goes
northward. The ionospheric contribution remains dominant
throughout the tail region although the solar wind H" ions are
beginning to show up in the inner plasma sheet region (white
hazy regions). This ionospheric dominance has been discussed
previously by Moore and Delcourt, 1995. It should be
remembered that during these changing Bz periods, the ability
of the ionospheric ions in the lobes of the tail to reach the
midplane in the midnight sector is much faster (10’s of min) than
the solar wind ions which must diffuse from the flanks of the tail.

The Plasma Sheet Boundary Layer

A corollary thought regarding the entry of the low energy lobe
plasma into the plasma sheet is the need to understand the
processes that are taking place in what has been called the
plasma sheet boundary layer. On the north and south outer
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layers of the plasma sheet, the characteristics of the plasma in the
plasma sheet are different closer to the mid-plane than they are at
the edges. Data from the MMS spacecraft offer interesting
insights into how the transition from lobe plasma to plasma
sheet plasma takes place. The energization of the ions as they
enter the midplane has been discussed above in Figure 5 and
Figure 9. The orbits of the MMS spacecraft permit observations
of this plasma sheet/lobe boundary interface.

In the past we have sought to explain this interface in terms of
the different ways that the solar wind access can happen, but what
may more likely be the case is that this plasma sheet boundary
layer is showing us how the lower energy lobe plasma is energized
to become the central plasma sheet. Figure 14 shows an MMS
orbit for July 15, 2018 in which the lobe/plasma sheet transitions
happen several times during the pass. The lower right-hand
corner inset figure shows the XZ plane of this MMS orbit
which is crossing through the midnight sector at this time.
The XZ plane of the orbit is projected on the calculated
magnetospheric shape, and shows that the orbit is moving out
of the plasma sheet region and into the lobe. When the plasma
sheet thins and thickens because of the changing solar wind
conditions during the time of passage, MMS can make multiple
entries into and out of the lobe.

A look at the 24 h summary plot of MMS data for this orbit
(not shown here) displays that there are significant lobe entries
at 0100, 0600, 1900 and 2200 UT. We focus here on this
expanded plot for the period from 1700 to 2200 UT where
the plasma sheet thins, as seen by the dropout of keV electrons
and ions at 1900 UT in the second and third panels of the
stacked plots, This thinning is in response to an increased X

component of the B field as shown by the blue line in the upper
first panel. Throughout the time period of 1700-1900 UT as the
spacecraft is approaching the northern edge of the plasma sheet
from within, this repeated thinning puts the spacecraft
alternately in the lobe and then back into the plasma sheet
as the plasma sheet thins and then thickens again,
multiple times.

These are places where the spacecraft is transitioning from
plasma sheet to lobe to plasma sheet and this transition can give
us information on the processes that take place at that interface.
What can be seen here is that when the spacecraft goes into the
lobe, the energy, as measured by the Fast Plasma Instrument in
the third of the stacked plots, drops from 1 to 10 keV (plasma
sheet) down to about 10-100 eV (lobal winds) and this energy
change reverses when the plasma sheet thickens again (decreased
X-component of B field).

Kitamura (2019) (GEM) has looked at this particular case in
much more detail. The plasma sheet section ends at 1900 UT
when the plasma sheet thins and the lobe is encountered by the
spacecraft. Then the spacecraft goes back into the plasma sheet at
2100 UT when the plasma sheet thickens again. As was noted
above, the first (top) of the stacked plots shows the three
components of the magnetic field, the second plot is for the
electrons from 10 eV to 10 keV, the third panel is the ions from
less than 10 eV to 10 keV. The fourth plot displays the pitch angle
distribution of the 1-300 eV ions. The stacked plots below that
show the HPCA ion composition measurements integrated over
all pitch angles beginning with H', then He"™, then He", then O*
from 10 eV to 10 keV followed by the number density and the
bulk flow velocity.
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When the lobe is solidly encountered at 1900 UT, the energies
of the ions measured by FPI drop from keV to less than 100 eV.
The spacecraft has an ion emitter for potential control. The
electrons in the second panel show a similar energy decrease
at the lobe encounter. The fourth panel shows the pitch angle
distribution for the 1-300 eV ions. In the lobe between 1900 and
2100 UT, these low energy ions are field-aligned at 180° pitch
angle which indicates that they are flowing out of the northern
ionosphere and flowing through the lobe into the plasma sheet. In
the plasma sheet segments (1700-1900 UT) one can still see ions
at low energy (panel 4). These are 0-300 eV, but they are now
spread over pitch angles of 180 down to 90°. They are picking up
perpendicular energy as they come into the plasma sheet region
which is compatible with their curvature drift in the cross-tail
potential as discussed above in Figure 9.

If we look at the HPCA data in stacked plots 5-8, we see that
there is H" in both the plasma sheet and the lobes. There is He'™,
which is in the plasma sheet but not in the lobes. The He" is mostly
in the plasma sheet with some in the lobe and the O+ ions are found
both in the plasma sheet and the lobe. Initial indication from the
He*™ is that there is solar wind entry into the plasma sheet. The H"
measurements are ambiguous because of the possibility of both
ionospheric and solar wind sources although their energies are much
lower in the lobe, as expected for their polar wind source and they are
energized in the plasma sheet region. There is O" in both the lobe
and the plasma sheet that probably comes from the polar cusp
through the lobes and possibly from the nightside auroral zone
source. This single case suggests that very valuable information can
be learned from MMS about the lobe/plasma sheet transition region
which is found at the plasma sheet boundary layer and what it can
show concerning the sources and processes that fill the plasma sheet.

The Role of the lonosphere in Driving

Substorms and Storms
In the previous sections we have shown how the ionosphere is
capable of being the dominant source for the different plasma
regions of the magnetosphere, based on observations of the
outflowing plasma from the ionosphere and the processes that
can move it and energize it to create the energetic plasma regions.
The evidence for the ionosphere as a source is quite compelling
based on both measurement and multi-fluid merged modeling.
We now examine how the outflowing ionospheric plasma can
load the magnetosphere based on the changing Bz of the solar
wind. We have shown the magnitude of the outflow and how it
can move through the lobes of the tail to populate the plasma
sheet, the principal region for reconnection in the magnetotail.
We have also shown that the ionospheric outflow is affecting the
magnetosphere from the inside-out and its omnipresence in the
magnetotail lobes in the midnight sector gives it fast access (10’s
of min) to the plasma sheet region in contrast to the solar wind
plasma entry which can take an hour or more to reach and begin
to enter the flanks of the plasma sheet. The merged ionosphere/
magnetosphere MHD modeling shown in Figure 12 and
Figure 13 illustrates how the ionospheric outflow can load the
magnetosphere sufficiently enough to create the plasma sheet and
ring current in contrast to the solar wind.

lonospheric Source of Magnetospheric Dynamics

The dynamics of the ionospheric source in combination with
the changing solar wind Bz and with the different access and
energization times for the ionosphere and solar wind plasma
suggest a new or modified model for the initiation of substorms
and storms in the magnetosphere. Figure 15 illustrates the new
model and serves as a basis by which we can examine how these
dynamic magnetospheric processes might be triggered.

The timing considerations discussed above suggest that
following the Bz southward turning of the solar wind
magnetic field, the ionospheric source is poised to access the
plasma sheet in tens of minutes and become energized in minutes,
thus mass-loading the tail and distending the magnetic field lines
in the neutral sheet. The entry and energization of the outflowing
ionospheric plasma in the lobes establishes a changed
environment in the plasma sheet that is very favorable for
reconnection to begin, thus initiating substorms and storms.
The availability and quick access of the ionospheric-origin
plasma to the midnight sector neutral sheet in contrast to the
access times required by the solar wind H" establishes the
ionosphere together with the solar wind southward Bz as
major components of the driving mechanism in the process of
magnetospheric dynamics.

Figure 15 is a sketch which illustrates two time periods. In the
upper panel the pre-storm northward Bz period is shown in
which the solar wind is supplying plasma to the flanks of the tail
as discussed above (Sorathia et al., 2019). In the lower panel the
time period following the change of the solar wind Bz to
southward is shown.

Beginning with the top panel, during a northward Bz, the solar
wind plasma has been accessing the plasma sheet region with H*
and He"" into the magnetotail on the flanks. The total solar wind
access time from the bow shock in towards the center of the tail is
about two and a half hours. The polar wind and polar cusp
outflows move as shown by the blue lines through the lobes.
There is no convection field, and a very small cross-tail potential if
any, and the streaming ions flow almost entirely (90%) out of the
tail of the magnetosphere (Haaland et al, 2012). These
ionospheric polar wind and polar cusp low energy ions do not
affect the plasma sheet significantly during northward Bz.

Then as illustrated in the lower panel, when the solar wind Bz
turns southward, the H" and He™" solar wind ions that had
entered the tail during the period of northward Bz remain there
while the ions that are streaming outward in the lobes and down
the tail have their trajectories dramatically altered by the
increased convection electric field and are driven into the
plasma sheet region quickly in 10’s of min. These H, He"
and O" ionospheric ions can enter quickly because they had
flowed out to their positions in the tail during the previous
northward Bz time period and only have to drift a short
distance to reach the plasma sheet region. This begins to
mass-load the neutral sheet field lines and distend/stretch
them further. This increases their curvature and increases the
energization of the entering lobe particles to keV energies through
their curvature drift across the tail and the energization that
comes from the cross-tail potential which has also been increased
because of the southward turning solar wind Bz. These entering
ions can gain their keV energies in about 10 min after they enter
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Northward IMF Bz
—Solar wind H+ and He++ access
magnetotail on flanks
—Time to center of tail 2.5 hours
—Polar wind and polar cusp outflows
fill the lobes and mostly flow out of
the back of the tail.

Shift to Southward IMF Bz

—Solar wind H+ and He++ remain
from previous northward Bz

—Enhanced convection field drives

polar wind, polar cusp into center

of plasma sheet in 10’s of minutes
—lonospheric ions are energized by

curvature drift in cross-tail potential
—Mass loading and energization distend

central tail B setting up reconnection
—The large fluxes of polar wind & polar

cusp ions dominate the PS, RC, WPC
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FIGURE 15 | Two sketches which give a schematic picture of the suggested process by which ionospheric and solar wind plasma access the magnetospheric tail
and through which the ionosphere can be a dominant plasma source and a driver of magnetospheric storms and substorms.

the region of distended field lines (see Figure 9) improving the
environment for reconnection to begin. With the southward Bz
occurring, about 90% of these lobe ions will enter the plasma
sheet region instead of flowing out of the back of the tail (Haaland
etal, 2012). The stronger the southward Bz, the closer to the earth
the lobe ions are pushed into the plasma sheet.

The large fluxes of polar wind and polar cusp ions, once
energized, dominate the plasma sheet and flow earthward
creating the ring current, and the warm plasma cloak. This is
a very different way of thinking about a substorm or a storm.
Solar wind Bz is still the trigger, but the particles are dominantly
delivered by the ionosphere through the lobes.

It is important to note that the dynamics in the magnetotail
may not only be due to steady convection and laminar flows, but
can have a major contribution from turbulence and mesoscale
structures. It was noted early on that injections from the
magnetotail can contribute to ring current build up (Parks and
Winckler, 1968). Indeed, recent numerical simulations suggest
that the contribution of bursty flows in the plasma sheet can
contribute much of the ring current build up (Yang et al,, 2015).
This picture is consistent with observations showing that bursty
bulk flows (BBF’s) can account for much of mass and energy
transport in the plasma sheet (Angelopoulos et al.,, 1994). The
potentially bursty nature of this transport can have important
implications for the energization of particles in the tail, including
ionospheric particles which reach the equatorial plane from the
lobes. In particular, bursty transport means that some of the
particle energization may be non-adiabatic. For O+ especially,

which has a large gyroradius, there are indications in observations
that non-adiabatic acceleration associated with fast flows can be
important (Keika et al., 2010, 2013). Regardless of whether the
transport is bursty or laminar in the tail, acceleration of particles
of ionospheric origin reaching down tail will occur, albeit the
details of the transport may change. Additionally, just as the
transport in the magnetosphere can have important
contributions from fast flows and mesoscale structures, the
outflow itself can be significantly structured. For instance,
Schunk et al, 2005 showed that one can have localized
propagating patches of polar wind outflow. The contributions
of such structure in the outflow in combination with the bursty
nature of the transport are certainly worthy of continued study.

Here is the storm process in summary. Northward Bz has solar
wind ions contributing to the plasma sheet and the ionospheric
plasma, polar wind and polar cusp fills the lobes but is flowing out
of the back of the tail. The growth phase occurs when Bz turns
southward and the lobe outflows are convected into the mid-
plane where they are energized in tens of minutes and stretch the
tail. The distended tail increases the curvature drift and the cross-
tail potential further energizes the formerly ionospheric ions.
Then, when the tail is loaded, reconnection begins and makes the
expansion phase. This is the area that is being studied extensively
in detail for reconnection events by MMS spacecraft and the
ionospheric source plays a significant role in creating this plasma
reconnection region. The reconnection starts the aurora, which
starts the ionospheric currents flowing, changes them, and gives
the familiar magnetic signatures in the auroral zone.
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Then the newly created and energized plasma sheet flows
earthward and is further energized. The ring current strengthens
so that the total of the polar wind H* and polar cusp O" are
dominant in it over the solar wind H" (Glocer et al., 2020). A large
storm can develop and continue as long as the southward solar
wind Bz is there because the ionosphere is sending out polar wind
and polar cusp ions continuously, and as long as the Bz delivers
these ions to the mid-plane, the storm can continue. When Bz
goes back northward again, the lobal wind begins to exhaust out
the back of the tail and the storm ends.

SUMMARY CONCLUSIONS AND NEXT
STEPS

What do we know? The ionospheric plasma plays a major role in
populating the magnetosphere and affecting its dynamics. The
initially cold (few eV) ionospheric plasma creates the polar
wind, which fills the plasmasphere and the plasma trough, and
creates the dense detached plasma and plumes that drift from the
duskside plasmapause out to the magnetopause, which affects the
reconnection rate there. At higher latitudes outside of the
plasmasphere, the polar wind flows upward supersonically,
dominated by cold H" and He" and together with the
outflowing polar cusp plasma of H', He" and O" is convected
across the polar cap to fill the lobes of the magnetotail continuously.

As the polar wind and polar cusp outflows move through the
lobes, they can be convected into the mid-plane of the
magnetotail to be a major contributor to the creation of the
plasma sheet, the ring current and the warm plasma cloak. In
addition, the lower latitude plasmasphere and plasma trough cold
plasma drives wave-particle interactions that both create and
determine the propagation of waves that are a dominant influence
on the creation of the radiation belts.

Together with the solar wind IMF Bz, the ionospheric plasma is
a major driver of substorms and major storms when the southward
Bz convects the copius outflowing cold plasma in the lobes into the
central plasma sheet region, mass-loading this region, distending
the magnetospheric field lines in the neutral sheet, energizing the
cold plasma to plasma sheet energies and setting up the
reconnection process which results in substorms and storms.

Both the cold unaccelerated plasma of the plasmasphere and
the accelerated outflowing ionospheric plasma of the warm
plasma cloak influence the strength of the reconnection at the
nose of the magnetosphere. In addition, both the unaccelerated
polar wind outflow and the accelerated ionospheric lobal wind
together with the accelerated ionospheric plasma sheet create a
dominant element of the environment in which reconnection
happens in the central plasma sheet of the magnetotail. The
plasma sheet boundary layer is the transition layer where the cold
outflowing lobe plasma is transformed into the hot plasma sheet
plasma and warm plasma cloak regions.

Recently created merged ionosphere/magnetosphere multi-
fluid MHD models are able to differentiate between the H'
ions which come from the ionosphere in the polar wind and
polar cusp from the H" ions that enter the magnetosphere from
the solar wind. This otherwise unmeasurable difference has given
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invaluable new insight into the relative strength of these two
magnetospheric plasma sources and their relative ability to drive
substorms and storms.

What do we need to know? New measurements of the
composition of the ionospheric outflow, and the resulting ion
trajectories and energization of this outflow must be carried out
together with the advancement of merged multi-fluid models of the
ionosphere and magnetosphere that can clearly differentiate between
ionospheric H" and solar wind H'. These merged multi-fluid models
will be our roadmap to track the pathways that cold ions and
electrons follow as they move through the magnetosphere, are
energized and create the distinctive magnetospheric plasma
regions that we have observed for decades but have not fully
understood—the magnetosphere tapestry.

The merged models together with ion trajectory models are
needed in order to allow us to understand the observations in the
lobe, plasma sheet boundary layer, central plasma sheet, ring
current and warm plasma cloak. These new merged models
should be expanded to include more multi-fluids in addition
to the ionospheric and solar wind H'. They should add
particularly He*" and O°" from the solar wind as well as O,
He", N¥, O"", and NO" from the ionosphere.

In summary, what are our next steps? We need to try to
understand how the ions and electrons actually move through
and are energized to make the principal regions of the
magnetosphere and how changes in the solar wind Bz can
cause a storm to occur there. The low energy electrons are
even more difficult to measure accurately than the ions
because of spacecraft charging and photoelectron emission
from the spacecraft surface. We should continue to develop
the multi-ion capabilities of the merged multi-fluid models
that can separate the solar wind H* from the ionospheric H*
in order to interpret the ion observations. There will be much
significant new information that comes from running these
multi-fluid models and comparing with the evolving ion
trajectory observations.

We must also start again to fly missions that have specific
separate instrumentation with large geometric factors that will
give the sensitivity required to measure individual initially cold,
few eV, ion phase space densities and how they are transformed as
they move through the magnetosphere. These highly sensitive
differential angle instruments which include composition must
be accompanied by a successful plasma neutralizing device that
can keep the spacecraft potential close to plasma potential
without interfering with other measurements on the spacecraft.

Finally, new missions must be selected and flown which
measure the composition, energy and angular distribution of
all of the areas of outflow from the Earth’s ionosphere, which
become the very significant source of the distinctive regions of the
magnetosphere. In addition, these missions should utilize the
highly sensitive low to medium energy measurements to track the
100’s of eV to 100 keV ion trajectories of the source ions and
electrons as they are energized to populate the magnetosphere hot
plasma regions and drive the substorms and storms.

We will be able to use the merged multifluid models as a
roadmap to help understand what we are observing in the
particles. The merged models using those additional ions and
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the particle tracing will help us determine the ion pathways and
unravel the origin of the particle measurements. They will also
allow us to understand how the environment for reconnection is
created in the plasma sheet and at the magnetopause.
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Cold (few eV) ions of ionospheric origin are widely observed in the lobe region of Earth’s
magnetotail and can enter the ion jet region after magnetic reconnection is triggered in the
magnetotail. Here, we investigate a magnetotail crossing with cold ions in one tailward and
two earthward ion jets observed by the Magnetospheric Multiscale (MMS) constellation of
spacecraft. Cold ions co-existing with hot plasma-sheet ions form types of ion velocity
distribution functions (VDFs) in the three jets. In one earthward jet, MMS observe cold-ion
beams with large velocities parallel to the magnetic fields, and we perform quantitative
analysis on the ion VDFs in this jet. The cold ions, together with the hot ions, are
reconnection outflow ions and are a minor population in terms of number density
inside this jet. The average bulk speed of the cold-ion beams is approximately 38%
larger than that of the hot plasma-sheet ions. The cold-ion beams inside the explored jet
are about one order of magnitude colder than the hot plasma-sheet ions. These cold-ion
beams could be accelerated by the Hall electric field in the cold ion diffusion region and the
shrinking magnetic field lines through the Fermi effect.

Keywords: cold ions, plasma moments, acceleration, magnetic reconnection, Earth’s magnetotail

1 INTRODUCTION

Cold (few eV) ions of ionospheric origin are widely present in the Earth’s magnetosphere (Chappell
etal., 1980; Moore et al., 1997; Cully et al., 2003). In the lobes of the magnetosphere, spacecraft can be
positively charged to several tens of volts due to photoelectron emissions. The positive potential
prevents cold ions from reaching onboard ion instrument. With large-scale convective motion, for
example, magnetopause fluctuation or plasma-sheet flapping, cold ions can be accelerated via the
ExB drift to overcome the positive spacecraft potential (Sauvaud et al., 2004), and be detected by an
ion instrument. Besides direct measurement with particle instruments, cold ions can also be inferred
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by a technique based on the wake signal of a charged spacecraft in
a supersonic ion flow (Engwall et al., 2009; Li et al., 2013; André
et al., 2015). Observational statistics show that cold ions dominate
the plasma density in large regions of the nightside
magnetosphere (e.g., lobe region) and polar regions (André
and Cully, 2012). At times, the cold ions can also dominate in
the dayside magnetosphere. Cold ions can play an important role
in the solar wind-magnetosphere-ionosphere coupling system,
including the terrestrial plasma escape and circulation and the
magnetotail dynamics (Welling et al., 2015; Kistler and Mouikis,
2016; Yamauchi, 2019).

Magnetic reconnection is a fundamental and universal process
to convert energy stored in the magnetic field into kinetic and
thermal energies of charged particles (Priest and Forbes, 2007;
Yamada et al, 2010). Magnetic reconnection is the major
transport mechanism of mass, energy, and magnetic flux in
the solar wind-magnetosphere coupling system, and is the
predominant cause of the geomagnetic activity. In the past
decade, the effects of cold ions on magnetic reconnection at
the dayside magnetopause and in the magnetotail have been
extensively analyzed via using in-situ measurements from
multiple spacecraft missions (Wang et al, 2014; Toledo-
Redondo et al, 2015; André et al, 2016; Li et al, 2017;
Toledo-Redondo et al, 2021) and types of numerical
simulation models (Aunai et al, 2011; Divin et al, 2016;
Tenfjord et al, 2019; Dargent et al., 2019, 2020). At the
dayside magnetopause, magnetic reconnection is typically
asymmetric due to the large differences in plasma and
magnetic field conditions between the magnetosheath and the
magnetosphere. The gyroradii and the inertial lengths of the
magnetosheath plasmas usually determine the two kinetic scales
of the diffusion region, namely, ion and electron diffusion regions
(Yamada et al., 2010). With the presence of cold-ion inflow from
the magnetospheric side, cold ions bring a new diffusion region
between the usual ion and electron diffusion regions (Toledo-
Redondo et al., 2016a; Divin et al, 2016), and can push the
reconnection jet towards the magnetosheath side (Cassak and
Shay, 2007; Walsh et al., 2014). Li et al. (2017) present the first
observation of the cold-ion outflows throughout the entire
reconnection region via investigating the three-dimensional
(3D) ion velocity distribution functions (VDFs). Cold-ion jets
with high parallel velocities are formed on the magnetosheath
side of the reconnection exhaust, and those cold ions remain
relatively cold compared with the magnetosheath ions. Li et al.
(2017) suggest that those fast cold-ion jets originate from the
cold-ion inflow close to the X line, while the acceleration
mechanism lacks detailed analysis.

In the magnetotail, the magnetic fields are oppositely directed
on each side of the plasma sheet, and the plasma-sheet plasmas
are hot with ion temperature of several to tens of keV. Magnetic
reconnection is symmetric with homogeneous hot ion inflows
from both sides. The plasma sheet boundary layer (PSBL) and
lobe region always contain a certain amount of cold ions of
ionospheric origin, which can affect the reconnection process in
the magnetotail. One prominent feature is that cold ions create
highly structured ion VDFs far from the Maxwellian shape.
Among these distributions, counter-streaming cold-ion beams

Cold lons in Jet

along the direction normal to the current sheet are frequently
observed in the ion diffusion region both in observations and
simulations (Fujimoto et al., 1996; Hoshino et al., 1998; Nagai
et al,, 1998; Shay et al,, 1998; Wygant et al., 2005; Divin et al,,
2016; Dai et al., 2021). The counter-streaming cold-ion beams are
suggested to be accelerated by the Hall electric field along the
normal direction at the separatrix, which is mostly along Z
direction of Geocentric Solar Ecliptic (GSE) coordinates. The
electric potential well across the separatrix is B%/2q,No, where
By and Nj are the reconnection magnetic field and plasma
number density in the inflow, q. is the unit of charge and yq
is the magnetic permeability of free space (Wygant et al., 2005;
Divin et al., 2016; Zaitsev et al., 2021). This electric potential can
accelerate cold ions to the inflow Alfvén speed V, = By/
\HomiNg, when the width of the separatrix is comparable to
the cold-ion gyroradius. Using a hybrid simulation model, Aunai
et al. (2011) show that the angular aperture of the potential well
and the bouncing motion between the separatries make the cold
ions transfer the kinetic energy gained from the V, component
to Vx.

Besides the acceleration by the Hall electric field in the ion
diffusion region, the Fermi mechanism (slingshot effect) and the
reconnection electric field can also be important for cold-ion
acceleration in the reconnection exhaust. Several studies report
counter-streaming cold-ion beams observed in bursty bulk flows
(BBFs) and analyze acceleration mechanisms and ion anisotropic
instabilities associated with these beams (Eastwood et al., 2015;
Hietala et al., 2015; Birn et al., 2017; Runov et al., 2017; Xu et al,,
2019). BBFs are widely interpreted as magnetic reconnection jets
(Angelopoulos et al., 1992; Nagai et al., 1998; Birn et al., 2011) and
can transport significant amount of magnetic fluxes and plasmas
towards Earth (Baumjohann et al., 1990; Angelopoulos et al., 1992,
1994). Eastwood et al. (2015) find that counter-streaming beams
are sourced from the thermal population in the preexisting plasma
sheet and are accelerated by the reconnection electric field. Birn
etal. (2017) show that the beam ions are from the low-energy lobe
regions. These beams are firstly accelerated by the ExB drift
motion and then by the slingshot effect of the earthward
convecting BBF. A similar process is also described by Xu et al.
(2019). In the previous studies, the counter-streaming cold-ion
beams are mostly observed near the front edge of the reconnection
jet, and quantitative studies analyzing the acceleration are
primarily via numerical simulations. The existence and
dynamics of the cold ions in an entire reconnection jet still lack
quantitative analysis using in-situ observations. In this study, we
perform a more comprehensive survey of ion VDFs in a
magnetotail crossing by the Magnetospheric Multiscale (MMS)
spacecraft. Various types of ion VDFs with cold-ion beams are
observed inside a magnetic reconnection jet, and plasma partial
moments of the cold ions are computed to investigate their
dynamics through the reconnection process.

2 OBSERVATIONS

In-situ observations from NASA’s MMS mission (Burch et al,,
2016) are utilized for this study. MMS was launched on March 13,
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FIGURE 1 | MMS observation of the Earth’s magnetotail on July 06, 2017. MMS1 data of (A) magnetic field B, (B) number densities of hydrogen (H*, black) from
HPCA, all ions (blue) and electrons (red) from FPI and electron number density derived from the Langmuir waves observed by EDP, (C) ion bulk velocity V; from FPI, (D)
FPIion omnidirectional differential energy flux, (E) number densities of He** (black) and O* (red) ions from HPCA. All vectors are presented in GSE coordinates, which are
close to Geocentric Solar Magnetospheric (GSM) coordinates in this event. The horizontal green bars in the top of (A) denote the burst-mode time intervals, and
detailed analysis of the ion VDFs in the two yellow-shaded intervals are presented in the following figures.

2015 and consists of four identical spacecraft designed to study
the kinetic-scale physics of magnetic reconnection in the Earth’s
magnetosphere. In this study, we use magnetic field data from the
FluxGate Magnetometer (FGM) (Russell et al., 2016) and electric
field data from the Electric Double Probe (EDP) (Ergun et al.,
2016; Lindqvist et al., 2016). The ion data are from the Fast
Plasma Investigation (FPI) (Pollock et al., 2016) sampled at 4.5 s
for the fast mode and 0.15 s for the burst mode, and also, from the
mass-resolved instrument Hot Plasma Composition Analyzer
(HPCA) (Young et al., 2016) at 10 s resolution.

We investigate an MMS magnetotail crossing from 21:30:00 to
24:00:00 UT on July 06, 2017. The four spacecraft moved from
[-24.6, —0.8, 5.2] R (Earth radii) to [-24.5, —1.4, 5.4] Rg (GSE)
during this time interval. Owing to a small spacecraft separation (
~15km), observations from the four spacecraft are nearly
identical, and thus, we show results primarily from MMS1. An
overview of the MMS1 observations is presented in Figure 1, and
the data are in fast mode. The panels from top to bottom show 1)
magnetic fleld B, 2) number densities of ions and electrons, 3) ion
bulk velocities from FPI, 4) FPI ion omnidirectional differential
energy flux, and 5) number densities of He™" and O" ions from
HPCA. In Figure 1B, the number densities of H" from HPCA, all
ions from FPI and electrons from FPI are shown in black, blue
and red, respectively. The three curves almost overlap with each
other, indicating reliable number density results. The MMS fleet

is initially located in the plasma sheet, characterized by weak
magnetic field (Figure 1A) and high-density ( ~0.5 cm™>) and hot
( ~4,500 eV) ions. From 21:49:00 to 22:02:00 UT, MMSI1 observes
a strong tailward ion flow, with a peak V x reaching -1,000 km s ™.
Such a strong ion flow indicates ongoing reconnection and that
the spacecraft are located tailward of the reconnection X line. In
this tailward ion jet, the Bx component is mostly positive,
indicating that MMS cross the northern part of the ion jet.

At 22:02:00 UT, we identify a separatrix of the reconnection
exhaust, where B increases, plasma number density decreases, ion
bulk velocity decreases, and energetic particles vanish (see
Supplementary Figure S1 in Supplementary Material for
more details). Then, MMS1 enters the lobe region until 22:34:
00 UT. As shown by the ion energy flux in Figure 1D, cold ions of
ionospheric origin, with ~10 eV thermal energy, are present in the
lobe region, while their total energy can reach 100 eV due to the
ExB drift motion. In the lobe, the penetrating radiation leads to a
nearly constant background from the lowest to the highest energy
channels in the FPI ion measurement unit (Gershman et al,
2019), as seen by the green fluxes in Figure 1D. Thus, the FPI ion
number density from the integral over the whole energy range is
overestimated. Besides, the FPI electron measurement unit
cannot provide reliable electron moment data in the lobe
because of the low thermal energy and the photoelectron
contamination (Gershman et al, 2019). So, we take the
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FIGURE 2 | Cold ions inside the tailward ion jet. (A) B. (B) N;. (C) V.. (D) FPI ion omnidirectional differential energy flux with ion temperature (white curve). (E)
Reduced ion VDF integrated over the directions perpendicular to the magnetic field. The black solid curve shows the parallel ion bulk speed V‘fg/’ of all ions, and the white
dashed line denotes Vg = 0. (F) Electric field E. (G)-(I) Two-dimensional (2D) reduced ion VDFs in the Vg,5-Vs plane at times indicated by the three vertical lines in (A)—(F).
In (G)—(I), the green dots represent the ion bulk velocities, and the vertical green dashed lines show the electric-field drift speeds (|E xB/B?)). The GSE-X (black), Y
(blue) and Z (red) directions normalized by 1,500 km s~ are projected in (G)(1).

number density (0.03-0.05 cm ) estimated from the waves at the ~ from the FPI ion energy flux panel (Figure 1D). We explore the 3D
electron plasma frequencies, as illustrated by the color-coded  ion VDFs in the tailward and earthward reconnection jets and
spectrum in Figure 1B. In the lobe, oxygen ions measured by  characterize different types of ion VDFs with cold-ion beams. In
HPCA have number densities about 0.0005-0.002cm™>  the following, we present results from the two time intervals
(Figure 1E), and hydrogen is thus the primary ion species in indicated by the yellow-shaded bars in Figure 1.

terms of number density. From 22:13:04 to 22:13:15 UT, MMS Figures 2A-F present an overview of the tailward ion jet in the
cross a separatrix of the reconnection exhaust back and forth  time interval indicated by the left yellow-shaded bar in Figure 1.
quickly (see Supplementary Figure S2 in Supplementary  Here, burst-mode data are used. In this jet, Vx varies between
Material for details). Based on the observations during this ~ -1,240kms ' and —430 kms™', and ions with distinct energy
time interval, Alm et al. (2018) analyzed the role of cold ions fluxes are all above 500 eV in the spacecraft frame (Figure 2D).
in the separatrix layer. They find that the cold ions account for ~  Figure 2E shows the phase space density of the reduced ion
30% of the total ion number density and can significantly influence ~ VDF projected on to the magnetic field directions, and the black
the Hall physics of reconnection. After 22:34:00 UT, MMS]1 crosses  curve represents the parallel bulk velocity V&' of all ions. One
back to the plasma sheet and sees two strong earthward ion jets, with  can clearly see complicated structures in this reduced ion VDF
aVx peak reaching 860 km s™'. O" fons, as tracers of cold ionospheric ~ panel. To categorize the ions in this tailward jet, we perform a
ions, are continuously observed inside the plasma sheet shown in  systematic survey of all the ion VDFs in the time interval of
Figure 1, and have similar number densities with those in the lobe. ~ Figure 2 and find three types of ion VDFs inside. Figures 2G-I
Meanwhile, He*™ ions can be used as tracers of solar wind ions, and show 2D reduced ion VDF examples in the Vg, 5-Vp plane, as
are also continuously observed in the plasma sheet. Thus, both the ~ they clearly show the overall structures in the distribution
ionospheric and solar-wind ions are the ion sources of the plasma  functions. At times like 21:57:08 UT, V& is close to the ion
sheet in our event, even through the two sources are indistinguishable ~ VDF peaks, denoting that there exists only a single energetic ion
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FIGURE 3| Four types of ion velocity distribution functions (VDFs) in the earthward ion jet. (A) B. The green horizontal bar denotes the ion jet interval. (B) N;. (C) V..

(D) FPIion omnidirectional differential energy flux with ion temperature (white curve). (E) Reduced ion VDF integrated over the directions perpendicular to the magnetic
field. The black solid curve shows the parallel ion bulk speed V;;, and the white dashed line denotes V;; = 0. (F) Electric field E. (G) lon VDF types inside the ion jet. (H)—(K)
Examples of the four-type ion VDFs at times indicated by the four vertical lines in (A)-(G). (H)-(K) are in the same format with Figures 2G-I.

population of plasma-sheet origin (see Figure 2G). The hot
population in Figure 2G has a temperature of 4.6 keV and
follows ExB drift motion (green vertical dashed line), with
negligible Vp. In GSE coordinates, it moves predominantly
along -X direction. From 21:59:12 to 21:59:19 UT, MMSI
observes two distinct ion populations in the FPI ion energy
flux plot (Figure 2D). One energetic population has energy
above 8 keV and originates from the plasma sheet. The other
population has energies below 5keV. An example of the ion
VDFs within this interval is presented in Figure 2I. At this time,
the magnetic field is mostly along the +X direction (Figure 2A),
and its magnitude is close to that in the lobe (see Figure 1). The
electric field is dominated by the -Z component, indicating Hall
electric field in the northern separatrix layer of the magnetotail
reconnection in the magnetotail (Wygant et al., 2005; Eastwood
et al., 2007). The two ion populations have the same ExB drift
velocity. The hot population has a large negative V3, and its bulk
velocity is predominantly along the -X direction in GSE
coordinates. The cold population has negligible Vy and
moves along the -Y direction. Those cold ions can modify
the balance of the Hall electric field at the separatrix, which
has been extensively analyzed by previous studies using in-situ
data (Toledo-Redondo et al., 2015; André et al., 2016; Alm et al.,,

2018) and numerical simulation models (Dargent et al., 2017;
Toledo-Redondo et al., 2018).

From 21:57:12 UT to 21:58:10 UT, MMS1 also observes two
distinct populations in the reduced ion VDFs shown in
Figure 2E, even though the two populations are not
distinguishable from the FPI ion energy flux (Figure 2D).
Figure 2H displays an example of the ion VDFs in this time
interval. The properties of the hot population are similar to those
shown in Figure 2I. The cold population follows ExB drift (
~630 km s~ ') motion and has a small ( ~200 km s™*) positive V.
Its bulk velocity is predominantly along the -Z direction in GSE.
These cold-ion beams may originate from the northern lobe. A
small bulk speed ( ~660 km s™") of this cold population suggests
that those beams may be not from the cold-ion inflow close to the
X line. They may experience an acceleration process as discussed
previously by Birn et al. (2017). The cold ions are probably
accelerated by the ExB drift motion when crossing a distant
separatrix, and are further accelerated by the Fermi mechanism as
the cold ions convect together with the shrinking magnetic field
lines. Another prominent feature between the cold populations
shown in Figures 2H,I is that the cold population in Figure 2H is
clearly thermalized, and we discuss that in the following section.
In the earthward ion jet between 22:36:00 UT and 22:47:00 UT,
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MMS observe similar features of the ion VDFs as those presented
in Figure 2.

MMS see much more complicated features of cold-ion beams
in the earthward ion jet between 23:43:23 UT and 23:47:53 UT
(denoted by the right yellow-shaded bar in Figure 1). Figures
3A-F display a detailed overview of this ion jet using burst-mode
data. MMS are originally located in the stagnant plasma sheet.
When a dipolarization front (Nakamura et al., 2002; Runov et al.,
2009; Fu et al., 2013) arrives at MMS at ~23:43:34 UT, the plasma
density drops from 0.31 cm™ to 0.20 cm ™ and the magnetic field
B, component increases from 5 to 13 nT. The earthward flow
speed subsequently increases to its maximum values, with aVy
peak reaching 1,040kms™'. This kind of fast ion flow is
frequently interpreted as an earthward bursty bulk flow (BBF)
driven by magnetic reconnection with an X line located tailward
of the spacecraft. In Figure 3, we use a yellow-shaded bar to
highlight the BBF or the jet interval. The average N; of the jet is
approximately 0.29 cm ™, which is similar to that of the nearby
plasma sheet. The average T; is 3.8 keV, with a small temperature
anisotropy (T;/T;, ~0.92). After a detailed survey of all the ion
VDFs, we find four types of ion VDFs inside the jet shown in
Figure 3: Type I consists of only a single hot plasma-sheet
population (see an example shown by Figure 3H), Type II
consists of a hot population and a cold population with a
positive Vp (see Figure 3I), Type III consists of a hot
population and a cold population with a negative Vjp (see
Figure 3]), and Type IV consists of a hot population with

Cold lons in Jet

counter-streaming cold populations (see Figure 3K). We
categorize all the ion VDFs of this earthward ion jet, and the
results are presented by colored dots in Figure 3G. In Figures
3H-K, the green dots denote the projected ion bulk velocities in
the Vg,.5-Vg plane, and the green vertical dashed lines represent
the ExB drift speeds. The small discrepancy between the two
speeds is likely from the errors (0.5-1.0 mV m™") in electric field
(Lindqvist et al, 2016) or could be caused by weak
demagnetization of the ions. In GSE coordinates, all ions
propagate earthward (illustrated by the black lines in Figures
3H-K). The large positive and negative V components of the
cold ions correspond to the large positive and negative V,
components (Figures 3I-K), respectively.

Previous studies like Eastwood et al. (2015) and Xu et al.
(2019) explored the kinetic behavior of counter-streaming cold
ions at the leading edges of the reconnection jets, with particular
focus on the vicinity of dipolarization front. The cold-ion beams
investigated in their works may originate from ions in the
preexisting plasma sheet or the ionosphere and are swept up
directly by a dipolarization front. In our study, we do not find the
existence of isolated cold-ion beams in the region close to the
dipolarization front, which could be due to the phase-space
mixing by cold-ion thermalization. We find four types of ion
VDFs widely distributed over the entire observed part of the jet.
The cold-ion beams have total energies all above ~3 keV and mix
together with the plasma-sheet hot ions in the spectrogram of the
differential energy flux (Figure 3D), and one can only distinguish
cold ions in three-dimensional VDFs. This is different from the
cold ions reported in Eastwood et al. (2015) and Xu et al. (2019),
where the total energies of cold ions are lower than those of hot
ions and one can easily see them in the spectrograms of the
differential energy fluxes.

In the magnetotail, the Bx component can be used as a guide to
determine the normal distance to the plasma-sheet neutral line (By
= 0). Figure 4A shows the count profiles of the four types of ion
VDFs along Bx. MMS spend most of the time in the southern
exhaust, and most of the counts are therefore in the negative By
region, where Type I and Type II VDFs clearly dominate. Figure 4B
presents the occurrence rates of the four-type ion VDFs, and the
gray shadow highlights the results with total counts over 50. Despite
the large variation due to relatively low counts, one can conclude
that the occurrence rate of Type I is nearly constant. The occurrence
rate of Type II decreases gradually along By or from the southern to
the northern sides of the neutral line. Conversely, the occurrence
rate of Type III increases gradually along By. The occurrence rate of
Type IV peaks at the neutral line. Therefore, the antiparallel beams
are predominantly observed in the northern side of the neutral sheet,
and the parallel beams are predominantly observed on the southern
side. The majority of cold-ion beams were found to be approaching
the neutral sheet, with a smaller subset of VDFs also showing cold
ion populations moving away from the neutral sheet. This indicates
that there is some mechanism that either prevents cold ions from
crossing far into the opposite exhaust, that the cold-ion populations
are no longer cold after the neutral sheet crossing (heating), or that
they can not be distinguished from the hotter background.

The distribution of VDFs shown in Figure 4B may be
generated by several processes. First, MMS observe the
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FIGURE 5 | Partial moments of the cold-ion beams and the hot ions inside the earthward ion jet. Those ions are from the three types (Types II, Il and IV) with cold

ions. Types II, lll and IV are colored in blue, red and green, respectively. The partial-moment results of the hot, parallel cold and anti-parallel cold ions are marked by
circles, upward-pointing triangles and downward-pointing triangles, respectively. (A) B. (B) N; of all ions (black curve) and cold and hot ions from partial moments. (C) lon
bulk speed V. (D)-(F) Three components of the ion bulk velocities V;. The black curves are the average bulk velocities. (G) T;. (H) Adiabatic parameter defined by x° =

Bs (Biichner and Zelenyi, 1989), where Rg is magnetic field curvature radius and peiis the gyroradius of the 320 eV cold ions. (I)-(K) Scatter plots of the measured E from
EDP and the convection electric field (-VixB) of hot and cold ions from selected data points. The black dashed lines denote slope = 1, and the red dashed lines are the
linear fits of the partial-moment results. (L)-(M) Scatter plots of the ion bulk velocity of the selected points. The crosses present the averages and the standard deviations,

northern (see Figure 1) and southern lobes on July 6,2,017 and
see cold ions in both lobes. As an example shown in Figure 1D, the
energy fluxes of the cold ions in the lobe are intermittent, indicating
that the cold ions inflowing into the reconnection region could be
patchy. Secondly, when cold ions enter the separatrices close to the
X line (e.g., the cold-ion diffusion region), numerical simulations
(Aunai et al, 2011; Divin et al, 2016) show that the cold ions
bounce within an electrostatic potential well between the
separatrices. The distribution feature in Figure 4B could be a
statistical result of the bouncing motions of the cold ions
inflowing from both lobes. Finally, as shown in Figure 3A,

MMS see large-amplitude fluctuations in magnetic field, which
may be convected from the upstream exhaust region or be driven
by the ion temperature anisotropy associated with cold-ion beams
(Hietala et al., 2015). Besides, the minimum curvature radii of the
magnetic field lines in this event are comparable to the gyroradii of
the cold ions (as shown by Figure 5H). Plasma waves and the
curved magnetic field lines with small curvature radii can scatter
and thermalize the cold ions when moving from one side of the
neutral line to the other side, and thus, can mix them with the
plasma-sheet hot ions. The distributions in Figure 4B could be
combinational results of those three effects.
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TABLE 1 | Average partial moments of the hot and cold ions of the selected data
points shown in Figure 5

Hot ion Parallel cold ion Anti-parallel cold ion
N; lem™2] 0.30 + 0.04 0.05 + 0.02 0.083 + 0.01
T [eV] 3,430 + 290 250 + 80 390 + 180
V; [km s7] 757 + 71 1,034 + 124 1,069 + 175
Ve [km s7] 664 + 118 688 + 118 645 + 135
Vy [km s7] 704 + 79 548 + 157 796 + 170
Vy [km s7] 182 + 173 420 + 254 63 + 253
Vz [km s7] 983+ 72 713 + 100 -657 + 108

3 QUANTIFICATION OF COLD-ION BEAMS
IN THE EARTHWARD JET

In order to study the dynamics of the cold-ion beams inside the jet,
we utilize the same technique as used in Li et al. (2017) (see
supporting information of that paper and Supplementary Figure
$3 in Supplementary Material for more details) to compute partial
moments of the hot and cold populations. First, we select data
points of the three types of ion VDFs with cold ions with most
coverage of the variant magnetic field conditions. Then, we separate
the cold and hot populations for each ion VDF in three-dimensional
velocity space and compute their partial moments, including
number density, bulk velocity and ion temperature. The results
are presented in Figure 5, and the average results with standard
deviations are listed in Table 1. In Figures 5B-G, L,M, the partial-
moment results of the three-type VDFs (Types II, III and IV) with
cold ions are labeled in blue, red and green, respectively. The hot
ions from all three types are marked by circles. The parallel cold-ion
beams from Types II and IV VDFs are marked by the upward-
pointing triangles, while the anti-parallel beams from Types III and
IV are marked by the downward-pointing triangles. The black lines
in Figures 5L,M denote the magnetic fields of the selected data
points for the partial-moment calculations. Figures 5I-K show the
comparison between the measured electric field from EDP and the
convection electric field (-V;xB) of the hot and cold ions from our
partial-moment calculations. A good consistency of the three
components means that the ions in the investigated jet are
mainly frozen-in with the magnetic field lines. Also, it
demonstrates a relatively good reliability of our partial-moment
calculation via separating multiple populations from one VDF.
As presented in Table 1, the average number density (
~0.04 cm™) of the cold-ion beams is comparable to that of the
cold ions in the lobe and approximately 13% of that of the hot ions
inside the jet. Even though the cold ions have large peak VDFs in
velocity space, they are still minor populations in this investigated
event. As shown by the circles in Figure 5C, the bulk velocities of
the hot ions from the partial-moment calculations are close to the
average bulk velocities (black curve) of all ions. This is consistent
with the partial-moment number density results. All of the hot ions
convect earthward, and their speed V¥ ( ~760 kms™") is close to
the ExB drift speed. As shown in Figures 5C-F; Table 1, all the
cold-ion beams move earthward, meaning that all those ions are
outflow ions of reconnection. The parallel cold ions have large
positive V, component ( ~710 kms™"), and the anti-parallel ones
have large negative V; component ( ~-660 km s1). The bulk speed
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(~1,050 km s ") of the cold-ion beams is approximately 38% larger
than that of the hot ions, which is predominantly contributed by
the V or parallel component.

It is difficult to know the acceleration process from the
observational aspect. Here, we find a similarity between the
velocity patterns in Figures 5L,M and previous numerical
results (Aunai et al., 2011; Divin et al., 2016) and suggest that
the cold ions inside this investigated jet may come from the region
close to the X line. Cold ions are demagnetized while crossing the
separatrices close to the X line (Toledo-Redondo et al., 2016a;
Divin et al., 2016), and are accelerated primarily by the Hall
electric field, while the beams can remain relatively cold. The
cold-ion beams may bounce for several times within the Hall
electrostatic potential well, and get significant V; and Vx
components. Then, the accelerated cold-ion beams could be
further accelerated by the shrinking magnetic field lines due to
the Fermi effect. One can find a characteristic example of such
acceleration process from Figure 5 of Divin et al. (2016). This
process could be responsible for the 38% extra speed at the MMS
observation location.

Using Cluster data, Toledo-Redondo et al. (2016b) showed
that cold ions can be heated by the large electric field gradient
when crossing a separatrix boundary. Graham et al. (2017)
analyzed a magnetopause reconnection event with cold ions
and found lower-hybrid waves at the separatrix driven by the
ion-ion streaming instability between the cold ions and the
magnetosheath jons. The lower-hybrid waves can contribute to
the cold-ion heating. Norgren et al. (2021) showed that the cold
ions can be heated through a combination of thermalization at
the separatrices and pitch angle scattering in the curved magnetic
field around the neutral plane. Here, we calculate the temperature
( ~320eV) of the cold-ion beams inside the reconnection jet,
which corresponds to about 6% of the total energy in the
spacecraft frame. The cold-ion beams are approximately one
order of magnitude colder than the hot ions, while the cold-
ion beams are thermalized compared to the cold ions (~10 eV) in
the lobe. The large electric-field gradient at the separatrix and the
scattering effect by the kinetic waves (see Supplementary Figure
S$4 in Supplementary Material for more details) and small
magnetic-field curvature radii (Figure 5H) may all contribute
to the heating of the observed cold ions from the lobe into the ion
jet. However, one should note that the temperature results have a
large uncertainty from our partial-moment calculation. As shown
in Figures 3; Supplementary Figures S3, the thermal parts of the
hot and cold populations usually overlap with each other. We cut
major parts of the cold-ion VDFs empirically by eye. The results
of the number density and bulk velocity are relatively reliable, but
the ambient treatment of the VDF boundaries brings large errors
to the temperature. The temperature results can be improved by
fitting the cold-ion VDFs in the three-dimensional velocity space,
which will be tried in our future works.

4 CONCLUSION

We investigated an MMS magnetotail crossing from 21:30:00
UT to 24:00:00 UT on July 06, 2017 with cold ions and ongoing
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magnetic reconnection and present quantitative analysis of the
cold ions inside a reconnection ion jet. In this event, MMS cross
one tailward and two earthward ion jets, and we explored the
three-dimensional ion VDFs and find types of ion VDFs with
cold-ion beams. MMS observe hot ions of plasma-sheet origin
throughout the tailward jet and the first earthward ion jet, and
cold ions with small Vg show up in part of the jet crossing. At
the separatrix, MMS observe ExB drifting cold ions with
negligible Vp. The second earthward ion jet is lead by a
dipolarization front, and we find four types of ion VDFs
inside: Type I consists of only a single hot plasma-sheet
population, Type II consists of a hot population and a cold
population with a positive Vg, Type III consists of a hot
population and a cold population with a negative Vg, and
Type IV consists of a hot population with counter-streaming
cold populations. Our analysis focuses on those VDFs with cold-
ion beams. The occurrence rate of Type II VDFs decreases
gradually from the southern to the northern sides of the neutral
line. Conversely, the occurrence rate of Type III VDFs increase
gradually from south to the north. The occurrence rate of Type
IV peaks at the neutral line. This distribution of VDFs could be
formed by the patchy cold-ion inflow, the bouncing motions
within the divergent Hall electrostatic potential well, and the
scattering effect due to plasma waves and the curved magnetic
field lines with small curvature radii.

We adopted the same technique as used in Li et al. (2017)
to compute the partial moments of the hot and cold
populations of Types II, III and IV VDFs. The average
number density of the cold-ion beams is approximately
13% of that of the hot ions, meaning that the cold ions are
a minor population in this investigated event. All the hot and
cold ions are outflow ions towards Earth. The average bulk
speed of the cold-ion beams is approximately 38% larger than
that of the hot plasma-sheet ions. This extra speed is
predominantly along the magnetic field direction. Those
cold-ion beams could come from the cold-ion diffusion
region and be initially accelerated by the Hall electric field.
Then, the accelerated cold-ion beams could be further
accelerated by the shrinking field lines through the Fermi
effect. The cold-ion beams are still one order of magnitude
colder than the hot ions, while the electric field with large
gradient at the separatrix and the scattering effect by the
waves and highly curved magnetic field lines may thermalize
those cold ions from the lobe into the ion jet.
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While the pulsating auroral phenomena have been recognized and studied for decades,
our understating of their generation mechanisms remains incomplete to date. In one main
class of pulsating auroras which is termed “patchy pulsating auroras” (PPA), the auroral
patches are found to basically maintain their shape and size over many pulsation cycles.
Also, PPAs are repeatedly found to essentially co-move with the ExB convection drift. The
above properties led many researchers to hypothesize that PPA might connect to a
structure of enhanced cold plasma in the magnetosphere. In this study, we review the
existing evidence, and provide new perspective and support, of the low-energy plasma
structure potentially associated with PPA. Based on observations from both the
magnetosphere and the topside ionosphere, we suggest that ionospheric auroral
outflows might constitute one possible source mechanism of the flux tubes with
enhanced low-energy plasma that connect to the PPA. We also review the existing
theories of pulsating auroras, with particular focus on the role of low-energy plasma in
these theories. To date, none of the existing theories are complete and mature enough to
offer a quantitatively satisfactory explanation of pulsating auroras. At last, we suggest a few
future research directions to advance our understanding of pulsating auroras: a) more
accurate measurements of the cold plasma density, b) more developed theories of the
underlying mechanisms of ELF/VLF wave modulation, and c¢) auxiliary processes in the
topside ionosphere or near-Earth region accompanying pulsating auroras.

Keywords: pulsating aurora, low-energy plasma, auroral patch, wave-particle interaction, ionospheric outflows

1 INTRODUCTION

Pulsating aurora is an auroral form that undergoes quasi-periodic fluctuations in intensity
(Johnstone, 1978). The period typically ranges from few seconds to tens of seconds (Royrvik
and Davis, 1977; Yamamoto, 1988). Pulsating auroras are often observed in the equatorward portion
of the auroral oval, and mainly occur in postmidnight-morning sectors and during late substorm
expansion and recovery phases, but can persist for longer than individual substorm (e.g., Jones et al.,
2011; 2013). Pulsating aurora is often organized in “patches,” the size of which typically lies in the
range of a few tens up to ~100 km in extent when mapped to ionospheric altitudes. The ultimate
source of pulsating aurora is thought to be magnetospheric electrons with energies of a few keV to
several tens of keV (Sandahl et al., 1980; McEwen et al., 1981; Miyoshi et al., 2010; Samara et al., 2010,
2015; Jaynes et al., 2013), though in some events the precipitation may also involve a portion of

Frontiers in Astronomy and Space Sciences | www.frontiersin.org 139

December 2021 | Volume 8 | Article 792653


http://crossmark.crossref.org/dialog/?doi=10.3389/fspas.2021.792653&domain=pdf&date_stamp=2021-12-09
https://www.frontiersin.org/articles/10.3389/fspas.2021.792653/full
https://www.frontiersin.org/articles/10.3389/fspas.2021.792653/full
https://www.frontiersin.org/articles/10.3389/fspas.2021.792653/full
http://creativecommons.org/licenses/by/4.0/
mailto:liangj@ucalgary.ca
https://doi.org/10.3389/fspas.2021.792653
https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles
https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org/journals/astronomy-and-space-sciences#editorial-board
https://doi.org/10.3389/fspas.2021.792653

Liang et al.

electrons with energies as low as <1 keV (Liang et al., 2016) or as
high as the relativistic energy range (Miyoshi et al., 2015). While
there are other proposals of the driving mechanism of pulsating
auroras (e.g., Sato et al,, 2015; Mozer et al., 2017), the wave-
particle interaction and its resulting pitch-angle scattering of
energetic electrons in the equatorial magnetosphere remain to
be the top candidate and most recognized mechanism underlying
pulsating auroral precipitation. The lower-band whistler-mode
chorus is usually the dominant wave mode at play in many cases
(Miyoshi et al., 2010, 2015; Nishimura et al., 2010, 2011a, 2011b;
Ozaki et al., 2015, 2018; Kasahara et al., 2018; Hosokawa et al.,
2020), while the upper-band chorus (Nishiyama et al., 2011) and
electron-cyclotron-harmonic (ECH) waves (Liang et al., 2010;
Fukizawa et al., 2018) may also contribute in some events. For
comprehensive reviews of pulsating auroras, see Lessard (2012)
and most recently Nishimura et al. (2020).

Pulsating auroral features exhibit diverse characteristics,
varying in terms of shape, size, brightness, altitude, spatial
stability, modulation, lifespan, and velocity. In recent years,
based on ground-based all-sky-imager (ASI) data the pulsating
auroras are categorized into patchy pulsating auroras (PPA),
patchy diffuse auroras (PDA), and amorphous pulsating
auroras (APA), according to their morphology (Grono et al,
2017; Grono and Donovan, 2018, 2019, 2020; Yang et al., 2019).
PPA is the classical type of pulsating auroras; it represents a
highly structured patch that can persist for many minutes and
pulsate over much of its area. PDA is similar to PPA but does not
oscillate in brightness. While PDA is not “pulsating,” it closely
resembles PPA in terms of its spatial characteristics and
occurrence distribution (Grono and Donovan, 2020). In some
events, the same spatial structure is found to switch from
pulsating to non-pulsating auroras (or vice versa). One such
example is given in Supplementary Material, from which one
can see that the auroral patch shifts from pronouncedly pulsating
to virtually non-pulsating, yet basically maintains its structural
shape. Their morphology in the ionosphere suggests that these
two auroral types might be similar in generation mechanisms
except for the presence/absence of modulation in precipitation.
On the other hand, APA is a more dynamic pulsating auroral type
with rapidly changing shapes and locations, yet lacking repeatable
patch structures between successive images captured at a 3-sec
cadence of THEMIS ASI. The motion of APA is more dynamic
than PPA and seems unrelated to E x B drift. There is a possibility
that APA could arise from time-aliasing of rapidly-propagating
pulsating aurora with “streaming” behavior and pulsations faster
than 3-sec, the sampling rate of THEMIS ASI (Nishimura et al.,
2020). Statistically, the occurrence distributions of PPA and APA
tend to map to different regions in the equatorial magnetosphere
(Grono and Donovan, 2020), and there is evidence that the PPA
and APA are likely associated with different energy ranges of
electron precipitation (Yang et al., 2019; Tesema et al., 2020). It is
thus reasonable to speculate that their generation mechanisms
may be different. Most importantly, based upon
phenomenological evidence there is no concrete rationale to
conceive a link between the APA and enhanced cold plasma
in the magnetosphere. In this paper, we shall mainly focus on the
PPA type and explore the possible mechanism underlying its
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resilient spatial shape. For this research purpose, we examine all
the studies to be referred to in this review, as long as the optical
data are involved and available, to check whether their
investigated pulsating auroral events are PPA or APA, based
on established techniques and criteria in distinguishing the two
types (Grono et al., 2017; Grono and Donovan, 2018; Yang et al.,
2019) according to the cadence rate of available optical
instruments.

One striking characteristic of PPA is that it can basically
maintain its size shape through many cycles of pulsations
(Scourfield et al., 1972; Johnstone, 1978; Humberset et al.,
2018). Furthermore, it has often been noted that the motion
of the overall PPA essentially conforms to the E x B convection
drift (Davis, 1971; Nakamura and Oguti, 1987; Royrvik and
Davis, 1977; Scourfield et al, 1983; Yang et al, 2014; 2017;
Takahashi et al., 2019). The above two key features of PPA
will be further elucidated with the most recent observations in
Section 2. In a mathematical form, the spatiotemporal behaviors
of a PPA can be approximately written as (e.g., Kangas and Cao,
1995):

P(r,t) = f(t) - g(r—vgt) (1)

in which f (t) depicts the temporal modulation, and g (r) depicts
the spatial shape of the PPA. V denotes the E x B drift speed. The
relation between the patch motion and E x B drift invalidates the
scenario that the PPA shape maps to an energetic electron
structure at the magnetic equator, whose gradient/curvature
drift speed would usually by itself exceed the E x B drift in
the near-Earth magnetosphere, and whose energy dispersion led
by the gradient/curvature drift would tend to quickly deform the
patch (Yang, 2017).

The above salient features of PPA has led many researchers to
hypothesize that PPA might connect to a structure of enhanced
“cold” plasma in the magnetosphere (Johnstone, 1978; Oguti,
1976; Davidson and Chiu, 1987; Davidson, 1990, Demekhov and
Trakhtengerts, 1994; Tagirov et al., 1999; Liang et al, 2015;
Nishimura et al, 2015). A brief discussion of the existing
theories of pulsating auroras with be given in Section 4. In a
nutshell, the classical theoretical view of pulsating auroras is that
each luminous patch in the ionosphere represents the magnetic
mapping of a region of enhanced cold plasma density near the
equatorial plane. The gradient/curvature drift of energetic
electrons brings fresh precipitation material into the regions of
enhanced plasma density. The interaction between the drifting
energetic electrons, the ambient cold plasma, and the ELF/VLF
waves—though the details of such an interaction differ from
theory to theory—lead to modulated scattering of energetic
electrons into the loss cone within the area of each enhanced-
density zone, resulting in an oscillatory precipitating flux having
the outline of the plasma blob. In plasma physics, the definition of
“cold” or “hot” particles is contingent upon the research objective
and especially the reference plasma population they are compared
to. In the context of pulsating auroral studies, a particle
population is characterized as cold when: a) its energy is much
lower than that of the thermal electron/ion population in the
central plasma sheet (CPS) region; b) its energy range is lower
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than the minimum resonant energy of the wave-particle
interaction at play, and c) its gradient/curvature drift speed is
distinctly smaller than the ambient E x B velocity. In the inner
CPS, electrons with energy <~100eV and ions with energy
<1keV would usually satisfy the above criteria and can be
deemed “cold.” Under such a definition the so-called “warm
plasma cloak” (Chappell et al., 2008), which is warmer compared
to the plasmaspheric population, would also be considered as
“cold” population here. In the near-Earth CPS, such cold
electron/ions are often distinctly separated from the thermal
and suprathermal plasma sheet populations in terms of energy
range, pitch-angle distribution, drift speed and trajectory, and
source mechanisms [e.g., Wang et al. (2012); Delzanno et al.
(2021)]. In this paper, we shall use the term “low-energy plasma”
to denote the cold electrons and ions in the above-depicted sense.
Such a low-energy plasma would not directly resonate with the
waves by itself, but could form an ambient structure that can
significantly affect the excitation/propagation of the waves within
it (Cuperman and Landau, 1974; Li et al., 2011b; Wu et al., 2013;
Katoh, 2014; Hanzelka and Santolik, 2019; Ke et al., 2021). We
should also note that, while the notion that PPA is associated with
a density enhancement structure was more often suggested, it is
also possible that the PPA might be associated with a density
depletion structure, since the density depletion structure may also
affect the amplification/propagation of the whistler-mode chorus
inside it [e.g., Wu et al. (2013); Li et al. (2011b); Katoh (2014)].

Of course, while Eq. 1 offers an approximate depiction of the
general characteristics of PPAs, a number of complications/
exceptions may exist. First, the patch size is certainly not
rigorously fixed over time (Humberset et al, 2016; 2018;
Bolmgren, 2017; Partamies et al., 2019). Secondly, the PPA
may have intra-patch sub-structures and fine-scale variations.
For example, some of the patches may feature a “streaming/
expansion” behavior, namely that the entire patch is not switched
on/off simultaneously; instead, it grows from a portion and
rapidly expands to its full extent during the on-time, followed
by a retraction in the area as the pulsation switches off (Royrvik
and Davis, 1977; Yamamoto, 1988; Tagirov et al., 1999). Using
high-resolution imagers Nishiyama et al. (2016) investigated the
sub-structures within a pulsating auroral patch. They found that
the sub-structures smaller than ~20 km feature rapid back and
forth fluctuations relative to the larger patch whose drift is much
slower and steady. These rapid, intra-patch variations of pulsating
auroras are almost certainly led by physical processes other than
cold plasma [e.g, Fukuda et al. (2016)]. With the above
complications in mind, and realizing that cold plasma is
certainly not the only factor in controlling the spatiotemporal
variations of pulsating auroras, in this paper we shall nevertheless
focus on the role of low energy plasma in producing the overall
patch shape, and leave the intra-patch fine structures, the fast
motion of patches (e.g., streaming) and the subtleties in
ionospheric electrodynamics for separate studies.

One other area of important new findings of pulsating auroras
in the last decade, thanks to the deployment of high-time-
resolution imagers, is the details of rapid modulation
embedded in each on-time, and the subtleties and high
variabilities in the on- and off-time durations, of pulsating
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auroras [e.g., Samara et al. (2010); Nishiyama et al. (2014;
2016); Humberset et al. (2016); Dahlgren et al. (2017)].
Though those fine-scale temporal characteristics are not of the
core interest of this review, some of the results may also shed light
on the possible role of low-energy plasma in pulsating auroras.
For example, based on the observation that the on-off pulsation
periods showed no significant correlations with auroral
brightness, Nishiyama et al. (2014) suggested that variations in
the cold plasma density play a dominant role in controlling the
conditions of wave-particle interactions that have temporal scales
of the on-off pulsation periods. On the other hand, Humberset
et al. (2016) claimed that there is no clear candidate of the
suggested mechanisms and drivers to explain the observational
constraints set by the PPAs in a satisfactory manner, based on
their observed temporal characteristics and energy deposition
of PPAs.

While the speculation regarding PPA-associated cold plasma
structure has existed for decades, it is fair to state that, the
speculation still needs further investigation and validation to
date. This is mainly due to two reasons: 1) the experimental
difficulty in reliable measurements of cold plasma density as well
as the shape and motion of the cold plasma in the magnetosphere;
2) the difficulty in establishing conjugacy between the
magnetospheric in-situ probes and an individual PPA. That
being said, certain progress has been achieved, thanks to the
global deployment and technological advances of both ground-
based and in-situ instruments/missions in the past couple of
decades. Furthermore, a number of recent findings of pulsating
auroras, though by themselves not directly observing low-energy
plasma, may impose certain useful implications and constraints
on the characteristics of the low-energy plasma associated with
pulsating auroras. In this paper, we shall review existing
observational evidence and theoretical consideration of the
potential association between the low-energy plasma and the
PPA. The rest of the paper is arranged as follows. In Section 2 we
shall first review some most recent reports on the shape
persistence and overall motion speed of PPA. We shall then
review existing in-situ observational evidence of low-energy
plasma in potential association with PPA in Section 3. In
Section 4 we shall review some existing theories of pulsating
auroras, with particular focus and comments on the role of low-
energy plasma in these theories. Section 5 concludes this paper, in
which we also suggest a few future tasks to advance our
understanding of pulsating auroras.

2 PATCHY PULSATING AURORA:
RESILIENT PATCH SHAPE AND E x B DRIFT
SPEED

As mentioned above, historically, the hypothesis that PPA might
map to an enhanced cold plasma region stemmed from the long-
standing observations that PPA features a resilient patch shape
over many pulsations, and that the overall apparent motion of the
patch is consistent with the E x B convective drift. In this section,
we shall review some of the recent observations in the above
regard, to prepare the context for a subsequent review of the in-
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situ evidence of low-energy plasma potentially associated
with PPA.

2.1 Persistence and Subtle Change of Patch
Size

While the persistence in patch shape has long been known to be a
key feature of PPA, in many previous works the above notion was
qualitatively inferred from a visual browse of PPA over many
pulsations by researchers. In recent years, quantitative and
objective algorithms have been developed to discern repetitive
PPA events (Grono et al.,, 2017), and to examine the persistence as
well as gradual changes of the patch shape and size (Humberset
et al, 2016, 2018; Bolmgren, 2017; Partamies et al., 2019).
Individual patch sizes typically range from several hundred to
a few thousand km?, as inferred from existing studies and our
experience with PPA. Using ASI data at Poker Flat Research
Range, Alaska, Humberset et al. (2018) carefully examined the
extent to which pulsating auroral patches maintain their
morphology and fluctuate in a coherent fashion. They found
that, for the PPA events they investigated the patch shape can be
considered remarkably persistent with 85-100% of the patch
being repeated for 4.5-8.5 min, while the total lifetime that the
patch structure is discernible in the ASI FOV is ~7-11 min. While
Humberset et al. (2018) did not explicitly calculate the change
rate of the patch area, it can be inferred from their presented
results (e.g., their Figure 9) that: a) Patch 1 appears to show a
trend of slightly increasing size, largely due to a slight broadening
in east-west extension. b) The other three patches generally show
a trend of decreasing patch size, but the average decay rate is
estimated to be no more than a few tens of km?/min, as compared
to the ~1,000-4,800 km? patch area in their events. Bolmgren
(2017) and Partamies et al. (2019) investigated the patch size
evolution based on a large dataset of pulsating aurora events from
the MIRACLE network in northern Fennoscandia. Their
technique did not track individual patches. Instead, they
studied the average time-dependent trend of the total patch
size, defined as the total area of all discernible patches within
the ASI FoV, and the average patch size per frame image, defined
as the total patch area divided by the number of patches.
Bolmgren (2017)’s study focused more on the frame-averaged
patch size. They found that most events show a stable or
decreasing patch size, yet a small percentage of events show a
trend of slightly increasing size. The patch decay rate typically
ranges from a few km*/min up to few tens of km*/min. Partamies
et al. (2019) also noticed that there are more events showing a
decreasing patch size than events showing an increasing patch
size. Based on a selected subset of events that show a consistently
decreasing trend of patch size, Partamies et al. (2019) found the
event-averaged decay rate of the total patch area is mostly within
~10-40 km*/min. Given the fact the total patch area defined in
Partamies et al. (2019) may often contain multiple patches (see
their examples) which are uncorrelated with each other, the above
decay rate of the total patch area can be considered as the upper
limit of the decay rate of an individual patch. To summarize from
the above studies: 1) the PPA patch shape and size can be resilient
over many minutes, yet slowly changes with time; 2) there are

Pulsating Aurora and Cold Plasma

more events showing a stable or overall decreasing patch size than
events showing an increasing patch size; 3) the patch decay rate is
most likely in the range between a few km?/min and a few tens of
km?/min. The slow change of patch shape/size may allude to the
time evolution of the low-energy plasma structure in the
magnetosphere, e.g., led by the energy dispersion (Yang, 2017).

2.2 Patch Drift Speed

Ever since the recognition of pulsating auroral phenomena, it has
been suggested that the motion of the pulsating auroral patch
could be caused by convection drift in the magnetosphere
(Johnstone, 1978). Akasofu et al. (1966) first noticed that
auroral patches drift eastward in the morning sector at typical
speeds of a few 100 m/s. Nakamura and Oguti (1987) found that
the overall drift pattern of auroral structures derived from all-sky
TV observations was very similar to the ionospheric convection
pattern measured by radars and satellites, but the comparison was
not based upon the data during the same time intervals. Using
observations from Scandinavian Twin Auroral Radar Experiment
and simultaneous sequences of auroral images in one event,
Scourfield et al. (1983) noticed that motion of pulsating aurora
patches is basically consistent with E x B drift velocity.

A more systematic and definitive comparison study between
the motion of PPA patches and the local E x B drift velocities was
done by Yang et al. (2014). Five PPA patches were identified in
data obtained from the THEMIS ASI at Gillam, while the
collocated E x B convection velocities were inferred from the
Super Dual Auroral Radar Network (SuperDARN) data. Yang
et al. (2014) found that azimuthal velocities of five patches
derived from THEMIS ASI data were consistent with the local
convection velocities obtained from SuperDARN. Yang et al.
(2014) also compared the PPA velocity with the Swarm satellite
observations of jon drifts (Knudsen et al., 2017) in the upper
F-region ionosphere. Notwithstanding the uncertainty in both
measurements, the east-west patch velocities were found to be
within ~20% difference from the cross-track ion drifts measured
by the Swarm satellite. In particular, the trend of the latitudinal
variations of ion drifts is reproduced in changes of the motion
velocities of the patches at different latitudes. Based upon an
extensive database obtained from THEMIS ASI over 7 years,
Yang et al. (2017) made a statistical survey on the east-west
motion of PPA patches. Their results showed that PPA patches
mainly drift eastward after midnight and drift westward before
midnight, compatible with the general pattern of global
convection, and that the patch velocities are in the range of
convection velocities expected from empirical convection models
given the magnetic latitude. This result also indirectly supports
the idea that the patch motion is convection.

However, Humberset et al. (2018) found that in some cases the
patch motion differed from the E x B drift locally measured in the
ionosphere by SuperDARN. We note that the velocity level
(~50-100 m/s) in their events is below average for PPAs (Yang
etal,, 2017), and is relatively difficult to be accurately measured by
SuperDARN. Humberset et al. (2018) admitted the possible
uncertainty in the SuperDARN velocities, and allowed for the
possibility that the patches might indeed move with E x B drift.
One other possible reason for the discrepancy might be that the
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local electric field is modified by the ionospheric electrodynamics
(e.g., polarization electric field) associated with the pulsating
auroral precipitation (Hosokawa et al., 2008, 2010; Takahashi
et al,, 2019), and thus differs from the magnetospheric flux tube
convection.

Takahashi et al. (2019) investigated the motion of PPA patches
in an experiment using the European incoherent scatter
(EISCAT) radars, Kilpisjarvi Atmospheric Imaging Receiver
Array (KAIRA), and an all-sky imager simultaneously. One
notable advantage of Takahashi et al. (2019) study over the
above-mentioned studies using SuperDARN radar lies in that,
Takahashi et al. (2019)’s multi-instrumental measurements
offered height information of ion velocities. Their results
showed that the electric field estimated from the drift speed of
auroral patches approximately corresponded with the convective
electric field derived from EISCAT and KAIRA, indicating that
the motion of these auroral patches was overall governed by the
magnetospheric convection, though height-dependent subtle
variations due to the polarization electric field generated
within the patch exist.

3 EXISTING OBSERVATIONS OF
LOW-ENERGY PLASMA ASSOCIATED
WITH PPA

In this section, we shall review existing reports of the in-situ
observations of low-energy plasma potentially associated
with pulsating auroral activities. Some new perspectives
and datasets complementary to the existing studies will be
introduced. It should be noted that in some of the studies,
such as Li et al. (2011b) and Nishimura et al. (2015), their
research focus is on the modulation of whistler-mode chorus
waves based on in-situ measurements, yet without conjugate
optical observations. However, given the notion that the
pulsating auroras could be the direct consequence of the
quasi-periodic modulation of the whistler-mode chorus,
their studies are still deemed relevant to our research
objective, though it is impossible to check whether the
hypothesized pulsating auroras are of PPA or APA types.

3.1 Low-Energy Electron Observations
From In-Situ Particle Measurements

Nemzek et al. (1995) compared the ground optical observations
of pulsating auroras and the in-situ measurements of high-energy
electrons and low-energy plasma obtained from Los Alamos
National Laboratory (LANL) geosynchronous satellites, and
then examined the observations against the existing theoretical
models of pulsating auroras proposed by Davidson and Chiu
(1987) and Demekhov and Trakhtengerts (1994). Nemzek et al.
(1995) found that, for most events, the upper limit of the plasma
density was <1-2cm™>, and they could not identify any clear
dependence between the in-situ plasma density and the pulsating
auroras. They however admitted that contaminations from high-
energy penetrating particles in their dataset hindered a more
reliable evaluation of the local plasma density in many of their
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events. It should also be noted that, Nemzek et al. (1995) did not
examine exact conjugacy between the geosynchronous probe and
individual auroral patches. Their conjugacy condition and
measurements were relevant to extended intervals of overall
pulsating auroral activities that presumably contained many
individual patches stochastically passing over the satellite
footprint in the ionosphere. Nemzek et al. (1995) did notice
that there are some small and rapid increases in density which
had apparent spatial scales (a few tens to hundreds of km when
mapped to the ionosphere) similar to those of individual
pulsating auroral patches. However, the relative density
enhancement over the background was found to be on the
order of ~10% only. Nemzek et al. (1995) thus suggested that
plasma density enhancement (inside-outside enhancement ratio
>1) required by Demekhov and Trakhtengerts (1994)’s flow-
cyclotron-maser model might not be realistic, yet the minimum
change in plasma density as proposed in the Davidson and Chiu
(1987) relaxation oscillator model seems to be supported. Due to
the lack of their optical data source, we cannot check whether
their investigated pulsating auroras events belonged to PPA or
APA type.

Nishimura et al. (2015) noticed the existence of low-energy
(<20eV) field-aligned electrons in their chorus modulation
events, together with the low-energy (~100eV) field-aligned
ions (to be discussed in detail later in Section 3.4). However,
the observable part of the field-aligned electrons reported in
Nishimura et al. (2015) was found to be barely above the
spacecraft potential, making it very difficult to directly infer
the electron density contained in such field-aligned electron
beams—their authors actually resorted to low-energy ions to
estimate the cold plasma density, as we shall highlight later in
this section.

Samara et al. (2015) investigated both the high-energy
(>1keV) and low-energy (<1 keV) electron features associated
with pulsating auroras based on low-Earth-orbit (LEO)
observations from the Defense Meteorological Satellite
Program (DMSP) satellites and the Reimei satellite. The
downgoing low-energy electrons in their observations were
interpreted as the interhemispherically transported secondary
electrons [e.g., Khazanov et al. (2014)] produced by the
primary pulsating auroral precipitation. Upon examining their
events, we note that their Event three to six appear to be most
pertinent to the PPA type. Samara et al. (2015) found a trend of
the reduction of low-energy electron precipitation corresponding
to the pulsating aurora, and interpreted that such a reduction of
low-energy electrons is consistent with the strongly temporally
varying pulsating aurora being associated with upward field-
aligned currents and hence parallel potential drops of up to
~1 kV, which blocks the secondary electrons from escaping the
ionosphere. Under such a notion, Samara et al. (2015)’s results
might allude to a possible depletion of low-energy electron
density in the pulsating auroral flux tubes. However, the
reduction of low-energy electron precipitation did not occur in
every PPA event; it is not evident, for example, in their Event 5.
Also, it should be noted that the instrumental limitation prevents
their authors to examine the electron features at energies lower
than a few tens of eV.
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3.2 Plasma Density Measurement From

Other Techniques

Li et al. (2011b; 2013) investigated the modulation of whistler-
mode chorus intensity by cold electron density variations inferred
from spacecraft potentials of THEMIS satellites at the equatorial
magnetosphere (Angelopoulos, 2008). They found that the
chorus intensity modulation is frequently strongly correlated
with electron density variations, either a density enhancement
or a density depletion. In terms of their occurrence distribution,
the density depletion events mostly occur in the midnight-
postmidnight sector, and may also be occasionally seen in the
premidnight sector. In comparison, the density enhancement
events mostly occur in the postmidnight-dawn sector and also in
the dayside. The density depletion events extend to higher
L-shells than the density enhancement events. There were no
conjugate optical observations in their study. However, under the
notion that the pulsating auroras could be the direct consequence
of the quasi-periodic modulation of chorus waves, it is instructive
to compare the equatorial occurrence distribution of PPA/APA
(Grono and Donovan, 2020) with that of the density
enhancement/depletion events in Li et al. (2011b). PPA tends
to be closer to dawn, and limited to lower L-shells, than APA. It
appears that the APA occurrence distribution mostly overlaps
with that of the density depletion events, while the PPA
occurrence contains a mixture of density enhancement and
depletion events. Upon comparing with the Electrostatic
Analyzer (ESA) measurements onboard THEMIS, Li et al
(2011b) noticed that electron fluxes at low energies (<a few
100eV) and with field-aligned anisotropy increase
correspondingly in density enhancement events, but no
corresponding electron flux variation is identified for density
decreases events in the measurable energy channels of ESA. There
are two possibilities. 1) The changes in the electron population in
the density depletion events likely occur at energy lower than the
instrumental limit (~10 eV for THEMIS ESA). 2) The satellite
potential from which Li et al. (2011b) inferred the electron
density might contain an artificial effect because of
photoelectron escaping due to intense chorus electric fields
(Malaspina et al., 2014). With the possible artifact in density
depletion events in mind, and by noting the similarity between
the density enhancement events and PPAs in terms of their
occurrence distribution, the density enhancement in Li et al.
(2011b) appears to constitute a slightly more credible (i.e., with
measurable and corroborative particle counterparts) source for
some PPAs, though the existence of density-depletion events and
their potential role in some pulsating auroras (including APA)
cannot be excluded.

Nishiyama et al. (2011) adopted an indirect yet creative
approach to estimate the cold plasma density in the equatorial
source region of pulsating auroras. Their technique is based on
Reimei satellite observations and a time-of-flight analysis of the
energy dispersion of precipitating electrons (Miyoshi et al., 2010).
They found that the equatorial cold plasma density ranges from 0.2
t021.7 cm™” in their events and tends to increase as the source region
moved toward the Earth. Nishiyama et al. (2011) did not provide the
full event list of their study, but their presented event examples
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appear to be PPA. Since their technique is applicable only during the
on-time of an active pulsating aurora, it is difficult to evaluate
whether their inferred cold plasma density represents an
enhancement or depletion compared to the ambient plasma
density. Nevertheless, the inferred plasma density was found to
be generally compatible with the results of empirical models [e.g.,
Carpenter and Anderson (1992); Sheeley et al. (2001)], implying that
a strong enhancement of cold plasma density in the pulsating auroral
flux tube required by the Demekhov and Trakhtengerts (1994)
model might not be achievable, consistent with Nemzek et al.
(1995)’s conclusion.

3.3 Low-Energy lons From LEO Satellite
Observations

The difficulty in reliably measuring cold electrons from in-situ
particle data impelled some researchers to look into the low-
energy ion structures. Liang et al. (2015) investigated 28 event
intervals and 54 pulsating auroral patches that were crossed by
LEO satellites. Their event selection criteria, such as that the
pulsating aurora patch must be repetitively active in 2-min
surrounding the passage of the LEO satellite, implies that the
pulsating auroral events studied in Liang et al. (2015) were
predominantly the PPA type. We have carefully re-examined
all the events in Liang et al. (2015). Using the discrimination
criteria in Grono et al. (2017) and Yang et al. (2019), we confirm
that 47 pulsating auroral events in Liang et al. (2015) are indeed
PPAs, while the rest seven events may be questionable or better
categorized as APA. In 33 out of the 47 PPA events, the PPA is
found to be co-located with a particle structure with enhanced
low-energy ion fluxes. These low-energy ion structures are usually
energy-band limited, with core energy ranging from several tens
of eV up to a few hundred eV. Their pitch-angle distribution is
more or less isotropic in precipitating directions within the loss
cone, yet tends to peak at oblique and/or quasi-perpendicular
pitch angles. On the other hand, the distribution consistently
shows a sharp cut-off beyond 90° pitch angle, indicating a small
upgoing flux in all events. Therefore, those low-energy ion
structures must come from higher altitudes above the LEO
satellite. Those PPA-associated low-energy ion structures are
located equatorward of the precipitation boundary of CPS
thermal ions, conformal to the normal geometry of PPA with
respect to the CPS ion precipitation boundary (Viereck and
Stenbaek-Nielsen, 1985; Grono and Donovan, 2019). Based
upon the above observations, Liang et al. (2015) suggested that
the observed low-energy ion structure might owe its origin to the
ion outflows from the ionosphere. The outflows from the
ionospheres both hemispheres may populate the
magnetospheric flux tubes with the low-energy plasma,
particularly during disturbed intervals. The flux tubes filled
with enhanced low-energy plasma of ionospheric origin define
the PPA region, when the other prerequisites of PPA are also met,
i.e., energetic electron fluxes and ELF/VLF waves.

Not all the pulsating auroral events investigated in Liang et al.
(2015) are accompanied by discernible low-energy ion structures
in LEO satellite measurements. There are a few possible
explanations. 1) As we shall discuss in Section 5, there is a
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FIGURE 1 | Schematic illustration of the formation of cold plasma flux tubes from ionospheric outflows and its connection to PPA. Copied from Nishimura et al.
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likely mixture of different types of pulsating auroras with
different underlying generation/modulation mechanisms,
and it is not surprising that some types of pulsating
auroras are not necessarily related to a low-energy plasma
structure. 2) A low-energy ion structure corresponding to the
PPA may indeed exist in the magnetosphere, but does not
extend to the topside ionosphere and thus cannot reach the
LEO satellite. For example, the possible existence of parallel
electric fields above the satellite in some events may hinder
the low-energy ions from reaching the satellite. Also,
contingent upon the source mechanisms of the low-energy
ions and their transport history in the magnetosphere, in
some events the low-energy ions could become entirely
trapped in the magnetosphere and mirror at altitudes
above the satellite. At last, it is also possible that in some
cases the low-energy ion structure already reached the
equatorial magnetosphere where the high-energy electron
precipitation (and thus PPA) is produced, but has not
reached the ionosphere by the time of satellite traversal,
since high-energy electrons travel much faster than the
low-energy ions.

3.4 Low-Energy lons From Magnetospheric

In-Situ Observations

Based on THEMIS observations Nishimura et al. (2015) identified
in some events that low-energy ions of ~100eV apparently
modulate the whistler-mode chorus intensity. Those low-
energy ions exist as a field-aligned structure, with noticeable
oscillations superimposed. Such oscillations of the low-energy ion
densities are found to correlate with the chorus intensity
variations. Nishimura et al. (2015) also noticed the existence
of low-energy (<20 eV) field-aligned electron structure together
with the field-aligned ion structure, but it is difficult to reliably
derive the low-energy electron density due to constraints imposed
by the spacecraft potential and ESA energy range limit. The low-

energy ion beam structure is however well above the spacecraft
potential and its density is relatively easy to measure. Nishimura
et al. (2015) then performed a theoretical calculation of the
chorus wave growth rate. Assuming charge neutrality, the low-
energy ions were used to represent cold plasma density in wave
growth rate calculations, and the enhancements of the low-energy
plasma density were found to contribute most effectively to
chorus linear growth rates. The results in Nishimura et al.
(2015) demonstrated that the low-energy plasma may directly
modulate the whistler-mode chorus intensity in the equatorial
magnetosphere. In line with Liang et al. (2015), Nishimura et al.
(2015) also proposed that ionospheric outflows are the source of
the field-aligned ion structures in their observations, and that
they form the flux tubes with enhanced cold plasma, which
connect to the PPA.

The proposed scenario based upon the results in Liang et al.
(2015) and Nishimura et al. (2015) is sketched in Figure 1 [copied
from Nishimura et al. (2015)]. The PPA mechanism involves
high-energy electrons of magnetospheric origin, the low-energy
plasma of ionospheric origin, and certain ELF/VLEF waves (chorus
waves for example in Figure 1). In an overlapping region of
energetic electrons and low-energy plasma flux tubes filled by
outflows, ELF/VLF waves can be enhanced/modulated via an
interaction with the low-energy plasma and energetic electrons.
Such modulated ELF/VLE waves drive the scattering and
precipitation of energetic electrons and result in the PPA.
Since the plasma outflows are contingent upon the ionospheric
condition in the specific hemisphere (e.g., winter or summer), it is
certainly possible that the density distribution of low-energy
plasma could be asymmetric in the northern and southern
hemispherical segments of the outflow flux tubes. This may
also affect the preferential direction of wave growth and its
duct-propagation inside the flux tubes. Therefore, the shape
and occurrence of PPAs, when observed simultaneously in two
hemispheres, may be different and non-conjugate (Sato et al,,
1998; Watanabe et al., 2007).
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FIGURE 2 | (A,B) show the THEMIS ASI images exemplifying the on-off variation of the PPA; the ionospheric footprints of TH-E are shown as asterisk. (C) TH-E
magnetic field wave spectra sampled at the same time epochs as in (A,B); two vertical lines denote 0.1 and 0.5 f.,, respectively. (D-F) are in the same formats as in
(A-C), but at different time epochs. (G) Temporal variations of the PPA luminosity (red) and the chorus wave intensity (black); see text for detailed procedures. (H)
Correlation coefficients between the PPA luminosity and chorus intensity using a sliding-window technique: each data point represents the correlation coefficient
calculated in a 2-min window centered at the time of the data point. SM coordinates of TH-E are labeled under the plot.

3.5 Conjugate Magnetosphere-LEO
Satellite Observations of Low-Energy lons

One key obstacle in efforts to link magnetospheric particle
features to a PPA lies in the uncertainty of magnetosphere-
ionosphere mapping. It is often difficult to determine whether
the in-situ probe is situated in magnetospheric flux tubes
connecting to the PPA. To date, the most reliable technique to
infer conjugacy between a magnetospheric satellite and a
pulsating aurora structure in the ionosphere is via the
correlation between the temporal variation of the whistler-
mode chorus intensity observed by the satellite and that of the
optical auroral luminosity of pulsating auroras recorded by

ground ASIs (Nishimura et al., 2010; 2011a; 2011b). In the
following we shall re-investigate one of the events studied in
Nishimura et al. (2011b), with new datasets and a focus on the
low-energy plasma signatures associated with the PPA.

The event occurred on January 6, 2010. Figures 2A,B,D,E
exemplify two on-off variations of the PPA of interest around 06:
13:50 and 06:18:10 UT, respectively. To relieve the moonlit
contamination in this event we have performed a background
subtraction procedure; the “darkest” pixel frame used for
subtraction is determined according to the minimum
brightness within 2min surrounding the displayed image
epoch. The ionospheric footprint of TH-E based upon the
mapping scheme in Nishimura et al. (2011b) is shown as an
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FIGURE 3 | Panels (A-C) show the electron energy flux spectrograms in
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THEMIS-E. In each panel we have combined the ESA and SST data (the SST
flux is multiplied by 40 for better vision). Panels (D-F) show the ion
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directions, respectively. The energy range in panels (E) and (F) is adjusted to
better focus on the low-energy ions of interest. Panel (G) shows the pitch-
angle spectrogram of 400-800 eV ions.

asterisk. Figures 2C,F show the FFT wave spectra of the
THEMIS-E magnetic field (Roux et al, 2008) sampled at the
same time epochs as in Figures 2A,B,D,E, respectively. The
variation of the lower-band chorus wave, characterized by a
distinct power peak within the frequency range 0.1-0.5f.
(electron gyrofrequency), is in concert with the on-off
pulsation of the PPA, revealing an inherent link between
them. To examine the presence/absence of such a PPA-chorus
correlation over an extended interval, we first calculate the PPA
luminosity in each ASI frame by averaging the raw counts within
a box region encompassing the PPA region of interest (see red
boxes in the plot); such a box region may be slightly shifted every
2 min to accommodate the slow motion of the patch during the
event interval. We then calculate the chorus intensities on
THEMIS-E by integrating the magnetic wave spectra over the
frequency range 0.1-0.5f., and resample them at ASI frame
epochs. The temporal variations of the PPA luminosity and the
chorus intensity resulting from the above procedures are shown
in Figure 2G. We then compute the correlation coefficients
(Figure 2H) between them in a sliding time window with 2-
min in windows length and 1-min as sliding step. Both the PPA

Pulsating Aurora and Cold Plasma

and the chorus waves persist over extended time intervals, but the
PPA-chorus correlation is poor before ~0612 and after ~0623 UT,
yet reasonably good between 0612 and 0623 UT. In line with
Nishimura et al. (2011a; 2011b), we interpret the presence/
absence of PPA-chorus correlation as indicative of whether
THEMIS-E is situated inside/outside the PPA-associated flux
tubes. According to the above observations and arguments, we
evaluate that the TH-E traverses the PPA-associated flux tubes
during ~0612-0623 UT.

Figure 3 displays the THEMIS-E particle observations
(McFadden et al., 2008). Panels Figures 3A-C show the
electron energy flux spectrograms in the perpendicular
(75-105" pitch angle), parallel (0-15° pitch angle), and
anti-parallel (165-180° pitch angle) directions, respectively.
In each panel we have combined the ESA data in 5-25 keV
energy range and the SST data in >28 keV energy range.
There is a gradual rise of >30keV electron fluxes with
perpendicular fluxes distinctly higher than parallel/
antiparallel fluxes after ~6 UT. It is reasonable to conceive
that the enhanced flux and anisotropy of high-energy
electrons may provide a free energy source for the growth
of whistler-mode chorus, as well as contribute to a main part
of the precipitation flux spectra when they are scattered by
chorus waves. However, the rise of the energetic electron
fluxes is gradual, and no high-energy electron structure can
be specifically associated with the patch.

Figure 3D shows the ion energy flux spectrogram in the
perpendicular  direction. Except for the CPS thermal
population, ion perpendicular fluxes at energies below 1keV
are very weak. Figures 3E,F offer the most important aspect
of THEMIS observations of our interest in this paper. As one can
see, the parallel and antiparallel fluxes are prevalent below 1 keV,
and contain a number of energy-band-limited structures. We
particularly highlight that the patch crossing interval is
accompanied by a bi-directional low-energy field-aligned ion
structures with energy band ~400-800 eV. The bottom panel
of Figure 4 shows the pitch-angle spectrogram of these
400-800 eV jons; they feature a field-aligned beam-like
structure, and exist near-symmetrically in both parallel and
anti-parallel directions.

In this event, a Polar Operational Environmental Satellite
(POES), NOAA18, also traversed the PPA of interest at
~850 km altitude. To aid readers we shall first briefly
introduce the instruments onboard NOAAI18. The Total
Electron Detector (TED) instrument measures the particle
precipitation fluxes in two energy ranges, one between 1 and
20 keV, and the other between 50 and 1,000 eV. TED has two
sensors: a 0°-sensor mounted to view roughly along the radial
vector of the probe, and a 30°-sensor mounted to view in a
direction 30° of the zenith. At auroral latitudes both sensors are
well within the loss cone, and a total precipitation flux is evaluated
from the directional fluxes in these two sensors. TED also records
the particular energy band in the full range 50-20,000 eV that
contains the maximum differential energy flux for the two
sensors. TED has a limited capability of measuring differential
energy fluxes in up to five energy bands, one from the max-flux
energy band and others from four fixed energy bands in a low
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duty cycle. For more technical details and data processing
procedures of POES data, see Liang et al. (2015).

Figures 4A,B display two auroral images at 06:13:24 and 06:
13:30 UT, showing the on-off variation of the PPA surrounding
the passage of NOAA18, and the THEMIS-E wave spectra
sampled at the two time epochs. Though in the following we
shall focus more on the ion signatures associated with the PPA,
we have also checked the electron flux data on NOAA18 and
noticed that, the >30keV electron field-aligned flux, obtained
from the 0°-sensor of the Medium Energy Proton and Electron
Detector (MEPED), drops by an order of magnitude over the on-
off transition of the PPA, yet the 1-20 keV electron flux observed
by the TED is much less changed (see Figure 4D). The above
observations suggest that high-energy (>20 keV) electrons might

contribute to a main portion of the modulated precipitation
fluxes corresponding to the PPA in this event.

Figures 4D-H shows the NOAA18 TED observation.
According to the patch dimension defined at its on-time, e.g.,
06:13:24 UT, we estimate the interval when NOAA18 crossed the
PPA, and mark it by vertical lines. The TED electron fluxes
(Figures 4D,E) do not show appreciable variations across the
patch in both 1-20 keV and 50-1,000 eV energy ranges. The ion
flux variations are much more pronounced: the PPA occurs at a
downslope of 1-20 keV ion precipitation fluxes (Figure 4F), yet is
collocated with a peak of 50-1,000 eV ion precipitation fluxes
(Figure 4G). Upon entering the PPA, the ion characteristic
energy where the differential energy flux maximizes
(Figure 4H) drops abruptly from ~10keV (the CPS thermal
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FIGURE 5 | (A) lon parallel flux spectra sampled on NOAA18 and
THEMIS-E during their respective PPA traversal intervals. For NOAA18 data,
the red diamond marks the center energy, while the horizontal bar denotes the
energy band. For THEMIS-E data, the energy flux spectra observed

within the interval 0612-0623 UT are plotted as gray curves and
superimposed; a thick dark curve and vertical bars denote the mean trend and
standard deviations of THEMIS-E flux spectra averaged over the above
interval. Two blue vertical dotted lines mark the energy band of the low-energy
field-aligned ion structure (LEFAIS) seen on THEMIS-E. (B) Black and green
curves denote the parallel and antiparallel fluxes of 580 eV ions observed by
THEMIS-E; a red dashed line shows the 0°-flux of 580 eV ions observed by
NOAA18 at 06:13:26 UT.

ions) to ~500-800 eV. The above features are consistent with
those of the low-energy ion structure observed in Liang et al.
(2015) as addressed in the previous subsection. Some lower-
energy ions exist further equatorward over a broader MLAT
width, possibly owing to some larger-scale warm cloak ions, but
the high-energy electron fluxes (inferred from MEPED) become
very weak there and thus no corresponding PPA is found.

We have shown that the low-energy ion structures associated
with the PPA are identified in both the magnetosphere and the
topside ionosphere in this event, which implies that the PPA-
associated flux tubes are populated by such low-energy ion
structures. According to Liouville’s theorem, the field-aligned
flux of the low-energy ion structure should be roughly conserved
along the flux tube. To verify this, we collect the ion directional
flux data from the 0°-sensor onboard NOAA18 as a proxy of the
parallel flux. For THEMIS ESA measurements, we use the
directional flux from the angular bin closest to the ambient
magnetic field direction to approximate the parallel flux.
Figure 5 shows: a) superimposed THEMIS-E parallel flux
spectra sampled during the patch crossing interval 0612-0623
UT, as well as their averaged trend; b) the temporal variations of
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~580 eV ion parallel/antiparallel fluxes seen by THEMIS-E. The
NOAA-18 parallel flux spectra and ~580 eV parallel flux level at
its patch traversal epoch are overplotted. On average, the low-
energy field-aligned ion structure measured by THEMIS-E
matches well with that seen on NOAA18, in terms of both the
max-flux energy (~580 V) and the flux intensity at this energy.
There is also close proximity between the ~850 eV ion flux seen
on THEMIS-E and that on NOAA18, but the ion fluxes at ~3 keV
and ~190eV seen on NOAAIS8 are much lower than those
measured on THEMIS-E. These observations indicate the
presence of an energy-band-limited (~400-800 eV) low-energy
ions flowing along the flux tubes threading the patch, which
provides direct observational support to the scenario that the PPA
connects to flux tubes filled with a low-energy plasma structure.

3.6 Possible Origin of the Field-Aligned

Low-Energy lon Structure

Liang et al. (2015) and Nishimura et al. (2015) both proposed that
the ionospheric outflows are the likely source of low-energy ion
structures in their observations, and that the outflows form the
flux tubes with enhanced low-energy plasma that connect to the
PPA. The ionospheric outflows would become a field-aligned
beam structure in the magnetosphere due to the change of the
magnetic field, though their pitch-angle distribution might be
broadened by some processes, e.g., interaction with Alfven waves
or other ULF waves (Li et al,, 1997), leading the outflows to
become partially trapped in the magnetosphere [see e.g., Welling
et al. (2015)]. A bi-directional field-aligned distribution was
found to be a common feature for ions with energies below
several hundred eV in the near-Earth CPS (Wang et al,, 2012). In
a general sense, those field-aligned low-energy ions can be
broadly categorized as “warm cloak plasma” in a classification
of the cold plasma populations in the Earth’s magnetosphere
(Chappell, et al., 2008; Borovsky and Valdivia, 2018; Delzanno
etal., 2021). In a nutshell, the warm plasma cloak consists of ions
with energies of a few eV to greater than several hundred eV
which display a characteristic bidirectional field-aligned pitch
angle distribution. It is now well established that the ions in the
warm plasma cloak owe their sources in the ionosphere, e.g., polar
winds and auroral ion outflows. The occurrence distribution of
warm cloak ions in the nightside (L~5-10 in the postmidnight-
morning sector) overlaps with that of the PPAs (Chappell et al.,
2008; Grono and Donovan, 2020).

That being said, we argue that the observed PPA-associated
field-aligned low-energy ion structures may be different from the
ambient warm plasma cloak ions, the latter of which owe their
primary source from polar winds and are formed through
stepwise energization processes in the polar cap and
magnetotail (Chappell, et al., 2008). Instead, we speculate that
the main source of the ~100eV low-energy ion structures
observed in Liang et al. (2015) and Nishimura et al. (2015) is
likely auroral suprathermal ion outflows. Pulsating auroras
usually occur during the later expansion phase and/or the
recovery phase of a substorm (Jones et al, 2011; Partamies
et al., 2017). Since auroral ion outflows often tend to be more
structured and much more energetic than polar wind [e.g.,
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Huddleston et al. (2005); Peterson et al. (2006); Welling et al.
(2015)], the auroral ion outflows associated with the substorm
intensification would add to the ambient warm cloak ions
originating from the polar wind, and produce smaller-scale
structures with above-par density and energy range over the
ambient warm plasma cloak.

3.7 Indirect Clues of the Possible Existence
of Low-Energy Electrons Associated
With PPA

As addressed in the previous subsections, reliable detection of
low-energy electrons and proper evaluation of their density
remain to be challenging issues in practical in-situ
observations to date. That said, there is indirect observational
evidence that may allude to the possible existence of low-energy
electrons associated with PPA. Liang et al. (2017; 2018)
investigated the electron temperature (T,) enhancement in the
upper/topside ionosphere associated with PPAs. Based upon
Swarm satellite measurements (Liang et al,, 2017) and Poker
Flat Incoherent Scatter Radar (PFISR) measurements (Liang
et al.,, 2018), a strong T, enhancement in the region of PPAs is
found. The pulsating auroral precipitation itself that produces the
optical luminosity usually consists of ~10 keV or even higher-
energy electrons, which is ineffective in heating electrons in the
upper/topside ionosphere. Instead, via model simulations Liang
et al. (2017) reached a conclusion that, to account for realistic T,
observations in PPA events, the pulsating aurora is likely
accompanied by a magnetospheric heat flux input distinctly
higher than the typical ambient level of heat fluxes in the
midnight-postmidnight ionosphere. It is reasonable to
speculate that the heat flux leading to the observed T,
enhancement might be pertinent to certain specific mechanism
of pulsating auroras. The heat flux is known to be led by the
collisions between low-energy electrons (<~10eV) from the
magnetosphere and the thermal electrons in the topside
ionosphere. [e.g., Rees and Roble (1975)]. Under such a
notion, the extra heat flux that results in the T, enhancement
related to PPA may allude to the potential existence of enhanced
low-energy electron population extending from the
magnetosphere to the upper boundary of the ionosphere in
the PPA flux tubes.

4 DISCUSSION AND EXISTING THEORIES

While the phenomena of pulsating auroras have been known and
extensively studied for decades, their generation mechanisms
remain unclear and controversial to date. As correctly pointed
out by Humberset et al. (2016), one problem that has confounded
the exploration of the pulsating auroral mechanisms lies in that,
there are probably many different types of auroral phenomena
that have been mixed under the broad name of “pulsating
auroras”. Historically, pulsating auroras were subcategorized
by Royrvik and Davis (1977) into patches, arcs, and arc
segments, but modern literature generally only refers to
“pulsating aurora” and “pulsating auroral patches” and would
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not consider the “streaming arc” of Royrvik and Davis (1977) to
be a type of pulsating aurora. On the other hand, omega bands
have been observed to be accompanied by pulsating aurora
(Partamies et al, 2017; Sato et al., 2015; 2017). Such omega-
band pulsating auroras are less frequent than normal pulsating
auroras embedded in ambient diffuse auroras, and it is not clear
that the former share the same generation mechanism as the
latter—Sato et al. (2015; 2017) proposed that DC electric field
variation and low-frequency electrostatic waves, instead of the
whistler-mode chorus, may play important roles in the driving
mechanism of omega band pulsating auroras. However, their
satellite measurements were far from the equator and thus the
equatorial wave activity was unknown. The recent differentiation
of pulsating auroras into APA and PPA alludes to possible
differences in their generation mechanisms. Most importantly,
the APA appears not to be necessarily related to enhanced cold
plasma structure in the magnetosphere. In this review, we focus
our interest on classical PPAs that are embedded in ambient
diffuse auroras and characterized by their persistent shape over
the order of ~10 min, and their motion velocity approximately
conformal to E x B convection. In passing, we note that many of
the following discussions about PPA would also be applicable to
the non-pulsating PDA. According to current understandings
(Grono and Donovan, 2020), PDA likely shares the same
precipitation mechanism as PPA and is also hypothesized to
map to a low-energy plasma structure in the magnetosphere, but
differs from PPA only in the lack of the modulation of electron
precipitation.

The generation mechanisms of PPA contains three separate
yet inter-related modules: 1) the precipitation mechanism,
namely what process drives the energetic electrons into the
loss cone, which then precipitate into the Earth’s atmosphere;
2) the patch shaping mechanism, namely what process defines the
patch shape and size; 3) the modulation mechanism, namely what
process modulates the precipitation mechanism within the patch.
The pulsating aurora is usually classified as diffuse aurora
(Nishimura et al, 2020). It is generally conceived to result
from the pitch-angle scattering of energetic electrons into the
loss cone by certain ELF/VLF waves. In the following discussions,
we shall follow this standard notion. This does not mean that we
deem the ELF/VLF wave scattering as the only viable
precipitation mechanism for pulsating auroras, and we do
realize the existence of counter-arguments/counter-examples
and other suggested precipitation mechanisms [e.g., Sato et al.
(2004; 2015); Nishiyama et al. (2012); Mozer et al. (2017)].
Nevertheless, it is fair to state that the ELF/VLF wave
scattering scenario remains to be the top candidate
mechanism to date (Nishimura et al, 2018) and has been
experimentally supported by various reports based upon good
correlations between the auroral pulsations and the temporal
oscillations of magnetospheric chorus waves or ECH waves
(Nishimura et al., 2010, 2011b; Ozaki et al., 2015; Fukizawa
et al, 2018; Kasahara et al., 2018; Hosokawa et al., 2020).
Another practical reason for us to focus our attention on the
ELF/VLF wave scattering mechanism is to help us thread our
following discussions to avoid being too much diversified. Known
ELF/VLF wave modes that are linked to diffuse auroral
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precipitation are the whistler-mode chorus (both lower-band and
upper-band) and the ECH wave (Throne et al., 2010; Zhang et al.,
2015; Ni et al., 2016). We shall use the whistler-mode chorus, the
more prevalent one at play in pulsating auroras, in most of our
subsequent discussion, and note that many of the following
arguments would be equally applicable to ECH waves. For
some arguments specific to ECH waves, we shall explicitly
annotate.

The process(es) that control and determine the spatial
dimension and size of PPA is not entirely clear to date, yet
some reasonable inferences can be deducted from available
observations and knowledge on the wave-particle interaction
process. Given the notion that the pulsating aurora
precipitation results from pitch-angle scattering of CPS
energetic electrons into the loss cone by chorus waves, the
question then becomes what parameters/processes cause the
loss-cone flux of energetic electrons in one specific area to be
higher than that in its ambient surrounding. The loss-cone flux is
dependent upon the trapped energetic electron fluxes and the
pitch-angle scattering rate. The salient patch properties such as its
persistence in shape and overall E x B drift generally invalidate
the possibility that the patch size is defined by an energetic
electron structure. The cold electron density then naturally
arises as one topmost candidate of what defines the patch
structure. The cold electron density is known to be capable of
influencing almost all the properties of the generated waves:
frequency, growth rate, and saturation amplitude [e.g., see a
review in Delzanno et al. (2021)]. Contingent upon the other
plasma/wave parameters, a density enhancement or a density
depletion may cause either an increase or a decrease of the wave
growth rate. Furthermore, when the density enhancement/
depletion is not confined to the equator but distributed along
the flux tube, which is often the case for cold plasma in the inner
magnetosphere, the flux tube with enhanced/depleted plasma
density would act as a duct for whistler-mode wave propagation
[e.g., Katoh, (2014)]. Ke et al. (2021) numerically investigated the
whistler-mode wave trapped by a field-aligned density
enhancement duct, and found that the duct-trapped whistler-
mode waves may remain quasi-parallel and usually get much
larger amplitudes than those unducted whistler waves during
propagation away from the magnetic equator. The equatorial cold
plasma density is also known to affect the growth of ECH waves
[e.g., Liu et al. (2018)], though a field-aligned ducted propagation
scenario may not apply to ECH since ECH waves are more
confined to the equator (Meredith et al., 2009; Ni et al., 2011;
Zhang et al., 2015).

While the role of cold electrons in the growth/propagation of
chorus waves is theoretically well recognized, it remains a
challenging issue to reliably measure the density of cold
electrons on in-situ particle detectors. In many cases, the
energy range of such cold electrons may be close to even
below the satellite potential and/or the low-energy bound of
in-situ particle instruments. For a comprehensive review on
the current difficulties in measuring the cold plasma density
and serval existing attempts to overcome the difficulties, see
Delzanno et al. (2021). That being stated, a few progresses
have been made in examining the hypothesis of PPA
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connecting to a low-energy plasma structure in realistic
observations. In this paper we have reviewed some existing
reports in the above regard. At the time being, it seems that
there is more supporting evidence that PPA is connected to a
density-enhancement structure, consistent with the theoretical
expectation under the circumstance that the low-energy plasma
density is smaller than the hot plasma density (Cuperman and
Landau, 1974; Wu et al,, 2013; Nishimura et al., 2015), though the
scenario of density-depletion PPA structure cannot be excluded.
While the “warm plasma cloak” is known to be a common and
large-scale feature in the postmidnight CPS (Chappell et al.,
2008), the question is what extra sources/processes make the
low-energy plasma have a structural dimension similar to that of
PPAs. Liang et al. (2015) and Nishimura et al. (2015) both
proposed that ionospheric auroral outflows may constitute one
plausible formation mechanism of the flux tubes with enhanced
cold plasma structure. There are of course other possible sources
of the low-energy plasma structure in the magnetosphere. For
example, the plasmaspheric plume, which is originally a
plasmaspheric population, has known to be an important
supplier of cold plasma in the outer magnetosphere (Chappell
et al., 1970; Borovsky and Denton, 2008; Borovsky et al., 2013).
The plume ions tend to have a perpendicular pitch-angle
distribution, different from the field-aligned distribution of
ionospheric outflows. However, in the postmidnight-dawn
sector (>~3 MLT) auroral latitudes where PPAs are often
found (Grono and Donovan, 2020), the occurrence probability
of plasmaspheric plumes is fairly low (Moldwin et al.,, 2004;
Darrouzet et al, 2008), leaving it a less likely candidate
mechanism, as compared to auroral outflows, of the low-
energy plasma structures shaping the PPA. At last, Liang et al.
(2010) proposed that, in some cases magnetospheric ULF waves
may spatially modulate the ambient low-energy plasma and
generate density enhancement/depletion structures with spatial
scales similar to the PPA dimension mapped to the
magnetosphere.

We are then confronted with the central yet most puzzling
question of pulsating auroras: what process(es) modulate the
pulsating auroral precipitation. As pointed out by Humberset
et al. (2016), there is so far a lack of satisfactory theories that can
explain the nature of pulsating auroral modulation. Early in
pulsating auroral studies, (1970)
postulated that variations in the equatorial magnetic field,
which in turn affected the strength of the ELF/VLF waves at
play, are the cause of pulsating auroras. However, later
observations in general invalidated such a hydromagnetic wave
theory (Oguti et al., 1986; Li et al., 2011b; Nishimura et al., 2011;
2015). In many reported cases, when quasi-periodic modulation
of chorus wave intensity at typical pulsating auroral periods (a
few to a few tens of seconds) is observed, the oscillations of co-
located electric/magnetic fields are found to be either trivial only
or uncorrelated with the chorus wave modulation. This is in
contrast to the observation that, modulation of whistler-mode
chorus is often found in good correlation with longer-period
(Pc4/Pc5) ULF waves (Li et al., 2011a; Jaynes et al., 2015).

The relaxation oscillator theory put forth by Davidson and
Chiu (1987) and Davidson (1990) resorts to the nonlinear
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feedback interaction between the pitch-angle anisotropy and the
ELF/VLF wave growth. The picture is this: a particle distribution
with a loss cone exists near the equator. Its pitch angle anisotropy
favors a plasma instability that results in the generation of certain
ELF/VLF waves which act to pitch-angle-scatter the electrons into
the loss cone. Removal of the anisotropy reduces the growth of the
waves. The loss cone is ultimately re-established when the
electrons precipitate and are lost in the Earth’s atmosphere,
allowing the cycle to repeat. The nonlinearities inherent in the
mechanism mean that in certain parameter regimes the
interaction can act as a relaxation oscillator and yield quasi-
periodic solutions, i.e., the auroral pulsation. The concept of the
above theory seems to fit particularly well to ECH waves whose
growth rate is controlled by the loss-cone distribution (Horne and
Thorne, 2000; Zhang et al., 2015; Liu et al., 2018). Using their
model Davidson and Chiu (1987) found that a small increase of as
little as ~1% in cold plasma density can change the nonlinear
system into a quasi-periodic regime. Unfortunately, the existing
version of the relaxation oscillator theory remained heuristic to
date. The intent of the theory was to describe a complicated
physical system by a set of simple nonlinear equations, without
becoming involved in the microphysics of the precise interaction
mechanism. The appropriate physical parameters remained
rather vaguely defined in the existing version of the theory.

Demekhov and Trakhtengerts (1994) proposed a theory which
they dubbed the “flow cyclotron maser.” Their theory suggested
that a flux tube with enhanced cold plasma density can act as a
resonance cavity for whistler-mode waves. The pulsating aurora is
driven by a spike-like regime of whistler cyclotron instability
(WCI) and in turn impulsive precipitation of energetic electrons
in the duct with enhanced cold plasma density. Conceptually
similar to the relaxation oscillator theory, the spike-like regime of
WCI results from a nonlinear feedback interaction between the
wave-driven pitch-angle diffusion and the growth rate of WCI
(Trakhtengerts et al., 1986). Conditions for WCI to develop in a
plasma duct depend strongly on the effective reflection coefficient
at the edge of duct, and thus require a substantial difference
between the plasma density inside of, and outside of, the PPA flux
tube [Ninside = 2Noutside as pointed out in Nemzek et al. (1995)].
Compared to the Davidson relaxation oscillator theory, the flow
cyclotron maser theory dealt explicitly with the details of the
wave-particle interactions, making the latter easier in some ways
to compare with realistic observations. However, existing reports
have directly indicated (Nemzek et al., 1995) or indirectly implied
(Nishiyama et al., 2014; Nishimura et al., 2015) that the plasma
density enhancement required by the flow cyclotron maser theory
might not be satisfied in the realistic observations. Furthermore,
Humberset et al. (2016) also found that Demekhov and
Trakhtengerts (1994) model prediction of the on- and off-
timescale may not fit the realistic observations.

Both the relaxation oscillator theory and the flow cyclotron
maser theory postulate nonlinear dynamics as the cause of the
modulation of ELF/VLF waves. They do not necessarily require
time-oscillating cold plasma density for the wave modulation,
though a region of enhanced cold plasma density is deemed as the
necessary condition for those nonlinear dynamics to operate and
produce solutions characteristic of PPA. On the other hand, Li
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et al. (2011b) and Nishimura et al. (2015) both noticed that the
modulation of whistler-mode chorus with repetitive periods
similar to that of pulsating auroras appears to be correlated
with the concurrent low-energy plasma density variations. A
theory is thus proposed that the low-energy plasma density
may directly modulate the growth rate of the chorus. In
contrast, no evident correlation is found between such chorus
modulation and the variations of the CPS thermal plasma density
and the local electric/magnetic fields. The low-energy electron/
ion structures corresponding to those density enhancement
variations were found to feature a field-aligned anisotropy (Li
et al,, 2011b; Nishimura et al., 2015). Nishiyama et al. (2014) also
suggested that the temporal variation in cold plasma density is the
most plausible process behind the on-off auroral pulsations.
Under the notion that the overall patch corresponds to a
spatial structure of density enhancement/depletion, if it is the
case that the low-energy plasma density variations directly
modulate the chorus intensity, such temporal variations are
likely superimposed on the overall spatial density structure.
This is evidenced by the observations in Nishimura et al.
(2015) that, the density variations that modulate the chorus
intensity appear as fine-scale fluctuations superimposed on a
field-aligned ion beam structure.

One shortcoming of the existing theoretical studies regarding
the modulation of chorus waves by density variations (Li et al.,
2011b; Nishimura et al., 2015) lies in that, the wave growth rate
was evaluated locally at the equator only. For a field-aligned
plasma structure, its density tends to be minimum at the magnetic
equator. Consequently, the low-energy plasma density inferred
from the equatorial magnetospheric observations is often small,
so is its modulation on the local growth rate of chorus waves [e.g.,
Nishimura et al. (2015)]. It is not clear that the small variations of
the local chorus growth rate as shown in Nishimura et al. (2015)
would produce pronounced on-off auroral pulsations. The other
question is the origin of such lower-energy plasma density
fluctuations. The field-aligned anisotropy of the corresponding
electron/ion structures, and the lack of apparently correlated
fluctuations in other local parameters (CPS thermal plasma
density and the local electric/magnetic fields) in the chorus
modulation region, imply that the low-energy plasma
modulation presumably originates from some nonlocal
processes. Unfortunately, the exploration of the origin of such
density variations requires multi-point observations in the
magnetosphere, which is so far pending. The lack of definite
knowledge of the low-energy density profile along the flux tubes is
also the major difficulty hindering Nishimura et al. (2015) from
performing a full wave growth calculation along the ray paths.

While the above discussion is based upon the notion that the
PPA is mainly caused by pitch-angle scattering of energetic
electrons by ELF/VLF waves, which primarily occurs in the
equatorial magnetosphere, we certainly do not write off the
potential existence of one or more ionospheric or near-Earth
processes that may act as a secondary control mechanism on the
pulsating aurora. The possible role of ionospheric or near-Earth
processes in pulsating auroras was addressed by a number of
researchers (Stenbaek-Nielsen, 1980; Tagirov et al., 1999; Sato
et al., 2004; Nishimura et al., 2015; Humberset et al., 2016; 2018).

Frontiers in Astronomy and Space Sciences | www.frontiersin.org

152

December 2021 | Volume 8 | Article 792653


https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Liang et al.

For example, Tagirov et al. (1999) considered the effect of
ionospheric feedback on the flow cyclotron maser model
(Demekhov and Trakhtengerts, 1994). They suggested that, the
enhanced ionospheric electron density led by the on-time
pulsating auroral precipitation would increase the absorption
of whistler-mode waves at the ionospheric end and thus
decrease the wave reflection, therefore reducing the total wave
energy in the plasma duct. This acts as a feedback quenching
process and results in the off-time of the pulsating aurora. As the
electron density decreases due to recombination, it allows waves
to begin to grow once again. On the other hand, a number of
existing studies suggested the possible existence of parallel electric
fields on top of the ionosphere over the pulsating auroral region
(Sato et al., 2004; Williams et al., 2006; Samara et al., 2015). Given
the moderate FAC intensity associated with pulsating auroras (no
more than a few pA/mz, see Gillies et al. (2015); Liang et al.
(2017)), the corresponding E,, if existing, is presumably not
strong enough to significantly affect the precipitation fluxes of
high-energy electrons (>~10keV) typical of pulsating auroras,
but might considerably influence the plasma outflows from the
ionosphere. Under such a notion, the Eassociated pulsating
auroras might affect the cold electron density and in turn the
ELF/VLF wave growth in the magnetosphere. Admittedly, the
above proposals all remain speculative at the time being.
Operative near-Earth processes in pulsating auroras remain
vague to date, and there is so far a lack of quantitative
theories/models taking into account the role of the near-Earth
processes in the generation/modulation of pulsating auroras in
the existing literature.

5 CONCLUSION AND FUTURE
DIRECTIONS

Despite decades of pulsating auroral studies, it remains unclear
what processes define the shape/size of a PPA, though a
hypothesis that PPA might be connected to a structure of
enhanced cold plasma in the magnetosphere has long been
one of the classical cornerstones of existing PPA theories. In
this paper, we review the up-to-date observational reports, either
direct or indirect, on the potential association between the low-
energy plasma structure and the PPA. Based on existing evidence,
we tentatively suggest that ionospheric auroral outflows might
constitute one possible formation mechanism for the long-
hypothesized flux tubes with enhanced cold plasma that
connect to the PPA. At last, we review existing theories of
pulsating auroras, with particular focus and comments on the
role of low-energy plasma in these theories. To date, it is fair to
state that none of the existing theories are complete and mature
enough to offer a quantitatively satisfactory explanation of the
observed PPA characteristics. To proceed with the pursuing of the
pulsating auroras mechanisms, we would suggest the following
tasks and research directions in the future.

1. Advance in an accurate measurement of the cold plasma
density. Reliable measurements of the cold ion and cold
electron populations and their interpretation are
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notoriously difficult. At a workshop on Unsolved Problems
of Magnetospheric Physics in 2015, the lack of direct
measurements of low-energy electrons and ions was listed
as one of about a dozen unsolved problems of magnetospheric
physics (Denton et al., 2016). Given the importance of cold
electrons in magnetospheric dynamics, new methods that can
reliably suppress photoemission or that can robustly
distinguish photoelectrons from the cold-electron fluxes
need to be developed. This would be key to the approval or
disapproval of the long-pending hypothesis that PPA is
connected to flux tubes filled with enhanced cold plasma.
Besides, multi-point observations at different latitudes in the
magnetosphere are also desirable to deduce the origin of the
cold plasma structure and its temporal variations.

. Advance in theories of the underlying mechanisms of
oscillating ELF/VLF waves in the magnetosphere. The
oscillation may come from either a nonlinear mechanism
or a quasi-linear modulation by external parameter(s). A
nonlinear mechanism is typically built upon a nonlinear
feedback interaction between the pitch-angle anisotropy of
energetic electrons and the growth of ELF/VLF waves.
However, two major nonlinear theories of pulsating auroras
to date, the relaxation oscillator theory (Davidson and Chiu,
1987; Davidson, 1990) and the flow cyclotron maser theory
(Demekhov and Trakhtengerts, 1994), are both incomplete
and/or unsatisfactory to a certain degree. New efforts must be
made to renew the nonlinear theories to incorporate the
updated understanding of waves and plasma parameters in
the pulsating auroral region based on recent observations and
simulations. It is desirable that the new nonlinear theory
would explicitly contain microphysics of the wave-particle
interaction and make falsifiable predictions of the wave
evolution details. Nonlinear wave-particle interaction is
widely accepted as the key component of the growth of
ELF/VLF waves in the magnetosphere, and our
understanding of such nonlinearities has greatly advanced
in recent decades [see e.g., a review in Tao et al. (2020)].
Meanwhile, current observation techniques have enabled a
high-resolution analysis of both ELF/VLF wave elements and
pulsating auroras [e.g., Ozaki et al. (2019)].

For the quasi-linear modulation mechanism, the oscillation
of ELF/VLF wave intensity is deemed to be modulated by the
cold plasma density variation (Li et al., 2011b; Nishimura et al.,
2015). However, in existing theoretical investigations along such
a direction, the wave growth rate was evaluated locally at the
equator only. For future theoretical development, convective
growths along wave ray paths, taking into account the ducted
propagation, should be calculated to examine whether the
density structure can give significant wave amplification. To
achieve this, profiles of enhanced densities along magnetic field
lines must be properly modeled based upon the realistic context
of the lower-energy plasma structure, e.g., originating from
auroral outflows.

3. Certain auxiliary processes in the topside ionosphere or near-
Earth region. As afore-addressed, while the main generation
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mechanism of pulsating auroras likely resides in the equatorial
magnetosphere, certain ionospheric or near-Earth processes
may well act as a secondary control mechanism on the
pulsating For example, certain near-Earth
processes might affect the auroral outflows and their
density distribution extending into the magnetosphere, and
in turn affect the propagation/amplification of whistler-mode
waves in the pulsating auroral flux tubes. That stated, no clear
candidate of such ionospheric or near-Earth processes is well
established to date, and consideration of their roles in the
pulsating auroral mechanisms remains to be lacking or
quantitative at best in the existing theories. More definitive
observations of operative near-Earth processes in pulsating
auroral events, as well as quantitative models/theories
addressing the roles of these near-Earth processes in the
modulation of ELF/VLF waves in the magnetosphere, are
desirable research directions in the future.

auroras.
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lonospheric molecular ions, such as NO*, N and O}, are gravitationally bound, and are
expected to undergo recombination to form a pair of neutral atoms, due to short dissociative
recombination lifetime. Therefore, they are expected to be relatively cold in the Earth’s
atmosphere, compared with light ions such as H" and He*, or even heavier ions such as N*
or O*. However, several spacecraft missions observed their presence in the high-altitude
ionosphere and the magnetosphere, predominantly during the geomagnetically active times.
This hints to the possibility that molecular ions have the ability to acquire sufficient energy ina
very short time, and can be used as tracers of mass differentiated vertical transport to
understand the mechanisms responsible for “fast ionospheric outflow.” In this letter, we
review the observational data sets that reported on the abundances of molecular ions in the
Earth’s magnetosphere-ionosphere system, starting from their first observations by the
Sputnik lll mission, to the current Arase (ERG) satellite and Enhanced Polar Outflow Probe
(e-POP) missions. The available data suggests that molecular ions are quite abundant in the
lower atmosphere at all times, but are only seen in the high-altitude ionosphere and
magnetosphere during the times of increased geomagnetic activity.

Keywords: ionospheric outflow, molecular ions, cold plasma, heavy ions, polar wind

1 INTRODUCTION

Singly charged heavy ions observed in the magnetosphere, such as atomic N* and O*, and molecular N3,
NO', and O} ions, are sourced from the Earth’s ionosphere, and transported outward through the process
of ionospheric escape. One of the main pathways of ionospheric loss is the polar wind, an ambipolar flow of
plasma from the high-latitude ionosphere to the low pressure magnetosphere. This outflow (Axford and
Hines, 1961; Shelley et al., 1972; Yau et al., 1991; Maggiolo et al., 2006; Schunk and Nagy, 2009; Kronberg
etal, 2014; Ilie and Liemohn, 2016; Glocer et al., 2018; Lin et al., 2020) provides a pathway for atmospheric
migration and escape at a rate that generally depends on solar extreme ultraviolet (EUV) photon flux
striking the upper atmosphere, as well the electromagnetic driving from the solar wind. Therefore, heavy
ions of ionospheric origin can be directed and further circulated into different regions of the
magnetosphere: either on closed magnetic field lines (plasma sheet) where ions can potentially be
returned to the ionosphere, or on open magnetic field lines (lobe region) directly connected to the
interplanetary magnetic field where ions are lost to space (Christon et al., 1994; Haaland et al., 2012a;
Haaland et al., 2012b; Ilie et al,, 2013; Yamauchi, 2019). Figure 1 shows an illustration of polar wind ion
species, which could be created by the photoionization with the neutral atmosphere (and other ion-
neutral-electron chemical reactions) and accelerated along magnetic field lines.
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FIGURE 1 | Diagram of relevant ionospheric species (H*, He*,0*, N*, N3,

NO* and O3) and electrons (e7), with the forces they experience through the
vertical transport: gravity (mg) and electromagnetic force (F,). Following the open
magnetic field line (grey dashed line), the polar wind plasma transports

along the magnetic flux tube (grey cone around the dashed grey ling). This
illustration shows only O and N species only, atthough the neutral composition
at low altitudes includes additional species (as discussed in Section 4).

The dynamics leading to the ionospheric outflow of O" ions,
and the impact on the evolution of the Earth’s magnetosphere-
ionosphere system have been the subject of numerous studies
(e.g., Schunk and Raitt, 1980; Mukai et al., 1994; Schunk and
Sojka, 1997; Seki et al., 1998; Daglis et al., 1999; Moore et al., 1999;
Winglee et al., 2002; Nosé et al., 2005; Barakat and Schunk, 2006;
Yau et al,, 2007; Glocer et al., 2009; Garcia et al., 2010; Glocer
et al., 2012; Ilie et al., 2013; Ilie et al., 2015; Lin et al., 2020). In
contrast, the transport and energization of molecular ions, in
addition to that of N* and O™ ions, have received less attention,
most likely due to the scarcity of measurements.

It is known that Nj, NO", and O ions are the major ion
populations in the ionospheric E and F layers, and primarily
created through photoionization and ion-neutral-electron
chemical reactions. These molecular ions maintain low energies
due to their large masses and short dissociative recombination
lifetimes with electrons, as they quickly form a pair of neutral
atoms. In the F layer, the reaction rates of dissociative
recombination of O} and NO" are approximately 10~ cm s,
while those of the charge exchange reactions to remove O" are
approximately 107" cm™ s™'. Despite the fact that the abundance
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FIGURE 2 | Sunspot number from 1958 to 2021 (black lines) indicative

of solar cycles 19 through 24 (numbers in grey). Over-plotted are the missions
that reported on observations of molecular ions and their corresponding
operating region in space, along with the timeframe of operation. Note

that in most cases the actual data availability covers a time window less than
the mission lifetime.
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FIGURE 3 | First direct ions densities measurements by the Soviet
Sputnik Il satelite with the altitude profile (x-axis) for molecular N} (magenta
line) and atomic N* ions (orange line) in the upper atmosphere. Noted that the
left y-axis (N3 ions density) and right y-axis (N* ions density) are on
different scales. Figure digitized and adapted from (Istomin, 1966).

of molecular ions decreases significantly in the F2 layer, multiple
missions reported their presence throughout the magnetosphere-
ionosphere system (Taylor, 1974; Grebowsky et al., 1983; Craven
et al.,, 1985; Klecker et al., 1986; Yau et al., 1993; Christon et al.,
1994; Wilson and Craven, 1999; Lennartsson et al., 2000; Seki et al.,
2019; Christon et al., 2020).

Figure 2 shows space missions that reported observations of
molecular ions, starting from the early Sputnik III spacecraft to the
Arase (ERG) mission, spanning from few hundreds km altitude to
hundreds of Earth radii across several solar cycles. In this letter, we
review the observational record of molecular ions from the Earth’s
terrestrial high latitude ionosphere to the magnetosphere. These
observations provide context to understand the energization of
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molecular ions, as well as to help interpret plasma observations
from current and past space missions.

2 OBSERVATIONS OF MOLECULAR IONS
IN THE IONOSPHERE

Molecular Nj ions were first observed in the topside ionosphere
by the Bennett-type radio frequency (RF) quadrupole mass
spectrometer on board of the Soviet Sputnik III satellite (Nauk
and Doklady, 1961). Launched on May 15, 1958, Sputnik III
satellite aimed to observe the ionic compositions in the topside
ionosphere, and its altitude range covered from 217 to 1864 km
with 65.18° orbital inclination. Figure 3 presents the first in situ
observations of N* and Nj densities as a function of altitude.
These measurements from Sputnik III show that the density of
Nj is higher than that of N* at altitudes below 300 km, reaching a
peak density of 9.8 x 10> cm™ around 250 km altitude (Istomin,
1966). The reason for the fast decrease in N density at higher
altitudes is that in the F2 layer, N undergoes fast recombination
reactions with electrons to form a pair of neutral atoms, and
charge exchanges quickly with most of the other neutral species.
Thus, the concentration of Nj rapidly decreases above 300 km
altitude. On the other hand, N* is produced via N3 dissociation
and its concentration increases rapidly by 2-3 orders of
magnitude as the altitude increases.

Previous observational data sets (Taylor et al., 1968; Johnson
and Gerardo, 1972; Taylor, 1973) indicated that the abundances
of molecular ions rapidly decreased due to short dissociative
recombination lifetime, and therefore molecular ions were only
occasionally observed. Thus, it has been concluded that the
density of molecular ions in the topsides ionosphere is
negligible. However, the Polar Orbiting Geophysical
Observatory (OGO 6) mission launched on June 5, 1969, one
of the first U.S. led large observatory to study the dynamics of
high-altitude atmospheric parameters (Jackson and Vette, 1975),
was the first to report observations of the high latitude trough
(HLT), a prominent feature associated with the presence of
molecular ions in the topside ionosphere (600-1,000 km). This
HLT is a narrow (6°-10° latitude) region where the concentration
of atomic H*, He", O" and N were observed to decrease by a
factor of 3 or more, while molecular Nj, NO", and O ion
densities presented abrupt enhancements.

Although the inclination of the OGO 6 orbit was 82° north, due
to the tilt of the dipole axis, OGO 6 covered a wide range of
latitudes (Taylor, 1971), and the data coverage ranges from ~
413km to ~ 1077 km altitude. These unexpectedly abrupt and
pronounced distributions of molecular ions were measured by the
Bennett-type radio frequency ion mass spectrometer (Taylor,
1973) onboard OGO 6, showing enhancements in the density
of NO" that reached 10’ cm™ at 1,000 km altitude near 70°-80°
latitude, both in the northern and southern hemisphere, during the
modest storm of June 20, 1970 (Max Kp = 4; Min Dst = —54 nT).

These large gradients in the abundances of molecular jons
observed in the HLT's were later explained by the enhancement
of soft electron precipitation associated with the polar cap
region and the rapid loss of O" due to the strong electric
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FIGURE 4 | Bottom panel shows the observed ion compositions of O*
(blue), H* (light green) and NO* (purple) from OGO 6 satellite versus the
latitudes, extracted during the recovery phase of March 8, 1970 geomagnetic
storm. Note that the light orange blocks highlighted the HLTs with abrupt
enhancements of NO™ densities and decreases of atomic O* and H* ions
densities. The Kp (orange bars) and Dst (red) indices during this storm are
provided for reference. Figure digitized and adapted from (Taylor et al., 1975),
and dipole latitudes in the x-axis are also identified as geomagnetic latitudes.

convection field (Taylor et al., 1975; Grebowsky et al., 1976;
Grebowsky et al., 1983). On March 10, 1970, 1 day after the
intense geomagnetic storm of March 8, 1970 (Max Kp = 9; Min
Dst = -285nT), the HLT was observed at altitudes between
700-800 km, and ~ 65.8° latitude in the northern hemisphere
and ~ -65.2° latitude in the southern hemisphere. Figure 4
shows the measurements of OF, H" and NO" densities from
OGO 6 satellite versus latitudes, extracted during the recovery
phase of March 8, 1970 geomagnetic storm. It can be seen that
in both HLT regions (with ~ 5° latitude range, highlighted as
light orange), ~ 50% of both O™ and H" densities are depleted
at a time when NO" ions density increased about a factor of 8,
while the peak value of NO" concentration was up to 20 cm™>
at ~ 700 km altitude. These observations suggest that the rapid
loss of O" in the HLTs could contribute to the source of NO*
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FIGURE 5 | High latitude ISIS 2 measurements showing the ion
compositions of O* (blue), N* (orange), NO* (purple), N5 (magenta) and O} =
(black), at 1,400 km altitude (B) during the storm of August 4, 1972. The e 1074
measurements were observed along the ISIS 2 satellite trajectory, which f
is shown here as the combination of Greenwich Mean Time (GMT) and
invariant latitudes. The Kp (orange bars) and Dst (red ling) indices during this - n?o*
storm are shown for reference (A); greyed out area on top panel corresponds 10% 4 —_— Ny
to the time interval when the measurements present in bottom panel are O
extracted. Figure digitized and adapted from (Hoffman et al., 1974). Time (UT) 82700 82900 83100 83300 83500 83700 83500 84100

ions through the reactions of O" ions with the neutral
atmosphere, O" + N, » N + NO™ and possibly O" + O, —
O3 + O. Note that the OGO 6 also had ability to distinguish the
increasing ion densities of NJ and O3, but were not shown here
due to clarity of the figure (Taylor et al., 1975). Grebowsky
et al. (1983) further examined the average invariant latitude-
magnetic local time (MLT) distribution of HLTs based on the
OGO 6 data from 1969-1970 and found that the location of
HLTSs was aligned with the polar cap boundary, associated with
the maximum electric convection field, as well as
enhancements of soft electron fluxes.

The presence of molecular ions in the terrestrial ionosphere
was also confirmed by measurements from the Ion Mass
Spectrometer (IMS) on board NASA International Satellite
for ionospheric Studies (ISIS 2) (Hoffman, 1970). Deployed on
April 1, 1971, ISIS 2 operated in an orbit with an apogee of
1,440 km, a perigee of 1,360 km, and an inclination of 88.1°.
The IMS onboard the ISIS 2 was designed to measure the ionic
compositions of the ionosphere in the mass range of 1-64 amu.
Figure 5 shows such observations during the August 4, 1972
geomagnetic storm (Max Kp = 9, Min Dst = -125nT)
(Hoffman et al., 1974). These measurements indicated that
during times of increased geomagnetic activity (Kp = 9), O"
and N* have comparable concentrations from 55° latitude to

Latitude .457° .53.6° -61.9° -71.3° -802° -77.4° -65.6° -52.3°

SZA  158°  145° 132° 118" 105° 92°  79°  66°
MIT(N 239 03 08 20 54 87 99 103

FIGURE 6 | AE-C measurement during the winter solar minimum at high
southern latitude F layer. The bottom panel shows the ion compositions (n) of
O (blue line), NO* (purple line), N} (magenta line) and O3 (black line) when the
AE-C passed the orbit of 14182 (versus UT, latitude and MLT). The

center panel is electron temperature (T, black line), and energetic electron flux
(@, gold line) measured at the same time and location as the bottom panel.
The HLTs were highlighted as light orange blocks here, where the abrupt
enhancements of molecular ions densities were observed. The Kp (orange
bars) and Dst (red line) indices during this time of orbit 14 182 are shown for
reference (top panel); greyed out area on top panel corresponds to the time
interval when the measurements present in bottom panel are extracted. Figure
digitized and adapted from (Brinton et al., 1978).

85° at 1,400 km altitude, while the concentration of NO* and
N} reached more than 10> cm ™ and that of O was ~ 10> cm™>
from 55° latitude to 70°. The ion densities ratio of NO*/N* was
~ 0.015-0.35 during this event. When the spacecraft passed
through above 55° latitude region, the molecular ions densities
increase from 2x10% to 10°cm™ and the densities of O*
decreased from 3 x 10* to 10*cm™. There are several
reasons that could explain the abundance of molecular ions
during this time. First, based on the OGO 6 measurements
from the neutral mass spectrometer in a similar event, the
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densities of N, at high altitudes increased significantly, and
this could provide a potential source of molecular N; ions
(Hedin Reber, 1972). Second, these unexpected
enhancements of molecular jon densities had similar
locations as those of HLTs observed by OGO 6 satellite
(Taylor et al, 1975; Grebowsky et al., 1976; Grebowsky
et al., 1983) and thus, the enhancement of soft electron
precipitation and rapid loss of O" ions at a time associated
with strong electric convection fields could provide an
additional source of molecular ions in the topside ionosphere.

The concomitant observations of enhancements in molecular
ion densities and HLTs were noted not only during solar
maximum by OGO 6, but also during the solar minimum by
instruments onboard the Atmosphere Explorer (AE-C) mission.
Launched in December 1973, AE-C aimed to study the structure
of thermosphere, especially how the photochemical processes
govern the region (Richards and Voglozin, 2011). During the first
year of operation, the perigee moved from about 68" latitude
north down to about 60° south, and the orbit became circular at
approximately 390 km altitude (Richards and Voglozin, 2011).
The ion mass spectrometers on board the AE-C were a Bennett-
type radio frequency ion mass spectrometer (Brinton et al., 1973)
and a magnetic ion mass spectrometer (Hoffman et al., 1973), and
were employed to measure ion densities.

HLTs were observed during June 1976 at 70° latitude and
300 km altitude in the southern hemisphere during quiet winter
time conditions (Brinton et al., 1978). Figure 6 shows the ion
densities (bottom panel), electron temperature and energy fluxes
(center panel), and the Dst and Kp indices (top; shown for
context). It can be seen that at this time the density of NO*
reached 2.5 x 10° cm ™, and the density N} and O} were 9.5 x 10°
and 5 x 10> cm . Unlike the depletion of O" in the HLT observed
by OGO 6, the observed O" density by AE-C didn’t decrease as
the molecular ion densities increased. By examining the electron
temperature as well as the energetic particle flux near the HLTs,
the increase of electron temperature suggests that the existence of
a locally acting heating mechanism responsible for the
enhancement in the energetic particle flux. This could possibly
have provided the additional energy to molecular ions, leading
the formation of HLTs in the high latitude ionosphere (Brinton
et al., 1978). Furthermore, O" ions were the dominant heavy ion
species above 50° latitude ionosphere and the dominant
molecular ions species were either NO* or O3. The NO" ions
was likely to dominate the molecular ions species of the sunlit F
region as well as 60°-90° latitude in the nightside region, while O}
was likely to dominate the nightside region from 50°-60° latitude.
Note that N} was never the dominant ion species during solar
minimum conditions, but it could be the second most abundant
molecular ions species where NO* was the major molecular ion.
The highest observed density of O} and NO* were ~10* cm™
near the cusp region, and ~10°> cm ™ around the nightside auroral
zone (Brinton et al., 1978).

The upflowing molecular ions at several thousand kilometers
altitude were first observed by Suprathermal Ion Mass
Spectrometer (SMS) carried on the Akebono (EXOS-D)
spacecraft. Launched on February 21, 1989, the Akebono
(EXOS-D) spacecraft was a Japan-led satellite mission designed

and
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to investigate processes leading to particle acceleration above the
auroral region (Tsuruda and Oya, 1991). The Akebono spacecraft
operated in an elliptical polar orbit, with an apogee of 2.65 Rg ( ~
10,500 km) altitude, a perigee of 275 km, and inclination of 75°. The
SMS on board the Akebono spacecraft was designed to measure
mass-per-charge (m/q) and energy-per-charge (E/q) with the range
of 1-67 amu/q and 0.1-4,000 eV/q by sampling the two dimensional
thermal (0-25.5eV) and suprathermal (55eV/q-4.1keV/q) ion
energy distributions in the satellite spin plane (Whalen et al., 1990).

Table 1 summarizes the observations of molecular ions from
Akebono spacecraft based on four storm events in 1990 [adapted
from Yau et al. (1993)]. Molecular ions were a minor component of
the upflowing ionospheric ion population, for which NO"™ and N3
were the dominant molecular jon species, and the density of O} was
one order of magnitude lower. Molecular ions could be observed
during the storm main and recovery phases at altitudes between
7,000-10,000 km near 70" latitude. The abundance of molecular ions
was correlated with the density ratio of N*/O™ (Yau et al., 1993), that
is, the maximum flux of molecular ions was accompanied by the
unity ratio of N*/O, and the molecular ions flux could be at most
15% of the total ionospheric outflow fluxes during storm time. The
increase in molecular ions densities can be explained by the increase
in neutrals densities and their collisional ionization in the
500-1,000 km altitude range. For instance, the density of N, in
this region, as predicted by the Mass-Spectrometer-Incoherent-
Scatter (MSIS-86) model (Hedin, 1987), increases by a factor of ~
80 from quiet time (Ap Index = 4) to storm time conditions (Ap
Index = 60). Moreover, heavy ions produced in the 500-1,000 km
altitude region are required to attain ~ 1 km/s velocities in order to
reach the high altitude region. Based on the Akebono spacecraft
observational data, the lifetimes of molecular ions between 300 and
1,000 km were estimated ~ tens of minutes. This implies that
transverse heating commonly occurring between 400 and
1,000 km altitude during the active auroral conditions could be
sufficient to energize them.

Previous observations indicated that molecular jons were
likely to be present in the topside ionosphere, during and after
strong geomagnetic storms, for which the minimum Dst was
smaller than -100 nT. However, recent observations from the
CASSIOPE Enhanced Polar Outflow Probe (e-POP) mission
indicated that molecular ions were observed frequently even
during modest geomagnetic storm at all e-POP altitudes,
spanning between 325-1,500 km (Yau et al, 2006; Yau and
Howarth, 2016). Based on the e-POP data collected during
2013-2018 time period, most observations of molecular ions
occurred in the pre-midnight sector above 50° latitude
ionosphere, while the lowest count rate events were located in
the 8-10 MLT range, which coincided with the peak region of
energetic precipitating electrons (Foss and Yau, 2019).

3 OBSERVATIONS OF MOLECULAR IONS
IN THE MAGNETOSPHERE

Until the flight of the Dynamic Explorer (DE-1), instruments on
board magnetospheric missions were not capable of fully
resolving all heavy ion species, molecular ions in particular.
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TABLE 1 | Observations of molecular ions from Akebono during four storm events in 1990, including the time and location of the observation as well as the ion fluxes of N* to
O™, molecular ions to O, and between molecular ions (NO*:N3:03). Data collected and summarized based on the Yau et al. (1993) study.

Storm event Jan 21-23, 1990 Mar 11-13, 1990 Mar 17-19, 1990 May 25-27, 1990
Storm phase Recovery phase Main phase Main phase Recovery phase
Observed Latitude near 70° Nightside 65°-76° Dayside near 70° Dayside near 70° Dayside
Observed Altitude (km) 8,700-9,950 6,100-8,160 9000-10,000 6,500-7,800
Flux of N*/O* ~0.08 ~1 ~ 0.6 ~1
(Molecular ions)/O* ~0.05 0.14 ~0.05 0.1

Flux of NO*:N5:03 0.3: 1: 0.01 1: 0.9: 0.05 1: 0.9: 0.08 1:1: 041

Min. Dst (nT) during Storm phase/Storm Event -32/-45 -159/-162 -43/-67 -68/-87
Kp/Max Kp 4/4 7/7 6/6 6/7

TABLE 2 | AMPTE observations of molecular ions during three storm events in 1984, including the observed time intervals and spatial locations, ions energy densities, and
the total molecular ions to O* flux ratios, with the corresponding Dst and Kp. Data collected and summarized based on the Klecker et al. (1986) study.

Sep 4, 1984 Oct 19, 1984 Nov 17, 1984
Observed time Onset phase Recovery phase Late recovery phase
Total energy density (keV/ocm®) 32 6 5.1
O* energy density (of total) 21% 12% 8.5%
(NO™+0%)/0" flux (160 keV) 0.031 + 0.004 0.018 + 0.004 <0.038
L 6.6-8.3 8.0-9.4 7.7-9.5
Dst/Minimum Dst (nT) -58/-162 —60/-86 -60/-133
Kp/Max Kp 8/8 5/7 4/8

Explorer 45, launched on November 15, 1971, reported on the  the velocities of molecular ions were observed to be around
presence of an unexpected heavier ion species (M/Q > 9) with ~ 5-10km/s, and their kinetic energies were at least 20 eV at
energies in the range of tens of MeVs, observed in the radiation =~ 2.5 Ry geocentric distance. The DE-1 observational dataset
belt region during the geomagnetic storm of August 4, 1972 (Max  suggests that molecular ions are likely to be produced in the
Kp = 9, Min Dst = -125nT). Because the heavy ion detector ~ polar cusp region and convected to the nightside cusp and polar
telescope on the Explorer 45 didn’t have capability to accurately ~ cap region by the influence of crossed electric and magnetic fields
determine the mass of the observed ion species, Spjeldvik and ~ (E x B).
Fritz (1981) identified these energetic ion species either as the Energetic molecular ions with energies higher than 100 keV/e
magnesium, or silicon and iron ions. were first detected in the outer ring current region (L ~ 7) by
Molecular N3, NO¥, and O} ions were first observed in the  Suprathermal Energy ionic Charge Analyzer (SULEICA) onboard
magnetosphere by the Retarded Ion Mass Spectrometer (RIMS)  the Active Magnetospheric Particle Tracer Explorers (AMPTE)
(Chappell et al., 1982) on board the Dynamic Explorer (DE-1) Ion release Module (IRM) spacecraft. Launched on August 16,
(Craven et al.,, 1985). Launched on August 3, 1981, the DE-1 1984, the AMPTE/IRM operated in an elliptical orbit with
covered the altitude range between 500 km and ~ 3.6 Earth radii, ~ inclination of 28.8° with an apogee of 18.7 Rg (Mobius et al.,

and aimed to investigate in the interactive processes in the Earth’s ~ 1985). The SULEICA instrument was a curved plate electrostatic
ionosphere, plasmasphere, and magnetosphere. RIMS was  energy-per-charge analyzer that measured ion energies between
designed to measure ions with mass between 1 and 32 amu, 5-270keV/q (Hausler et al., 1985). While no observations of

and with energies ranging from 0 to 50 eV. To resolve molecular =~ molecular ion were reported during quiet time periods by the
ions species and their corresponding kinetic energies, RIMS was ~ AMPTE/IRM spacecraft, molecular ions in the outer ring current
designed with the mass voltage steps closer together for mass  were observed during multiple storm events (Klecker et al., 1986).
range between 28 and 32. During the storm of September 6, 1982~ Table 2 presents a synthesis of measured (NO*+03)/O" fluxes,
(Max Kp = 9, Min Dst = ~ -300 nT), DE-1 measurements show and the relevant information regarding each storm interval (Dst,
that the maximum flux of molecular ions was as high as ~  Kp, and observation time interval), as well as the ratio of O"
10°cm™s™" around 70° latitude at 1-3 Rp, and NO' and Ni  energy flux to the total observed energy flux for these events. The
were the dominant molecular ions species with similar fluxes.  observational record indicates that both O} and NO™ were the
Furthermore, the velocity distribution of molecular ions followed =~ dominant molecular ions species in this region. The average
a Maxwellian distribution in the ionosphere, and transferred to  molecular ions flux was observed to be around 3-4% of O*
the field-aligned velocity distribution at several Earth radii =~ flux in the energy range 80-230 keV during active times. Figure 7
altitude (Craven et al,, 1985). In the region between 1-3 Rg,  shows the change in energy flux with particle energy during the
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FIGURE 7 | Measurements from the SULEICA instrument on board the =l Nt
AMPTE/IRM spacecraft showing the energy spectra of H* (light green), He* -1 =4= Molecular lons
(dark green), O* (blue), and molecular ions (purple) with energy range 10 -. .
10-230 keV/e (bottom panel). The Kp (orange bars) and Dst (red line) 102 103
indices from the September 4, 1984 storm are shown for reference (top V (km/s)
panel); greyed out area on top panel corresponds to the time interval when
th t ted in bott | tracted. Fi digitized
© measurements presented in bottom panel are exiracted. Figure digitize FIGURE 8 | Phase space densities (PSD) of N* (orange ling), O* (olue
and adapted from (Klecker et al., 1986). ) ; o )
line), and molecular ions (purple line) in the rest frame speed (v) for the interval
0958-018 and 1252-1330 UT during the storm of October 9, 1993,

. measured by the Geotail spacecraft (B). The Kp (orange bars) and Dst
early main phase of the September 4, 1984 storm, based 012 (red line) indices during this storm are shown for reference (A); greyed out area
SULEICA measurements (Klecker et al., 1986). Molecular NO on top panel corresponds to the time interval when the measurements in
and O; ions (pul‘ple) were observed at L ~ 6.5-7, having energies bottom panel are extracted. Figure digitized and adapted from (Christon et al.,
of the order of 100 keV/e, contributing ~ 0.5% of the total energy 1994).

of 32keV/cm™ in the energy range 20-230keV/e. These
observations of energetic molecular ions suggest that either the
mass selection energization mechanisms or the density profile of
the thermosphere during the storm time played a significant role
in the efficient heating of the molecular ions as they were
transported from the ionosphere to the magnetosphere.
Observations of molecular ions at hundreds of Earth radii
downtail were first recorded by instruments onboard the Geotail
mission (Nishida, 1994). The Suprathermal Ion Composition
Spectrometer (STICS) of Geotail/EPIC (Energetic Particles and
Ion Composition) instrument and the Low Energy Particle
Energy Analyzer (LEP-EA) had the capability to measure ions
in the energy range of 9.4-210keV/e and 0.03-40 keV/e
(Christon et al., 1994; Williams et al, 1994). Total kinetic
energy, energy-per-charge, and time-of-flight measurements of
individual ions are combined with various telescope parameters

to generate pulse height analysis (PHAs) events and the count
rates of PHAs were related to the abundances of ions in the
observed region. Singly charged heavy ions, including atomic N*
and O, and molecular N3, NO", and O} ions, were observed in
Earth’s magnetotail at distances X ~ -146 Rp during
geomagnetically active times (maximum Kp value was ~7,
minimum Dst was only -40nT). Figure 8 shows the rest
frame phase space ion densities vs. ion velocities based on
Geotail observational data. It can be seen that the atomic N*
and O" as well as molecular ions had relatively high velocities ~
200-900 km/s in the rest frame of the tailward bulk plasma flow,
where N*/O" = ~ 25-30% and (N;+NO*+0})/O" = ~ 1-2%. In
addition, the molecular ions observed at magnetosphere had
similar velocity distribution as the atomic N* and O" in the
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FIGURE 9 | Geotail measurements of suprathermal (~87-212 keV/e) N* (orange line), O (blue line), and molecular ions (magenta and purple lines). Data shows
average phase count rates over 3 h vs. Kp (A) and vs. F10.7 (B) indices covering observations made between 1995 and 2015. Figure digitized and adapted from

outer magnetosphere (X ~ -146 Rg), but their densities were
around two orders of magnitude lower.

Statistical studies based on 20 years of Geotail/STICS data
(1995-2015) indicated that the relative abundance of molecular
ions in the Earth’s magnetosphere is ~43% N3, ~47% NO™ and ~
10% Oj (Christon et al., 2020). Figure 9, adapted from Christon
et al. (2020), shows the variation in N* (orange line), O" (blue
line) and molecular ions with mass 28 amu (magenta line) and
mass 30 amu (purple line) count rates with F10.7 (left panel) and
Kp (right panel) indices. These data show that the count rates of
magnetospheric molecular ions are the most sensitive to
geomagnetic activity, and increase faster with larger values of
Kp. Moreover, the count rates of molecular ions and atomic N*
and O" ions seem to indicate a different response to the F10.7
index; while the count rates of atomic N* and O* ions
proportionally increased with F10.7, that of the molecular ions
showed a decline for F10.7 ~ 120 x 10%* - 220 x 10*2> W/m?/Hz,
and increased significantly at the highest F10.7.

Molecular ions have also been observed by the Toroidal
Imaging Mass-Angle Spectrograph (TIMAS) on board the
Polar satellite. Launched on February 24, 1996, the Polar
spacecraft measured plasma properties in the polar ionosphere
and magnetosphere, aiming to develop an understanding of the
deposition of particle energy in the ionosphere and upper
atmosphere (Shelley et al., 1995). The Polar spacecraft entered
the orbit with an apogee of 9.0 Rg, a perigee of 1.8 Rg, and the
inclination of 86". The Polar/TIMAS instrument aimed to
measure particles with energy between 15eV/e-33keV/e
(Shelley et al., 1995). The mass spectra from TIMAS have
been analysed with the help of color-coded count rates versus
time and mass step at all energy channels, which allowed the
separation of molecular ions from atomic O" and N ions.
However, due to the detection limit of the instrument, for
particles with energies below 5keV/e, the N3, NO*, and OJ ions

were not successfully distinguished (Lennartsson et al., 2000). A
statistical study based on the first 22 months of data from TIMAS
showed that the energy distribution of molecular ions were identical
with O™ ions, with the typical energy between 15-110 eV. However,
the differential fluxes of molecular ions, ~ 10° cm™s™", were two
orders of magnitude lower than that of O" ions. Furthermore, the
detection frequency of molecular ions was determined to be more
sensitive with the enhanced geomagnetic activity, than the O*
detection. Therefore, the pathway and energization mechanisms of
molecular ions were different from those of O, as they seem to be
more specifically associated with enhanced geomagnetic activity
(Lennartsson et al., 2000).

Surprisingly, molecular ions had been observed by the
Acceleration, Reconnection, Turbulence, and Electrodynamics
of the Moon’s Interaction with the Sun (ARTEMIS) spacecraft,
whose orbit is centered around the Moon, with periselene
between 10-1,000 km and aposelene of 20,000 km (10 lunar
radii) (Angelopoulos, 2010). Based on measurements from the
electrostatic analyzer (ESA), Poppe et al. (2016) analyzed the ion
composition data around 60 Rg away from the Earth during the
storm of October 1, 2012 (Max Kp = 7, Min Dst = —122 nT) and
storm of February 16, 2014 (Max Kp = 6, Min Dst = —119 nT).
This study revealed that the fluxes of molecular ions were on the
order of 10°~10° cm™*s™", while the proton fluxes were found to
yield ~ 10°-10% cm™?s™', suggesting that molecular ions might
have comparable velocities with those of protons. These
observations of energetic molecular ions from ARTEMIS hint
to the connection between Earth’s ionospheric outflow and the
composition of lunar exosphere, since the Earth could possibly
deliver the nitrogen and oxygen components to the lunar volatile
inventory (Poppe et al., 2016).

Recent observations based on the data from the Arase
(Exploration of energization and Radiation in Geospace, ERG)
satellite reveal frequent presence of molecular ions in the inner
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magnetosphere during storm times. Launched on December 20,
2016, the Arase (ERG) satellite was designed to directly observe
high energy particles in the magnetosphere (Miyoshi et al., 2018).
The low-energy particle experiments-ion mass analyzer (LEPi)
(Asamura et al., 2018) and medium-energy particle experiments-
ion mass analyzer (MEPi) (Yokota et al., 2017) on board the Arase
(ERG) satellite were capable of measuring the three-dimensional
velocity distribution of ions in the energy range of 0.01-25 keV/q
as well as 10-180 keV/q with ions species discrimination,
including N**/O™", N"/O", and N3j/NO'/Oj. Based on the
molecular ions measurements by LEPi and MEPi from March
to December 2017, including 11 geomagnetic storms, molecular
ions were frequently observed at L = 2.5-6.6 with energies above
~ 12 keV during most magnetic storms, and the average energy
density ratio of the molecular ions to O" was found to be ~ 3%
(Seki et al., 2019). The high occurrence rate of molecular ions in
the inner magnetosphere indicates that fast ion outflows occur
more frequently than expected during the storm time, while
previous studies assumed the molecular ions were only
observed during intense storms (the minimum Dst < -100 nT).

The convection and energization mechanisms of molecular ions
are likely to be different between the high-altitude ionosphere and
magnetosphere. The molecular ions were observed to follow the
similar energy distribution to O" by the Polar/TIMAS instrument
(Lennartsson et al., 2000), but had similar velocity distribution to
O™ as observed by the Geotail/EPIC instrument and the ARTEMIS
spacecraft (Christon et al., 1994; Poppe et al., 2016). In the high-
altitude ionosphere, both O" and molecular ions with the escape
energy (=10 eV) can overcome the gravitational bound and flow
out the Earth’s ionosphere. Therefore, the energy distribution of
these outflowing O" and molecular ions will be likely similar. On
the other hand, O" and molecular ions in the magnetotail are
possibly energized by the earthward E x B transport, which are
charge and mass independent. Thus, O* and molecular ions can
likely follow a similar velocity distribution in the magnetotail
region.

Instrument limitations on board these spacecrafts brought
some difficulties to the study of the cold plasma and the behavior
of minor ion species in the ionosphere-magnetosphere system.
For example, the minimum detection densities of ions for OGO
and AE spacecrafts were 10 cm ™ and thus, the region with the
molecular ions densities <10 cm™ couldn’t be detected. In
addition, measurements of cold molecular ions in the
magnetosphere are particularly difficult due to spacecraft
surface charging, as the ions energy <10eV had the difficulty
to be fully resolved by the instruments. Nevertheless, multiple
studies report on their occurrence both in the ionosphere and the
magnetosphere, spanning a large energy range and radial
distances.

4 DISCUSSION

Although several observations reveal that molecular ions are
frequently observed in the high-latitude ionosphere and the
magnetosphere, having energies of the order of eV to keV, the
source and energization mechanisms leading to the outflow of

The Observations of Molecular lons

these molecular ions in response to various geomagnetic
conditions, are not yet fully understood. In this section, we
will further explore the source and energization of outflowing
molecular ions in the Earth’s ionosphere-magnetosphere system.

4.1 Source of Molecular lons

Molecular ions outflowing from the polar wind are mainly
produced in the ionosphere F2 layer through the Suprathermal
Electron (SE) production, including photoionization and
secondary electron impact, and ion-neutral-electron chemical
reactions. In this section, we provide the altitude profile of
production and loss processes for all relevant polar wind
molecular ions from 200-1,000 km altitude. The profiles are
obtained using the Seven Ion Polar Wind Outflow Model
(7ZiPWOM) (Lin et al., 2020) with the chemical reactions rates
provided by Richards and Voglozin (2011).

The 7iPWOM expanded the chemical reactions of ionospheric
N* ions in the ionosphere F2 layer, and SE production for all
seven ion species, including O", N* and three molecular ion
species, based on the GLobal airglOW (GLOW) model (Solomon
et al., 1988; Glocer et al., 2012) and the cross-sectional area of the
neutral-electron collision provided by (Gronoff et al., 2012b,a).
The neutrals number density are obtained from NRLMSISE-00
empirical model. However, the 7iIPWOM included neutral NO,
NO(*D), N(®D) and N(*S) density based on the neutral density of
the simulation results from the Global ionosphere Thermosphere
Model (GITM) (Ridley et al., 2006).

The chemistry scheme of the 7IPWOM includes all relevant
reactions with the chemical reactions rates provided by Richards
and Voglozin (2011). Since the charge exchange between O*(*D)
and N, is the main source to produce N; in the ionosphere above
200 km altitude (Torr and Orsini, 1978), the 7iPWOM calculates
this charge exchange reaction rate by deriving O*(°D) from the
Global ionosphere Thermosphere Model (GITM). In order to
illustrate the influence of solar conditions to the molecular ions
chemistry, we present here the production and loss rate of the
molecular ions based on the steady state of the 7IPWOM quiet
time solution during the Solar Maximum (F10.7 = 180 x 107>
WHz/m?) and Minimum (F10.7 = 80 x 10> WHz/m?) summer
noon, shown in Figure 10. The steady state of summer noon
conditions are represented by the solution of a single field line, for
which the foot point is located in 80° latitude and 12 MLT,
initialized for 24 h to achieve steady state. Since molecular ions
became the minor ion species above 1,000 km, and their detection
in the polar wind during the quiet times at this altitude was
reported to be challenging (Craven et al., 1985; Christon et al,,
1994), here we only present the altitude profiles for molecular
ions production and loss at 200-1,000 km altitudes.

The right-hand side of Figure 10 shows the various chemical
reactions contributing to the production and loss of N} (top row),
NO" (center row), and O} (bottom row). Each column represents
the simulation results of 7iPWOM during Solar Maximum and
Solar Minimum from left to right. The production of molecular
N7 (dark red line), NO™ (purple line), O} (brown line) ions takes
place via photoionization, secondary electron impact, and various
ion-neutral-electron chemical reactions, while the losses of
molecular ions (grey lines) occur either via dissociative
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FIGURE 10 | Comparison of ion production (colored lines) and loss (grey lines) reactions between 200 and 1,000 km altitude range, based on the 7iPWOM
simulation results during solar maximum (left column) and minimum (right column) summer noon. The diagram on the left-hand side shows various chemical reactions
of productions and losses of molecular ions and the thickness of the arrows represents the magnitude of reactions rates (cm™s™).
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31

recombination with e~ to form the neutral species or via various
ion-neutral-electron chemical reactions. The diagrams on the
left-hand side of Figure 10 list the relevant ionospheric chemistry
related to molecular N3 (dark red), NO* (purple), O} (brown)
ions. The participating ion species are marked by colored text,
including O" (blue), N* (orange), He" (dark green) and e” (red).
The colored arrows represents the chemical production of
molecular ions, while the grey arrows show their losses via
chemical reactions. The thickness of these arrows indicates the
efficiency of said reaction rates based on the quiet time simulation
results of the 7iIPWOM (right-hand side of Figure 10). Below, we
will further explore the ionospheric chemistry of each molecular
ion species.

4.1.1 The lonospheric Chemistry of N

During Solar Maximum conditions, the main contributors to the
production of N3 ions in the altitude range of 200-1,000 km are
the SE production (dark red solid line) and the charge exchange
between O*(°D) and N, (dark red triangle line). N3 are mostly
lost due to dissociative recombination with electrons and charge

exchange between NJ and neutral O species, reactions that are
leading to the production of N, and N, neutral species, and NO*
and O} ions. During Solar Maximum condition, the production
and loss rates of N3 varied more than from Solar Minimum case.
Therefore, during Solar Minimum, the N production rates via SE
production and the charge exchange between O"(’D) and N,
could impede the losses of N; from dissociative recombination
(grey dashed line) during the Solar Maximum, while these two
production rates of N were only larger than dissociative losses of
N3 below 500 km during Solar Minimum.

4.1.2 The lonospheric Chemistry of NO*

NO" is produced through a multitude of chemical reactions, with
rates largely affected by the solar activity. The production rates of
NO" due to charge exchange between N} and O (purple cross
marker line) and charge exchange between O" and N, (purple
dotted line) were comparable during Solar Maximum; however,
the reaction rate of charge exchange between N3 and O was at
least one order of magnitude than other reactions during Solar
Minimum. The SE production of NO" is not very important both

Frontiers in Astronomy and Space Sciences | www.frontiersin.org

167

January 2022 | Volume 8 | Article 745357


https://www.frontiersin.org/journals/astronomy-and-space-sciences
www.frontiersin.org
https://www.frontiersin.org/journals/astronomy-and-space-sciences#articles

Lin and llie

during the solar maximum and minimum as it is only the third or
fourth important reactions, which followed the same conclusion
of NO" ionospheric chemistry by the study of Richards and
Voglozin (2011). Moreover, dissociative recombination rates of
NO (grey solid lines) was the only reaction to remove NO" from
the ionosphere F2 layer. Since the dissociative recombination rate
of NO* was generally one order of magnitude larger at the low
altitude and five orders of magnitude larger at 1,000 km altitude,
the NO" ions densities decreased substantially from 200 to
1,000 km altitude.

4.1.3 The lonospheric Chemistry of O,
The loss of Oj ions in the ionosphere F2 layer is due to the
dissociative recombination with electrons (grey solid line), and the
loss of O produces the neutral O species and molecular NO™ ions,
with minor N™ ions species. Similar to the case of Nj ions, solar
activity also alters the ionospheric chemistry of O ions. During
Solar Maximum condition, the O} production rates due to the SE
production (brown solid line) and the charge exchange of O* or N*
ions with the neutral O, (brown dashed and triangle lines), could
impede the OF losses of dissociative recombination. However,
during Solar Minimum, the dissociative recombination can be at
least one order of magnitude larger than the production rates of O3.
The above analysis of the productions and losses of molecular
NO¥, N} and Oj ions between 200-1,000 km altitude range with
the observations results in Sections 2, 3, we can conclude that:

o The SE productions of molecular NJ, NO", O are not the
dominant chemical reactions for the production of NO" and
Oj; in the ionosphere F2 layer, consistent with previous
findings (Richards and Voglozin, 2011).

The chemical reactions leading to the loss of O" are also
leading to the production of NO' and therefore, the
presence of NO" leads to the increasing ratio of N*/O"
in the ionosphere, as observed by Hoffman et al. (1974); Yau
et al. (1993); Wilson and Craven (1999).

The chemical reactions leading to the loss of NJ are also
leading to the production of NO* and neutral N, species,
causing an increase in the neutral N, density in the low-
altitude ionosphere, as reported in DE-2 measurements
(Wilson and Craven, 1999).

4.2 Possible Energization Mechanisms

Molecular ions are required to be energized in a very short time
once produced either by the SE production or reactions with
neutral species, in order to impede with their fast dissociative
recombination with electrons in the ionosphere F2 layer.
Ionospheric observations of molecular ions by OGO and AE
spacecraft missions showed that the abrupt enhancements of
molecular ijons densities in the region of HLTs were often
accompanied by the decrease of O ion densities, and an
increase in the electron temperature and energetic particle
flux. Therefore, fast molecular ions outflow were produced by
the rapid losses of O" due to strong electric field and energized by
the enhancement of soft electron precipitation associated with the
polar cap region in the ionosphere (Taylor et al., 1975; Grebowsky
et al., 1976; Brinton et al., 1978; Grebowsky et al., 1983).

The Observations of Molecular lons

Several studies have focused on the effect of ion frictional
heating (ion-neutral collisions) due to strong electric convection
field (Schunk et al., 1975; Wilson and Craven, 1999; Schunk and
Nagy, 2009; Zettergren et al., 2010; Zettergren et al., 2011). As
ions are convected through the slower moving neutral gas with E
x B drift, they are heated through the ion-neutral collision, which
leads to an increase in the ion temperatures. This in turn
facilitates an increase in the chemical reactions rates in the
ionosphere, and therefore also facilitates the production of
molecular ions. As the convection electric field (E,)
approaches 50 mVm™, the ion temperature substantially
increases, leading to the enhancement of O" + N, —» N +
NO" reaction rate. Numerical simulations suggest that when
E, approaches to 200mV m™', the loss of O causes rapid
enhancement of NO" ion density. Therefore, NO" ions could
become the dominant ion species in the high-latitude ionosphere
up to 600 km altitude (Schunk et al., 1975).

The jon frictional heating of molecular ions outflow due to
strong convection electric field was also investigated with the
near-conjunction measurement of the DE-1 and DE-2 spacecraft
missions (Wilson and Craven, 1999). By selecting the events
when both spacecrafts passed through similar latitudes and
longitudes, measurements of neutral species composition and
temperature from the low-altitude DE-2 mission (335-746 km
altitude range) were analyzed in conjunction with measurements
of N¥, O" and molecular ions densities in the high altitude region
observed by the DE-1 (1,000-4,000 km altitude range). The
results showed that the increased molecular jons densities
observed in the high altitude region by DE-1 were always
accompanied by the enhancements of ions temperatures and
strong electric fields in the low altitude region by DE-2. This
points out the molecular ions outflow could be sourced and
energized by the strong cusp associated plasma convection, which
also modified the composition of the ionosphere and
thermosphere.

Studies using the European Incoherent Scatter (EISCAT) data
of ion velocity and temperature also suggest that ion frictional
heating plays an important role in the molecular ions upflow.
Based on the frequent observations of molecular ions in the
innermagnetosphere by the Arase satellite during multiple storm
times (Seki et al., 2019), Takada et al. (2021) further determined
the energization supplied to ionospheric molecular ions with the
ion velocity and temperature data from the EISCAT Ultra High
Frequency (UHF) radar (933 MHz) at Tromse (located at ~ 70°
latitude). The measurement of temperature and velocity of ions
were more than 2000K and ~ 50-150m/s at 250-350 km
altitude, and the flux of molecular ions at 350 km altitude was
two orders of magnitude higher than during nominal conditions,
at which time the convection electric field increased a factor of 2.
By examining the momentum equation of ions, the ion and
electron pressure gradients were balanced with the gravitational
force and thus, the ion frictional heating could be a possible
energization mechanism of low-altitude molecular ions upflow.

Molecular ions observed at 300-1,000 km altitudes were also
energized by ion resonance heating, enhancement of soft electron
precipitation occurring in the cusp region, or the plasma
instabilities and the role of various energization mechanisms

1
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TABLE 3 | Mission details, including the information of orbit, launch and decay date, as well as the observed density ratio of (NO+0}+N3)/O* during the storm time only (if
not specified). ARTEMIS is currently centered at the Moon and thus, the perigee and apogee are refereed as periselene and aposelene. Cross marker, X, in a cell indicates
that the data are unavailable or not relevant.

Mission Lifetime Orbit Energy Molecular References
range ions/O*
Perigee Apogee Inclination Period
Sputnik 3 Launch Date: 217 km 1864 km 65.18° 105.9 min Bennett-type radio X Nauk and Doklady
May 15, 1958 frequency quadrupole (1961); Istomin (1966)
Decay Date: April mass spectrometer
6, 1960
OGO 6 Launch Date: 413 km 1,077 km 82° 99.7 min Bennett-type lon Mass 0.01-0.1 Taylor (1971); Jackson
Jun 5, 1969 spectrometer and Vette (1975); Taylor
Decay Date: Oct (1974); Taylor et al.
12,1979 (1975); Grebowsky
et al. (1976, 1983)
ISIS 2 Launch Date: Apr 1,360 km 1,440 km 88.1° 113.6 min lon Mass Spectrometer 1074-0.1 Hoffman (1970);
1, 1971 Decay Hoffman et al. (1974)
Date: Oct 1,
1979
AE-C Launch Date: 149 km 4,294 km 68.1° 132.3 min Bennett lon Mass 107°-0.1 Brinton et al. (1973);
Dec 16, 1973 spectrometer or Hoffman et al. (1973);
Decay Date: Dec Magnetic lon Mass Brinton et al. (1978)
12, 1978 spectrometer
DE-1 Launch Date: 488 km 23,289 km 89.9° 409 min Retarding lon Mass X Chapypell et al. (1982);
Aug 3, 1981 Spectrometer (RIMS) Craven et al. (1985);
Decay Date: Feb 0-45 eV Wilson and Craven
28, 1991 (1999)
AMPTE/IRM Launch Date: 6,944.89 km  119,965.93 km 28.6° 2,658 min Suprathermal Energy <0.038 Hausler et al. (1985);
Aug 16, 1984 ionic Charge Analyzer Mobius et al. (1985);
Decay Date: Aug (SULEICA) 5-270 keV/e Klecker et al. (1986)
14, 1986
Akebono Launch Date: 275 km 10,500 km 75° 211 min Suprathermal lon Mass <0.1 Tsuruda and Oya
Feb 21, 1989 Spectrometer (SMS) (1991); Whalen et al.
Decay Date: Apr 0-25.5eV; 55 eV/ (1990); Yau et al.
23, 2015 g-4.1 keV/q (1993); Peterson et al.
(1994)
Geotail Launch Date: 51,328 km 190,664 km 10.51° 7,5639.86 min  Suprathermal lon Energy Nishida (1994);
July 24, 1992 Composition Flux <10 Christon et al. (1994);
Spectrometer (STICS) Williams et al. (1994);
9.4-210 keV/e Christon et al. (2020)
Polar Launch date: Feb 185 km 50,551 km 85.9° 938.1 min Toroidal Imaging Mass- <1072 Shelley et al. (1995);
24, 1996 Angle Spectrograph Lennartsson et al.
Deactivated (TIMAS) 0-40 KeV/e (2000)
Date: Apr 28,
2008
ARTEMIS Launch date: Feb ~ ~ 20,000 km X 1,650 min Electrostatic Analyzer X Angelopoulos (2010);
(THEMIS B 17, 2007 10-1,000 km (ESA) 5 eV-25 keV Poppe et al. (2016)
and C)
(centered at
Moon)
e-POP Launch Date: 325 km 1,500 km 81° 103 min Imaging and Rapid- X Yau et al. (2006); Yau
Sept 29, 2013 Scanning lon Mass and Howarth (2016);
Spectrometer (IRM); Foss and Yau (2019)
measures the
composition and 3-
dimensional velocity
distributions of low-
energy (1-90 eV/e) ions
in the mass-per-charge
(M/q) range of 1-40
AMU/e
(Continued on following page)
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TABLE 3 | (Continued) Mission details, including the information of orbit, launch and decay date, as well as the observed density ratio of (NO*+0O3+N3)/O* during the
storm time only (if not specified). ARTEMIS is currently centered at the Moon and thus, the perigee and apogee are refereed as periselene and aposelene. Cross marker,

X, in a cell indicates that the data are unavailable or not relevant.

Mission Lifetime Orbit Energy Molecular References
range ions/O*
Perigee Apogee Inclination Period
Arase (ERG) Launch Date: 460 km 32,110 km 31° 565 min Medium-energy particle Energy Miyoshi et al. (2018);
Dec 20, 2016 ion mass analyzer (MEP) Density Asamura et al. (2018);
7-87 keV and low- <0.03 Seki et al. (2019)

acting on the molecular ion populations in the 300-500 km
altitude during multiple storm times were examined by
Peterson et al. (1994). This study estimated that in this region,
the lifetime of molecular ions due to recombination reactions is
about few minutes, but the time needed to acquire sufficient
escape energy (~ 10 eV) at the 400 km, solely by the ion frictional
heating or resonance heating, was at least one order of magnitude
more than the lifetime of molecular ions. Therefore, we currently
lack a robust understanding of the possible mechanisms
responsible to the acceleration of these heavy ions species.

4.2.1 Unresolved Issues of Energization Mechanisms
of Fast Molecular lons Outflow

The observed outflow of molecular ions implies the existence of
energization mechanisms that can provide the additional escape
energy (of at least ~10 eV) at comparable timescales with losses
of molecular ions, and it is likely that these potential
energization mechanisms are acting concomitantly, even
though they might take place at different altitudes. However,
the relative contributions of these energization mechanisms
responsible for the molecular ions outflow are still difficult to
assess due to the scarceness of observations, also linked to
instrument limitations. For example, observations of particle
precipitation with energies up to 1keV by the Low Altitude
Plasma Instrument (LAPI) on board the DE-2 were concurrent
with the observation of molecular ions in the high altitude
ionosphere (Wilson and Craven, 1999). Moreover, it has been
suggested that the ionospheric plasma instabilities driven by
magnetospheric electron precipitation could possibly energize
molecular ions in the ionosphere (Peterson et al, 1994).
However, due to the small scales of particle precipitation as
well as low frequency waves, the instruments on board the DE-2
and Akebono couldn’t resolve the spectrum with such high
resolution.

There is also a need for additional observations of molecular
ions in the magnetosphere, in order to understand the
mechanisms responsible for their energization from eVs to
keVs. Observations of molecular ions indicate that they could
achieve ~ 5 eV at 4,000 km altitude, but their escape energies are
typically between 10-20eV. This indicates that outflowing
molecular ions need to acquire additional 5 eV above 4,000 km
altitude (Wilson and Craven, 1999). Moreover, the molecular ion
energies could be observed up to 100 eV in the high-altitude

energy particle
experiments-ion mass
analyzer (LEP)
0.01-25 keV/q

ionosphere (Lennartsson et al., 2000) and 100 keV in the outer
magnetosphere (Christon et al., 1994). This suggests that the
further energization mechanisms of molecular ions takes place in
the magnetosphere as well. Furthermore, the observed molecular
ions in the high-latitude ionosphere had similar energy
distributions to that of O" ions (Lennartsson et al., 2000). This
indicates that outflowing molecular ions in the ionosphere are
required to obtain more energy than outflowing O" ions, most
likely by the mass selection mechanisms that heat the heavier ions
preferentially.

One possible mass selection mechanisms to energize the
molecular ions preferentially above 1,000 km is the resonant
wave-particle interaction (WPI), which is considered to be a
major pathway of ion heating and acceleration, both in the cusp
and auroral region (Andre and Yau, 1997). The energization of
ion outflow via WPI is caused by the electric field perturbation,
perpendicular to the magnetic field, which leads to an increase in
the ion perpendicular velocity in a very short time. Therefore,
these energized particles move upward along the field lines and
form ion conics, due to the acceleration by magnetic mirror force.
The gyro-frequency of ions, inversely proportional to the mass, is
resonant with the low frequency wave, meaning that molecular
ions are preferentially heated via WPIL. Although the efficacy of
WPI in the energization of molecular ion species remains largely
unknown, several studies addressed the energization of O ions
via WPI. For example, multiple observations from the Akebono,
Interball-2 and Cluster satellites report on the abrupt energization
of O" from 10 eV to 10 keV at 4.3 Rg in 10 min (Bouhram et al.,
2004). Quasi-linear theory supports the hypothesis that the
abrupt enhancements of O energy along the magnetic field
lines are due to WPI (Crew et al,, 1990). Since the diffusion
coefficient is inversely proportional to the mass of ions, molecular
ions are expected to be preferentially energized by the
resonant WPL

5 CONCLUSION

Table 3 summarizes the existing observational data sets of
molecular ions from past and currently operating spacecraft
missions, covering altitudes from few hundred kilometers to
hundreds of Earth radii. These observations of molecular ions
in the ionosphere-magnetosphere system suggest that:
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1. The densities of molecular ions in the polar ionosphere at
altitudes between 200-1,000 km were reported to be 0.1-1% of
O" densities; however, during geomagnetically active times,
the abrupt enhancement of molecular ions densities in the
high latitude troughs (whose latitudes were aligned with
auroral activity) could reach about 10% of O" ion densities.

The possibility of detecting molecular ions the

magnetosphere was nearly zero during the quiet times;

however, during geomagnetically active times they were
frequently detected both in the inner and outer
magnetosphere. The molecular ions fluxes were generally

less than two orders of magnitude than that of O".

3. The increase in molecular ions densities or fluxes were often
accompanied by a high ratio of N*/O" in the ionosphere-
magnetosphere system. This indicates that the presence of
molecular ions could impact the abundances of N* and O*
ions, and can act as a reference to investigate the energization
of heavy ions in the polar wind.

in

Magnetospheric molecular ions were only observed during
the storm times, and thus, the observations of molecular ions in
the high altitude region are very scarce. This leads to very little
knowledge on the convection and energization of molecular
ions, causing lack of understanding of their behavior and
dynamics both at low and high altitudes. There seems to be
an increase in the molecular ions observations in the past
10 years, probably linked to improved mass resolution on
instruments flying on current space missions. However, these
observational data all occurred at the solar cycle 24, and couldn’t
fully represent the molecular ions dynamics in the Earth’s
magnetosphere-ionosphere system. Therefore, a dedicated
geospace mission that would measure various plasma
properties and provide detailed composition in the geospace,
at all altitudes, is required in order to understand the relative
contributions and the various energization mechanisms of these
molecular ions throughout geospace.

Additionally, understanding the sources, energization
mechanisms, and the overall dynamics of molecular ions in
the magnetosphere-ionosphere system could possibly help
understand the impact of the minor heavy ion species in the
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Owing to the spatial overlap of the ion plasma sheet (ring current) with the Earth’s neutral-
hydrogen geocorona, there is a significant rate of occurrence of charge-exchange
collisions in the dipolar portion of the Earth’s magnetosphere. During a charge-
exchange collision between an energetic proton and a low-energy hydrogen atom, a
low-energy proton is produced. These “byproduct” cold protons are trapped in the Earth’s
magnetic field where they advect via ExB drift. In this report, the number density and
behavior of this cold-proton population are assessed. Estimates of the rate of production of
byproduct cold protons from charge exchange are in the vicinity of 1.14 cm™=> per day at
geosynchronous orbit or about 5 tons per day for the entire dipolar magnetosphere. The
production rate of cold protons owing to electron-impact ionization of the geocorona by
the electron plasma sheet at geosynchronous orbit is about 12% of the charge-exchange
production rate, but the production rate by solar photoionization of the neutral geocorona
is comparable or larger than the charge-exchange production rate. The byproduct-ion
production rates are smaller than observed early time refiling rates for the outer
plasmasphere. Numerical simulations of the production and transport of cold charge-
exchange byproduct protons find that they have very low densities on the nightside of
geosynchronous orbit, and they can have densities of 0.2-0.3 cm™ at geosynchronous
orbit on the dayside. These dayside byproduct-proton densities might play a role in
shortening the early phase of plasmaspheric refilling.

Keywords: magnetosphere, charge exchange, ring current, cold ions, hydrogen geocorona

1 INTRODUCTION

In the dipolar portions of the Earth’s magnetosphere, ring current ions charge exchange with the
neutral hydrogen exosphere of the Earth, which is known as the hydrogen geocorona (Carruthers
et al., 1976; Rairden et al., 1986). For an energetic proton H;nergeﬁc (expression (1a)), an energetic
nitrogen ion Nepergetic (expression (1b)), or an energetic oxygen ion Ogpergeic (€xpression (1¢)), the
charge-exchange reaction can be expressed as

H:nergetic + H?ow—energy - H(e)nergetic + H;(-)w—energy’ (1a)
N;nergetic + Hﬁ)w—energy - Ngnergetic + Hit)w—energy’ (lb)
O;rnergetic + H?ow—energy - Ognergetic + HlJrow—energy’ (1C)
He;rnergetic + H?ow—energy - He(e)nergetic + Hlt)w—energy’ (ld)
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FIGURE 1 | Number density of the hydrogen geocorona as a function of

the distance from the Earth’s center along the Sun—Earth line in the nightside
(local midnight). The plotted curves are from five different models of the
geocorona. Power-law fits to the curves are displayed in the figure (after

llie et al., 2013)).

where an energetic (~10’s of keV) ion passes near a low-energy
(less than an eV) hydrogen atom, and the result of the reaction is
an energetic hydrogen atom or an energetic nitrogen atom or an
energetic oxygen atom and, in all three cases, a low-energy
proton. Charge exchange with the geocorona is an important
process for the decay of the ring current (Smith and Bewtra, 1978;
Kistler et al., 1989; Liemohn et al., 1999; Ilie et al., 2013; Ilie and
Liemohn, 2016) and for the creation of unstable hot-ion
distribution functions in the dipolar magnetosphere (Cornwall,
1977; Thomsen et al., 2011, Thomsen et al., 2017). In recent years,
the space-physics community has become interested in this
charge-exchange process because remote detection of the
energetic atoms can allow the imaging of the ring current/
geocorona overlap (e.g., Gruntman, 1997; Perez et al, 2016).
In this report, the cold byproduct protons from the charge-
exchange reactions are of great interest.

Charge-exchange byproduct protons are discussed briefly in
Delzanno et al. (2021). At the 1998 GEM Summer Workshop, Pat
Reiff posed a question after a presentation as to whether charge
exchange could be an important source for the refilling of the
plasmasphere (Borovsky et al., 1998a). This work is an outgrowth
from that question.

This article is organized as follows: In Section 2, the expected
properties of charge-exchange byproduct protons in the
magnetosphere are described. In Section 3, two methods are
used to estimate the rate of production of cold charge-exchange
protons in the dipolar magnetosphere. In Section 4, computer
simulations are performed to look at the global population of cold
charge-exchange byproduct protons in the magnetosphere under

Charge-Exchange Byproduct Cold Protons

varying levels of geomagnetic activity. In Section 5, the role of
cold charge-exchange byproduct protons in the transition from
early stage to late stage plasmaspheric refilling is assessed In
Section 6, the results are summarized, and a new work is called
for that will refine the conclusions of this report.

2 PROPERTIES OF CHARGE-EXCHANGE
BYPRODUCT PROTONS

As jon-plasma-sheet (ring current) ions are convected into the
dipolar magnetosphere from the near-Earth portions of the
magnetotail, they encounter the neutral hydrogen geocorona
of the Earth. The density of the geocorona falls off with the
distance from the Earth. In Figure 1 (cf. Fig. 1 of Ilie et al., 2013),
the neutral-hydrogen number density is plotted at the equator at
local midnight as a function of the distance from the Earth: here,
power-law fits to five geocorona models are plotted in the five
different colors. The models from Rairden et al. (1986) are in
black, Hodges (1994) in blue, Ostgaard et al. (2003) in red, Bailey
and Gruntman (2011) in green, and Zoennchen et al. (2011) in
light blue. The power-law fits to the number density (in units of
cm?) are displayed in the figure. As can be seen, the density of
neutral hydrogen increases strongly approaching the Earth, and
so the probability of charge exchange increases greatly as an ion
approaches the Earth.

Because of this strong radial dependence, the cold byproduct
protons of charge-exchange origin are predominantly born at
high latitudes. The ion plasma sheet is relatively isotropic (at
geosynchronous orbit, Tper,/T)| values are typically in the 1 to 1.3
range for the <40-eV portion of the ion plasma sheet (Denton
et al., 2005)), so there are significant numbers of ions that mirror
at high latitudes in the dipolar magnetosphere. As the ions
bounce in the magnetic flux tubes, they approach the Earth at
high latitudes and spend more time there, where the geocoronal
density is higher and so where the probability for charge exchange
is higher. Assuming that the hot-ion distribution is isotropic at
the equator, Liouville’s theorem indicates that the hot-ion
distribution will be isotropic everywhere away from the
equator and that its number density will be everywhere the
same as it is at the equator (cf. Borovsky and Cayton, 2011;
Sect. 4.4 of Roederer and Zhang, 2014). For an isotropic hot-ion
population at geosynchronous orbit (L = 6.6), this constant
density is exploited to obtain the effective flux-tube-averaged
number density of the geocorona, which is found to be 2.09 times
the equatorial number density if ngeo. oc 1% (e.g., the black
curve in Figure 1), and the flux-tube-averaged number density of
the geocorona is 1.64 times the equatorial number density if ngeoc
o r 4 (e.g., the red curve in Figure 1) (See Jordanova et al.
(1996) or Liemohn and Kozyra (2003) for bounce averaging when
the hot-ion distribution is not isotropic). At 6.5 R, the average
value of the geocoronal number density nge,. of the five curves in
Figure 1 is 82 cm ™. So, if the boost in density given by flux-
tube-averaging is 1.85 times (the average of the five power laws in
Figure 1) the equatorial value, then the geosynchronous
midnight flux tube has an effective geocorona density ngeo. of

about 152 cm™>.
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FIGURE 2 | In a dipole flux tube at geosynchronous orbit, the latitudinal
distribution of the rate of production of charge-exchange byproduct protons is
plotted for an isotropic distribution of energetic ions in the flux tube. The blue
curve would be the case if the geocoronal density did not vary with the
distance from the Earth, and the red curve is the case for a geocoronal density
that varies as r 2%,

Figure 2 examines the production of charge-exchange
byproduct protons in a flux tube as a function of latitude
assuming the hot-ion distribution is isotropic at the equator.
In that case, the number density of hot ions is independent of
latitude, and the relative rate of production of charge-exchange
byproduct protons depends only on the cross section of the
flux tube as a function of latitude. For a dipole geosynchronous
flux tube, the figure plots the rate of production of byproduct
protons in the flux tube relative to the rate of production at
the equator. The blue curve accounts only for the decreasing
volume of the flux tube with increasing latitude: this would
be the relative production curve, if the number density of the
neutral hydrogen geocorona was uniform and did not vary with
the distance from the Earth. The red curve in Figure 2 is the
relative rate of production as a function of latitude accounting
for both the reduced volume of the dipolar flux tube
with increasing latitude and the increasing number density of
the geocorona with closeness to the Earth (A ngeo. oc r 28 case
was taken for the red curve, with 2.8 being the mean value of the
five exponents in Figure 1.). As can be seen comparing the red
curve to the blue curve, the nge,. o r % geocorona greatly
increases the byproduct-proton production at high latitudes.
The median value of the blue distribution is at 14.0°, and
the median value of the red distribution is at 25.5°. For the
red curve, half of the byproduct cold protons produced in the
flux tube are produced at a latitude higher than 25.5°, and half of
the byproduct protons are produced at a latitude lower
than 25.5°.

Charge-Exchange Byproduct Cold Protons

Since the byproduct protons from charge exchange are born
predominantly away from the equator, the population of cold
byproduct protons will be somewhat field-aligned at the equator
owing to the enhanced birth rate of byproduct protons at portions
of the flux tube away from the equator (essentially, the cold ions
produced at each latitude in the flux tube will produce a sort of
“inverse loss cone” population at the equator). If the hot-ion
population in a flux tube is isotropic at the equator, it will be
isotropic everywhere in the flux tube. If the hot-ion population is
isotropic, then the cold byproduct protons will be produced with
isotropic velocity vectors. The excess byproduct protons
produced off the equator will show up at the equator as an
excess of field-aligned protons.

The byproduct protons are born with low kinetic energies and
are probably born with isotropic velocity distributions. The
kinetic energies of the gravitationally bound geocoronal
hydrogen atoms can be estimated with the use of the virial
theorem, which states that for a circular orbit, the orbital
kinetic energy e, is one-half of the gravitational potential
energy €uo. Thus,

& = GMm/ 2r, (2)

where G =6.67 x 10™® cm ™ gm ™" s is the gravitational constant,
M = 5.97 x 10°” gm is the mass of the Earth, m = 1.67 x 107>* gm
is the mass of a hydrogen atom, and r is the distance from the
center of the Earth. At geocentric-orbit distances (r = 6.6 Rg = 4.2
x 10” cm), the kinetic energy of a geocoronal hydrogen atom is
rin~7.9 x 107 * erg = 0.05 V.

By kinematically analyzing the laboratory measurements of
the deflection angles of fast protons that have undergone charge
exchange with hydrogen atoms, it can be determined that the cold
byproduct protons from charge exchange are born with very little
kinetic energy. In a charge-exchange collision with a cold atom
(assuming a spherically symmetric scatter potential), the fast
proton with velocity Venergetic and kinetic energy eepergetic =
mvenergeﬁcz/z will be deflected by an angle 04 and will
transfer a kinetic energy econision to the cold atom, with the
cold atom becoming a cold proton. Using conservation of
energy and momentum and assuming that the particle masses
are identical, one finds that the kinetic energy received by the cold
atom converted into a proton is

3)

Ecollision = Senergetic Sinz (edeﬂ)/(l + Sinz (edeﬂ))~

For a wide range of incident-proton energies, Table 1 shows
measured values of the maximum deflection angle of the fast
proton as a function of its incident energy. The majority of
charge-exchange events will occur at deflection angles below
these quoted maximum deflection angles, which were
qualitatively obtained from the published differential cross
sections (Chen et al., 1973; Toshima et al., 1989; Gaussorgues
et al.,, 1975; Schinke and Kruger, 1976; Martin et al., 1981). Using
these values, the maximum energy imparted to the byproduct
protons is calculated from expression (2), and these values are
collected into Table 1. As can be seen from the table, the energies
of the charge-exchange byproduct protons will be less than 0.6 eV
for incident proton energies in the range from 500-125keV,
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TABLE 1 | Estimates of byproduct-proton kinetic energies from kinematic analysis of measured primary deflection angles.

Kinetic energy of primary H* ion Maximum angle of deflection 04eq

500 eV <2’
1 keV <1.5°
2 keV <1’
25 keV <0.1°
125 keV <0.08°

which covers the ion plasma sheet. This small energy transfer
makes sense since charge exchange is a tunneling process that can
occur at larger distances than scattering between a proton and a
neutral hydrogen atom. Consistent with this, it will be seen in
Section 3 that the charge-exchange cross section for a 1-keV
hydrogen atom is ~20 times the cross-sectional area of the
hydrogen atom. Note that the momentum transferred to the
byproduct proton in the charge-exchange collision is in a
direction that is nearly orthogonal to the initial trajectory of
the fast ion. Since the velocity kick received by the byproduct
proton during the charge-exchange collision is nearly transverse
to the path of the fast proton, for an isotropic distribution of fast
protons the byproduct protons are born with an isotropic velocity
distribution.

If a byproduct proton is born in the corotational electric field,
the cold byproduct proton will pick up a gyrational energy &;ciup
that is comparable to the corotational kinetic energy where it is
born. If a proton is born at a distance p from the rotational axis of
the Earth, this energy gain is

Epickup = 1.1x 107 eV (p/1Rg)". (4)

Even if p = 10 Rg, this energy is considerably less than 1eV.
Outside the corotational region, ExB convection can be faster.
But even if the convection speed is 10 km/s (5.7 Rg/h), the pickup
kinetic energy &pickup Will only be 0.52 eV.

It is possible that the byproduct protons can pick up parallel
kinetic energies owing to parallel electrostatic potential
differences that may exist in the dipolar magnetosphere.
Substantial potential drops between the ionosphere and the
magnetosphere are common in the auroral zone, as indicated
by the inverted-V in low-altitude electron spectrograms (which
map to the electron plasma sheet (Feldstein and Galperin, 1993))
and as also seen in downward-current regions (Lynch et al,
2002). The auroral zone can extend to L-shells lower than
geosynchronous orbit on the nightside (Mauk and Meng,
1991; Motoba et al, 2015; Ozaki et al, 2015), particularly
when the geomagnetic activity is high. Another source of field-
aligned potential drops is the ambipolar electric field driven by
the emission of photoelectrons from the upper atmosphere
(Khazanov et al, 1997; Glocer et al, 2017). The
photoelectron-driven potential drops are a few volts, so
byproduct protons born at high latitudes could pick up a few
eV of parallel kinetic energy. Ambipolar field-aligned potentials
can also be set up, if the hot ions and hot electrons of the
magnetosphere have different degrees of anisotropy (Persson,
1963; Lennartsson, 1976; Chiu and Schulz, 1978; Stern, 1981).
This property is exploited to produce electrostatic ion

Byproduct-proton kinetic energy &con Reference

<0.6 eV Fig. 2b of Gaussorgues et al., 1975
<0.6 eV Fig. 6b of Chen et al., 1973
<0.6 eV Fig. 1¢ of Schinke and Kruger, (1976)
<0.08 eV Fig. 1 of Martin et al., 1981
<0.04 eV Fig. 2 of Toshima et al., 1989

confinement in laboratory mirror machines (e.g., Hershkowitz
et al,, 1982). One can imagine that the magnetospheric hot ions
have an effective anisotropy that changes with time as the hot-ion
population decays owing to charge exchange. These anisotropy-
driven ambipolar potentials can be a fraction of the hot-particle
temperatures (Whipple, 1977), so a parallel potential of at least a
few volts driven by multi-keV ions and electrons is almost
probable. Should the byproduct protons gain parallel kinetic
energy owing to any of these parallel potential differences in
the magnetosphere, they will appear as a cold, field-aligned
proton beam in the equatorial magnetosphere.

A candidate population of cold ions that may be the byproduct
protons produced by hot-ion charge exchange with the geocorona
is seen in the equatorial magnetosphere at geosynchronous orbit
by the Magnetospheric Plasma Analyzer (MPA) (Bame et al,
1993). An example of this ion population can be seen in the
energy-time ion spectrogram as shown in Figure 3. Here, 3.8 h of
ion measurements are shown from the spacecraft LANL-02A on
September 23, 2003. The spacecraft was crossing the nightside in
geosynchronous orbit at the equator. The vertical axis of the
spectrogram is the logarithm of the ion energy going from 1 eV at
the bottom to 40 keV at the top. The color is the intensity of the
ion energy flux at that energy. On the horizontal axis, UT is
plotted with the local time of the spacecraft indicated in
parentheses: in the plot, the spacecraft travels from about 22.7
LT to about 2.5 LT. The vertical black lines in Figure 3 denote the
time interval when the spacecraft was in eclipse. The feature in the
spectrogram to focus on is the narrow “ion line” that has darkness
below it. In the hot electron plasma sheet, the MPA spacecraft
charges to large negative potentials with respect to the ambient
magnetospheric plasma (Thomsen et al., 2013): any low-energy
ions in the magnetospheric plasma are accelerated across this
potential to produce this narrow-energy (cold) line in the energy-
time spectrogram. The energy of the ion line is used as a direct
measure of the spacecraft potential with respect to infinity
(Borovsky et al., 1998b). The vertical width of the ion line is
narrow, indicating that the energy spread of the ions is small
compared with the potential that the ions fell through. At around
21 UT in Figure 3, the potential of the ion line is about 30 V, and
the line is still narrow. There are 40 evenly spaced energy
channels in the spectrogram, so at 21 UT the energy spread in
the ion-line population is much less than 30 eV. The density in
the ambient magnetospheric plasma of these cold ions is difficult
to determine owing to the sheath focusing by the large-radius and
large-voltage spacecraft sheath (for example, at 19 UT in
Figure 3, the hot-electron density is 0.51 cm™ and the hot-
electron temperature is 4.2 keV yielding a Debye length for the
spacecraft of Ap, = 0.68 km). Preliminary calculations based on
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FIGURE 3 | 3.8-h long energy-time ion spectrogram taken from the MPA instrument on September 23, 2003, onboard the spacecraft LANL-02A at
geosynchronous orbit crossing the nightside. The energy resolution of the spectrogram is 40 vertical channels logarithmically spaced. The time resolution is 86 s.

2o (D672 =1 (1.673

TABLE 2 | Estimates of the number of byproduct cold protons produced.

Method Production rate

Examining loss of plasma-sheet ions
Calculating local charge-exchange rate
Calculating electron-impact ionization rate
Calculating geocorona photoinization rate

5 tons per day in dipole
114cm>day' atL=6.6
0.14cm™Zday ' atL = 6.6

12-26cm e day 'atL =6.6

orbit-limited ion collection indicate that the densities of the cold
ambient protons that produce the ion lines at high voltages are on
the order of 107> cm ™. It is believed that the ion-line ions with
their low-ambient fluxes are only detectable because the
spacecraft charges to high-negative potentials so that its sheath
collecting area is much greater than its surface area (e.g., Chen,
1965; Hershkowitz, 1989).

3 PRODUCTION ESTIMATES FOR
BYPRODUCT PROTONS

In this section, the rate of production of cold protons owing to the
charge exchange of ion-plasma-sheet (ring current) ions with
geocoronal hydrogen atoms is estimated in two different ways. In
the first method, the total number of plasma-sheet protons passing
into the dipolar region per day is considered, and then the fraction
lost owing to charge exchange is applied to these to obtain the total
number of charge-exchange collisions in the dipolar region of the
magnetosphere per day. The second method involves examining
the number density and temperature of the ion plasma sheet at
geosynchronous orbit, estimating the density of the geocorona
there, and applying measured charge-exchange cross sections to
these numbers to obtain the rate of charge-exchange collisions at
geosynchronous orbit. Then, similar calculations will be carried out
to determine the rate of production of cold protons by electron-
impact ionization of the geocorona hydrogen atoms by electron-
plasma-sheet electrons and the rate of production of cold protons
by photoionization of the geocorona hydrogen atoms. The values
are collected in Table 2.

The first calculation proceeds as follows: The proton mass of
the earthward-convecting portion of the ion plasma sheet M, on
the nightside of the Earth is about 1,150 kg (Table 4 of Borovsky
et al.(1998c)), assuming that all of the plasma-sheet ions are
protons. This material convects from the near-Earth magnetotail,
into the dipolar region of the magnetosphere, past the Earth’s
terminators, to the dayside magnetopause where it is lost. The
convection time T.opy (replacement time) for the nightside plasma
sheet is estimated to be about 2.1h (Table 4 of Borovsky
et al.(1998¢c)). This gives a mass flow rate of M,g/Tcony ~ 1.3 X
10* kg/day of hot protons into the dipole from the magnetotail,
which is about 13 metric tons per day. By comparing the number
density of the ion plasma sheet on the dayside of the dipolar
region at geosynchronous orbit with its number density on the
nightside of the dipolar region, a rough estimate of the fraction of
ion-plasma-sheet ions that undergo charge exchange can be
obtained. At geosynchronous orbit, the ion-plasma-sheet
number density on the nightside is typically npign ~ 0.7 cm™>,
and the density on the dayside is ngy ~ 0.4 cm ™ (e.g., Korth et al,,
1999). This represents a ~40% loss in the ions in passing the
dipole from the nightside to the dayside (the loss is probably
slightly higher since the flux-tube volume is larger on the
nightside of geosynchronous orbit than it is on the dayside;
the equatorial field strength being typically ~30% less on the
nightside than it is on the dayside (Rufenach et al., 1992; Borovsky
and Denton, 2010)). Assuming that the density reduction is solely
due to charge-exchange loss (ignoring loss of hot protons to the
atmosphere), the ~40% of 1.3 x 10* kg/day represents a ~5 x
10° kg/day loss of hot protons owing to charge exchange. For
every hot proton lost to charge exchange, one cold byproduct
proton is produced. Hence, ~5 x 10° kg/day, or ~5 metric tons per
day, of cold protons are produced in the dipolar magnetosphere
as byproducts of charge exchange. This value is entered into
Table 2. This number should be taken as an order-of-magnitude
estimate, since the mass of the plasma sheet is difficult to discern,
and the estimated convection time for the plasma sheet differs
depending on whether ionospheric or magnetospheric flows are
analyzed. The number density of the plasma sheet also varies
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FIGURE 4 | In the top panel, the charge-exchange cross section o of a
hydrogen atom to a proton is plotted as a function of the proton kinetic energy
E (after Barnett (1990)). In the bottom panel, the product vo is plotted as a
function of E, where v is the proton velocity.
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considerably from day-to-day depending on solar-wind
conditions (Borovsky et al., 1998d). As a comparison to the
five tons per day of byproduct protons, the mass of the
protons in the outer filled plasmasphere (the region that tends
to drain and refill) is on the order of 34 tons (Borovsky and
Steinberg, 2006).

The second calculation, which estimates the rate of occurrence
R of charge-exchange collisions at geosynchronous orbit,
proceeds as follows: the rate of production of byproduct
protons (number per unit time per unit volume) is

(5)

where Nepergetic is the number density of hot (energetic) ions, and f
is the frequency that one of these energetic ions undergoes
charge-changing collisions. For the number density and
temperature of the hot protons at geosynchronous orbit at
local midnight, the values nepergetic = 0.88 cm ™ and Tenergetic =
8.9keV are taken from the upper-right geosynchronous-orbit
point in Fig. 2 of Borovsky et al., (1998c). The frequency f of
charge-exchange collisions for a proton in the hydrogen
geocorona is

R = Denergetic f,

(6)

where nge,. is the number density of hydrogen atoms in the
€EOCOroNa, Venergetic is the velocity of the energetic proton, and o is
the charge-exchange cross section for a proton on a hydrogen
atom. FOr Venergetic> the velocity of a proton with a kinetic energy
of 8.9 keV is taken, which is Vepergetic = 1.3 X 10® cm/s. For Ngeoos
the mean value of the five curves in Figure 1 at r = 6.5 Rg is

f = ngeoc Venergetico)

Charge-Exchange Byproduct Cold Protons

82 cm >, and an effective flux-tube average value (for an isotropic
hot-ion distribution at the equator) is about 1.85 times that of the
equatorial density, yielding nge,. = 152cm™ for the “bounce-
averaged” geocorona number density (cf. Section 2). The
measured charge-exchange cross section ¢ for a proton is
plotted in the top panel of Figure 4 as a function of the
proton kinetic energy, taken from the data in Table A-22 of
Barnett (1990), which is a compilation of a number of laboratory
experiments. Note, in the top panel, the large size of this cross
section at 1 keV is 0 = 1.7 x 107"* cm?, which is 19.4 times than
that of the cross-sectional area of a hydrogen atom ma,” = 8.8 x
10™"7 cm?, where a, = 5.29 x 10~ cm is the Bohr radius and the
radius of a hydrogen atom (cf. Table 1 of Ghosh and Biswas
(2002)). A 1-keV proton coming within 4.4 atomic radii of a
hydrogen atom can undergo charge exchange, hence the very
weak kinetic energy transfer e.sion to the byproduct proton
during the exchange (cf. Section 2 and Table 1). At 8.9 keV, the
charge-exchange cross section is ¢ = 8.3 x 107'°cm®. In the
bottom panel of Figure 4, VenergeticO is plotted. Ideally, to utilize
expression (5) for a distribution of hot ions, one should average
Venergetic0 Over the distribution of ions (this is complicated
because the distribution functions of plasma sheet ions at
geosynchronous orbit are non-Maxwellian; e.g., see Fig. 9 of
Birn et al.(1997)). Fortunately, in the energy range of the ions
of the ion plasma sheet, the quantity Venergeic0 does not vary very
much; as can be seen in the bottom panel of Figure 4, in the
kinetic energy range from 100 eV to 50 keV, VenergeticO Varies by
less than a factor of 4. For a distribution of protons with a
temperature of about 8.9keV, a value of Venergetic0 = 1 X
10”7 cm™s™" will be used. Using these values in expression (6)
with ngeoc = 152 cm ™ yields a frequency of charge exchange of =
1.3 x 107> s (this represents a half-life to charge exchange of
about 15 h for a hot proton at geosynchronous orbit). Using this
value of f in expression (5) along with nepergetic = 0.88 cm™ yields
a production rate of cold byproduct protons of R = 1.3 x
107 cm™s™', which is 1.14 cm—>day™". This value is entered
into Table 2.

For comparison with the rate of production of cold protons by
charge exchange, the rate of production of cold protons by
electron-impact ionization of geocoronal hydrogen by the
electron plasma sheet is estimated. Similar to the
aforementioned calculation of charge-exchange production, the
electron-impact ionization rate R will be

7)

where ng. is the number density of hot electrons, v is the
velocity of a hot electron, iy, is the impact-ionization cross
section for the hot electron on a hydrogen atom, and nge,. is the
density of hydrogen atoms. The number density of the hot
electrons is taken to be nge. = 0.88cm™>, and the electron-
plasma-sheet temperature is taken to be Tee. = 2keV (cf.
Fig. 2 of Denton et al.(2005)). The velocity of an electron with
an energy of 2 keV is Vejee = 1.9 % 10° cm/s. The electron-impact
ionization cross section for a hydrogen atom to 2 keV electrons is
Oioniy = 6.3 % 107 ¥ cm™ (e.g., Fig. 7 of Shah et al.(1987) or Fig. 5
of Tawara and Kato (1987)). Again, the bounce-averaged density

R = nge Ngeoc Velec Oioniz>
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of the hydrogen geocorona as seen by an isotropic population of
electrons at L = 6.6 is ngeoc = 152 cm™>, Using these values in
expression (7) yields a rate of ionization of R ~ 1.6 x
10°cm™ 57", which is R ~ 0.14 cm ™ day ' at geosynchronous
orbit. This value is entered into Table 2. For electron energies
Eelec in the range from 400 eV to 4 keV, the quantity VeiecOioniz
varies with electron energy approximately as VeecOioniz O
Eetec 2% hence, averaging over a thermal distribution of
electrons does not greatly vary the value of VeecOioni; and R,
and the value of R ~ 0.14 cm ™ day ™" is relatively insensitive to the
temperature of the electrons of the electron plasma sheet
(however, the rate R is sensitive to the number density of the
hot electrons, which varies with time). This is the rate of
production of cold protons by electron-impact ionization by
the electron plasma sheet. This R ~ 0.14cm ™ day™' rate is
about 12% of the 1.14 cm™ day ™' rate of production by charge
exchange of the ion plasma sheet.

For another comparison, the rate of production of cold
protons from solar photoionization of the neutral hydrogen
geocorona is estimated. At 1AU from the sun, the
photoinization rate of a hydrogen atom is about 1 x 107" s™’
to 2 x 1077 s (Gruntman, 1990; Ogawa et al., 1995), i.e., the
lifetime of a hydrogen atom to photoionization is about
57-115 days. If the effective number density of the geocorona
for a midnight geosynchronous-orbit flux tube is nge,. =
152 cm™>, then the production rate from photoionization is on
the order of 1.5 x 10°cm™s to 3 x 10°cm /s or
1.3-2.6 cmday ', which is comparable to the production rate
from charge exchange. This value is entered into Table 2.

4 MAGNETOSPHERIC SIMULATIONS OF
BYPRODUCT-PROTON PRODUCTION AND
TRANSPORT

To explore the rudimentary behavior of the population of cold
byproduct protons, numerical simulations are utilized. The
HEIDI (Hot Electron Ion Drift Integrator) simulation code
(Liemohn and Jazowski, 2008; Ilie et al., 2012) is used to look
at the production and transport of the cold charge-exchange
protons for two cases of steady geomagnetic activity. The HEIDI
code simulates the evolution of the hot ring-current (ion-
plasma-sheet) ion population by calculating the velocity
moments of the ijon phase-space distribution function
through the dipolar magnetosphere, whose evolution is under
the action of the ExB drift and gradient and curvature drifts.
HEIDI includes hot-ion loss via charge exchange with the
geocorona and loss to precipitation into the atmosphere. The
outer boundary of the simulation is at L = 6.5 (approximately
geosynchronous orbit), and a boundary condition for the
simulations is that the number density and temperature of
the hot ion plasma sheet (ring current) is specified at L = 6.5
on the nightside. In the two simulations, the Volland-Stern
electric-field model (Volland, 1973; Stern, 1975) was used,
parameterized by Kp. For the magnetic field, a non-tilted
dipole was used. The HEIDI code incorporates a variety of
neutral hydrogen geocorona models (Ilie et al, 2013); the
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FIGURE 5 | From two HEIDI simulations, the number density of cold
charge-exchange byproduct protons is plotted in the equatorial plane at L =
6.5 as functions of local time. Panel (A) is for a Kp = 1 run with the nightside ion
plasma sheet having n = 0.93 cm~3and T =5 keV, and panel (B) is for a

Kp = 6 run with the nightside ion plasma sheet havingn = 1.45 cm=2and T =
11.6 keV.

Rairden et al.(1986) model for the neutral hydrogen
geocorona is used for the two simulations.

The cold charge-exchange byproduct protons are advected via
ExB in the simulations. The small losses of the cold protons 1) via
scattering into the loss cone and 2) via charge exchange with the
hydrogen geocorona are ignored in the simulations. The loss
timescale for a 1-eV proton scattering into the atmosphere is
estimated to be 89 h at L = 3 and 87 days at L = 6.6. The loss
timescale for a 1-eV proton to charge exchange with the Hodges
(1994) geocorona (the highest-density model in Figure 1) is 55 h
at L =3 and 370 h at L = 6.6. But, note that if a cold proton is lost
to charge exchange, it is replaced by another cold proton.

For the two simulations, Figure 5 plots the number density of
cold charge-exchange protons at near-geosynchronous orbit (L =
6.5) as a function of local time. Figure 5A is for a low-activity
simulation in which Kp = 1, and the nightside number density of
the ion plasma sheet was 0.93 cm™ and the temperature was
5 keV; Figure 5B is for a very high-activity simulation in which
Kp = 6, and the nightside number density of the ion plasma sheet
was 1.45cm ™ and the temperature was 11.6keV. In both
simulations, the ionic composition of the plasma sheet on the
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nightside was taken to be 100% H", and so only cold protons
produced by energetic protons charge exchanging with atomic
hydrogen (expression (la)) are calculated in the simulations.
Each simulation was run for 72h with a time-independent
level of magnetospheric convection (parameterized by the
steady level of Kp) and with a time-independent number
density and temperature of the ion plasma sheet at L = 6.5 on
the nightside. In the plots of Figure 5, the number density of cold
charge-exchange protons is artificially low on the nightside at L =
6.5: the number density at L = 6.5 on the nightside is only related
to the combination of production in the first outer cell of the code
and advection out of that cell. In reality, there is production of
cold protons beyond L = 6.5 on the nightside followed by
advection through the L = 6.5 region; that production beyond
L = 6.5 does not appear in the simulation since the outer
boundary of the simulation domain is at L = 6.5. At local
midnight in the simulations at 72h, a comparison of the
number density of cold byproduct protons at L = 6.5 and at L
= 6.25 finds the density in the Kp = 1 simulation goes from 1.1 x
107%at 6.6 t0 4.6 x 10~ cm ™ at 6.25, and in the Kp = 6 simulation
the density goes from 2.8 x 107> to 6.8 x 107> cm™. This is a
factor of ~3 increase from L = 6.6 to L = 6.0, so if the production
of byproduct cold protons beyond L = 6.5 was accounted for in
the simulations, the number-density values at L = 6.5 on the
nightside could easily triple. Note in Figure 5 that the cold-ion
number density at local midnight is much less for the Kp = 6 case
than it is for the Kp = 1 case: this is dominantly a function of the
plasma advection strength where cold ions are more rapidly
convected away in the Kp = 6 case but can build up in
number density in the Kp =1 case.

The major production of charge-exchange cold protons is in
the inner dipolar region where the neutral hydrogen geocorona is
denser. The cold protons produced in the inner dipolar regions
advect sunward, and so the number density of cold charge-
exchange byproduct protons is relatively larger where they
cross geosynchronous orbit on the dayside. In Figure 5, both
simulations yield number densities of cold byproduct protons of
0.2-0.3 cm™> at local noon at L = 6.5 (unfortunately, the jon-line
analysis performed for the MPA spacecraft on the nightside,
where there is strong charging, does not work on the dayside,
where there is an absence of strong charging). Note, however, that
the local-time width of the higher-density cold protons is narrow
in the high-activity simulation (Figure 5B) and wide in the low-
activity simulation (Figure 5A).

The number densities of charge-exchange byproduct protons
are proportional to the number density of the ion plasma sheet
flowing into the dipolar region on the nightside. It will also
depend on the ion composition of the plasma sheet. Further, the
(Rairden et al, 1986) geocorona model was used in the
simulations of Figure 5: if another geocorona model were to
be used (cf. Figure 1), the number density of cold byproduct
protons would be higher.

At L = 6.5, the number density of cold charge-exchange
byproduct protons is less than the number density of the ion
plasma sheet. The peak cold-proton number densities of 0.2-0.3
are about half of the typical dayside ion-plasma-sheet densities
Ngay ~ 0.4 cm™ (e.g, Korth et al, 1999). For cold-ion
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measurements in the dayside magnetosphere, these byproduct
cold-proton densities may be lost in the population of
plasmaspheric-refilling outflows, which can result in number
density buildups of 50 cm/day at geosynchronous orbit
(Sojka and Wrenn, 1985; Lawrence et al., 1999; Su et al., 2001;
Denton and Borovsky, 2014). In the following section, an
assessment is made of the role that the cold charge-exchange
byproduct proton distribution plays in the early time refilling of
the plasmasphere in the dayside magnetosphere: it is found that
the number densities of the byproduct protons are probably not
sufficient to eliminate the early phase of refilling, but the
byproduct population probably contributes to the shortening
of the early phase, helping to bring on the transition to the
rapid late phase refilling.

A study is in progress on the behavior of the cold charge-
exchange byproduct proton population at all L-shells in
simulations of the magnetospheric under time-dependent
geomagnetic activity.

5 COLD BYPRODUCT PROTONS AND
EARLY TIME PLASMASPHERIC REFILLING

On the dayside, the sunlit ionosphere has cold-proton outflows
that can build up to refill the outer plasmasphere in the dipolar
magnetosphere. It is argued that there are two different timescales
for the refilling (Wilson et al., 1992; Lawrence et al., 1999; Su et al.,
2001; Gallagher et al., 2021): a slow refilling at early times and a
faster refilling at late times. (But see Denton and Borovsky (2014)
for evidence against a two-timescale picture.)

Early refilling is slow because the protons coming out of one
ionosphere  ballistically the length of the
magnetospheric flux tube and end up lost in the conjugate
atmosphere. It is argued that until there is sufficient cold plasma
in the flux tube to sufficiently Coulomb scatter a transiting
proton, that proton is likely to be lost in the conjugate
atmosphere. Sufficient Coulomb scatter means enough
angular scattering to knock the transiting proton out of the
loss cone during its transit. To get to this stage where a
transition to faster late-time refilling occurs, the amount of
angular scattering per transit should be greater than or equal to
the atmospheric loss cone as seen at the equator.

Equation (6.4.11) of Krall and Trivelpiece (1973) expresses the
timescale T for a thermal proton in a hydrogen plasma of density
n and temperature T to be scattered through a total angle of 1
radian by multiple Coulomb scattering events. The timescale to
scatter through the small loss-cone angle 0, is Boss” times this
timescale, where 0, is expressed in radians. This gives

traverse

2
- eloss

T {(my? (kyT)”?)/ (2"*mn €" log, (A))}[0.843 + 0.415]""

(A1)

where log.(A) is the Coulomb logarithm, 0.843 is a factor for the
scattering of the proton by the electrons of the plasma, and 0.415
is a factor for the scattering of the proton by the protons of the
plasma (Note that the square-bracket final factor ™ in
expression (Al) is written incorrectly as 0 in eq. (6.4.11) of
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Krall and Trivelpiece (1973)). We are interested in the number
density n that will produce a scattering by 6}, in a time t = d/v,,
where d is the transit pathlength through the plasma and v, is the
speed of the transiting proton. Using t = d/v, in expression (A1)
and solving for n yields, we get

_ 2
n= eloss

{(m¥2 (s T)"*v, )/ (272 n d ¢ log, (A))}[0.843 +0.415] "
(A2)

At the geosynchronous-orbit equator for a 100-nT field, the
loss cone angle is 0} = 2.5° = 4.5 X 1072 radian. As the proton
transits from one ionosphere to the other, any angular scattering
that occurs at high latitude is not effective at moving the proton
out of the loss cone; hence, for d, we will take a transit length at
lower latitude in the dipolar flux tube. For L = 6.6, this length is
taken to be d = 6.6 Ry = 4.2 x 10*km. Taking the transiting
proton to have an energy of 1eV and the building-up
proton-electron plasma in the magnetosphere to have that
same 1-eV temperature, this gives T = 1eV and v, = 14 km/s.
The Coulomb logarithm for a plasma with a temperature of 1 eV
and a density of about 1 cm™ is log.(A) = 23. Using these values
in expression (A2) yields the critical number density of a 1-eV
proton—electron plasma to be n = 0.26 cm ™.

The number densities of charge-exchange byproduct protons
can be non-negligible compared with this number density n =
0.26 cm™ (cf. Figure 5). That 0.26 cm™> number density was
calculated for a T; = T, = 1-eV plasma. However, the cold charge-
exchange byproduct protons are produced by removing hot
protons (or hot O" ions or hot N' ions) from the
magnetosphere and not altering the hot electrons, and so there
is no 1-eV population of electrons accompanying the cold
byproduct protons to help with the Coulomb scattering of a
transiting proton (the hot ions and hot electrons in the flux tube
are not effective at Coulomb scattering of a cold proton). Hence
the factor [0.843 + 0.415]7! in expression (A2) becomes [0 +
0.415]""  for cold charge-exchange protons without
accompanying cold electrons. This increases the calculated
critical number density 0.26 cm™ by a factor of 3.0, yielding a
critical number density of byproduct protons of n = 0.79 cm ™ to
cause a transition from slow early time refilling to fast late-time
refilling. However, a number density of 0.2-0.3 cm™ (cf.
Figure 5) will do some angular scattering to shorten the time
that early time refilling needs to go on before the transition
density can be reached.

Also in the magnetospheric flux tube, there are the two
“refilling” beams of protons from the ionospheric outflow that
have non-zero number densities, and each beam contributes to
the Coulomb scattering of the other beam. For these two beams to
be able to account for the late-stage refilling rate of the
plasmasphere Ry, each beam must have a number density
Npeam at the equator of

Npeam = (2/2)R1a‘eTtransit: (A3)

where Tyansie 1S the transit time from the ionosphere to the
equator, the factor of 2 in the denominator accounts for the
fact that two beams give rise to the refilling rate R, so that each
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beam takes half the density, and the factor of 2 in the numerator
accounts for the fact that the refilling is only on for about 12 h out
of 24h because the refilling only occurs from the sunlit
ionosphere so the dayside refilling rate is twice the daily rate.
The transit time in the dipole flux tube at geosynchronous orbit
from the ionosphere to the equator is Tyansie = (1.3) (6.6) (1 Rg)/
Vbeam = 5.4 X 10* Km/Vpeam. The measured late-stage refilling rate
at geosynchronous orbit is 25-50 cm™>/day (Sojka and Wrenn,
1985; Lawrence et al., 1999; Su et al., 2001; Denton and Borovsky,
2014). For a 1-eV outflow beam of protons (with Vyeam = 14 km/
s), the transit time is Tyansic = 1.1 h, and the equatorial number
density of each beam given by expression (A3) is Npeagm =
1.1-22cm™. This is a substantially higher number density
than the 0.2-0.3 cm™ number densities of the cold charge-
exchange  byproduct proton  population found at
geosynchronous orbit in the HEIDI simulations (although the
HEIDI simulations yielded densities that are lower bounds, owing
to the use of the (Rairden et al., 1986) geocorona and the absence
of charge exchange beyond L = 6.5 on the nightside). However,
the effectiveness of proton-proton Coulomb scattering is very
sensitive to the relative velocities of the colliding protons, and the
protons of one beam pass the protons of the other beam with a
relative speed v, of 28 km/s whereas the protons of each beam
pass through the byproduct protons with a relative speed v, of
about 14 km/s. To obtain the same angular-scattering effect, one
needs a critical density n. that increases as ngy oc v¥ (cf.
expression (6.2.4) or (6.2.6) of Krall and Trivelpiece (1973)),
so the density of a beam is not as effective as at scattering by a
factor of about 4 as is the density of the byproduct protons are.
Based on observations, the temperature of the outer plasmasphere
may be higher when the plasmaspheric density is low, and the
temperature is lower when the density is high (e.g., Comfort et al.,
1985; Moldwin et al., 1995). There is some argument that the
outflow energy of protons from the ionosphere is greater during
early stage refilling than it is during late-stage refilling (cf. Wilson
et al,, 1992; Su et al., 1998). If the proton outflow energy is 3 eV
(with Vpeam = 24 km/s), then expression (A3) yields the equatorial
number density of each beam to be npe,, = 0.65-1.3 cm>, and if
the proton outflow energy is 10 eV (with Vyean, = 44 km/s), then
expression (A3) yields the equatorial number density of each
beam to be nyeam = 0.36-0.71 cm .

Note that in the dayside magnetosphere, there is also the
oxygen-rich warm plasma cloak (Chappell et al., 2008). The ions
of the cloak have been explored (Horwitz and Chappell, 1979;
Borovsky et al., 2013; Lee and Angelopoulos, 2014; Takahashi
et al,, 2014; Jahn et al., 2017; Delzanno et al,, 2021), but the
electrons of the cloak are mostly a mystery (Li et al, 2011;
Nishimura et al,, 2013; Mozer et al., 2017; Walsh et al., 2020).
The dayside cloak can have ion densities of a fraction of 1 cm™
(cf. Fig. 9 of Jahn et al., 2017) or even higher than 1 cm™ during
storm times (cf. Fig. 20 of Borovsky et al., 2013). For a calculation,
we take n = 0.2 cm ™ for the O" of the cloak at geosynchronous
orbit on the dayside (cf. Fig. 9 of Jahn et al, 2017). The
temperature of the cloak varies (as does its number density),
but for the sake of calculation we take the O" temperature to be
20 eV. For Coulomb scattering, it is the relative velocity of the
colliding particles that controls the strength of the scatter; 20-eV
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O" ions have a velocity distribution very similar to that of 1-eV
H" ions. Note, however, that heavy O" ions are more effective at
angular scattering a transiting proton since an O ion recoils less
than an H' ion does during a collision, and so the transiting
proton deflects more off of O" than it does off of H'. Hence,
0.2 cm™ of 20-eV cloak oxygen is probably a more important
factor in ending the early time refilling phase than is 0.2-0.3 cm ™
of byproduct protons.

The densities of all of the populations (byproduct and cloak)
vary with time, so at times the byproduct protons may play an
important role in bringing about the transition from slow early time
plasmasphere refilling to rapid late-time plasmasphere refilling.

6 SUMMARY

In this report, the production of cold protons from charge-exchange
collisions between the protons of the ion plasma sheet (ring current)
and the neutral hydrogen geocorona was investigated, and the
properties of these byproduct protons were ascertained.

The properties of the byproduct protons are as follows (see
also Section 2): Each charge-exchange collision produces one
byproduct proton. The byproduct protons are born primarily off
equatorial in the dipolar portions of the magnetosphere, owing to
the intersection of the quasi-isotropic ions of the ion plasma sheet
and the radially decreasing density of hydrogen atoms in the
Earth’s geocorona. When they are born, the byproduct protons
are trapped in the magnetosphere by mirror geometry of the
dipole magnetic field of the Earth. Since they are born primarily
away from the equator, the distribution of cold protons will tend
to be field aligned. The protons are born with very little kinetic
energy (<0.6 eV) from the charge-exchange collisions, and they
pick up very little energy (<1 eV) owing to the corotational and
convectional electric field in which they are suddenly born. If
there are field-aligned electrostatic potentials residing in the
dipolar magnetosphere (driven perhaps by photoelectrons off
the atmosphere, by anisotropies in the ion- and electron-plasma-
sheet populations, by contact of the hot magnetospheric electrons
with the ionosphere, or by field-aligned currents), then the
byproduct protons may pick up a parallel-to-B kinetic energy.

A population of ions that are seen at the equator in
geosynchronous orbit was identified as a candidate for being these
byproduct protons produced by charge-exchange collisions (see
Section 2). The population of ions is known as the “ion line” in
energy-time ion spectrograms. The ion line is formed by ambient ions
(with thermal energies less than a few 10’s of eV) that are accelerated
across the spacecraft sheath from the ambient magnetospheric
plasma to the negatively charged satellite. The ion line is typically
seen in the midnight-to-dawn region of local time at geosynchronous
orbit where satellites encounter the electron plasma sheet. At the
equator, the cold ions of the ion line tend to be field aligned. The
ambient densities of the cold ions that make up the line are estimated
to be about ~102cm™ in the nightside magnetosphere at
geosynchronous orbit. Without strong spacecraft charging (which
occurs in the electron plasma sheet) and the associated strong sheath
focusing of ion orbits onto the satellite, these ions would be difficult to
detect with standard ion instruments.

Charge-Exchange Byproduct Cold Protons

The rates of production of byproduct protons from charge
exchange were estimated by two different ways (see Section 3). By
combining an estimate of the total flow of ion-plasma-sheet
protons into the nightside of the dipolar region and an
estimate of the fraction of those ion-plasma-sheet ions that are
lost to charge exchange as they pass the dipole from the nightside
to the dayside, the total number of charge-exchange collisions in
the dipolar region was estimated: the estimate yields about 5 tons
per day of cold byproduct protons in the magnetosphere. By
examining the temperature and density of the ion plasma sheet at
geosynchronous orbit (L = 6.6) and using a model of the neutral
hydrogen geocorona, the rate of charge-exchange collisions was
estimated: about 1.14 cm™ per day of byproduct protons is
produced in geosynchronous-orbit flux tubes on a typical day.

The rate of production of cold protons owing to electron-impact
ionization of geocoronal hydrogen atoms by the electrons of the
electron plasma sheet was estimated (see Section 3). About 0.14 cm™
per day of cold protons is produced this way at geosynchronous orbit,
predominantly on the nightside and dawnside. The production rate
of cold protons by electron-impact ionization is a factor of 10 less
than the production rate by charge exchange.

The rate of production of cold protons owing to solar
photoionization of geocoronal hydrogen atoms was estimated
(see Section 3). About 1.3-2.6 cm™ per day of cold protons is
produced this way at geosynchronous orbit. The production rate
of cold protons by photoionization is comparable to or greater
than the production rate by charge exchange.

The production and transport of cold byproduct protons was
investigated with the HEIDI simulation code. Two steady-state
convection runs were investigated (Kp = 1 and Kp = 6), and the
number density at L = 6.5 in the equatorial plane was examined.
Both simulations yielded byproduct-proton number densities
that peaked on the dayside, with maximum number densities
0f0.2-0.3 cm ™ near local noon (note that these number densities
would be higher, perhaps by a factor of 2, if a geocorona model
other than the Rairden et al., 1986 model would have been used in
the simulations; further, the number densities are lowered by the
fact that the charge-exchange production of protons beyond L =
6.5 on the nightside is not included). These number densities are
small compared with expected number densities of
plasmaspheric-refilling proton outflows from the ionosphere
and are also small compared with dayside cloak-ion number
densities. An assessment at geosynchronous orbit of the
population of cold charge-exchange byproduct protons in the
dayside magnetosphere finds that they likely contribute to the
shortening of any “early phase” of plasmaspheric refilling by
Coulomb scattering ionospheric-outflow protons out of the
atmospheric loss cone, yielding a trapping of the outflows and
a buildup of the magnetospheric plasmaspheric density.

To test whether or not the ions making the ion line are the
predicted byproduct protons from charge exchange, the statistics
of the observed properties of the “ion-line” population versus ion-
plasma-sheet densities, magnetospheric convection rates, etc., are
called for. If the ion-line ions are cold byproduct protons from
charge-exchange collisions on the nightside of the dipolar region,
then there should be a positive correlation between the density of
the jon-line jons and the density of the ion plasma sheet,
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particularly when the convection age of the flux tube is accounted
for. If there are factors that cause the density of the neutral
hydrogen geocorona to vary (e.g., Banks and Kockarts, 1973;
Bzowski and Fahr, 1996; Kuwabara et al., 2017), then the density
of the ion line should also be affected by these factors, which can
be tested observationally.
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A review of instrument techniques
to measure magnetospheric cold
electrons and ions
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Brian A. Larsen?, Daniel B. Reisenfeld® and Victoria Coffey?
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A review of the instruments and techniques to directly measure the full distributions
of the cold-ion and cold-electron populations in the magnetosphere is presented.
Relatively few studies have focused on the cold plasma populations of the
magnetosphere due to difficulties associated with obtaining measurements. The
cold particle populations are defined here as those with total energy
approximately <100 eV which is an energy range for which measurements are
difficult (regardless of species), but which often make up the bulk of the plasma
density. These populations have known and suspected impacts on the structure and
dynamics of the magnetosphere but to date have not yet been measured adequately.
The lack of accurate measurements cold ion and electron populations through the
magnetosphere makes closure of these science questions extremely difficult if not
impossible. Reaching closure will require innovations in plasma spectrometers and
associated techniques required to obtain high-fidelity measurements of the cold ion
and electron populations in the magnetosphere. This paper seeks to review the
instruments and techniques that have been used to date and present possible
options for future missions.

KEYWORDS

cold plasma, magnetosphere, ions, electrons, magnetic reconnection
1 Introduction

Relatively few studies have focused on the cold electron and cold ion populations of the
magnetosphere due to difficulties associated with obtaining measurements using instruments
mounted on charged spacecraft. The cold particle populations are defined as those with total
energy approximately <100 eV which is an energy range for which measurements are difficult
(regardless of species), but which often make up the bulk of the plasma density. These
populations have a number of known impacts on the structure and dynamics of the
magnetosphere (Delzanno et al,, 2021) but to date have not yet been measured extensively.
In sunlight, spacecraft in the magnetosphere typically float from a few volts positive to several
tens of volts positive (Thomsen, et al., 2007), preventing the bulk of the cold ion spectrum from
reaching spacecraft instruments (Genestreti, et al., 2017). This effectively limits the energy
measurement range to just the ion population with energy above the spacecraft potential.
Simultaneously, sunlit spacecraft surfaces emit a constant flux of low-energy electrons
(DeForest 1972) which contaminate or completely mask instrument measurements of
ambient, low-energy magnetospheric electrons (Scime et al., 1994; Gershman, et al.,, 2017).
These difficulties and subsequent scarcity of measurements have been well described in the
literature (Andre and Cully 2012; Lee and Angelopoulos 2014; Haaland, et al., 2015; Delzanno,
et al,, 2021) leading to the colloquial term for low-energy magnetospheric ions as the “hidden
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populations” (Olsen 1982). This paper seeks to describe the
instruments and techniques that have been used to date and
present options for future missions.

There have been many theories, studies, and debates regarding the
processes of magnetosphere-ionosphere coupling (MIC), currently focused
on the location and driving conditions for magnetic reconnection and how
the ionosphere regulates reconnection and convection (Lotko 2007;
Welling, et al, 2015). An improved understanding of the complex
plasma dynamics is needed to answer these long-standing mysteries
and requires appropriate instrumentation for obtaining in-situ
observations. Low-energy ions originating from the ionosphere
dominate the magnetosphere 50%-70% of the time (Andre and Cully
2012). To accurately model the impact of various plasma sources on
magnetospheric composition, distributed in-situ measurements of cold ion
and cold electron populations are needed from the outflow regions
through the magnetosphere. As described in detail by Delzanno et al.
(2021), the primary sources of plasma in the Earth’s magnetosphere are
attributed to ion and electron outflow at the low and high latitude
ionosphere in addition to contributions from the solar wind. The
outflow populations can get strongly energized as they journey through
the magnetosphere and contribute to the warm plasma cloak, ring current
and plasma sheet (C. R. Chappell 1982; Chappell et al.,, 2008).

Since the initial observations of heavy ions in the magnetosphere
by Shelley et al. (1972), the dynamics leading to the ionospheric
outflow of O* ions and their impact on the evolution of the
magnetosphere-ionosphere system have been the subject of
numerous studies. At low latitudes, charged particles travel along
closed field lines and create the cold (<eV) protons and electrons that
make up the plasmasphere (Carpenter 1962; Lemaire, et al., 1998;
Kotova 2007). Magnetospheric cold electron sources include outflow
of low-energy photoelectrons from the sunlit upper atmosphere
(Kitamura, et al., 2012). This creates a spatial separation between
the light electrons and heavier ions resulting in the ambipolar electric
field which aids in the acceleration of ions upwards in the polar wind
(Khazanov et al., 1997; Haaland, et al., 2015; Glocer et al., 2017). The
high latitude auroral outflow is composed of hydrogen and other
heavy ions (O*, He", N¥, N,*, and NO*) which flow from the high-
latitude ionosphere along or near open magnetic field lines and into
the low-pressure magnetosphere (Moore et al., 2005a; Ilie and Liehohn
2016). Outflow is commonly observed at high latitudes (Moore, et al.,
1999a; Andre 2015) and is generally divided into three categories: 1)
cold-temperature ion flows with energies of a few eV in which all ions
acquire a bulk flow velocity such as the polar wind and auroral bulk O*
up-flow from the topside auroral and polar-cap ionosphere; 2) ions
with suprathermal energies above the ionosphere (Eliasson, et al.,
1994) or with higher energies at higher altitude (Mobius, et al., 1998)
and 3) heated ion outflows in the cusp and auroral zone in which a
fraction of the ions have been energized to much greater energies
including transversely accelerated ions, upwelling ions, ion conics, and
ion beams (Yau and Andre 1997; Welling, et al., 2015). The low-energy
outflowing ions provide cold plasma filling to the plasmasphere
(Welling, et al., 2015) and cold supersonic outflow to the inner
magnetosphere and magnetotail such as from the polar wind (Su,
et al., 1998; Engwall, et al., 2006a; Engwall, et al., 2009). A depiction of
the ion outflow process as a function of ion energy category and
destination as described by Yamauchi (2019) is shown in Figure 1.
Consequently, the outflow flux of ions and electrons are highly
dynamic and vary with the solar magnetospheric activity, including
solar extreme ultra-violet (EUV) radiation, interplanetary magnetic
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fields, solar wind pressure, geomagnetic indices, precipitating electron
fluxes and Poynting fluxes into the ionosphere (Yau, Shelley, et al.,
1985; Barghouthi et al., 1998; Tam et al., 1998; Moore et al., 1999b;
Barakat and Schunk 2001; Cully, et al., 2003; Strangeway, et al., 2005;
Kitamura et al.,, 2011; Delzanno, et al., 2021).

The solar wind is composed of predominantly hydrogen, alpha
particles, and high charge-state heavy ions (Bame, Hundhausen, et al.,
1968; Geiss et al., 1995; Zurbuchen et al., 2002). While not traditionally
considered a source of cold ions or cold electrons, the solar wind does
contribute significantly to the overall magnetospheric plasma
populations. The solar wind protons and electrons travel outward
at ~400 km/s with temperature on the order of 10 eV (Feldman, et al.,
1974; McComas et al., 1998). Upon crossing the bow shock the solar
wind temperature in the magnetosheath increases to ~20-60 eV for
electrons and ~100 eV-1 keV for ions on the dayside (Wang, et al.,
2012; Delzanno, et al., 2021). As the magnetosheath plasma moves to
the nightside the temperature decreases to ~10-30 eV for electrons
and ~30-300 eV for ions (Wang, et al., 2012; Dimmock and Nykyri
2013). This results in a total energy of the magnetosheath ~1 keV for
ions while the electrons remain relatively cold (Delzanno, et al., 2021).

As a result of the ionospheric outflow and incident solar wind, the
magnetospheric environment consists of multiple ion and electron
populations with a broad range of energies, from sub-eV particles of
the ionosphere to the relativistic energies of the radiation belts (Singh
and Horowitz 1992; Zhao, et al., 2015; Genestreti, et al., 2017).
Traditional ion mass spectrometer instruments are designed to
detect the hot tenuous magnetospheric ion species and are typically
not as effective at measuring cold, low energy (<100 eV) plasmas. This
is due to the trade-off in the instrument design’s objective between
having a large dynamic energy range from a few eV to tens of keV,
versus focusing on low-energy sensitivity.

The amount of coupling of the solar wind to the Earth’s
magnetosphere-ionosphere system is controlled by magnetic field-line
reconnection between the solar wind and the magnetosphere, which is a
function of local plasma parameters at the reconnection site (Cassak and
Shay 2007; Borovsky et al., 2008; Borovsky et al., 2008). The magnetic field
strength and mass density of the magnetospheric and magnetopause
plasma populations at the magnetopause determine the reconnection rate
between the solar wind and the magnetosphere. Ionospheric outflows,
which can control the magnetospheric mass density, can have a direct role
in controlling the dayside reconnection rate; therefore ionospheric
outflows potentially have a significant role in controlling solar wind/
magnetosphere coupling through mass loading (Borovsky et al., 2013;
Fuselier et al., 2019a; Toledo-Redondo et al., 2021). Plasmaspheric plumes
and the warm plasma cloak (whose energy spectrum partially overlaps
with our definition of cold plasma) also affect solar wind/magnetospheric
coupling during geomagnetically active times. Mass loading could also
operate in the magnetotail although to what extent particles remains cold
as they cross the tail remains an open question [see the discussion in
Delzanno et al. (2021)].

The diverse magnetospheric particle populations are co-located
and interact by means of plasma waves. For instance, acceleration and
loss of radiation belt electrons is thought to be due to wave-particle
interactions, with the relevant waves modulated by lower energy
plasma particles (Summers et al., 2007; Reeves et al, 2009). In
addition to mass loading and dayside magnetopause reconnection,
the cold magnetospheric plasma impact the generation of whistler and
electromagnetic ion cyclotron (EMIC) waves by the cyclotron
instability (de Soria-Santacruz et al., 2013) and their subsequent

frontiersin.org


https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2022.1005845

Maldonado et al.

10.3389/fspas.2022.1005845

Magnetopause

Cold
Suprathermal

FIGURE 1

Schematic of the outflowing ions classified by energy and destination, recreated from Yamauchi (2019).

propagation in the inhomogeneous magnetospheric plasma. The cold
particle populations affect the frequencies and amplitudes of ultra-
low-frequency (ULF) waves (Fraser, et al., 2005), whistler waves
(Thorne 2010), whistler-mode hiss waves (Dunckel and Helliwell
1969; Russell et al., 1969; Bortnik et al., 2008; Hartley, et al., 2018),
and EMIC waves (Blum et al., 2009; Chen et al., 2011; Blum and
Breneman 2019), which control scattering and energization rates of
the higher-energy populations, impacting the dynamics of the plasma
sheet, ring current and radiation belts. Note also that accurate
knowledge of the ion composition of the cold plasma in the
magnetosphere is critical to determine the properties of EMIC
waves. The mass density of cold ions also affects the magnetopause
stability to Kelvin-Helmholtz waves and the transport of solar wind
into the magnetosphere (Melander and Parks 1981; Hasegawa, et al.,
2004).

To date, the majority of cold plasma research efforts have focused
on the cold ion populations leaving a considerable gap in the
understanding of cold electron populations in the magnetosphere.
Cold electrons are considered to play an important role in wave-
particle interactions such as chorus and hiss waves. Recent work by
Roytershteyn and Delzanno (2021) suggests that the presence of cold
electron population introduces coupling of the whistler modes to
oblique,
subsequently lead to cold-electron heating and damping of the

short-wavelength, electrostatic instabilities. This can
primary whistler waves. EMIC waves can also interact with cold
electrons resulting in cold-electron heating (Zhou, et al, 2013;
Yuan, et al., 2014). This mechanism is thought to be responsible
for stable auroral arcs (Chandra et al., 1971; Chandra et al.,, 1972)
through the enhancement of ionospheric electron temperature. A
proposed mechanism for the subauroral heating is energy transfer
from the ring current to magnetospheric electrons and the downward
heat conduction into the ionosphere (Brace et al., 1967, Kozyra, et al.,
1986, Khazanov et al., 1992).

The lack of accurate measurements of low-energy or “cold” ion
and electron populations through the magnetosphere makes closure of
these science questions extremely difficult if not impossible. Therefore,

to significantly advance our understanding of magnetospheric plasma
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physics, the full phase-space densities of the cold plasma population
must be thoroughly measured. This will require innovations in plasma
spectrometers and associated techniques required to obtain high-
fidelity measurements of the cold ion and electron populations in
the magnetosphere.

2 Challenges related to magnetospheric
cold ion and cold electron
measurements

One of the primary challenges related to making cold ion and cold
electron measurements in the magnetosphere is due to spacecraft
charging. In sunlight, the spacecraft floating potential is typically a few
volts or less in the plasmasphere and can be tens of volts or more in the
tenuous outer magnetosphere (Thomsen, et al., 2007; Ferguson et al.,
2015; Sarno-Smith, et al., 2016). The potential difference between the
charged spacecraft and the ambient plasma will result in either an
increase or decrease to the particle energy and total density measured
by electrostatic analyzers depending on the charge of the incident
particle. For example, ions impinging on negatively charged spacecraft
surfaces will be accelerated and experience an increase in measured
energy, while electrons will experience a decrease in measured energy.
When the polarity of the spacecraft potential and the particle charge
are the same, the resulting electrostatic repulsion results in truncation
of the energy distributions at low energies and the resulting loss in
density. A number of studies have examined the deleterious effects of
spacecraft charging on charged particle measurements when
comparing particle trajectories measured at the spacecraft with the
actual particle distributions in the ambient plasma (Sojka et al., 1984,
W. C; Knudsen 1966; Parker and Whipple 1970; Toledo-Redondo
et al.,, 2019).

Measurements of low-energy electrons present additional
challenges due to a combination of spacecraft charging effects and
the presence of photoelectrons continuously emitted from sunlit
spacecraft surfaces (DeForest 1972). The photoelectron population
is emitted at ~ eV energy and can contaminate the low-energy
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channels of instruments measuring ionospheric and magnetospheric
electrons (Mozer, et al., 2017). Secondary electrons emitted by impact
of high energy ambient electrons and ions create similar problems.
Spacecraft with positive potentials accelerate both ambient low-energy
electrons and photoelectrons alike into detector apertures resulting in
an indiscernible measured distribution. The difficulty associated with
deconvolving the two electron distributions has led to a lack of
observations and understanding of the cold-electron impact in the
magnetosphere (Gershman, et al., 2017).

2.1 Spacecraft charging

Any object immersed in a plasma builds up a charge by collecting
ambient particles (electrons and ions) and by emitting photoelectrons
and secondary electrons. The accumulated charge generates an electric
potential with respect to the ambient plasma. Then, the generated
electric field alters the dynamics of the particles in the spacecraft
vicinity, creating all sort of challenging problems for the interpretation
of in-situ measurements.

As described by Purvis et al. (1984); Garrett and Whittlesey (2012),
the total current to the spacecraft, I, can be determined from

Ir (Psc) = L (Psc) + i (Psc) + Lee (Psc) + L (Psc) + Ipn (Psc), (1)

where Qg is the surface potential relative to space, I, is the current due
to incident electrons, I; is the incident ion current, I,, and I; are the
secondary emitted electron currents due to incident electrons and ions,
and I, is the photoelectron current. At equilibrium, the total current
absorbed by the spacecraft is zero (I (@sc) = 0, floating condition). The
voltage with respect to the ambient plasma (infinity) at which the current
is balanced is known as the spacecraft floating potential @sc. Depending
on the ambient plasma conditions and material parameters, spacecraft can
float positively or negatively with respect to infinity.

For simplicity, the spacecraft charging dependence with ambient
plasma conditions and material parameters can be illustrated with the
Orbital-Motion-Limited (OML) theory (Mott-Smith and Langmuir
1926), by approximating the spacecraft as a conducting sphere of
radius ry. Assuming Maxwellian distributions for the particle
populations, the electron current collected by a sphere is given by

I = 4 5 eTe C(Dsc B
e = —€ANTr ¢ N, M exp kBT , Osc <0, (2)

and
eTe e(psc
I, = —ednrina|——| 1+ , Ogc 20. 3
st 2nme( kBTe> sc 3
For the ion current,
eT; eq)sc
I; = ednrt my|——| 1 - —= |, @ <0, 4
¢ 27Tm,< kBT,'> ¢ ( )
and
eT,' e(DSC
I; = ednr? mj\|—— exp| ———= |, Pgc > 0. 5
s¢ 27Tmi p( kBTi) se ( )

OML theory is an appropriate approximation when the electron
Debye length (Ap,) is larger than the radius of the spacecraft (thick
sheath approximation), which is typically the case for magnetospheric
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plasma conditions. Typical values of Ap, range from meters to
kilometers while typical spacecraft dimensions are a few meters.
Moreover, the effect of the Earth’s magnetic field in the current
collection is not accounted for in this approximation justified by
assuming that the gyroradius is larger than the spacecraft
Earth’s
these two

dimensions which is typically the case in the

magnetosphere. We note that if any of
approximations are not satisfied, the use of the unmagnetized
OML theory presented here is not appropriate to estimate the
current collected by the spacecraft. Alternatively, the thin sheath
approximation (Conde 2011) and/or alternative analytic models
that accounts for magnetic field effects in the particle collection
(Laframboise 1976) can be used depending on the specific plasma
conditions.

The photoelectron current is given by
Iy = Adnri J pp, Psc <0, (6)

and

e(Dsc e(Dsc
I, = Adnr? 1+ ——— ), Osc>0. 7
ph ”"sc]ph< kBTph>exp< kBTph) sC (7)

In Eq. 7 the point source approximation is used along with a single
Maxwellian distribution to describe photoemission (Grard 1973).
Note that the source point approximation is better suited to
characterize photoemission when the size of the body is smaller
than photoelectron Debye length. On the other hand,
photoemission is Dbetter described with the planar source
approximation [also given in Grard (1973)] when the size of the
body is larger than shielding distance for the photoelectrons as shown
in Nakagawa et al. (2000). For completeness, the current due to the
secondary electron (Shukla and Mamun 2015) emission is given by

8mPrl [
Ise =e—— E(Sse (E)fse (E - e(DSC)dE: (DSC <0 (8)
mg 0

87r. eDgc
exp| -
mg p kB Tse

< (1 + eDgc )J‘OOE(Sse (E)fse (E - e(DSC)dE, Dsc>0  (9)

and

Ise:e

kB Tse 0

Where the secondary emission yield J., characterized by the
maximum yield §,, and energy at maximum yield E,,, is given by
the Sternglass formula (Bruining 2016)

ds (E) = 7'?mEexp(—2 EE>

(10)

while

me \" E—ed
_ _ e - vesCe
fse (E - C(I)sc) = ne<2ﬂkBTe> exP( kBTe > (11)

is the distribution function of the incident electrons. Note that
different functional forms of the secondary emission yield Js can
be found in the literature (see for example Whipple, 1981) given the
different experimental setups and assumptions taken in the derivation
of these theoretical models.

Here, e is the elementary charge, kg is the Boltzmann constant, m1,,
g, Ty are the mass, density and temperature of the plasma species,
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respectively. For photoelectron emission, Ty, and J,, are the
temperature and current density of the photoelectrons, respectively,
while A is the fraction of the spacecraft illuminated area relative to the
total surface area. T, is the temperature of the secondary electron
emitted while E is the kinetic energy.

The current balance which determines the floating potential of a
spacecraft immersed in a plasma is given by the environmental plasma
conditions and the spacecraft material parameters. The OML
equations above can be used to illustrate two different charging
regimes in the Earth space environment: dayside ionosphere and
dayside magnetosphere. Plasma densities in the ionosphere range
between 1 x 10°cm™ and 1 x 10°cm™ on the dayside and 1 x
10’ cm™ and 1 x 10* cm™ on the nightside. The plasma temperature is
of the order of a fraction of eV while the predominant ion species is
Oxygen. For example, let us consider a perfectly conducting spherical
spacecraft of 1 m radius, immersed in the dayside ionospheric singly
ionized plasma with m, = 16 amu, 1, = 1 x 10° cm ™, T,, = 0.5 eV, and
with material parameters given by T, = 2 eV, J,, = 40 uA/m* and
A = 0.3. The spacecraft charges negatively to -3 V with respect to the
ambient plasma. On the other hand, in the Earth’s magnetosphere, the
plasma density is several orders of magnitude lower than in the
ionosphere, while Hydrogen dominates the ion plasma
composition. Under dayside magnetospheric plasma conditions
lamu, n, = 1 3.5cm> T, = 0.5eV, and
considering the same material parameters as in the previous
example, Ton = 2€V, Jpp = 40 pA/m* and A = 0.3, the spherical
spacecraft charges positively to 4.2V with respect to the ambient

given by m, =

plasma.

If the spacecraft is negatively charged, ions are attracted by the
spacecraft and tend to reach the particle detector and be measured.
This is the case for instance for the LANL MPA detectors mounted on the
LANL-GEO spacecraft (Bame et al., 1993; Denton, et al., 2015). In this
scenario, the energy resolution of the instrument becomes important, as
well as correcting for the acceleration of the particles due to the electric
field generated around the spacecraft (Lavraud et al., 2006). In a positively-
charged spacecraft, however, incoming cold ions with energies below the
spacecraft potential are repelled by the electric field near the spacecraft. As
a result, the full distribution of the cold ions can not be measured (Olsen
1982). Panel A in Figure 3 (Olsen, 1982) illustrate the problem of cold ion
measurements perfectly. The SCATHA data show that when the
spacecraft potential is ~10V cold ions cannot reach the particle
detector. However, when the spacecraft potential drops to ~1-2V
(~6 UT), part of the cold ion distribution is measured. This has been
known for decades and has led to the term “hidden magnetosphere” as a
reference to the elusive cold ions with energies below the spacecraft
potential. The tail of the partially measured ion distribution can be
extrapolated to estimate moments of the distribution (Genestreti, et al.,
2017). The downside of using this approach, however, is that plasma
parameter estimates may come with significant uncertainties when the
spacecraft potential is much larger than the mean energy of the cold ions.
This situation is similar for negatively-charged spacecraft and cold
electrons. Indeed, this is why spacecraft charging is one of the main
obstacles for cold-plasma measurements.

2.2 Photoelectron contamination

Cold electron measurements in the Earth’s magnetosphere are more
difficult than cold ion measurements. A negatively charged spacecraft
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repels cold electrons and, depending on the mean cold electron energy
compared to the spacecraft potential, the cold electron distribution may be
measured only partially or, in the case of a strongly negatively charged
spacecraft, not at all. In cases where the mean cold electron energy and the
spacecraft potential are comparable, the extrapolation from the tail of the
distribution can be used, similarly to what has been done for ions
(Genestreti, et al, 2017). When the spacecraft is charged positively,
which usually occurs for satellites in sunlight and in low density
plasma conditions, cold electron measurements should in principle be
possible, in the sense that ambient cold electrons can reach the particle
detectors. In practice, however, spacecraft-generated photoelectrons are
attracted back to the spacecraft and their flux can overwhelm the flux of
the ambient cold electrons. Figure 2B shows an example of photoelectron
contamination from a spectrogram for SCATHA data from 19 October
1979 (Olsen, 1982). Between 21 and 22 UTC (local midnight), a high flux
of the low-energy photoelectrons is observed by the particle detector
completely masking any signal of an ambient cold electron population.

To further illustrate the issue of photoelectron contamination,
Figure 4 shows kinetic simulation results of the response of a particle
detector in magnetospheric plasma conditions modeled with the
Curvilinear Particle-in-Cell code (CPIC) (Meierbachtol, et al., 2017).
Specifically, the ambient plasma consists of electrons and protons
modeled by a Maxwellian distribution function with density equal to
13.50 cm™ and electron (ion) temperature equal to 0.5 (0.35) eV. The
spacecraft mimics the geometry of the Van Allen Probes spacecraft
(Figure 3 right). The photoemission current density is Jo, = 100 pA/
m” while the photoelectron temperature is 2 eV. Only the top part of the
spacecraft is illuminated by UV sunlight and emits photoelectrons. In this
example, the detector is mounted on the sun-illuminated, top part of the
spacecraft, as can be seen in the right panel in Figure 4. Under these
conditions, the spacecraft and the particle detector are floating at 4.7 V
with respect to the ambient plasma. For a positively charged spacecratt,
the full distribution of the cold electrons can indeed be measured by a
particle detector as shown in the bottom left panel in Figure 3 (blue
histogram), where the contribution of the photoelectrons and ambient
electrons can be easily distinguished in the simulations. However, the
problem of characterizing the ambient electrons from the photoelectrons
reaching the particle detector at the same time becomes evident. Because
the energy of the spacecraft-emitted electrons is comparable to that of the
ambient cold electrons (generally a few ~ eV, 2 eV in this case), it can be
very difficult to distinguish between the two species in the detector signal,
as can be seen in the top left panel of Figure 3, where the total signal is
plotted and the photoelectron flux is overwhelming the ambient electron
flux. In fact, in low density ambient plasma conditions (less than
~10cm™), the particle detector signal is typically dominated by
photoelectrons since materials used for space applications have
photoelectron current densities of the order of 10-40 pA/m’
(measured in the lab, (Grard 1973), and <100 wA/m> when estimated
from spacecraft data (Nakagawa, et al., 2000; Scudder et al,, 2000). As
such, near the particle detector the photoelectron density can be two or
three orders of magnitude larger than that of the ambient cold-electrons,
as illustrated in the bottom right panel of Figure 3 (orange histogram).
Additionally, the studies by Nakagawa et al. (2000); Scudder et al. (2000);
Thiebault et al. (2006) suggest that the emission of low energy electrons by
spacecraft materials in real space conditions is more complicated than
what has been reported in laboratory studies, where photoemission is
typically characterized by a single Maxwellian energy distribution. These
studies report higher values for the current density compared to those
estimated in the lab, <~100 uA/m?* as well as materials emitting
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From (Olsen 1982) (A) ATS six measurements in the plasma sheet in
eclipse, (B) SCATHA Hi electron data where photoelectron fluxes are
detected.

photoelectrons with more complex spectra that can be characterized by
multiple Maxwellians with different temperatures. As such, the tendency
of photoelectrons to “blind” the particle measurements and the
complexity of photoelectron spectra make it extremely hard to
extract accurate information on the ambient cold electrons from
particle measurements in nominal sunlight conditions. To date,
this problem remains unsolved and it is the major reason why we
know very little about cold electrons in the Earth magnetosphere.

3 In-situ ion measurements
Multiple instruments have made partial measurements of the cold

ion populations in the magnetosphere with the difficulties discussed in
Section 2. Traditional ion mass spectrometer instruments are designed
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to detect the hot tenuous magnetospheric ion species and are typically
not as effective at measuring cold low-energy (<100 eV) plasmas. This is
due to the trade-off in instrument design between having a large
dynamic energy range from a few eV to tens of keV, versus focusing
on low-energy sensitivity. Traditionally, space plasma instruments have
focused on measuring large dynamic ranges due to limited spacecraft
resources and mission opportunities.

An overview of ion mass spectrometers is captured (see Table 1) by
briefly reviewing ion composition studies of the terrestrial
magnetosphere by the Hot Plasma Composition Analyzers (HPCA)
(Young, Burch, et al,, 2016), the Helium, Oxygen, Proton, and Electron
(HOPE) (Funsten, et al., 2013) mass spectrometer, the Cluster Ion
Spectrometry (CIS) Experiment (Reme, et al., 1997), and the Retarding
Ton Mass Spectrometer (RIMS) (Chappell, et al., 1981). These ion
composition instruments and subsequent observations have provided
the steppingstone for some of the most exciting magnetospheric
science discoveries of the modern space science era. For example,
the data from these instruments have been used to characterize the
equatorial plasma environment and ion composition (Fernandes,
et al,, 2017; Yue, et al., 2018), evolution of the ring current during
geomagnetic storms (Zhao, et al., 2015), initial observations of the
“oxygen plasma torus” (Chappell 1982), magnetospheric ion influence
on magnetic reconnection at the duskside and dayside magnetopause
(Fuselier et al., 2016; Fuselier et al., 2019b), and the confirmation that
wave-particle interactions can play a key role in acceleration within the
radiation belts (Thorne 2010; Turner, et al., 2014; Baker 2021). These
examples are a very limited sampling of the literature and by no means
an exhaustive discussion of the total scientific advancements enabled
by these instruments. For context, the Cluster mission alone has
generated more than 2,587 refereed publications and 142 PhD/
thesis (Escoubet, et al., 2020). However, while the HOPE, CIS/
CODIF, and HCPA ion mass spectrometers have provided
invaluable insights into the plasma source and transport within the
terrestrial magnetosphere, these instruments have only made limited
observations of the cold ions which often constitute the bulk of the
magnetospheric plasma density.

The difficulties associated with measuring
magnetospheric ions have been addressed with limited success,

low-energy

i.e., measurements of partial distributions and limited time-series
data sets, by earlier missions through the use of active spacecraft
control (Riedler, et al., 1997; Torkar, et al., 2016) and electrostatic
biasing of entrance apertures (Chappell, et al., 1981) or the entire
instrument (Knudsen, et al., 2015). These active spacecraft potential
controls reduced the spacecraft potential, but did not reduce the
potential to zero for all measurements, resulting in portions of the
distributions unmeasured.

The RIMS instrument on-board the Dynamics Explorer 1 (DE-1)
mission has provided some of the earliest and most robust
observations of the cold ion populations in the magnetosphere to
date. The sensor design utilized a front aperture capable of being
commanded to any of four values as a bias for a non-zero spacecraft
potential (Chappell, et al., 1981). This bias created an electrostatic
potential to steer low-energy ions through the spacecraft potential
sheath to the detector aperture. The sensor had the ability to resolve
H*, He*, O', and O"* within a narrow energy range of 0-50 eV. This
allowed for the initial observations of the O™ torus, warm plasma cloak,
thermal composition of the plasmapause, and the ionospheric outflow
or polar wind (Chappell, et al., 1981, C. R; Chappell 1982, C. R;
Chappell 1988, Chappell et al., 2008). However, due to a lack of
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Kinetic Simulation: Van Allen Probe Spacecraft
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Kinetic simulation result: photoelectron blinding the signal of a particle detector mounted on a Van Allen Probe type spacecraft. Plasma parameters used
in the simulation: n = 13.5cm™, T =0.5eV T; = 0.35 eV, Tpy = 2 €V and Jpp = 100 pA/m?.

spacecraft potential measurements the ion densities derived from the
RIMS observations have considerable uncertainties. Initial density
values were arrived at through an iterative method involving
estimating the spacecraft potential as a function of geocentric
distance and the electron density profile (Persoon et al, 1983),
applying the spacecraft potential estimates to an empirical relation
(Comfort et al.,, 1988), comparing to modeled total density (Ho and
Horwitz 1993), and iterating until the spacecraft potential and density
converged (Ho and Horwitz 1994). The temperatures obtained from
the instrument measurements consist of a high degree of uncertainty
due to the energy spacing of the RPA steps being larger than the
thermal energies (Ho and Horwitz 1994). The temperature is also
derived using a thin sheath approximation for the spacecraft potential
sheath (Comfort et al., 1985) which has been shown to introduce
significant error (W. C. Knudsen 1966; Parker and Whipple 1970;
Sojka et al., 1984; Marchand et al., 2010; Lavraud and Larson 2016).
Lastly, the radial retarding potential analyzer (RPA) head of the RIMS
failed, limiting the DE-1 data set (Ho and Horwitz 1994). Although
there are some limitations of the RIMS instrument, it has provided a
wealth of data and contributed to our understanding of the ionosphere-
magnetosphere system and provided a crucial steppingstone for cold ion
and cold electron observations in the magnetosphere.

A statistical study of the spacecraft potential on Van Allen Probes
demonstrated that the satellites charged to between 0 and 10V for
much of the mission (Sarno-Smith, et al., 2016; Denton, et al., 2017).
Consequently, the low-energy portion of the magnetospheric cold ion
population has not been measured by the HOPE instrument due to the
positive  spacecraft potential. The CIS/CODIF
demonstrated the ability to measure ~0-25¢V ions (O, H', He")
while emitting indium ions to control the spacecraft potential (Reme,
et al,, 1997; Riedler, et al., 1997). However, while the active spacecraft
control used for Cluster and the Magnetospheric Multiscale (MMS)
missions (Burch, et al., 2016) does reduce the spacecraft potential it

instrument

does not eliminate it. The potential is reduced to ~1-2 V, thus leaving
a portion of the cold ion energy distribution unobserved. ~1 The
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Thermal Ion Dynamics Experiment (TIDE) on POLAR was designed
to measure the low-energy polar winds at very high altitudes. The
TIDE ion mass spectrometer was used in combination with the Plasma
Source Instrument (PSI) to measure to overcome the effects of
spacecraft potential on low-energy ion measurements (Moore et al.,
1997). The PSI could actively control the spacecraft potential using
emitted xenon ions to reduce the spacecraft potential to 1.8-2.2 V (Su,
etal., 1998), resulting in a portion of the cold ion population remaining
unmeasured. Unfortunately, TIDE lost its mass resolution capability in
1996, then returning total ion results. A critical distinction must also be
made regarding the capabilities of the instruments listed in Table 1. The
HOPE sensor is the only instrument that was designed to be insensitive
to energetic particle contamination background counts as a result of
penetrating radiation and capable of making measurements throughout
the inner magnetosphere. The HOPE data were also used to estimate the
temperature of plasmaspheric ions using novel techniques required to
extract the low-energy values while correcting for charged spacecraft
moving through the ambient plasma (Genestreti, et al., 2017).

While these methods have allowed for limited measurements of
low-energy ions, there were also impacts to the measured distributions
as a result of the non-uniform sheath near the spacecraft (Scime et al.,
1994; Marchand et al, 2010). These effects can be mitigated by
operating the plasma instrument outside of the spacecraft sheath,
at least for conditions when the local plasma Debye length is not too
large, thus minimizing ion trajectory distortions due to asymmetric
spacecraft potential sheaths. As has been done for ionospheric
missions, this requires either a low-resource instrument or an
engineering solution to mount a larger instrument to a boom.
Several thermal ion and electron instruments have been
successfully developed as low-resource payloads for sounding
rocket missions (Frederick-Frost, et al, 2007; Fernandes et al,
2016; Fraunberger, et al, 2020) even utilizing aperture biasing
techniques to accelerate target populations in the presence of
spacecraft potential (Cohen, et al, 2016). As opposed to driving

the spacecraft potential to near 0V relative to the plasma potential,
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TABLE 1 Performance specifications for representative state-of-the-art mass spectrometers.

References

Power
(W)

Mass
(%)

Geometric
factor

Instrument FOV Energy AE/E
range
HOPE TOF 18° FW x 1eV- 16% @ 1 eV 1-20
4.5 FWHM’ 50 keV
5 pixels 12% @ 50 keV/
over 144°
HPCA TOF 11.25° x 360° 100eV- 20% 1-16
30 keV
CIS/CODIF TOF 360° x 8° leV- 16% 1-32
40 keV
TIDE TOF 11.25° x 0.1-500 eV 5%-100% 1-40
22.5° x commandable
7 sectors;
spinning SC
96% of 4 sr
RIMS magnetic +55° conical 0-52.5 eV — 1-32
3 sensor heads

as done with ion beams or plasma contactors (Torkar et al., 2016), an
alternate method of making these low-energy measurements would be
to actively bias the spacecraft potential to focus on either cold ions or
cold electrons. A sufficient negative potential will enable transport of
low-energy ions to detector apertures and thus be observed. This is the
case of the LANL-GEO spacecraft, which tend to charge negatively
(Thomsen et al., 2013). Conversely, a large positive potential will
enable low-energy electrons to be distinguishable from contaminating
photoelectrons as discussed in Section 5.

More recently, the Swarm (Friis-Christensen, et al.,, 2008) and
Magnetospheric Multiscale (Burch, et al., 2016) missions have utilized
computational methods to assess spacecraft charging effects with to
analyze and develop correction relations for instrument data
interpretation (Marchand et al, 2010; Barrie, et al, 2019).
Importantly, these studies have demonstrated that thicker plasma
sheaths tend to induce more distortions in particle trajectories.
Therefore, spacecraft sheath effects are most pronounced in the
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194

>2 1.25 x 18.06 18.2 12,869 Funsten et al.
107 cm? sr (BOL), (2013)
@1leV 23.0
(EOL)
1.3x 107 cm?sr
@ 50 keV
>4 2 x 107* cm? sr 8.91 14.48 1,018* Young, Burch
@1eV et al. (2016)
~4-7 | 2% 107 cm?® st 8.3 7.28 ~8,000 Reme et al.
(1997)
4 <0.03 cm?sr x | 17.1 9.1 - Moore

7 sectors Chappell, et al.

(1995)

Chappell et al.
(1981)

low density, high temperature plasmas of the magnetosphere and
are less pronounced in the high density, low temperature plasmas of
the ionosphere (Marchand et al,, 2010). Additionally, both Marchand
etal. (2010) and Barrie et al. (2019) observed that spacecraft geometry,
most notably spacecraft booms, produce asymmetrical spacecraft
sheaths which cause additional trajectory perturbations. These
previous studies have demonstrated the clear need for spacecraft
charging corrections for all low-energy particle measurements
intended for operation in the ionosphere to magnetosphere.

It is well established that our understanding of the terrestrial
magnetosphere can be significantly advanced by flying suitable ion
mass spectrometers. Jon mass spectrometers need to be designed for
the appropriate energy range, be able to mitigate the effects of
penetrating radiation, and have sufficient mass resolution to resolve
at a minimum (O*, H*, He", N"). If not operated in conjunction with
active spacecraft potential control, it would be beneficial for the
instrument to be mounted on a biasable panel or of such low-
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TABLE 2 Performance specifications for representative state-of-the-art electron spectrometers.

Instrument Energy AE/E Geometric factor Power W) References
range
HOPE [ESA-TOF] = 18" FW x 4.5 FWHM’ 15 eV-50 keV 16% 1.25 x 107 cm? sr 18.06 18.2 (BOL), Funsten, et al. (2013)
@ 1leV @ 1leV 23.0 (EOL)
5 pixels over 144° 12% @ 13 x 102 cm® sr @
50 keV 50 keV
LANL/MPA [ESA] 18" FW x 4.5 FWHM"’ 1 eV-40 keV 40% 5.74 x 10~ cm? sr 3.6 35 Bame, (1993)
5 pixels over 144°
PEACE [ESA] Polar 179.4° 0.7 eV-26 keV 12.7% 1.6 x 107 cm? sr 5.49 3.299 Johnstone, et al. (1997)
Azimuthal 2.79°
SWEPAM-E [ESA] Polar 10°-170° 1.6 eV-1.35 keV 12% 2-7 x 107 cm? sr 2.5 2.7 (average) McComas, Bame and Barker,
et al. (1998)
Azimuthal 9°-28°, 2.9 (peak)
spinning SC
THEMIS it 22.5°%22.5°, 47 str i: 1.6 eV-25 keV i: ~19% i 8.75 x 10™* cm? sr 2.96 1.7 Angelopoulos (2008);
ESA [ESA] keV/keV McFadden, et al., 2008
€:22.5°x 11.25.5, 4rtstr | e: 2 eV-32 keV e ~17% e:3.13 x 10 cm? sr
keV/keV
DES-FPI [ESA] Polar 180° i: 0.01-30 keV' i: 11%-15% it 1-2 x 10™* cm? sr i: 6.21 i: 5.2 Pollock, et al., 2016
Azimuth +17° keV/keV
e: 0.01-30 keV e e: 1-7 x 107* cm? sr e: 5.87 e 5.5
14%-20% eV/eV

resource constraints as to enable mounting on a boom outside of the
spacecraft sheath. While the instruments described here and listed in
Table 1 are advanced in both design and capability at the time of their
build, the measurement sensitivity comes at a high cost that precludes
them from missions operating under ever increasing fiscal constraints
or for implementation as science payloads of large constellations
required for ubiquitous multi-point space plasma measurements.
Specifically, the ion mass spectrometers listed in Table 1 come with
such high monetary costs that they cannot be used in large
constellations without incurring an exorbitant mission cost.

3.1 Wake measurements

Engwall et al. (2009) have developed and validated a novel
method to measure some properties of the cold ion populations
using two different electric field measurements. This was
demonstrated using the Electric Fields and Waves (EFW)
(Gustafsson, et al., 1997) and the Electron Drift Instrument
(EDI) (Paschmann, et al., 1997) payloads on-board the Cluster
satellites. Positively charged spacecraft traveling through the
magnetosphere develop an electron-rich environment in their
wake due to the surrounding potential structure (Andre and
Cully 2012). An enhanced wake forms if the bulk ion flow
energy mv;’/2 exceeds the thermal energy KT, but remains lower
than the spacecraft potential, as shown below

2
KT,' < %<e(psc. (12)

As the wake becomes broader and increases in length, i.e., enhanced
due to the positive spacecraft potential, the electron-rich volume develops
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a local wake field between the spacecraft and ambient plasma
environment that can be measured by the EFW (Engwall et al., 2006b;
Eriksson, et al., 2006). The EDI payloads measure the drift of artificial
high-energy (keV) electrons that gyrate back to the spacecraft along the
geophysical magnetic field. Since these electrons have gyroradii, on the
order of kilometers, and the enhanced wake length scale is on the order of
100 km, the EDI measurements are not significantly affected by the
enhanced wake (Eriksson, et al.,, 2006; André, et al.,, 2021). The wake
electric field is then given by

EW — EEFW _ EEDI, (13)

from which the flow velocity of the cold ions in the enhanced wake
could be obtained. The derivation of the ion flow velocity calculation is
described in detail by Engwall et al. (2009). A schematic of the
enhanced wake is shown in Figure 4. With this method, Andre and
Cully (2012) demonstrated that the cold ions are present in the
magnetosphere 50%-70% of the time but were not detectable by
standard, body-mounted particle instruments due to the ions’ very low
energy. Limitations of the wake method include: 1) inability to
distinguish between ion species and charge state, 2) measurement
is not possible during active spacecraft potential control, since it
removes the wake signature, 3) sufficiently strong magnetic fields
must be present to enable EDI measurements, 4) the wake must not be
completely perpendicular to the spin plane, 5) the technique does not
work with cold ions coexisting with hot plasma, as the energetic ions
will fill the wake and cancel the electric field, and 6) this technique
provides bulk property observations and does not measure particle
distributions (Engwall et al., 2009). Additionally, the wake technique is
more sensitive to lighter ions which due to their higher mobility tend
to dominate the ion density throughout the enhanced wake (Haaland,
et al.,, 2015).
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4 |In-situ electron measurements

While the cold plasma populations of the magnetosphere have been
termed a “hidden population”, the cold electron populations have received
even less attention when compared to the cold ion populations. This can
largely be attributed to the challenges associated with the contaminating
photoelectrons in combination with the effects of spacecraft charging. An
overview of state-of-the-art plasma spectrometers for measuring electron
populations in the magnetosphere is briefly presented in Table 2. These
spectrometers are based on conventional spherical electrostatic analyzer
(ESA) designs and have provided observations of electron energy spectra
data in the magnetosphere to advance our understanding of Whistler
anisotropy instabilities as the source of banded chorus (Fu, et al,, 2014),
the contribution of precipitating electrons to pulsating aurora (Miyosh,
etal, 2015), and spacecraft charging effects (Thomsen et al., 2013; Sarno-
Smith, et al., 2016). Again, these are but a few of the many scientific
discoveries enabled by the electron spectrometers described in this section.

While the instruments in Table 2 have provided invaluable insights
regarding the electron populations within the terrestrial magnetosphere,
these instruments have made extremely limited observations of the cold
electrons which often constitute the bulk of the magnetospheric plasma
density. This is due in part to the effects of spacecraft potential but
predominantly due to the difficulties associated with contamination of low-
energy channels due to photoelectrons. The effects of spacecraft potential
on the three-dimensional measurements of electron distributions in the
solar wind were observed in the electron spectrometer data aboard the
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Ulysses spacecraft. It was observed that the electron distributions varied
with the look angle of the instrument prompting the development of a
correction factor to recover more gyrotropic distributions (Scime et al.,
1994). The same effect is observed in the Solar Wind Electron Proton
Alpha Monitor (SWEPAM) data which are subsequently corrected for
spacecraft potential prior to dissemination to the broader space physics
community (Koning, et al., 2006; Skoug, et al., 2006). It is important to note
that the SWEPAM electron (SWEPAM-E) spectrometer is one of three
nearly identical instruments flown, in chronological order, on the Ulysses
(Bame et al., 1992), Advanced Composition Explorer (ACE) (McComas
et al, 1998), and Genesis missions (Barraclough, et al,, 2003). The initial
observations of the Ulysses low-energy electron measurements near the
spacecraft potential were identified as contaminated with photoelectrons
(Bame et al,, 1992) and subsequently the Genesis instrument avoided
photoelectron contamination by setting the minimum measurable energy
band at 61 eV (Barraclough, et al, 2003). The Los Alamos National
Laboratory (LANL) Magnetospheric Plasma Analyzer (MPA) was also
subject to background counts caused by photoelectrons believed to be
created on nearby spacecraft surfaces within the instrument field-of-view
(McComas et al., 1993). Further LANL/MPA observations concluded that
the relatively high count rates at electron energies below 20 eV were caused
by photoelectron contamination (McComas et al., 1993). The Plasma
Electron And Current Experiment (PEACE) electron spectrometers
1997), on-board the Cluster
demonstrate that low-energy electron measurements (particularly below

(Johnstone, et al, satellites, also
the spacecraft potential) are contaminated by photoelectrons and
secondaries originating at the spacecraft (Chaston, et al, 2005). The
Cluster satellites used active spacecraft potential control to reduce the
potential to a few volts. However, the low-energy electron population
below the controlled spacecraft potential could still not be differentiated
from the contaminating background counts (Szita, et al., 2001).

More recent instruments include the HOPE on board the Van
Allen Probes and the ESAs on board the Time History of Events and
Macroscale Interactions during Substorms (THEMIS) and MMS
satellites. The HOPE electron data go down to only 15eV due to
photoelectron contamination at the lowest energies (Goldstein et al.,
2014). Note, the HOPE instrument is the only design capable of
measuring the TOF of negatively charged particles, thus it can
simultaneously measure electron and negative ion populations.
During the in-flight calibration of the THEMIS ESA, the cold
electron data with energies ~ e®gc were avoided due to the
difficulty associated with separating the photoelectron and cold
electron populations (McFadden, et al., 2008). The THEMIS ESA
data with spacecraft potential and contaminating photoelectron
population are shown in Figure 5 (Walsh, et al., 2020). The Dual
Electron Spectrometers (DES), designed for electron measurements to
support the Fast Plasma Investigation (FPI) on-board the MMS
satellites (C. Pollock, et al, 2016), have also been shown to be
susceptible to photoelectron contamination. Therefore, the DES
plasma moments are determined by excluding the electron energy
ranges below the spacecraft potential (Gershman, et al., 2017).

In summary, cold electron measurements have been severely
hindered by the inability to resolve ambient magnetospheric
electrons from photoelectrons and this holds back our full
understanding of the magnetosphere. Indeed, cold electrons play
an important role in a variety of critical magnetospheric processes,
including setting the ambipolar electric field and taking part in heating
processes that drives some of the ionospheric outflow, controlling
aspects of wave-particle interactions and magnetosphere-ionosphere
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Detector Count: what the detector sees

0.020, == Collected Particles

o
o
S
[

Weighted PIC Particle Count
o
o
=
o

o
o
S
S

5 10 25 30 35

5 20
Energy [eV]
In simulations we can separate both species

0.020, MWW Electrons
[ Photoelectrons

Weighted PIC Particle Count

4 (=4 o o
=3 =3 o o
=3 S =1 =1
S v o (%

5 20 25 30 35
Energy [eV]

FIGURE 6

bsc =

10.3389/fspas.2022.1005845

Kinetic Simulation: Van Allen Probe Spacecraft

B ---

30V

Ddetector = Particle Detector

Kinetic simulation result: active spacecraft control enables cold-electron measurements. Cold-electron and photoelectron populations are clearly
separated in detector signal as shown in the top-left panel and confirmed in the bottom-left panel. Simulation inputs: n =135 cm™, T, = 0.5eV T; = 0.35 eV,

Tpn = 2 €V and Jpp = 100 pA/m?.

coupling (such as the structuring of the pulsating aurora) (Delzanno,
et al., 2021). The following section will discuss viable techniques to
allow for the measurement of the elusive cold electron population
within the magnetosphere.

5 Techniques to measure cold plasmas in
the magnetosphere

As discussed in Sections 3 and Section 4, there have been limited
successes at measuring the cold ion populations but there are essentially
no measurements of cold electrons. Outside of ionospheric sounding
rocket missions and POLAR, there has yet to be a large magnetospheric
spacecraft mission dedicated to measuring the source of both the low
energy electron and ion particle populations robustly.

While there are challenges to making measurements of the cold
magnetospheric ions and electrons, a number of viable techniques
exist for cold ions that have been conducted for sounding rocket
missions such as 1) mounting a low-resource (mass and volume)
instrument on a boom (L. Brace 1998, C. J; Pollock, et al., 1996), and 2)
biasing the electrostatic plasma spectrometer mounted to a boom or
plate thus allowing for differential biasing of the instrument and/or
spacecraft (Chappell, et al., 1981, C.J; Pollock, et al., 1996). Measuring
cold ion bulk properties through the properties of the wake of the
spacecraft (Engwall et al., 2009) has also been performed successfully,
but this technique does not yield the full energy distributions.

5.1 Active spacecraft potential control for
cold electron measurements

Based on the experience gained from past missions (Section 4) and

assuming that the detector cannot be mounted on booms due to mass
restrictions, a promising idea to enable robust cold-electron
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measurements by a particle detector, i.e. measuring the full
distribution of the ambient low-energy electrons, is to use an
electron beam to control the spacecraft potential. This concept of
active spacecraft control is similar to the use of plasma contactors
(Comfort, et al., 1998) used to make cold ion measurements. By using
an electron beam, on the other hand, the spacecraft is biased positively
with respect to the ambient plasma with the objective of mitigating/
removing the photoelectron contamination in the detector signal to
enable robust cold electron measurements. This concept idea has been
demonstrated with kinetic simulations, shown in Figure 6, where the
response of a particle detector mounted on a Van-Allen-Probes-type
spacecraft (Mauk, et al., 2012) is again simulated using the first-
principles model CPIC. The local plasma parameters and the
spacecraft photoelectron properties are the same as those used for
the results presented in Figure 3. In Figure 6, the whole spacecraft
(including the detector) is biased to 30 V with respect to the ambient
plasma. In this simulation the authors do not include an actual
electron beam emitted by the spacecraft. Rather, we assume that
the effects of the emission of a suitable electron beam are to charge
the whole spacecraft to 30 V. By biasing the entire spacecraft to a
sufficiently positive voltage, the cold ambient electrons are attracted and
accelerated towards the particle detector. The photoelectrons generated at
the spacecraft, on the other hand, are attracted back to the spacecraft due
to the strong electric field near the spacecraft with the same energy at
which these were born. In other words, in this configuration,
photoelectrons do not experiment any acceleration due to the
spacecraft potential control, only the cold background electrons do.
This can be seen in the histograms in the top left panel and bottom
left panel of Figure 6. Here, if the detector is in shade, as shown in the right
panel of Figure 6, fewer photoelectrons will be able to reach it and the
photoelectron particle count in the detector will be reduced drastically.
Note that the few photoelectrons that reached the detector are some
of those born with sufficient energy to overcome the spacecraft
potential, or/and those that are born with oblique trajectories with
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respect to the spacecraft surface at which these are generated. Non-
etheless, by restoring the photoelectrons trajectories using active
spacecraft control, and by positioning the particle detector away
from the surfaces where photoelectron are generated, enables a
robust way to clearly separate both species in the detector signal.

These indicate that the full distribution of the
magnetospheric cold particle populations, electrons and ions, can

results

be measured using active spacecraft potential control and instrument
biasing, respectively. However, by using these approaches, the effect of
the electric field on the dynamics of the particles measured by the
detector is enhanced drastically and are to be accounted for in the
computation of the moments of the particle distributions. The
parameters of the unperturbed plasma can be estimated using the
Liouville theorem where the particle count measured by the detector
(affected by the spacecraft electric field) is related to the distribution
function of the unperturbed ambient plasma (Lavraud and Larson
2016). The caveat is that in this approximation, the sheath electric field
depends on the geometry of the spacecraft, whether planar or
spherical, and should be accounted for. Error estimation in the
moments of the distribution due to dependence of the sheath
electric field with spacecraft geometry is non-trivial. However, one
way to estimate these is using kinetic simulations such as the ones
presented in this paper. As for the uncertainties due to statistical
errors, these can be computed as a covariance matrix using the
approach presented in (Gershman, 2015). This approach is
particularly useful for complex distribution functions and/or high
order moments. For low-order moments, e. g, density, the uncertainty
can simply scale as ~ 1/ IZ N where N in the number of counts when
a Maxwellian-Boltzmann distribution is assumed.

5.2 Low-resource instruments

Recent years have witnessed a tremendous growth in satellite
constellations for scientific (Escoubet et al., 1997; Angelopoulos 2008;
Burch, et al.,, 2016), commercial (Radtke et al., 2017; McDowell 2020),
and government applications (Tournear 2020). Readily identifiable
challenges with implementing a large or even mega-constellation of
small satellites or CubeSats for scientific missions are: 1) the platforms
need to be sophisticated enough that they can support quality sensors
and subsystems while operating in the required space environments
and 2) the sensors need to be reduced in size, weight, volume, and cost
while still having the ability to make the appropriate measurements.
The first topic includes the platform ability to support mission
requirements such as power generation, pointing accuracy of
attitude dynamics and control systems (ADCS), along with the
ability to survive and operate in the natural space radiation
environment. The survivability issue is a difficult task as the mass
and volume constraints of these vehicles present considerable
challenges in terms of supporting radiation shielding. However,
engineering solutions such as appropriate electronics part selection,
spot shielding, and software techniques to mitigate single-event-effects
(SEUs) offer attractive engineering solutions for CubeSat missions
targeting environments beyond low-Earth orbit (Klesh, et al., 2018;
Blum et al., 2020; Maldonado et al., 2022).

As the space physics community has developed a growing interest
in the benefits of CubeSat missions, with their ability to provide
multiple spatial and temporal measurements at a reduced cost, there
has been an increased focus on the development of miniaturized
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instruments. Historically, instrument design has been guided by the
philosophy of “build to performance”. However, the current fiscal
environment of ever dwindling budgets coupled with expanding
CubeSat opportunities has revitalized the demand for low-resource
instruments that can yield relevant science return (Funsten and
McComas 1998; Young 1998; MacDonald et al., 2009; Fernandes
2019). This
microelectromechanical systems (MEMS) have enabled the rapid

et al, interest, combined with advances in
increase in the number of miniaturized plasma analyzers with
flight heritage (Maldonado, et al., 2019; Maldonado, et al., 2020a).
Examples include retarding potential analyzers (RPA) (Fanelli, et al.,
2015), laminated electrostatic analyzers (Maldonado, et al., 2020b;
Maldonado et al., 2020c), ion mass spectrometers (Nordholt, et al.,
2003; Kepko, et al., 2017; Ogasawara, et al.,, 2020), and traditional
spherical analyzers (MacDonald et al., 2006).

These low-resource instruments have the potential to be mounted
to booms outside of the spacecraft potential sheath. As has been done
on sounding rockets, it would be advantageous to use a low-resource
ion mass spectrometer or plasma spectrometer to enable the
instrument to be mounted to a boom and biased or swept, positive
or negative depending on the target population of interest, thus
mitigating the effects of spacecraft potential and enabling greatly
improved  cold
Alternatively, a low-resource or traditional plasma spectrometer

magnetospheric ~ plasma  measurements.
can be mounted to a biasable plate which can be differentially
biased with respect to the spacecraft potential. This bias can be set
to a sufficiently large positive or negative voltage thus creating a
pathway for cold ions through the spacecraft potential sheath to the
detector aperture. Additionally, a large constellation of CubeSats
equipped with plasma spectrometers have the potential to provide
multi-point simultaneous in-situ low energy measurements of
ionospheric outflow and cold magnetospheric plasma. These data
would enable closure of important science questions regarding the
source of magnetospheric plasma,

loading of the

magnetosphere-ionosphere

coupling, mass magnetosphere, magnetic
reconnection, and with wave-particle interactions (Zurbuchen and
Gershman 2016). The challenge remains for low-resource instruments
operating within the deep inner magnetosphere to mitigate the effects
penetrating radiation which can potentially obscure observations of

low-energy ions and electrons (Denton, et al., 2017).

5.3 Other techniques

Due to the inherent difficulties associated with direct
measurement of the low-energy ion and electron populations,
alternative methods have been implemented to aid in indirect
measurements beyond the wake technique (Walsh, et al., 2020).
These additional methods include using the spacecraft potential to
derive electron density (Escoubet, et al.,, 1997b; Pedersen, et al.,
2008; Andriopoulou, et al., 2016) and standing Alfvén waves (Chi
and Russell 2005; Takahashi, et al., 2014) along with limiting
observations to periods when the bulk flow exceeds the
spacecraft velocity (Lee and Angelopoulos 2014). As an example
of the latter, the low-energy ion observations made using the
Orbiting Geophysical Observatory 5 (OGO 5) ion spectrometer
relied on the spacecraft velocity to raise the relative energy of cold
ions past the potential barrier (Harris et al., 1970; Serbu and Maier
1970).
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Remote sensing techniques such as radio tomography and EUV
imaging have the potential to advance our understanding of global and
regional scale phenomena pertaining to ionospheric outflow, erosion and
refilling of the plasmasphere, along with subsequent redistribution of mass
through the magnetosphere (Malaspina, et al, 2022). The radio
tomography technique utilizes space-based radio receivers and
transmitters to measure total electron content along line of sight
between receiver-transmitter pairs which can then be used to produce
two-dimensional images of plasma density (Ergun, et al., 2000). The EUV
imaging technique utilizes optical cameras to detect resonantly-scattered
emissions to capture light and heavy ion population densities for
observations of global and mesoscale refilling dynamics (Sandel, et al,
2000).

While bulk parameters or densities can be obtained using remote
and indirect measurements or even spacecraft potential, the full
distributions of the cold ion and cold electron populations are
required to close science questions related to the microphysics of
individual flux tubes such as ion trapping, heating, and transport
(Goldstein et al., 2021).

6 Conclusion

In-situ cold ion and cold electron measurements are key to
understand the dynamics of the Earth magnetosphere. There are
two main challenges to overcome to achieve the measuring of the
full particle distribution of the cold plasma populations in the
magnetosphere: spacecraft potential and contamination of low-
energy spacecraft-generated electrons in the particle detector.

Cold ion and electron measurements are both affected by the sheath
electric field on and surrounding the spacecraft which alters the
trajectories of the particle measured by a detector. Depending on the
polarity at which the spacecraft charges with respect to the ambient
plasma, which depends on the environment and spacecraft materials,
some plasma species will be attracted and some other repelled. For the
repelled species, depending on the mean energy compared to the
spacecraft potential, the particle distribution will be partially measured.
In this case the full distribution can be approximated by extrapolating
from the measured, truncated distribution. This approach, however, could
yield large uncertainties in the parameter estimation. As for the attracted
species, the problem comes from accounting for the acceleration that
measured particles experiment inside the spacecraft sheath. It is
mandatory to correct for the spacecraft potential effect on the particle
counts to accurately estimate the plasma moments that characterize the
unperturbed magnetospheric cold plasma. Given the complex spacecraft
geometries on which the structure of the sheath depends, this is a
challenging task.

On the other hand, the contamination of low-energy spacecraft-
generated electrons only affects the cold electron measurements.
Because the cold electrons and the spacecraft-generated electrons
can have similar energies (a few eV), it is very difficult to
distinguish one species from the other in the detector particle
count. Moreover, the density of the spacecraft-generated electrons
can be orders of magnitude larger than the density of magnetospheric
cold electrons resulting in a complete masking of the ambient electron
signal. This is the main reason why cold electron measurements of the
lowest energies have not been accomplished yet.

Frontiers in Astronomy and Space Sciences

10.3389/fspas.2022.1005845

Fortunately, there are promising techniques to enable robust
cold in the Earth’s
magnetosphere. include,

ion and cold electron measurements
Those
spacecraft potential control, biasing of aperture surfaces, and
Each of these
methods have been demonstrated sparsely in space and some

discussed  herein active

low-resource instruments mounted to booms.

have been supported by numerical simulations. One possibility
to measure the full ion distribution is to use differential biasing of
the detector and mounting face to a sufficiently negative voltage
with respect to the ambient plasma. This will eliminate any
potential barrier due to the spacecraft sheath, giving free access
for the cold ions to reach the detector. As for the cold electron
measurements, this can be achieved by active spacecraft potential
control realized by an electron beam. By biasing the entire
spacecraft to sufficiently positive voltage, the spacecraft-
generated electrons are clearly differentiated from the ambient
cold electron signal in the detector count. Note that although these
approaches (differential biasing for ions and active spacecraft
potential control for electrons) enable robust measurement of
the full particle distributions, the effect of the spacecraft sheath
in the particle counts still needs to be corrected in order to compute
accurate ambient plasma parameters.

In a complex system of interconnected parts like the Earth’s
magnetosphere, a lack of understanding of one part of the system
(the cold electron and ion populations) is disabling. Hence, until cold
electron and cold ion measurements are obtained robustly with every
mission, the magnetospheric plasma environment cannot be
completely understood.
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This review focusses strictly on existing plasma density models, including
ionospheric source models, empirical density models, physics-based and
machine-learning density models. This review is framed in the context of
radiation belt physics and space weather codes. The review is limited to the
most commonly used models or to models recently developed and promising. A
great variety of conditions is considered such as the magnetic local time variation,
geomagnetic conditions, ionospheric source regions, radial and latitudinal
dependence, and collisional vs. collisionless conditions. These models can
serve to complement satellite observations of the electron plasma density
when data are lacking, are for most of them commonly used in radiation belt
physics simulations, and can improve our understanding of the plasmasphere
dynamics.

KEYWORDS

electron density, plasmasphere, plasmapause, empirical models, physical models,
machine learning, radiation belts

1 Introduction

The Earth’s plasmasphere is a region of cold (a few eV) plasma which originates from the
ionosphere and forms a rotating torus that surrounds the Earth (Storey, 1953; Carpenter,
1963; Carpenter, 1966). Reviews of the plasmasphere can be found in Goldstein (2006),
Kotova, 2007, Singh et al. (2011), Darrouzet and De Keyser (2013). For Earth’s radiation belt
codes computing the dynamics of energetic trapped electrons, accurate knowledge of the
electron density over the entire plasmasphere is crucial for parameterizing the various
diffusion coefficients (e.g., Glauert and Horne, 2005) used in modeling wave-particle
interactions, either from a modeled density (e.g., Dahmen et al, 2022) or from local
measurements (e.g., Ripoll et al., 2020b; Pierrard et al, 2021a). In addition, knowledge
of the position of the outer edge of the plasmasphere is required for specifying a location to
delineate between the high-density region where plasmaspheric hiss waves are present and
the low-density region where chorus waves occur, with each wave causing different local loss

204 frontiersin.org
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FIGURE 1

(A—C) Statistics of the electron plasma density (logio of the density in units cm™) from EFW on Van Allen Probes B during the whole mission (09/
2012-07/2019) for 3 Kp bins of geomagnetic activity (Ripoll et al., 2022a). (D—E) The physics-based Belgian SWIFF Plasmasphere Model (BSPM) model of
(color scale) the electron density and (black circles) the plasmapause during times of (D) quiet, (E) substorm, and (F) storm activity (Pierrard et al., 2021b).
The empirical Ozhogin et al. (2012) density model derived from the IMAGE Radio Plasma Imager (RPI) measurement plotted (G) versus L-shell (L) and
magnetic latitudes and (H) versus L-shell extracted at a few magnetic latitudes.

and acceleration processes through wave-particle interactions
(Thorne, 2010). The ion compositions are undoubtedly also very
important in radiation belt dynamics, for example, regarding the
wave-particle interactions with electromagnetic ion cyclotron
(EMIC) waves but this topic is not covered in this review.
Authors interested in this topic can read the recent extended
review of the known impact of the cold-ion and cold-electron
populations in the Earth’s magnetosphere by Delzanno et al
(2021) with focus on the source of hot magnetospheric plasma,
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solar-wind/magnetosphere coupling, magnetotail reconnection and
substorms, Kelvin-Helmholtz instabilities on the magnetopause,
wave-particle interactions, aurora structuring and spacecraft
charging.

Figures 1A-C show statistics of the electron plasma density
taken from Ripoll et al. (2022a) in which density is inferred from the
Electric Field and Waves (EFW) spacecraft potential (Wygant et al.,
2013) from Van Allen Probes B during the whole mission (09/2012-
07/2019) (see more details about the method and the accuracy of the
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cold plasma density in section 3.3). This figure illustrates the state of
the plasmasphere for 3 bins in Kp index spanning quiet to high levels
of geomagnetic activity, a range of conditions that models intend to
reproduce. During quiet times, the plasmasphere is approximately
circular in shape around the Earth, expanding out up to L-shell (L)
of ~5.5. With increasing activity, the plasmasphere evolves to
become asymmetric in shape, with density structures forming in
the morning and afternoon sectors. The increase of geomagnetic
activity produces a general erosion of the plasmasphere on the
dayside, an outward expansion of the plasma density in the dusk
sector, and an increase of density in some of the night-morning
sectors due to detached plasma regions rolling and wrapping around
Earth.

In this article, we review existing plasma density models,
including ionospheric source models, empirical density models,
physics-based and machine-learning density models. A great
variety of conditions is considered such as the magnetic local
time (MLT) variation, geomagnetic conditions, ionospheric
source regions, radial and latitudinal dependence, and collisional
vs. collisionless conditions. This review is framed in the context of
radiation belt physics (see review in Ripoll et al., 2020a) and space
weather codes. This implies the models are usually derived to be
applied on the large spatial scales and large temporal conditions.
Models that will be referred to and discussed are limited to those
most commonly used for radiation belt simulations. We also focus
on the more recent progress made during the last decade and to the
promising models or data, such as those from the National
Aeronautics and Space Administration’s (NASA) mission of the
Van Allen Probes (Mauk et al., 2013). Models or data discussed in
this review have gone through the calibration/correction analysis/
process required to qualify the proper data to use (such as spacecraft
potential correction, secondary electron effects, crosstalk effects
correction in particle detectors, calibration corrections and
modulation corrections on field detector antennae, etc.).

These models can be used to complement plasmaspheric
densities inferred from satellite observations where or when data
are lacking to fill data gaps, to be compared with these new data for
evaluation, to be aggregated together or with observations to form
more global models, or to analyze them for improving our
understanding of the plasmasphere dynamics. Some of these
models will serve as reference point or reference method from
which we can improve and build a new generation of electron
density models from the most recent observations, such as the
NASA Van Allen Probes and the Japan Aerospace Exploration
Agency (JAXA) Arase satellite missions (Miyoshi et al., 2018).
The accuracy of the plasma density is essential for the
computation of wave-particle interactions, which themselves
determine the dynamics of the radiation belts.

2 The ionospheric source for the
plasmasphere from the IRl model

The cold plasma in the plasmasphere has its origins in the
ionosphere. Because the ionosphere is strongly driven by the Sun,
the number density and temperature of the electrons, ions and
neutrals in the ionosphere depend on solar activity, season, and local
time, with a reset every day.
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The earliest model of the topside ionosphere used only three
bins in geomagnetic latitude and a linear dependence on F10.7 radio
flux. In the 1990’s, a diffusive equilibrium model was used to
compute the density in the topside ionosphere. The diffusive
equilibrium model is a first-principles model that specifies the
plasma density along a flux tube given boundary conditions at
the footpoints (Angerami and Thomas, 1964). The boundary
conditions include the number density and temperature of
electrons, ions and neutrals. A diffusive equilibrium model is
applicable at low altitudes where collisions are frequent, but may
have limited utility at higher altitudes where the plasma is
collisionless.

The main empirical model of the ionosphere, the International
Reference Tonosphere (IRI), uses trigonometric functions to fit both
temporal (local, seasonal, and annual) and spatial variations in
measurements of electron density coming from worldwide
network of ionosondes, powerful incoherent scatter radars,
topside sounders, and in situ instruments flown on many
satellites and rockets, with the coefficients depending on solar
activity. IRI has several altitude regions of interest: the D, E, F1,
and F2 regions, and the topside ionosphere, which extends from the
F2 peak to the maximum altitude in the model, 2000 km in IRI-2012
(Bilitza et al., 2014) (see also Bilitza et al., 2017; Biliitza, 2018). The
IRI model is driven by several solar and ionospheric indices
including the sunspot number R, the solar radio flux at 10.7 cm
wavelength F10.7 (Tapping, 2013), and the ionosonde-based
ionospheric global (IG) index (Bilitza, 2018). Last version is IRI
2020 on irimodel.org.

More specifically, the transition from highly collisional to
collisionless in the topside ionosphere makes it a particularly
difficult region to model. In IRI-2007, the topside ionosphere
model from NeQuick (Coisson et al., 2006) was included as the
default option. This model has been constructed from ISIS-2 topside
sounder data orbiting at 1,400 km (see also Gulyaeva, 2012). Further
extension to higher altitudes includes the work of Gulyaeva et al.
(2002) who took available topside sounder profiles up to 3,500 km
and built a connection of IRI to the bottom of the plasmasphere
(IRI-PLAS) (see also Gulyaeva, 2011; Gulyaeva et al., 2011). Reinisch
et al. (2007) also made an attempt to connect the IMAGE/RPI
density data (see section 3.2) with IRI 2001 topside using the vary-
Chap approach (see also discussion in Bilitza and Reinisch, 2008).
This model was further improved in Nsumei et al. (2012).

3 Empirical models
3.1 Empirical plasma density models

Early efforts to model the plasmaspheric electron density included
effects due to solar activity and season, with the first models providing
the density using simple empirical relations depending on the
Mcllwain parameter L in Earth radii. Carpenter and Anderson
(1992) derived a “reference profile” of the plasmaspheric electron
density, valid for 2.25 < L < 8, to describe the saturated plasmasphere,
N (L) = 10(03145L+3.0983) * wyith additional dependences to include
perturbations due to season and phase of the solar cycle. This
(ISEE)
interval of

model uses the International Sun-Earth Explorer

measurements and is limited to the local time
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0-15 MLT omitting plasma expansion on the dusk side, which these
authors had aimed to treat separately (Carpenter and Anderson,
1992). Lyons and Thorne (1973) used a form N(L) = 1000 (4/L)%,
that was consistent with Carpenter et al. (1964), to derive electron
lifetimes that yielded equilibrium flux profiles for L = [1,5] using a
Fokker-Planck radial diffusion code, even though the density model
was not valid below L = 2. Albert (1999) used an exponential, N(L) =
16400e **7*", instead of a power law in L. Sheeley et al. (2001) reported
N(L) = 1390 (3/L)*® + 440 (3/L)*¢ in the plasmasphere for 3 <L < 7,
where the authors show that the standard deviation captures
differences between a newly filled and saturated plasmasphere.
They did not find a magnetic local time (MLT) dependence for
the plasmasphere, but did model the MLT-dependence of the plasma
trough. A combination of Albert (1999) within the plasmasphere and
Sheeley et al. (2001) within the plasma trough is used in the wave-
particle interaction simulations of Ripoll et al. (2017) when satellite
observations are lacking.

Gallagher et al. (2000) developed the Global Core Plasma

Model (GCPM), a single unified model of the whole
plasmasphere using an ‘amalgam’ of previously developed
‘region-specific’c’  models. GCPM addresses the density,
temperature and  composition of the plasmasphere,

plasmapause, trough and polar cap. It depends on solar and
geomagnetic indices, but is intended to be ‘representative’ of
these conditions rather than used as a dynamic model. GCPM
uses a modified version of the reference profile of Carpenter and
Anderson (1992), N(L) = 107°7°*>3, added to the perturbations
due to the solar cycle and season. It joins the topside ionosphere
model of IRI to the equatorial plasma density model by first
extrapolating the slope of the IRI model above the F2 peak
using an exponential function and extrapolating the slope of the
equatorial model downward in altitude with another exponential
function, then blending the two functions with hyperbolic
tangents. At higher latitudes, the shape of the exponential
function is determined from IRI above the F2 peak, but the
form is shifted by a constant so that the exponential decays to
the equatorial value. The plasmapause location and width depend
on local time. GCPM could be considered as the best compilation
of all empirical density models. However, the GCPM model has
not been directly coupled to radiation belt codes or wave particle
interactions codes (to the knowledge of the authors) but it has been
used for the validation of other plasma density models, themselves
used in radiation belt codes (e.g., Ozhogin et al., 2012).

3.2 Latitudinal dependence

There have been recent efforts to model the variation of
electron density with magnetic latitude. Denton et al. (2006) used
satellite measurements from Polar and the Combined Release and
Radiation Effects Satellite (CRRES) to model the latitudinal
variations as a power law of the radial distance R to any point
along the field line, N(L,R) = N,y (LRg/R)", and fit « as a
function of L and equatorial density for L > 2. Denton et al.
(2006) fit this model to IMAGE RPI data and found that it did not
perform well at high magnetic latitudes. Reinisch et al. (2004) and
Huang et al. (2004) found that the following form fits data from
IMAGE RPI well:
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N (LX) = Nog (L) [1 + yMAinv ] [cos ((7/2) (ed /A )] (1)

where A is the magnetic latitude, A;yy is the invariant magnetic
latitude, and the fitting parameters are «, 3, y. Ozhogin et al. (2012)
built on the earlier work of Reinisch et al. (2004) and fixed the values
of the fitting parameters to

a=1.01+0.03,8 = 0.75 + 0.08,y = Oand o)
Neq (L) — 1Of(04490310,0315)L+(4446931040921)

The Ozhogin et al. (2012) model is restricted to altitudes greater
than 2000 km and L > 1.5, up to L = 4, and does not address
dependence on MLT, season, solar activity, or differences in density
between the Northern and Southern hemispheres. This model is
plotted in Figures 1G, H to illustrate the increase of density with
latitude. Models of Carpenter and Anderson (1992), Gallagher et al.
(2000), Denton et al. (2006), Sheeley et al. (2001) and Ozhogin et al.
(2012) are compared in Figure 8 of Ozhogin et al. (2012).

Empirical and first-principles models of the cold plasma density
in the plasmasphere have been in development since the 1960’s, but
there is just one model (Ozhogin et al., 2012) that is valid below L =
2 and includes latitudinal dependence. To our knowledge, there was
no valid empirical model below L = 1.5, nor one that includes
variations due to solar activity, season, local time, and hemispheric
differences, in addition to L, A below L = 2. Recently, Hartley et al.
(2023) combined Van Allen Probes data for latitudes below 20° with
Arase data up to 40° for 1 < L < 3 and derived a new electron density
model with both a latitudinal and MLT dependence. Comparison
with the L dependence of the Ozhogin model shows good agreement
above L = 1.5. Below L = 1.5, a fitting form similar to the Ozhogin
model is adopted with new parameters defined as & = 1.03, 5 = 0.44.
An MLT dependence of the plasma density was identified, which is
consistent with the diurnal variation of ionosphere. This variation is
strongest at low L, but persists out to L = 3. All empirical electron
density models discussed in this article are listed and succinctly
synthetized in Table 1.

3.3 Empirical plasmapause models

There exist a variety of empirical plasmapause models currently
used in radiation belt simulations. They generally provide the radial
distance of the plasmapause in the equatorial plane as a simple
function of the geomagnetic activity level. Tu et al. (2009) used, for
instance, the CRRES data driven model of O’Brien and Moldwin
(2003), whereas Tu et al. (2013) implemented the Carpenter and
(noted CA92). The
CA92 plasmapause model is the most commonly used model to

Anderson (1992) plasmapause model
our knowledge. It has been largely used for radiation belt studies
over the last 10 years (Subbotin and Shprits, 2009; Kim et al., 2011;
Shprits et al., 2013; Ripoll et al., 2016; Ripoll et al., 2019; Wang and
Shprits, 2019; Cervantes et al., 2020a; Cervantes et al., 2020b;
Malaspina et al., 2020; Saikin et al., 2021).

Recently, Ripoll et al. (2022a) derived both a plasmapause and a
100 #/cc density level models based on the entire Van Allen Probes
mission (2012-2019) from both the Electric and Magnetic Field
Instrument Suite and Integrated Science (EMFISIS) suite’s (Kletzing
et al., 2013) and the Electric Field and Waves (EFW) (Wygant et al.,
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TABLE 1 Empirical electron density models discussed in this article.

Name/Reference

Modeled quantity

Data in use (or type

of physics)

Model validity
domain

10.3389/fspas.2023.1096595

Known limitation

Carpenter and Anderson (1992)

Plasmasphere and plasma trough
density with MLT dependence.
Plasmapause

ISEE

valid for 225 <L < 8

0 to 15 MLT. Underestimation of the
plasmapause position shown in Ripoll
et al. (2022a)

Lyons and Thorne (1973) Density Whistler measurements and = L = [1,5] Not valid below L = 2. Limited to within
0GO-5 the plasmasphere
Albert (1999) Density ISEE Based on Carpenter and | Limited to within the plasmasphere
Anderson (1992)
averaged over MLT
Sheeley et al. (2001) Density with MLT dependence CRRES 3<L<7 CRRES limitation in MLT and temporal

coverage. Gap at high L shell between
dawn and noon. No dependence on
magnetic activity

Albert (1999) within the
plasmasphere and Sheeley et al.
(2001) within the plasma trough

Density

ISEE and CRRES

valid for 225 < L <7

Limitations of Carpenter and Anderson
(1992) and Sheeley et al. (2001)

GCPM Gallagher et al. (2000)

Denton et al. (2004)

Denton et al. (2006)

Ozhogin et al. (2012)

Berube et al. (2005)

3D Density, temperature and
composition of the plasmasphere,
plasmapause, trough and polar cap

Density with MLT dependence
Density with latitudinal
dependence

Density with latitudinal

dependence

Equatorial density

Compilation of all empirical

density models

Polar

Polar and CRRES

IMAGE/RPI

IMAGE/RPI

Lin [1, 8]

L in [2, 8], ne < 1,500
#/cm-?

Lin [2, 8]

altitudes greater than
2000 km and L > 1.5, up
toL =14

Lin 2-5

Not a dynamic model and only
representative of typical conditions

Limited to March 1996 to September 1997
Power law form to describe the field line
distribution

no MLT, season, solar activity, or

differences between both hemispheres

data between May 2000 and May 2001

Hartley et al. (2023)

Density with latitudinal and MLT
dependences

Van Allen Probes data for
latitudes below 20° with
Arase data up to 40°

L in [1,3]. Continuous
with Ozhogin et al.
(2012) up to L = 4

Low L-shell model

Denton et al. (2012)

Long-term (>1 day) density

IMAGE/RPI

Lin [2, 9]

No MLT dependence of refilling rate. Kp <

refilling rates

2013) data. The cold plasma densities are either determined by the
upper hybrid (UHR) method from EMEFISIS
measurements (Kurth et al, 2015) or by using the spacecraft
floating potential (Escoubet et al, 2007; Torkar et al, 2016;
Torkar et al, 2019) measured by the Electric Field and Waves
(EFW) instrument (Wygant et al., 2013).

About the accuracy of these density measurements, we note the

resonance

densities derived along with the corresponding spacecraft potentials
are fit to a function with a non-linear least squares fit. The resulting
fits typically have a Pearson (R®) coefficient in the range of
~0.75-0.95 and an average percent error between the selected fit
derived densities and the densities used to perform the fit of ~15%.
Experiments with individual orbits show that fits of the functional
form can capture the density voltage relation over a range of
densities from ~few cm™ up to 3,000 cm” with the lower
densities still agreeing with the EMFISIS UHR densities to within
10%. However, using the same fit for a longer period (larger than an
orbit) the EFW and EMFISIS densities may diverge by over factor of
two at densities <10 cm™. The reason for this is the variability of the
plasma environment outside the plasmasphere. For periods during
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1.5. 34 quiet periods of ~2 days between
2001 and the end of 2005

which the upper hybrid resonance line is clearly resolved in the High
Frequency Receiver (HFR) spectral data, the EMFISIS density
product is generally more accurate than the EFW. However,
during times in which there are high levels of wave activity that
make identification of the upper hybrid line difficult or impossible,
resulting in increased uncertainty in the EMFISIS densities, the EFW
density fits still return densities by applying the relevant fit equation
to the spacecraft potential. Regarding the semi-automated process
for determining the EMFISIS density from the UHR (Kurth et al.,
2015), there is a 8.7% mean percentage difference between the
manual process and the semiautomatic process, which is less
than the ~10%
measurement. This difference is visible in Figure A2 of Goldstein

resolution available for an individual
etal. (2014a), where the average difference is often low (~7%), is less
than 20% in general, but can be up to 100% for a very small number
of data points. Another main source of error is the spectral
resolution, due to the upper hybrid resonance that can only be
defined at specific values dictated by the binned frequency spectrum.
This translates to a density resolution of Ane/ne of about 10%. The

uncertainty increases when the spectra become difficult to interpret,
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TABLE 2 Empirical plasmapause models discussed in this article.

10.3389/fspas.2023.1096595

Name/ Modeled quantity Data in use Model validity ~~ Known limitation
References (or type of physics) domain
O’Brien and Plasmapause with MLT CRRES Lin [2, 8] CRRES limitation in MLT and temporal coverage.
Moldwin (2003) dependence Gap at high L shell between dawn and noon
Ripoll et al. (2022a) = Plasmapause and 100 #/cc Van Allen Probes Lin [1.5, 6] Single index modeling
level line, with MLT
dependence
Kwon et al. (2015) Plasmapause THEMIS Kp~1 Limited to quiet times
Bandi¢ et al. (2016) = Plasmapause with MLT CRRES Lin [2, 8] Sector (12-18 MLT) contains significantly less data
dependence than other sectors
Cho et al. (2015) Plasmapause THEMIS (2008-2012) Lin [2, 8] Ascending phase of Solar Cycle 24. Sharper gradient
than commonly used. No MLT dependence
Liu and Liu (2014) Plasmapause with MLT THEMIS D (2010-2011) Lin [3, 6] Generalized in Liu et al. (2015)
dependence
Liu et al. (2015) Plasmapause with MLT THEMIS (2009-2013) Lin [2, 8] Limited to plasmapause crossings with one sharp
dependence density gradient
Verbanac et al. Plasmapause with MLT Cluster Lin [2.9, 8.8] Limited to 311 plasmapause crossing
(2015) dependence
NSW-GDP Model Plasmapause with MLT Multiple sources (18 satellites in Lin [2, 8] The maximum RMS error of 0.91 RE at 17 h MLT.
He et al. (2017) dependence 1977-2015). 48,899 plasmapause Minimum RMSE of 0.57 RE at midnight. Diurnal
locations plasmapause variations may be faded through
36 years data averagd in 1 h UT intervals

as discussed in Goldstein et al. (2014a). In most instances, the
spectral resolution uncertainty is estimated to be between 10% and
20% (Hartley et al., 2016). The EMFISIS and EFW densities from
~10cm™ to 3,000 cm™ are statistically compared in Jahn et al.
(2020), who found that the EFW values predominantly fall in a
range of 50%-200% of their corresponding EMFISIS measured value
(e.g., 0.5 to 2 times the actual value), while most of the EFW to
EMFISIS points used for comparison are ~100% (e.g., Ngpw ~
Ngmersis). Further comparisons of the 100 #/cc level are carried
out in Ripoll et al. (2022a) in which Figures 1K, L confirm the good
agreement between both methods, with the bulk of normalized
differences below +20%.

A comparison of the CA92 plasmapause model with Van Allen
Probes measurements is performed in Ripoll et al. (2022a). These
authors first recover the CA92 model using EMFISIS data and a
gradient method to localize the plasmapause, showing the practical
reliability of the CA92 model. However, direct comparisons of the
100 cm™ level deduced from Van Allen Probes EFW measurements
and the CA92 model show the dense plasmasphere expands farther
out than predicted by the CA92 model. Departure of the
CA92 model from the 100 cm™ EFW data increases as the
maximum value of the Kp index over the last 24 h (Kp) increases
and L-shell decreases, and storm-induced erosions are less deep than
predicted by the CA92 model (Ripoll et al., 2022a).

The model of O’Brien and Moldwin (2003) based on CRRES
data is the first to show the MLT dependence as well as the relevance
of parametrizing the plasmapause model with various indices, such
as Kp, AE, and Dst (see also Moldwin et al. (2002)). Carpenter et al.
(2000) states the experimental error in the CRRES density is
associated with measuring the UHR or plasma frequencies on the
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SER records. They estimated to be +/— 6% in spectral resolution (Af/
f), which corresponds to +/— 12% in density. Kwon et al. (2015)
derived the median/mean plasmapause locations from the electron
density inferred from the Time History of Events and Macroscale
Interactions during Substorms (THEMIS) spacecraft potential
under steady quiet conditions (Kp < 1). The comparison of their
plasmapause model with the estimated Lpp from models such as
GCPM (Gallagher et al., 2000), Moldwin et al. (2002), and O’Brien
and Moldwin (2003) with Kp = 1 shows the plasmapause is farther
extended ~1-2 L from the Earth (i.e., GCPM and CRESS based-
models models underestimate the extend of the plasmapause). Ripoll
etal. (2022a) show the underestimation of the plasmapause position
is caused by the gradient method that fails identifying gradients
particularly during quiet times and on the dusk.

Other plasmapause models include Bandic et al. (2016) based on
CRRES data, Cho et al. (2015), Liu and Liu (2014) and Liu et al.
(2015) based on THEMIS data, and Larsen et al. (2007) based on
IMAGE data. Verbanac et al. (2015) plasmapause model is based on
CLUSTER data and analytical relationships obtained from
geomagnetic and solar wind observations. Bandic et al. (2017)
derived a plasmapause model from a large dataset including
multiple sources. A comparison of these models is provided in
Pierrard et al. (2021c) showing a great variability of mean
plasmapause empirical models (see also Guo et al, 2021). All
empirical plasmapause models discussed in this article are listed
and succinctly synthetized in Table 2 (see also Table 1 in He et al.
(2017) listing the model dependences).

The large variability of the measurements underlying the mean
empirical plasmapause models (more generally mean plasma
density empirical models) is one major limitation of this type of

frontiersin.org


https://www.frontiersin.org/journals/astronomy-and-space-sciences
https://www.frontiersin.org
https://doi.org/10.3389/fspas.2023.1096595

Ripoll et al.

models that calls for the use of either physic-based models or
machine learning technics.

4 Physic-based models of the
plasmasphere

4.1 lonosphere-plasmasphere models

The 3D global ionosphere/plasmasphere fluid model SAMI3
(Huba and Krall, 2013; Krall and Huba, 2013) of the Naval Research
Laboratory (NRL) solves the continuity and momentum fluid
equations for seven ion species (H*, He*, N*, O*, N*,, NO* and
0*,) and includes the thermospheric wind-driven dynamo electric
field. It is based on SAMI2 (Huba et al., 2000). SAMI3 uses the
partial donor cell method (Hain, 1987; Huba, 2003) and a newly
implemented 4-order flux-corrected transport scheme for ExB
transport perpendicular to the magnetic field (Huba and Liu,
2020). The temperature equation is solved for three atomic ion
species and electrons. The model has a co-rotation potential, a
neutral wind dynamo potential (with winds from HWM93 (Hedin,
1987)), and a time-dependent Volland-Stern-Maynard-Chen
potential. In Huba and Krall (2013), SAMI3 density results are
compared at the equator for 4 MLT sectors with the quiet time
empirical electron density of Berube et al. (2005) defined as Neq =
10%°"4%¢ for L in 2-5 from IMAGE RPI data between May 2000 and
May 2001. They find the SAMI3 electron density is lower by a factor
2 attributed to a lower F10.7 index used in the simulation.

The SAMI3 model has been recently modified to support the
NASA ICON mission and provide ionosphere and thermosphere
properties during this mission (Huba et al., 2017). SAMI3 recently
integrated an improved model of counterstreaming H* outflows
from the two hemispheres during storm using a two fluid species for
H+ (Krall and Huba, 2019) in order to avoid non-physical high-
altitude ‘top-down refilling” density peaks (Krall and Huba, 2021).
SAMI3 is currently used to try to reproduce the formation of density
ducts in the plasmasphere (e.g., Jacobson and Erickson, 1993; Loi
et al, 2015) caused by the thermosphere composition and winds on
plasmaspheric refilling outflows (Krall et al., 2018) as observed from
the Murchison Widefield Array (MWA) interferometric radio
telescope in Australia (Helmboldt and Hurley-Walker, 2020).
SAMI3 recently coupled to the atmosphere/thermosphere code
WACCM-X (Whole Atmosphere Community Climate Model
with thermosphere and ionosphere extension) provided the first
high-resolution global simulation using realistic thermospheric
conditions of the formation and penetration of plasma bubbles
into the topside F layer (Huba and Liu, 2020). These structures will
further propagate to higher altitudes and introduce longitudinal and
seasonal dependence structures into the plasmasphere. Further
coupling of SAMI3 and applications are discussed in Huba (2023).

The Ionosphere-Plasmasphere-Electrodynamics (IPE) model is
derived in Maruyama et al. (2016) to investigate the connection
between terrestrial and space weather (e.g., Fuller-Rowell et al,
2008). IPE provides 3D thermal plasma densities for nine ion
species, electron and ion temperatures, and parallel and
perpendicular velocities of the ionosphere and plasmasphere. The
parallel plasma transport is based on the Field Line Interhemispheric
Plasma (FLIP) Model (Richards et al., 2010). There is a detailed
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model of the Earth’s magnetic field using Apex coordinates
(Richmond, 1995) and the International Geomagnetic Reference
Field IGRF (as in SAMI3). The transport is computed with the same
solver all the way from the equator to the pole on a global static grid
with a semi-Lagrangian scheme that allows for the global plasma
transport perpendicular to magnetic field lines. There is a self-
consistent photoelectron calculation enabling more accurate studies
of the longitudinal/UT dependence of the ionospheric mass loading
process. IPE is generally defined from 90km to approximately
10,000 km. The spatial resolution of the radial direction in the
plasmasphere varies from 0.05 Rg (L = 1.5) to 0.46 Rg (L = 5).
IPE has used to reproduce the Weddle Sea Anomaly (Sun et al,
2015) and for studying extreme plasmaspheric erosion as low as
L~1.7 (Obana et al, 2019). Current applications of IPE include
plasmaspheric drainage plumes, ionospheric storm enhanced
density (SED) plumes, plasmaspheric refilling, and plasmaspheric
composition. The Whole Atmosphere Model (WAM)(e.g., Akmaev
and Juang, 2008) has been coupled with IPE (WAM-IPE) and
provides today space weather forecast 24/7 at NOAA SWPC
(https://www.swpc.noaa.gov/products/wam-ipe). WAM-IPE has
recently be used to simulate ESF irregularities (Hysell et al., 2022).

The IRAP Plasmasphere Ionosphere Model (IPIM) uses a 16-
moment approach for strong temperature anisotropy at high
altitude and for accurately modeling the transition between
collision dominated at low altitude and collisionless media at
high altitude (Marchaudon and Blelly, 2015). IPIM solves the
interhemispheric hydrodynamics convection and corotation of six
ions and thermal electrons along flux tubes at different distances
from Earth. IPIM has a kinetic model for suprathermal electrons and
solves for the chemical reactions in the ionosphere. IPIM has been
used to simulate the depletion of the ionospheric F, layer by a high-
speed stream for short-term behavior on the scale of a few hours
Simulations were found to be consistent with EISCAT radar and the
ionosonde measurements (Marchaudon et al., 2018). For the long-
term evolution of the plasmasphere-ionosphere system and during
quiet conditions, IPIM simulations indicate that the plasmasphere in
not stable in MLT and that no real dynamic equilibrium can be
reached (Marchaudon and Blelly, 2020).

4.2 Plasmasphere models

Different plasmasphere models combining semi-empirical
relations and physics-based backgrounds have been developed
to reproduce the inner magnetosphere, the plasmapause, and
even the plasma trough above the plasmasphere limit (see
Pierrard et al., 2009 for a review of the plasmasphere models
before 2009).

Pierrard and Stegen (2008) have developed the Belgian SWIFF
Plasmasphere Model (BSPM), a 3D dynamic kinetic model of the
plasmasphere. The BSPM model is based on physical mechanisms,
including the interchange instability for the formation of the
plasmapause (Pierrard and Lemaire, 2004), and provides the
density and the temperature of the electrons, protons and other
ions, both inside and outside the plasmasphere in the plasma trough.
It has been coupled to the ionosphere (Pierrard and Voiculescu,
2011) using the IRI model as a boundary condition and is
continuously improved by including other physical processes like
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plasmapause thickness and plasmaspheric wind (Pierrard et al.,
2021b). The input of the model is the date that determines the
geomagnetic indices Kp and Dst. The plasmapause position does
strongly correlate with the Bartels geomagnetic index, Kp index,
which is retained as the main parameter used in the model to
determine the plasmapause position. These indices may be predicted
values when forecasting is required, or observed values when past
events are simulated. They determine also the convection electric
field. As BSPM uses the IRI model, it also depends on IRI parameters
listed in Section 2. The BSPM model includes plasmapause erosion
during geomagnetic storms as well as refilling, and is able to
reproduce the plumes generated during storms and other
structures like shoulders. It uses the kinetic approach that allows
for the inclusion of non-Maxwellian distributions (Pierrard and
Lemaire, 2001). The last version of the BSPM model is shown in
Figures 1D-F for quiet, substorm, and storm activity. On 16 March
2015 1H (UT) with a quiet period with Kp~2 (and almost constant
during several hours), the plasmasphere is quite extended and
almost circular (to compare with Figure 1A). A few hours later
after a substorm injection on 16 March 2015 19 h (UT) with Kp~4,
there is formation of a plume in the dusk sector rotating with the
Earth (to compare with Figure 1B). On 17 March 2015 21 h (UT)
during an intense storm with Kp = 8, the model shows a strong
erosion of the plasmasphere and formation of a long plume rotating
with Earth (to relate with the statistics of Figure 1C).

The kinetic approach based on particle-in-cell simulations has
also been combined with the fluid approach in Wang et al. (2015) to
develop a dynamic fluid-kinetic model for plasma transport within
the plasmasphere. A semi-kinetic model of plasmasphere refilling
following geomagnetic storms has also been recently developed by
Chatterjee and Schunk (2020b) and compared with hydrodynamic
models to explore their differences. In hydrodynamic plasmasphere
models, the non-linear inertial terms in the plasma transport
equations are retained (Chatterjee, 2018; Chatterjee and Schunk,
2019; Chatterjee and Schunk, 2020a; Chatterjee and Schunk, 2020b).
Limitations of such models are generally related to the difficulty to
reproduce the mechanisms implicated in the formation of the
plasmapause and the refilling process that is a key physics-based
problem to solve to obtain a fully coupled plasmasphere-ionosphere
model.

A two-dimensional physics-based plasmasphere model called
Cold Plasma (CPL) (Jordanova et al., 2006; Jordanova et al., 2014)
is used in a ring current-atmosphere interactions model of the
source and loss processes of refilling and erosion driven by
empirical inputs to simulate equatorial plasmaspheric electron
densities. The performance of CPL has been evaluated against in
situ measurements by the Van Allen Probes (Radiation Belt Storm
Probes) for two events (De Pascuale et al,, 2018). This study finds
that severe erosion is best captured by an effective Kp-index for
scaling the inner-magnetospheric potential governing E x B flows
while refilling subsequent to moderate activity requires a solar wind
parameterization of the quiet time background after the onset of a
geomagnetic storm. Empirical models driving plasmasphere
dynamics can be improved by capturing localized enhancements
in electric field measurements and asymmetric profiles in electron
density observations. More specific simulations were dedicated to
comparisons with Van Allen Probes plasmapause observations
(Goldstein et al., 2014a; Goldstein et al., 2016).
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4.3 Plasmapause models

Physics-based models also provide the plasmapause location
(e.g., Pierrard et al. (2021b)), with some models integrating Van
Allen Probes measurements and plasma trough densities (e.g., Botek
etal., 2021). Goldstein et al. (2003), Goldstein et al. (2005) developed
a plasmapause test particle (PTP) dynamic model that represents the
plasmaspheric boundary as an ensemble of E x B-drifting particles.
The PTP model uses an electric field which is driven by the solar
wind E field and Kp. The evolution of the plasmapause is modeled by
the changing shape of the curve defined by the aggregate of the test
particles evolving in a time-varying convection E-field. PTP
simulation for the moderately disturbed interval 18-20 January
2000 shows a narrow drainage plume followed by significant
plasmaspheric erosion, forming a second plume that coexists
with the residue of the first plume (Goldstein et al, 2014b).
Observations from three of the Los Alamos National Laboratory
geostationary satellites are globally consistent with this PTP
simulation in terms of the durations of plume sector transits
while the MLT widths and timings of the simulated plumes do
not precisely agree (Goldstein et al., 2014b). Goldstein et al. (2019)
further generated a plasmapause statistical model from the
simulations of 60 storms with Dst,pgax < —60nT based on Van
Allen probes data yielding over 7 million model plasmapause
epoch-binned PTP
combined in order to create an analytical plasmapause model for

locations. The simulation results are
moderate storms (—120nT < Dst,ppax < —60nT) and strong storms
(Dst,peax < —120nT) that explicitly includes plumes. This model
depends on the duskside plasmapause radius and two fitted

coefficients, all three depend on epoch time (from —24 h to 36 h).

4.4 Global geospace model

A new promising approach is to couple a global geospace
model of the magnetosphere with a physics-based density model.
Figure 2 provides an example of the global geospace model,
GAMERA (Zhang et al,, 2017; Sorathia et al., 2020; Sorathia
et al., 2021) coupled to RCM (Toffoletto et al., 2003). With a
two-way coupling, these models are subparts of the Multiscale
Atmosphere-Geospace Environment (MAGE) (e.g., Chen et al,
2021; Pham et al., 2021; Lin et al., 2022). The details of GAMERA’s
core MHD numerics and its verification are presented in Zhang
et al. (2019). GAMERA uses high-order spatial reconstruction for
the preservation of sharp structures. For typical MHD problems,
Zhang et al. (2019) showed lower-order reconstruction (e.g.,
Second-order) requires four to eight times finer grid resolution
(corresponding to a 250-4,000 factor increase of the cost resolution
in 3D) as the eighth-order)
reconstruction to reach the same accuracy. In addition to

higher-order (seventh- or
coupling the global MHD model to the inner magnetosphere
model via ring current pressure ingestion (e.g., Pembroke et al.,
2012), here the RCM is additionally evolving a cold fluid to model
the evolution of the plasmaspheric density. In this coupling, the
plasmasphere density is initialized using an empirical model
(Gallagher et al., 2000) and refilling rate (Denton et al., 2012),
and evolved using the same dynamically-calculated electrostatic
potential as in the MHD simulation (e.g., Merkin and Lyon, 2010).
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(A) Coupled GAMERA global geospace model and RCM simulation depicting localized nightside dipolarizations and dayside plasmaspheric plume.
Shown is the non-dipolar component of the northward magnetic field (left color bar) and contours of constant density (right color bar) in the equatorial
plane (Sorathia et al., 2018). (B) The neural network architecture of DEN2D in Chu et al. (2017a). (C) Predictions of diffusion coefficients for variable density
and wave properties from the neural network model of Ripoll et al. (2022b) during (top) quiet (Kp = 2) and (bottom) moderate (Kp = 4) activity. A Kp-
based model of plasma density and wave properties would find constant values in time. (D) Density and plasmapause location predicted by the DEN2D
neural network at midnight (noted mid) and in the plume (noted plume) based on the AL and Sym-H indices in February 2011 during a refilling event
showing dynamic rates of refilling (Chu et al., 2017b). (E) Equatorial density predicted by DEN2D and MLT sectors shown in (D).

Note that RCM can further be coupled with SAMI3 as done by
Huba et al. (2017b) to study the ionosphere-plasmasphere system
response to the 17 March 2015 geomagnetic storm. The coupling

occurs through the electrostatic potential equation (Huba et al.,
2005; Huba and Sazykin, 2014) in which the conductance is
defined by the sum of the conductance associated with solar

Frontiers in Astronomy and Space Sciences

212

activity computed by SAMI3 and the auroral enhanced
conductance provided by RCM.

Figure 2A depicts localized dipolarizations on the nightside and
the formation of a dayside plasmaspheric plume during the
17 March 2013 geomagnetic storm (Sorathia et al., 2018). There
is a complex interacting mesoscale process with nightside flows,
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TABLE 3 First-principles physics models discussed in this article.

Name/References

Modeled quantity

Physics principles

Model validity domain

10.3389/fspas.2023.1096595

Known limitation

Tonosphere-Plasmasphere-
Electrodynamics
(IPE) (Maruyama et al., 2016)

IPIM Marchaudon and Blelly
(2015)

3DPM Pierrard and Stegen
(2008)

SPM (SWIFF Plasmaphere
model) Pierrard and
Voiculescu (2011)

BSPM (Belgian SWIFF
Plasmasphere model)
Pierrard et al. (2021b)

3D densities for nine ion
species, electron and ion
temperatures, and parallel
and perpendicular
velocities of the ionosphere
and plasmasphere

Tonosphere-plasmasphere
model

Dynamic plasmapause, 3D
Density

Dynamic plasmapause, 3D
Density

Dynamic plasmapause, 3D
Density in plasmasphere
and plasm trough

Parallel plasma transport based
on the Field Line
Interhemispheric Plasma
(FLIP) Model Richards et al.
(2010). Detailed model of the
Earth’s magnetic field using
Apex coordinates Richmond
(1995) and IGRF.

2D interhemispheric fluid
model for 6 ions coupled with a
kinetic model for suprathermal
electrons. Includes a chemistry
solver

3D dynamic kinetic model

3D dynamic kinetic model,
improved version by adding
coupling with the ionosphere

3D dynamic kinetic model
coupled to the ionosphere,
improved version by adding
trough and refilling

from 90 km to approximately
10,000 km

Defined for single L

L= [2-8]

from 60 km to L = 8

from 60 km to L = 10

Lack of kinetic processes

Change of flux tube volume during a
full rotation. Need an evolution of the
chemistry in the D region

Sharp plasmapause

Limitations to reproduce the refilling
process

Plasmaspheric wind only on request

Wang et al. (2015)

Chatterjee and Schunk (2019),
Chatterjee and Schunk
(2020a)

Chatterjee and Schunk
(2020b)

SAMI3 Huba and Krall
(2013), Krall and Huba (2013)

Cold Plasma (CPL) Jordanova
et al. (2006), Jordanova et al.
(2014)

Electron density along the
magnetic field line

1D hydrodynamic
plasmasphere refilling
model along magnetic flux
tube

Density refilling: 1D spce
and 1D velocity

3D Density, velocity, ion
species

Density with MLT
dependence

Dynamic fluid-kinetic model

with an overlapped transition
region (800 km-1,100 km in

altitude)

Fluid model. Three ions (H+,
He+, and O+) and two neutrals
(H and O)

Semi-kinetic model

3D global ionosphere/
plasmasphere fluid model. Use
co-rotation potential, neutral
wind dynamo potential, and a
time-dependent Volland-
Stern-Maynard-Chen
potential. Use the partial donor
cell method. 4-order flux-
corrected transport scheme for
E x B transport perpendicular
to the magnetic field

2D fluid model

Defined for single L

Defined for single L

Defined for single L

Magnetic latitude range + 88°.
90 km up to ~16 RE at the magnetic
equator

L in [1.75,6.6] (via continuity
equation and prescribed empirical
or self-consistent electric field)

Limitations related to the difficulty to
reproduce the mechanisms
implicated in the formation of the
plasmapause and the refilling process

Discontinuities in the early to middle
phases of refilling

Do not include the effect of ion-
neutral charge exchange
mechanisms. 3D models needed for
more detailed and thorough
simulations

Used in practice till L~8. Non-
physical high-altitude ‘top-down
refilling’ for single fluid

Empirical refilling timescales
determined from

ionospheric measurements of Hedin
(1987), and Bilitza (1986). Empirical
saturated flux tube densities
determined from ISEE observations
of Carpenter and Anderson (1992)

RCM Toffoletto et al. (2003)

Density with MLT
dependence

2D cold fluid to model the
plasmaspheric density

L in [2.8]

No field-aligned density structure.
Modeling plasmasphere refilling
requires separate model, typically
empirical refilling model like Denton
et al. (2012)

Plasmapause test particle
(PTP) dynamic model
Goldstein et al. (2003),
Goldstein et al. (2005)

Plasmapause with MLT
dependence
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Validated at gobal scales (e.g.,
durations of plume sector transits)

Limited accuracy at meso-scales (e.g.,
MLT widths and timings of plumes)

(Continued on following page)
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TABLE 3 (Continued) First-principles physics models discussed in this article.

Name/References

Modeled quantity

Physics principles

10.3389/fspas.2023.1096595

Model validity domain Known limitation

Goldstein et al. (2019) Plasmapause with MLT

dependence

boundary Kelvin-Helmholtz on the dayside and flanks, and rolling
dense plasmaspheric plume and structures. The plume is shown at
12 UT, i.e, 6 h after the CME impacted the Earth, with a typical
expansion in the dusk-day sector that reaches L~6 and has started to
roll around Earth.

The Kelvin-Helmoltz instability we see forming on the
magnetopause and rolling side way of the magnetosphere
(Merkin et al, 2013) may contribute to transfer shear and
turbulence to the plume as it expands and removes pockets of
dense plume plasma. In this way, the plume may potentially inherit a
complex shape that is here captured by the global MHD model. The
dense plasmasphere has a circular aspect for levels above 1,000 #/cc
and there are structured plasma pockets of low density from 1-10
#/cc on the nightside beyond the main plasmapause gradient at L~3.
On the night side, the magnetic field (and similarly the electric field)
has a fine scale structure (with finger-like regions of higher field
value) that reach the L~6 region and imprint a fluctuating profile to
the dense pockets down to the plasmapause layer. As simulation
resolution increases, some aspects of these structures become finer
and more torturous. However, understanding the full cascade of
energies down to the smallest scales requires global kinetic
modeling.

These kinds of mesoscale structures play a critical role in
shaping both the global-scale and micro-scale processes of the
magnetosphere. Localized injections are believed to be an
important part of the transport of magnetic flux and energetic
particles into the inner magnetosphere (e.g., Gkioulidou et al,
2014; Merkin et al, 2019), thus building the large-scale ring
current and affecting global dipolarization of the inner
magnetosphere, as well as resulting in density enhancements at
the dayside magnetopause that will alter local reconnection rates
(e.g., Zhang et al, 2017) with potentially global consequences.
Additionally, these mesoscale processes shape the different wave
populations of the inner magnetosphere: anisotropic ion injections
provide free energy for the ElectroMagnetic Ion Cyclotron (EMIC)
wave population and the evolving plasmapause boundary correlates
with the relative distribution of hiss and chorus waves, with
important consequence on flux enhancements of energetic
trapped particles in the radiation belts. Physics-based models
discussed in this article are listed and succinctly synthetized in
Table 3.

5 Machine learning models

Machine learning (ML) techniques have advanced significantly
over the past decade, especially during the past few years, mainly due
to three factors: enormously increased volumes of data, significantly
improved algorithms, and substantially more-powerful computation
hardware (especially Graphics Processing Unit (GPU) computation
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Statistical and analytical model
based on PTP simulations

Dst < —=60 nT Defined for 2 types of storms:

moderate (—120nT < Dst<-60nT)
and strong (Dst<—120nT)

that can accelerate the training by a factor of ~100) (Goodfellow
et al,, 2016). Although the applications of ML techniques are not
entirely new in space physics, the unique combinations of the three
aforementioned factors are leading to a new era where proper ML
techniques could significantly enhance scientific progress, especially
in understanding the non-linear nature of many physical processes.
The combination of density data and models through machine
learning techniques is one of the future and promising paths.

Taking advantage of the improvements in ML techniques and
the extensive spatiotemporal coverage of NASA satellites, a series of
ML-based models have been developed to study the cold plasma
density for two purposes: 1) providing time- and history-dependent
global distributions of total electron density in the Earth’s
magnetosphere, and 2) automatic detection of upper-hybrid-
resonance frequency to calculate the total electron density.

A ML-based method was first proposed to reconstruct the global
and time-varying distributions of any physical quantity Q that is
sparsely sampled at various locations within the magnetosphere at
any time (Bortnik et al., 2016). A feedforward neural network model
was developed using point measurements of total electron density
(i.e, cold plasma density) inferred from THEMIS spacecraft
potential as an illustrative example. The model additionally takes
the time series of the sym-H index as input and reconstructs global
distributions of electron density at any time. Later, an optimized
model of the electron density (DEN2D) near the equatorial plane
was developed using THEMIS data (Chu et al., 2017a). The optimal
input parameters of the DEN2D model are determined to be sym-H,
AL, and F10.7 indices based on the neural network and neuron
illustrated in Figure 2B. Time series of these indices are used as input
so that the DEN2D model is both time- and history-dependent
(i.e., dependent on a time sequence). The DEN2D model succeeds in
reconstructing various plasmaspheric features during a geomagnetic
storm, such as quiet time plasmasphere, erosion, and refilling of the
plasmasphere and plume formation. Figures 2D, E shows the
DEN2D density prediction extracted at both midnight and in the
afternoon/day sector during plume expansion in February 2011.
Analysis of these results demonstrated that refilling rates are
dynamically changing (Chu et al,, 2017b). The uncertainty of the
DEN2D model can be estimated using a probabilistic model
(Camporeale et al., 2019). Using global density profiles from the
DEN2D model, it is shown that plasmaspheric hiss wave power is
better parameterizing by plasma density rather than L shell, which
should be adopted in current empirical models (Malaspina et al.,
2018). A three-dimensional model of the electron density (DEN3D)
was further developed using point measurements of the cold plasma
density inferred from the upper hybrid resonance obtained from
equatorial (ISEE and CRRES) and polar-orbiting satellites (POLAR
and IMAGE).
measurements of density along the field line provided by IMAGE
RPI (Chu et al.,, 2017b). The DEN2D and DEN3D models are shown

It has been verified using the additional
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TABLE 4 Machine learning models of the electron density discussed in this article.

Modeled
quantity

Name/References

Data in use (or type of physics)

Model validity Known limitation

domain

DEN2D Chu et al. (2017a) Density with THEMIS

MLT dependence

DEN3D Chu et al. (2017b) 3D Density

PINE Zhelavskaya et al. (2017) Density with Van Allen Probes

MLT dependence

Neural network combined with Density with
physics-based model using Kalman | MLT dependence
filtering Zhelavskaya et al. (2021) filter

Recurent neural network model
(encoder-decoder model) Huang
et al. (2022)

Density with
MLT dependence

ISEE, CRRES, POLAR, IMAGE

Neural network from Van Allen Probes
(2012-2018) + Physics-based + Kalman

Recurent neural network model with
encoder-decoder model with Long
Short-Term Memory (LSTM)
architecture. Van Allen Probes data

Lin [2, 8] Same as DEN3D

Lin [1.5, 12] Limited to the ranges of the training
data, in spatial and activity coverage.
Cannot usually make predictions during

extreme geomagnetic storms

Performance of neural networks limited
by training data. No extreme
geomagnetic storms in the PINE data

L in [1.75, 6.15]

Performance of neural networks limited
by training data. No extreme
geomagnetic storms in the PINE data.
No MLT dependence of refilling rate.
Too low density at low L-shell

L in [1.75, 6.15].
Assimilation up to L = 10

Limited validation: model evaluated for
only two plume events

L in [1.75, 6.15]. Decoder
of 270-min long. Encoder
of 200-h long

to represent a large fraction of the observed variability in plasma
density, with correlation coefficients on the order of 0.95, and a root-
mean-square (rms) uncertainty about a factor of 2. There is room for
improvement, since the model uncertainty is larger than the relative
error of the underlying density measurements that are typically close
to, or less than, 20% (Reinisch et al, 2004). For example, the
confined density enhancements or depletions (ducts) may
contribute to the model uncertainty since these localized
structures may not be accurately predicted using geomagnetic
indices. The DEN2D and DEN3D models can reconstruct the
electron density with much smaller bias and error compared to
previous empirical models (e.g., Global core plasma model
(Gallagher et al., 2000; Sheeley et al,, 2001; Denton et al., 2004;
Denton et al., 2006), and the model of Ozhogin et al. (2012)),
although the model of Ozhogin et al. (2012) has competitive
performance inside the plasmasphere at the lowest L shells.
DEN3D’s predictive ability provides unprecedented opportunities
to gain insight into the 3-D behavior of plasmaspheric features (e.g.,
plasmaspheric erosion and refilling, as well as plume formation).
Using a recurrent neural network, Huang et al. (2022) shows that the
model could predict the formation and evolution of stable and
evident plume configuration.

An electron density model of equatorial electron densities
(PINE) was developed using Van Allen Probes measurements
(Zhelavskaya et al., 2017). The PINE model also successfully
reproduced erosion of the plasmasphere on the nightside and
plume formation and evolution. However, ML-based models in
space physics usually suffer from the problem of imbalanced
dataset, i.e., many days of quiet conditions and a few days of
storms (Camporeale, 2019). To overcome this difficulty, a
coupled model was developed by using data assimilation, which
is a weighted average of the neural-network-based PINE model for
quiet times and a physics-based plasmaspheric model for active
times, to provide the plasma density during both quiet times and
geomagnetic storms (Zhelavskaya et al, 2021). In addition to
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modeling electron density, a neural-network-based model was
developed to reconstruct the time-varying plasmapause location
near the equatorial plane, which outperformed previous empirical
models within its database (Guo et al., 2021).

The application of ML density models in Fokker-Planck
diffusion model has been performed in Ma et al. (2018) and
Bortnik et al. (2018). Neural networks (and other ML techniques)
can also be used to perform assimilation and interpolation/
extrapolation of large datasets. Diffusion coefficients computed
from variable density and wave properties are directly embedded
in a machine learning model in Kluth et al. (2022). Predictions of
this model for 3 days of quiet (Kp = 2) and moderate (Kp = 4) times
following the storm are shown in Figure 2C (Ripoll et al., 2022b).
Temporal variations are related to the simultaneous change of
density and wave properties, calling for future models that will
couple density and wave properties together. A Kp-based model of
density and wave properties, as commonly used nowadays, would
find constant values of the diffusion coefficients in time at fixed
L-shell in Figure 2C while the ML model shows multiple variations
with time.

The ML techniques can also be applied to labor-intensive tasks.
For example, the electron densities can be inferred from plasma
wave spectra, which can be both time-consuming and challenging
(e.g., Kurth et al, 2015). A neural-network-based upper hybrid
resonance (UHR) determination algorithm (NURD) was developed
to automatically determine the electron density from plasma wave
measurements using Van Allen Probes data (Zhelavskaya et al,
2016, 2018; 2020). NURD is applied to Van Allen Probes EMFISIS
data in Allison et al. (2021) to show that the plasma density has a
controlling effect over acceleration of radiation belt electrons to
ultra-relativistic energies. ML-based methods for automatically
determining the UHR frequency have also been applied to the
Arase satellite using convolutional neural network (Hasegawa
et al, 2019; Matsuda et al., 2020) and the CLUSTER mission
using several automated pipelines based on neural network
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methods (Gilet et al., 2021). Machine models of the electron density
discussed in this article are listed and succinctly synthetized in
Table 4.

6 Conclusion and perspectives

This review article strictly focuses on existing plasma density
models, with an emphasis on those most commonly used (or most
recent or promising) in radiation belt physics or space weather
codes. Plasma density models describe the state of the plasmasphere
in radiation belt simulations and are at the heart of the coupling
between the ionosphere, which provides the plasma source, and the
magnetosphere, wherein the intensity and variability of wave-
particle interactions are conditioned by the plasma density (see
Thaller et al., 2022 and references therein). All models discussed in
this review article are listed in Tables 1, 2, 3, 4 with their main
properties listed.

This review shows that most of the current empirical density or
plasmapause models in use for the last decade are relatively simple in
their geomagnetic activity dependence, often including a
dependence on a single geomagnetic index, e.g., Kp (Carpenter
and Anderson (1992)), and not including a magnetic local time
dependence. Some of these models are incomplete, limited by either
short temporal coverage, such as those extracted from CRRES
measurements (e.g., O’brien and Moldwin, 2003), or omitting
magnetic local time sectors (Carpenter and Anderson (1992)) or
geomagnetic activity (Ozhogin et al. (2012). The variability of the
electron plasma density is also very large when sorted with a single
index, even if retaining magnetic local time dependence (see
Figure 3 of Ripoll et al, 2022a). The spatial and temporal
variations in plasma density depend on multiple parameters,
such as the refilling rate, which is itself dependent on UV
irradiance, the state of the thermosphere (neutral winds,
composition, etc.), and the time history and level of convective
processes due to geomagnetic activity, the coupling between the
magnetosphere and ionosphere, particle precipitation, and other
processes. For instance, the standard deviation of the 100 #/cc
density level (assimilable to the plasmapause) varies from ~+0.5L
for quiet times (Kp < 2, AE<300, Dst > —50) up to ~+1L for active
times (Ripoll et al., 2022a). This variability can be explained from the
multiple factors that influence the plasmaspheric density. For
instance, Denton et al. (2006) retained in their plasma mass
density model, the F10.7 EUV index, magnetic local time, the
solar wind dynamic pressure Pdyn, the phase of the year, and the
solar wind By in GSM coordinates (parameters listed in order of
decreasing importance). Chu et al. (2017a) found the optimal input
parameters of the neural network DEN2D model are the sym-H, AL,
and F10.7 indices. This highlights that new models should keep the
main parameter dependences, including ionospheric and
geomagnetic variability, and the MLT dependence.

Density variations are well observed between L~1.5 and L~6 at
each pass of the Van Allen Probes (see Figure 2F in Ripoll et al.,
2017), thus directly influencing the diffusion coefficients describing
wave particle interactions in the radiation belts. Diffusion
coefficients vary linearly with the electron plasma frequency,
fe(N), however changes in density further correlate with changes
in the power of plasmaspheric hiss waves, which typically reside
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within the plasmasphere. Wave power is found to increase as density
increases (Malaspina et al., 2016; Malaspina et al., 2018; Thomas
etal, 2021). As a result, the simultaneous change in both density and
hiss power leads to strong and complex variations of the diffusion
coefficients (see Figure 5 in Ripoll et al., 2017). For instance,
substorm activity causes short duration (within + 4 h) reductions
in density, and therefore a lowering of the amplitude of the whistler-
mode waves within the plasmasphere. Variation in these parameters
causes opposite effects in terms of pitch angle diffusion and,
eventually, an overall decrease of pitch-angle diffusion during the
main substorm activity (Ripoll et al., 2020b). Therefore, an accurate
description of the plasma density, and its variation with geomagnetic
activity, directly impacts the accuracy of modeling wave particle
interactions.

The
interdependent processes operating over different spatial and

large number of parameters and mutually
temporal scales, as just described, require models that include
detailed physics or use machine learning methods in order to
accurately capture or model these diverse plasma density
features. Physics-based models have progressed well in the last
decade, for instance, from 2D to 3D (e.g., Huba and Krall, 2013;
Pierrard et al., 2021b) or by introducing new physical models or
couplings, for instance, with detailed atmospheric sources (e.g.,
Huba and Liu, 2020). Physics-based models intrinsically simulate
the geomagnetic activity and can retain various geomagnetic
indices, whether these codes are limited to the atmosphere/
ionosphere/plasmasphere system or are more global MHD
codes, such as the MAGE-GAMERA project (e.g., Sorathia
et al, 2021). It is only nowadays that physics-based models
have started to be coupled with radiation belt codes (e.g.,
Dahmen et al, 2022), due to the overall complexity and
multiplicity of the physical processes modeled in radiation belt
codes (Ripoll et al., 2020a). An undeniable strength of physics-
based models is that they can mitigate the inherent limitations of
sparse spatial coverage of the data, in particular for active times
(e.g., Zhelavskaya et al., 2021). Machine learning models also
account intrinsically for multiple dependences (e.g., Chu et al.,
2017a; Zhelavskaya et al, 2021), and are undoubtedly a
promising approach to combine multiple satellite observations
and produce the next-generation of global empirical plasma
density models. A neural network-based density model has
recently served to show that the plasma density has a
controlling effect over acceleration of radiation belt electrons
to ultra-relativistic energies (Allison et al., 2021). Contrary to
empirical fits that do not allow trustable extrapolation, machine
learning techniques, such as neural networks, are extremely
promising in terms of predictive capability, which is a
keystone for space weather codes. Progress in neural network
technics are also expected in the coming years. For instance, the
use of the recent physics-informed neural networks (e.g., Raissi
etal., 2019), in which the neural network is constrained to respect
any given physical law described by general non-linear partial
differential equations, could be an hybrid way between physics-
based models and machine learning technics, possibly well
applying to plasma density modeling. Finally, the close
relationship between plasmaspheric waves and plasmaspheric
density also highlights the need for more coupling between
them, whether that coupling is done when generating physical
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models or embedded within macroscopic quantities such as
diffusion coefficients (e.g., Kluth et al., 2022).

In any case, all models eventually aim to capture the effect caused by
magnetic local time variations of the plasma density for various
geomagnetic conditions. There is an undeniable need of new
measurements to support model development and validation.
However, most measurements of the electron density used to build
and/or validate these models, are often single observation per time at a
single location in space, leading to a reliance on statistics to capture the
magnetic local time resolution. This reliance on statistics means that the
dynamics at any given location are averaged over, resulting in the loss of
some of the structures, their rate of change, and motion at any given
spatial location. This limitation is difficult to overcome, even when
combining observations from multiple satellites with machine learning
techniques. Future missions should consider the use of multiple
spacecraft/cubesats azimuthally separated across various magnetic
local times in order to provide better coverage and resolution of
plasma density dynamics coupled with simultaneous measurements
of the ambient electromagnetic waves, which ultimately impact the
models used in radiation belt and space weather codes.
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