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Speech is multisensory since it is perceived through several senses. Audition is the most 
important one as speech is mostly heard. The role of vision has long been acknowledged since 
many articulatory gestures can be seen on the talker’s face. Sometimes speech can even be felt by 
touching the face. The best-known multisensory illusion is the McGurk effect, where incongruent 
visual articulation changes the auditory percept. The interest in the McGurk effect arises from 
a major general question in multisensory research: How is information from different senses 
combined? Despite decades of research, a conclusive explanation for the illusion remains elusive. 
This is a good demonstration of the challenges in the study of multisensory integration.

Speech is special in many ways. It is the main means of human communication, and a 
manifestation of a unique language system. It is a signal with which all humans have a lot of 
experience. We are exposed to it from birth, and learn it through development in face-to-face 
contact with others. It is a signal that we can both perceive and produce. The role of the motor 
system in speech perception has been debated for a long time. Despite very active current 
research, it is still unclear to which extent, and in which role, the motor system is involved in 
speech perception. Recent evidence shows that brain areas involved in speech production are 
activated during listening to speech and watching a talker’s articulatory gestures. Speaking involves 
coordination of articulatory movements and monitoring their auditory and somatosensory 
consequences. How do auditory, visual, somatosensory, and motor brain areas interact during 
speech perception? How do these sensorimotor interactions contribute to speech perception?

It is surprising that despite a vast amount of research, the secrets of speech perception have not 
yet been solved. The multisensory and sensorimotor approaches provide new opportunities in 
solving them. Contributions to the research topic are encouraged for a wide spectrum of research 
on speech perception in multisensory and sensorimotor contexts, including novel experimental 
findings ranging from psychophysics to brain imaging, theories and models, reviews and opinions.
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speech perception

This research topic presents speech as a natural, well-learned, multisensory communication signal,
processed by multiple mechanisms. Reflecting the general status of the field, most articles focus on
audiovisual speech perception and many utilize the McGurk effect, which arises when discrepant
visual and auditory speech stimuli are presented (McGurk andMacDonald, 1976). Tiippana (2014)
argues that the McGurk effect can be used as a proxy for multisensory integration provided it is not
interpreted too narrowly.

Several articles shed new light on audiovisual speech perception in special populations. It is
known that individuals with autism spectrum disorder (ASD, e.g., Saalasti et al., 2012) or language
impairment (e.g., Meronen et al., 2013) are generally less influenced by the talking face than peers
with typical development. Here Stevenson et al. (2014) propose that a deficit in multisensory inte-
gration could be a marker of ASD, and a component of the associated deficit in communication.
However, three studies suggest that integration is not deficient in some communication disorders.
Irwin and Brancazio (2014) show that children with ASD looked less at the mouth region, resulting
in poorer visual speech perception and consequently weaker visual influence. Leybaert et al. (2014)
report that children with specific language impairment recognized visual and auditory speech less
accurately than their controls, affecting audiovisual speech perception, while audiovisual integra-
tion per se seemed unimpaired. In a similar vein, adult patients with aphasia showed unisensory
deficits but still integrated audiovisual speech information (Andersen and Starrfelt, 2015).

Multisensory information can influence response accuracy and processing speed (e.g., Molholm
et al., 2002; Klucharev et al., 2003). Scarbel et al. (2014) show that oral responses to speech in noise
were faster but less accurate than manual responses, suggesting that oral responses are planned at
an earlier stage than manual responses. Sekiyama et al. (2014) show that older adults were more
influenced by visual speech than younger adults and correlated this fact to their slower reaction
times to auditory stimuli. Altieri and Hudock (2014) report variation in reaction time and accuracy
benefits for audiovisual speech in hearing-impaired observers, emphasizing the importance of indi-
vidual differences in integration. Finally, Heald and Nusbaum (2014) show that when there were
two possible talkers instead of just one, audiovisual information appeared to distract the observer
from the task of word recognition and slowed down their performance. This finding demonstrates
that multisensory stimulation does not always facilitate performance.

While multisensory stimulation is thought to be beneficial for learning (Shams and Seitz, 2008),
evidence for this is still scarce. In the current research topic, the overall utility of multisensory
learning is brought under question. In a paradigm training to associate novel words and pic-
tures, Bernstein et al. (2014) show no benefit of audiovisual presentation compared with audi-
tory presentation for normal hearing individuals, and even a degradation for adults with hearing
impairment. In a study of cued speech, i.e., specific hand-signs for different speech sounds, Bayard
et al. (2014) demonstrate that individuals with hearing impairment used the visual cues differently
from their controls, even though both groups were experts in cued speech. Kelly et al. (2014)
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show that when normal hearing adults learned words in a foreign
language, viewing or producing hand gestures accompanying
audiovisual speech did not affect the outcome. Lee and Nop-
peney (2014) show that musicians had a narrower audiovisual
temporal integration window for music, and to a smaller extent
also for speech, implying that the effect transfers from the prac-
ticed music stimuli also to other stimulus types. Together, these
findings suggest that long-term training and active use may be
requisites for multisensory information to be useful in learning
speech.

Neurophysiological correlates of audiovisual speech percep-
tion were addressed in the research topic. By using electroen-
cephalography (EEG) it was shown that attention (Alsius et al.,
2014) and stimulus context (Ganesh et al., 2014) affected early
event-related potentials (ERPs) to audiovisual speech. This pro-
vides further evidence that audiovisual interactions are not com-
pletely automatic. By using functional magnetic resonance imag-
ing, Erickson et al. (2014) demonstrate a subdivision of posterior
superior temporal areas for integrating congruent vs. incongru-
ent audiovisual speech, and Callan et al. (2014) show that differ-
ent regions in the premotor cortex were involved in unisensory-
to-articulatory mapping and audiovisual integration.

Interactions between auditory and motor brain areas dur-
ing auditory speech perception were also investigated. By using
magnetoencephalography, Alho et al. (2014) demonstrate that
connectivity between auditory and motor areas increased from
passive listening to clear speech to listening to speech in noise,
and that the strength of this connectivity was positively correlated
with the accuracy of syllable identification. Moreover, analyses of
EEG oscillations revealed that alpha and beta rhythms generated
in the sensorimotor and auditory areas were modulated during
syllable discrimination tasks (Bowers et al., 2014; Jenson et al.,
2014). By using theta-burst transcranial magnetic stimulation,
Rogers et al. (2014) show that disrupting the lip area of the motor

cortex impaired discrimination of lip-articulated speech sounds
from sounds not articulated on the lips. The involvement of the
motor processes is often considered to make speech perception
“special,” i.e., essentially different from perception of non-speech
stimuli. However, this remains a highly controversial view. Car-
bonell and Lotto (2014) claim that speech should not be consid-
ered special amongst other stimuli with regards to multisensory
integration.

Somatosensory information can also influence speech per-
ception. Ito et al. (2014) used EEG to study how stretching the
skin on both sides of the mouth influences processing of speech
sounds, and displayed auditory-somatosensory interaction that
was sensitive to intersensory timing. In another EEG study,
Treille et al. (2014) report that haptic exploration of the talker’s
face during speech perception modulated ERPs. These findings
confirm that auditory-somatosensory interactions contribute to
speech processing.

The current research topic shows that speech can be perceived
via multiple senses and that speech perception relies on sophis-
ticated unisensory, multisensory and sensorimotor mechanisms.
Multisensory information can facilitate perception and learning
of speech. Still, there is great variation in multisensory percep-
tion and integration in both typical and special populations at
different ages, which should be studied further in the future.
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The cortical dorsal auditory stream has been proposed to mediate mapping between
auditory and articulatory-motor representations in speech processing. Whether this
sensorimotor integration contributes to speech perception remains an open question.
Here, magnetoencephalography was used to examine connectivity between auditory and
motor areas while subjects were performing a sensorimotor task involving speech sound
identification and overt repetition. Functional connectivity was estimated with inter-areal
phase synchrony of electromagnetic oscillations. Structural equation modeling was applied
to determine the direction of information flow. Compared to passive listening, engagement
in the sensorimotor task enhanced connectivity within 200 ms after sound onset bilaterally
between the temporoparietal junction (TPJ) and ventral premotor cortex (vPMC), with the
left-hemisphere connection showing directionality from vPMC to TPJ. Passive listening to
noisy speech elicited stronger connectivity than clear speech between left auditory cortex
(AC) and vPMC at ∼100 ms, and between left TPJ and dorsal premotor cortex (dPMC)
at ∼200 ms. Information flow was estimated from AC to vPMC and from dPMC to TPJ.
Connectivity strength among the left AC, vPMC, and TPJ correlated positively with the
identification of speech sounds within 150 ms after sound onset, with information flowing
from AC to TPJ, from AC to vPMC, and from vPMC to TPJ. Taken together, these findings
suggest that sensorimotor integration mediates the categorization of incoming speech
sounds through reciprocal auditory-to-motor and motor-to-auditory projections.

Keywords: magnetoencephalography, MEG, speech perception, dorsal stream, sensorimotor integration, premotor

cortex

INTRODUCTION
Current theories propose that speech is cortically processed by the
ventral and dorsal auditory streams (Hickok and Poeppel, 2007;
Rauschecker and Scott, 2009). While the ventral stream processes
acoustic-phonetic features of speech, the dorsal stream has been
suggested to mediate mapping between auditory and articulatory-
motor representations (Hickok et al., 2011; Rauschecker, 2011).
Whether this sensorimotor integration contributes to the percep-
tion of others’ speech remains debated (Cappa and Pulvermuller,
2012; Hickok, 2012; Schwartz et al., 2012).

As the speech signal has high variability and complex com-
position of acoustic features, it has been suggested that the
listener’s internal articulatory knowledge might be important
in the categorization of incoming speech sounds (Liberman
et al., 1967; Liberman and Mattingly, 1985; Davis and John-
srude, 2007; Schwartz et al., 2012). Experimental support for such
motor contribution is provided by findings showing that disturb-
ing the left premotor cortex (PMC) or lip/tongue areas in the
primary motor cortex (MC) with transcranial magnetic stimula-
tion (TMS) results in impaired speech sound identification and

discrimination (Meister et al., 2007; Möttönen and Watkins, 2009;
Sato et al., 2009; D’Ausilio et al., 2011; Grabski et al., 2013). Möt-
tönen et al. (2013) further demonstrated that the TMS-induced
disruption of articulatory-motor cortex impairs also automatic
speech sound discrimination (i.e., in the absence of behav-
ioral tasks and without explicit attention directed to the speech
sounds). In a related study, Chevillet et al. (2013) observed,
using a functional magnetic resonance imaging (fMRI) adapta-
tion paradigm, automatic phoneme category selectivity in the
left PMC that correlated positively with behavioral categorization
performance.

Further supporting the sensorimotor nature of speech per-
ception, a study applying concurrent magnetoencephalography
(MEG) and electroencephalography (EEG) with Granger cau-
sation analyzes found that activation in the posterior superior
temporal gyrus (pSTG) was influenced by activation in dorsal
PMC (dPMC) during perception of coarticulated speech, thus
suggesting that articulatory processes directly mediate speech per-
ception (Gow and Segawa, 2009). An fMRI study demonstrated
that speech motor areas, in particular the ventral PMC (vPMC),
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were more strongly activated by non-native compared to native
phonemes, which can be interpreted as being caused by the motor
system repeatedly iterating in order to find the best match for
the unfamiliar acoustic input among candidate phonemic catego-
rizations (Wilson and Iacoboni, 2006). A similar process can be
expected in case of degraded native speech, as it has been shown
that degraded compared to clear speech elicits enhanced responses
in motor areas, including the inferior frontal gyrus (IFG) and
PMC (e.g., Davis and Johnsrude, 2003). Relatedly, simultaneous
MEG and EEG recordings demonstrated that perceptual clarity of
degraded speech was enhanced by prior knowledge of speech con-
tent and associated with activity in the IFG that preceded activity
changes in the STG, therefore suggesting that prior knowledge is
integrated with speech inputs through top-down predictions from
the speech motor areas to lower-level sensory cortex (Sohoglu
et al., 2012).

Compatible with these studies, our recent MEG study with
minimum-norm estimate (MNE) -based source modeling showed
that activity in the left PMC was amplified at ∼200 ms after
sound onset when subjects were to identify and repeat the pre-
sented speech sound compared to passive listening, with the
effect being stronger when the sounds were masked by acous-
tic noise compared to clear speech (Alho et al., 2012). Also, the
left PMC activity at ∼100 ms after sound onset correlated posi-
tively with speech sound identification accuracy. However, these
findings alone do not answer the question whether performance
in such sensorimotor task involves reciprocal auditory-to-motor
and motor-to-auditory projections, which have been hypothe-
sized to be crucial in constraining the interpretation of incoming
acoustic speech information with complementary articulatory
information (Schwartz et al., 2012). According to a recent dual-
pathway model of auditory cortical processing, speech sounds
are processed hierarchically in the ventral stream from the audi-
tory cortex (AC) to the category-invariant inferior frontal cortex
(IFC), transformed into articulatory representations in the vPMC,
and finally transmitted to the temporoparietal junction (TPJ) as
an efference copy (Rauschecker and Scott, 2009; Rauschecker,
2011). In this model, processing in the dorsal stream proceeds
from the AC to the TPJ, where a quick sketch of sensory event
information is compared with the efference copy of the acti-
vated articulatory-motor plans. Tentatively, such sensorimotor
integration could be enabled by oscillatory synchrony, i.e., rhyth-
mic millisecond-range temporal correlations of neuronal activity
(Womelsdorf et al., 2007; Singer, 2009). Previous MEG and EEG
studies have revealed that the level of inter-areal phase syn-
chrony within the alpha (8–14 Hz), beta (14–30 Hz) and gamma
(30–80 Hz) frequency bands correlates with various percep-
tual, attention, and working memory task performances (Kujala
et al., 2007; Palva et al., 2010; Hipp et al., 2011; Kveraga et al.,
2011; Huang et al., 2014), therefore supporting the hypothesis
that coordinated operation between task-relevant brain regions
is reflected as strengthened oscillatory synchrony (for a review, see
Palva and Palva, 2012).

Here, we analyzed our previously published MEG dataset (Alho
et al., 2012) to estimate functional connectivity among speech-
relevant brain areas while subjects were performing a sensorimotor
integration task involving speech sound identification and overt

repetition. We utilized the increased spatiotemporal accuracy pro-
vided by MRI-based MNEs (Lin et al., 2006) to estimate inter-areal
neural synchrony. Continuous wavelet transform of single-trial
data was applied to reveal the phase dynamics of ongoing neu-
ral activity as a function of time and frequency. The level of
phase synchrony was quantified with weighted phase lag index
(WPLI; Vinck et al., 2011). In addition, directionality of informa-
tion flow was estimated with structural equation modeling (SEM;
Penny et al., 2004). We hypothesized that the neural synchrony
between auditory and motor areas within 200 ms after sound
onset is (1) enhanced when one is engaged in the sensorimo-
tor task compared to passive listening; (2) enhanced when the
sounds are masked by acoustic noise compared to clear speech;
and (3) positively correlated with the speech sound identification
accuracy.

MATERIALS AND METHODS
SUBJECTS
Twenty-two healthy individuals with self-reported normal hearing
participated in the study. Two subjects were excluded from the
analyses due to low signal-to-noise ratio (SNR), resulting in a final
sample size of 20 subjects (18 right-handed, age range 21–58 years,
mean ± SD age: 27.4 ± 8.0 years). All except one (Italian) were
native speakers of Finnish. Informed consent was obtained from all
subjects. The experiment was approved by the Coordinating Ethics
Committee of the Hospital District of Helsinki and Uusimaa.

STIMULI AND TASK
The stimuli were /pa/ and /ta/ syllable sounds articulated by a male
native Finnish speaker and presented either as intact or embedded
in noise. Five individual clearly articulated /pa/ and /ta/ tokens
were selected, scaled to 68 dB, and cut at 100 ms preceding and
following the detected consonantal burst. Thus, the duration of the
spoken syllable was 100 ms. Noisy speech stimuli were created by
masking the syllables with Gaussian pink noise. The masks had a
5-ms rise-decay envelope, were de-emphasized to better match the
frequency spectrum of /pa/ and /ta/ syllables (at −6 dB/oct), and
were simultaneously presented from the beginning to the end of
the syllable with SNR of + 5 dB. A forced-choice identification test
with a subset of six subjects was conducted to ensure appropriate
syllable identification accuracy at this SNR level (i.e., 77% correct
responses).

The stimuli were presented in four different conditions: passive
perception; perception followed by overt repetition; perception
followed by covert repetition; and perception followed by overt
imitation. In the active conditions, the subjects’ task was to identify
the syllable as either /pa/ or /ta/, wait for a visual cue, and reproduce
it accordingly. The overt imitation task differed from the overt rep-
etition in that the reproduction of the target syllable was to be done
by imitating the pitch of the stimulus sound. The covert repetition
was to take place covertly without any articulatory movements or
sound production.

Each condition comprised 300 trials (75 intact /pa/ + 75 intact
/ta/ + 75 noisy /pa/ + 75 noisy /ta/) presented with (1) a ran-
domly varying 1–1.5 s prestimulus baseline for perception, (2)
randomized auditory stimulus presentation (/pa/ or /ta/), (3) a
baseline for repetition of the syllable (300–800 ms after stimulus
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offset), and (4) a visual cue to repeat (black fixation cross turn-
ing briefly to red; 2–2.2 s). Thus, the total duration of the trial
was 6 s, with interstimulus interval (ISI) varying between 5.5 and
6.5 s, and the interval between the onset of the auditory stimu-
lus and the subsequent visual cue to repeat varying between 0.5
and 1 s (Figure 1). The measurement time per condition totaled
to ∼30 min, which was divided into two ∼15 min blocks to pre-
vent fatigue. The measurements were divided on 2 days, with
the passive listening and overt repetition conditions on the first
day, and covert repetition and imitation conditions on the sec-
ond day. The order of the conditions was kept fixed to reduce
the possibility of the performance in the less demanding tasks
being affected by the experience from the more demanding tasks
(e.g., to reduce the subjects’ disposition to covertly rehearse the
presented stimuli in the passive listening condition or to imi-
tate when natural repetition was required). The covert repetition
and imitation conditions were not included in the analyses of the
present study. The auditory stimuli were presented via a panel
loudspeaker with an approximate 65-dB sound level. All stimuli
were delivered with Presentation software (v10.1, Neurobehavioral
systems).

DATA RECORDING
The MEG data were acquired with a whole-head 306-channel neu-
romagnetometer (VectorView, Elekta-Neuromag, Finland) of the
MEG Core of Aalto NeuroImaging infrastructure at Aalto Univer-
sity. The device was situated in a magnetically shielded room, with
a three-layer μ-metal and aluminum cover to attenuate effects of
outside magnetic fields, and an additional active noise-cancelation
system.

Before each MEG recording session, locations of four head
position indicator (HPI) coils attached to the scalp were recorded
with respect to three anatomical landmark points (nasion and
two preauricular points) using a 3-D digitizer (Isotrak, Polhemus,
Colchester, VT, USA). Additional scalp surface points (≈30) were
digitized to facilitate coregistration with anatomical magnetic res-
onance (MR) images. To detect eye blinks and movements, an
electro-oculogram (EOG) channel was recorded with electrodes
placed below and on the outer canthus of the left eye. The MEG
signals were band-pass filtered at 0.03–200 Hz and digitized at a
sampling frequency of 2000 Hz. The individual MR images were
acquired with a 3T GE Signa scanner (GE Healthcare Ltd., Chal-
font St Giles, UK) of the AMI Center of Aalto NeuroImaging
infrastructure at Aalto University.

For subsequent identification of the subjects’ repetitions,
microphone recordings with 22.05 kHz sampling rate together
with electromyographic (EMG) channels with electrodes placed

on three specific articulators (sternohyoid, orbicularis oris supe-
rior, and masseter) were recorded. The EMG responses were used
also to control for the presence of any covert articulations that
might have occurred after the perception of the syllables (i.e.,
before the onset of the cued reproduction task).

MEG SOURCE ESTIMATION
The MEG data were processed and analyzed with the MNE
software package (Gramfort et al., 2014). The data were first down-
sampled to 1000 Hz and screened for artifacts. Epochs from 200 ms
preceding and 500 ms following the stimulus onset were pro-
cessed separately for the stimulus types. Non-functioning (i.e.,
flat) channels and trials with the epochs exceeding 3000 fT/cm
amplitude (measured with respect to a 200-ms prestimulus base-
line) in the MEG channels or 150 μV in the EOG channel were
rejected from further analyses, resulting in an average of ∼120
trials/condition/stimulus type.

Source modeling was performed by computing MNEs
(Hämäläinen and Ilmoniemi, 1994) from MRI-constrained MEG
data. For this purpose, a single-compartment boundary element
model (BEM; Hämäläinen and Sarvas, 1989) was constructed from
the structural MRI and used as a forward model to constrain MEG
source locations to the cortex. The source current strengths at
each source location for each time point were estimated with the
anatomically constrained linear estimation approach (Dale et al.,
2000). To this end, an inverse operator was calculated with the help
of a noise covariance matrix estimated from the filtered single-trial
200-ms prestimulus baselines. For visualizing the mean evoked
activity on the cortical surface, dynamic statistical parametric map
(dSPM) estimates were generated (Dale et al., 2000). As a measure
of signal-to-noise (derived through normalizing the MNE by the
noise sensitivity at each cortical location), dSPM indicates the loca-
tions with MNE amplitudes above the noise level. Since individual
MRI-images were not available for six subjects, a FreeSurfer aver-
age brain was applied as a surrogate in these subjects (by aligning
the individual fiducial points to the fiducial points of the average
head).

REGIONS-OF-INTEREST (ROIs)
The inter-areal phase synchrony of the source data was investi-
gated between ROIs. Considering that the MNE source estimation
provides an underdetermined solution to the inverse problem (i.e.,
306 measurement sensors to ∼7000 unknown source dipoles), five
large anatomical regions per hemisphere were first selected on the
basis of our a priori hypothesis by merging the labels of rele-
vant gyri and sulci that resulted from the automatic anatomical

FIGURE 1 | Experimental procedure. Adapted from Alho et al. (2012).
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parcellation (Destrieux et al., 2010): AC (comprising the supe-
rior temporal gyrus and sulcus), TPJ (comprising supramarginal
gyrus, angular gyrus, and planum temporale), pIFG/vPMC (com-
prising the pars opercularis of the IFG and the inferior part of
the precentral sulcus), dPMC (comprising the superior part of the
precentral sulcus), and MC (comprising the central sulcus). Func-
tional constraints were then applied to these anatomical regions
by selecting only the subregions where the group-average dSPM
activations exceeded a threshold value of 4 (F-statistic) at any
time between 50 and 200 ms (see Statistical analysis for the selec-
tion criteria of the analysis time window). For minimizing bias
(Kriegeskorte et al., 2009), the stimulus types and conditions used
for the functional constraints between different analyses were as
follows: noisy stimuli in the passive listening condition for the
correlation tests between neural synchrony and syllable identifica-
tion accuracy; combined noisy and intact stimuli in the passive
listening condition for analyzing changes in neural synchrony
between noisy and clear speech; and combined noisy and intact
stimuli in combined passive and active listening (i.e., overt rep-
etition) conditions for analyzing changes in neural synchrony
between passive and active listening. The ROIs were defined on the
FreeSurfer average brain (Figure 2) and morphed onto the indi-
vidual surfaces with an automatic spherical morphing procedure
(Fischl et al., 1999).

PHASE SYNCHRONY ESTIMATION
Single-trial raw (0.03–200 Hz) MNE currents from −200 to
+500 ms were baseline corrected (with respect to the 200 ms
prestimulus period), averaged over the source locations to obtain
a time course for each ROI (by only keeping the radial compo-
nents and applying sign-flips to reduce signal cancellations), and
submitted to the phase synchrony analysis. Trials counts between
conditions were equalized for reducing bias.

Phase synchrony between ROIs was estimated by comput-
ing a WPLI (Vinck et al., 2011) across trials for every time and
frequency point. WPLI was chosen as a measure for its low sen-
sitivity to the volume conductor effect (i.e., artificial synchrony
caused by mixing of neuronal signals). This attribute is based
on the idea that non-zero phase lag between two time courses
is not caused by volume conduction from a common source,

but rather by actual communication between brain structures
through a physical medium, which is bound to have a delay (or
a non-zero phase lag). The WPLIs were obtained by first fil-
tering the ROI time courses with a continuous Morlet wavelet
transform into 25 center frequencies from 8–80 Hz with 3 Hz
steps (wavelet width varying from 1.1 at lowest frequency to 11.4
cycles at highest frequency). The non-zero phase lag interde-
pendencies were then estimated, for a particular frequency, by
weighting the contribution of observed phase leads and lags by
the magnitude of the imaginary component of the cross-spectrum
between each pair of ROIs (Vinck et al., 2011). WPLI-values range
from 0 to 1, with 0 indicating random distribution of phase
and 1 indicating constant (non-zero lag) phase difference across
trials.

Statistical analysis
Spearman rank correlation test was applied to examine cor-
relations between neural synchrony and syllable identification
accuracy. For assessing changes in neural synchrony between
active and passive listening, and their interaction with noisy vs.
clear speech, a two-way repeated measures analysis of variance
(ANOVA) was conducted. Changes in neural synchrony between
noisy and clear speech was analyzed with one-way ANOVA in the
passive condition to avoid the possible confounding effect caused
by subjects covertly rehearsing the presented syllable while wait-
ing for the visual cue in the active listening condition. As it has
been shown that acoustic-phonetic features of speech modulate
auditory cortical activity from 50 ms onwards and that the access
to phonological categories occurs at ∼150 ms after stimulus onset
(for a review, see Salmelin, 2007), a time range of 50–200 ms was
selected for the analyses. Restricting the analysis to early latencies
also decreases the likelihood that the phase synchrony effects might
be due to speech preparation after subjects have identified the audi-
tory target. Within the analysis range, the WPLIs were averaged
into 10-ms time windows. The p-values were FDR-corrected for
multiple ROI connection × time × frequency point comparisons
(Benjamini et al., 2001).

To control for the possibility that the phase synchrony effects
could be explained by the regions independently synchronizing
to the stimulus onset (i.e., phase resetting by stimulus-evoked

FIGURE 2 | Regions-of-interest (ROIs). AC, auditory cortex; TPJ, temporoparietal junction; MC, motor cortex; vPMC, ventral premotor cortex; dPMC, dorsal
premotor cortex.
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responses) a surrogate data was created by adopting a trial shuf-
fle approach (Lachaux et al., 1999). One thousand artificial trial
orders were generated by randomly shuffling the trials in each ROI
independently. For each randomization, WPLIs were calculated as
described in Section “Phase Synchrony Estimation”. A p-value was
acquired by determining the percentage of the surrogate values
exceeding the original WPLI (or correlation coefficient in the cor-
relation tests). The null hypothesis (i.e., phase synchrony results
are explained by the regions independently synchronizing to the
stimulus onset) was rejected at p < 0.05.

For estimating directionality of information flow for the sig-
nificant functional connections, a post hoc SEM analysis was
conducted (Penny et al., 2004). The SEM was performed in the
same time and frequency range as the given phase synchrony effect.
Continuous wavelet transform was applied to decompose the ROI
time courses into time-frequency representations, similarly to the
phase synchrony calculations. As samples in MEG time series are
not independent, which can lead to inflated correlation between
ROIs and thus bias the estimated path coefficients, the significance
of the estimated paths was quantified with a bootstrap approach
allowing the statistical inferences on the estimated paths to be
based on empirical, rather than theoretical, estimates of the null
distribution of path coefficients.

Pairwise path coefficients were tested for models with reciprocal
connections between ROIs (i.e., ROI1→ROI2→ROI1). Statisti-
cal significance was tested across subjects with a paired-samples
permutation t-test on the path coefficients (β) of the directed
connections (i.e., βA→B vs. βB→A). The goodness-of-fit between
the model and data was tested with the root mean square error of
approximation (RMSEA; Steiger, 1990), based on the chi-square
test statistic (Pearson, 1900). A RMSEA value less than 0.07 is
considered a good fit (Steiger, 2007).

All analyses and statistical tests on phase synchrony were imple-
mented in Python, with the help of MNE-Python (Gramfort et al.,
2014) and SciPy toolkit (http://www.scipy.org/). Analyses and sta-
tistical tests on SEM were implemented in MATLAB (Mathworks,
Natick, MA, USA) using custom scripts and computer resources
within the Aalto Science-IT project.

RESULTS
BEHAVIORAL RESULTS
Phonetic categorization performance was quantified as the ratio
of correctly vs. incorrectly identified noisy syllables in the active
listening condition involving overt repetition (/pa/ vs. /ta/; mean
d-prime = 1.29, SD = 0.95; mean percent correct = 70.4%, for
/pa/ 62.4%, for /ta/ 78.0%, SD = 13.6%).

INTER-AREAL NEURAL SYNCHRONY
Effect of stimulus type and condition
Figure 3 shows the effects of intelligibility (noisy vs. clear stimuli)
and task (active vs. passive listening) as well as their interaction on
inter-areal neural synchrony. Only the significant time-frequency
points that coincided with significant values as compared to the
trial-shuffled null distribution are reported.

Stronger neural synchrony was observed in response to noisy
compared to intact syllables between two pairs of left-hemisphere
ROIs: (1) AC and vPMC from 60–80 ms ∼23 Hz [F(1,19) = 36.5,

pFDR = 0.008]; and (2) dPMC and TPJ from 190–200 ms at
∼23–26 Hz [F(1,19) = 34.9, pFDR = 0.02; Figure 3A]. The intact
stimuli did not elicit stronger neural synchrony than the noisy
stimuli between any pairs of ROIs.

Stronger neural synchrony was found in active compared to
passive listening condition for (1) left TPJ and vPMC from 120–
130 ms at ∼38 Hz [F(1,19) = 27.1, pFDR = 0.04]; and (2) right
TPJ and vPMC from 170–200 ms at ∼71–74 Hz [F(1,19) = 43.3,
pFDR = 0.001; Figure 3B]. None of the ROI pairs showed stronger
synchrony in passive compared to active listening condition.

Significant condition x stimulus type interaction was observed
between left AC and vPMC from 60–80 ms ∼20–23 Hz
[F(1,19) = 44.6, pFDR = 0.0008]. Post hoc t-test revealed that
this was caused by stronger synchrony in response to noisy speech
only in the passive listening condition (Figure 3C). All F- and
p-values are from the time-frequency point of strongest effect.

Direction of information flow between the ROI pairs that
showed significant synchrony effects was assessed using the pair-
wise path coefficients obtained with SEM (depicted with arrows in
Figure 3). Directed interactions were found from left AC to vPMC
[t(19) = 8.14, p < 0.001], from left dPMC to TPJ [t(19) = 2.78,
p = 0.02], and from left vPMC to TPJ [t(19) = 3.02, p = 0.01]. No
significant directionality was found between the right vPMC and
TPJ [t(19) = 0.93, p = 0.36].

Correlation with speech sound identification accuracy
As shown in Figure 4, speech sound identification accuracy
correlated positively with four left-hemisphere connections: (1)
between AC and TPJ from 60–80 ms after stimulus onset at
∼23 Hz (spearman r = 0.83, pFDR = 0.002); (2) between AC
and vPMC from 90–110 ms at ∼20–23 Hz (spearman r = 0.80,
pFDR = 0.006); (3) between TPJ and vPMC from 90–120 ms at
∼17–23 Hz (spearman r = 0.76, pFDR = 0.02), and (4) between
vPMC and MC from 120–140 ms at ∼11–14 Hz (spearman
r = 0.74, pFDR = 0.03). The correlation coefficients and p-
values are from the time-frequency point of strongest correlation.
Correlation between phase synchrony and syllable identification
accuracy was not found with respect to the left dPMC or between
any right-hemispheric ROIs.

The trial-shuffling analysis showed that all the phase syn-
chrony effects remained significant after controlling for the
possibility that the ROIs were independently synchronizing to
the stimulus onset. The p-values (averaged across the signifi-
cant time-frequency points) for the significance of the residual
induced phase synchrony were as follows: AC–TPJ (p = 0.001),
AC–vPMC (p = 0.007), TPJ–vPMC (p = 0.007), and vPMC–
MC (p = 0.003). The speech sound identification performance
showed no statistical outliers or correlation with subjects’ age
(spearman r = −0.09, p = 0.69; age range 21–58 years, with
one subject aged over 40), diminishing the possibility that the
findings could be explained by age-related audiological and brain
differences.

To estimate the direction of information flow, pairwise path
coefficients obtained with SEM were tested (depicted with arrows
in Figure 4). Directed interactions were found from AC to TPJ
[t(19) = 8.30, p < 0.001], from AC to vPMC [t(19) = 2.36,
p = 0.03], and from vPMC to TPJ [t(19) = 2.42, p = 0.03].
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FIGURE 3 | Effect of stimulus type and condition on inter-areal phase

synchrony. (A) Stronger synchrony in response to noisy compared to intact
stimulus type. (B) Stronger synchrony in active compared to passive listening
condition. (C) Stimulus type x condition interaction and results from a post
hoc t -test showing differences between conditions and stimulus types at the

time-frequency point of strongest interaction. The arrows indicate
SEM-derived directionality effects based on the pairwise path coefficients.
The double arrow denotes undirected interaction. Asterisks indicate
significant differences (*p < 0.05, **p < 0.01, ***p < 0.001, uncorrected).
Error bars indicate SE.

No significant directionality was found between vPMC and MC
[t(19) = 0.23, p = 0.81].

Finally, as shown in Figure 5, model comparison was
performed between the three functionally interconnected left-
hemisphere areas (i.e., AC, TPJ, and vPMC) to determine the
model of information flow that best fits the data within the
50–200 ms time window. To avoid the possible bias intro-
duced by comparing models with different degrees of free-
dom, only unidirectional connections were defined, result-
ing in a total of 8 candidate models. Two models exhib-
ited mean RMSEA smaller than 0.07, indicating a good fit
to the data (Steiger, 2007): AC→vPMC→TPJ→AC (RMSEA:
0.058 ± 0.024; mean ± SD) and AC→TPJ→vPMC→AC
(RMSEA: 0.062 ± 0.025; mean ± SD).

DISCUSSION
The present study examined inter-areal synchrony of neuronal
oscillations during speech perception. MEG was recorded while
subjects were (1) passively listening to auditory speech sounds
(/pa/ and /ta/) presented with or without acoustic noise and (2)
engaged in a sensorimotor task involving the identification and
overt repetition of the same sounds.

Synchrony between four pairs of left-hemisphere regions
showed positive correlation with speech sound identification accu-
racy within 150 ms after stimulus onset (Figure 4). The correlation
between AC and TPJ occurred at ∼23 Hz and peaked early
(60–80 ms). This was followed by correlations between AC and
vPMC (90–110 ms at ∼20 Hz), TPJ and vPMC (90–120 ms at
∼17–23 Hz), and lastly between vPMC and MC (120–140 ms at

∼11–14 Hz). Post hoc analysis with SEM suggested that informa-
tion flows from AC to TPJ, from AC to vPMC, and from vPMC to
TPJ (Figure 4).

These findings suggest that neural communication between
auditory speech processing areas and motor cortical areas facil-
itates phonetic categorization and that the left TPJ functions as
an interface where auditory signals are matched with articulatory-
motor information. The directed interaction from AC to vPMC
and from vPMC to TPJ could be reflecting a processing loop
whereby the acoustic speech activates articulatory-motor repre-
sentations and generates a forward prediction containing infor-
mation of the sensory consequences of realizing those motor
commands. The directed interaction from AC to TPJ between
60–80 ms, on the other hand, could be reflecting a quick
sketch of the sensory event (Bar et al., 2006), which is com-
pared against the forward prediction (Rauschecker, 2011). The
sensory expectation generated by the forward prediction would
then serve to complement the acoustic information for improved
phonetic categorization. The SEM model comparison supports
the existence of such sensorimotor loops, indicating that mod-
els where information flow between the left AC, TPJ, and vPMC
forms a loop in either direction fits well to the data (Figure 5).
This interpretation is in line with the “perception-for-action-
control theory” (PACT; Schwartz et al., 2012), according to which
speech percepts are shaped by both sensory processing and motor
knowledge of speech gestures. As phonetic categorization perfor-
mance was quantified in the active listening condition involving
overt repetition, inherent task differences need to be consid-
ered when interpreting the results. However, since access to
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FIGURE 4 | Correlations between inter-areal phase synchrony and

syllable identification accuracy. Syllable identification scores plotted
against phase synchrony strength (WPLI) at the time-frequency point of
strongest correlation. The spearman rank correlation coefficients (r ) and
corresponding p-values are denoted in each plot. The arrows indicate
SEM-derived directionality effects based on the pairwise path coefficients.
The double arrow denotes undirected interaction. AC, auditory cortex; TPJ,
temporoparietal junction; vPMC, ventral premotor cortex; MC, motor
cortex.

phonological categories occurs at ∼150 ms after sound onset
(for a review, see Salmelin, 2007) and since the observed effects
occurred within 150 ms after sound onset, it is unlikely that
they are reflecting speech preparation (e.g., mental rehearsal)
while waiting for the appearance of the visual cue to overtly
repeat.

The present results are consistent with our earlier study (Alho
et al., 2012), in which positive correlation was found between syl-
lable identification accuracy and PMC response amplitudes at

FIGURE 5 | Comparison between models of effective connectivity.

RMSEA was applied to test the goodness-of-fit between all unidirectional
SEM models between the three functionally interconnected
left-hemisphere areas. The horizontal dashed line denotes the cut-off point
with RMSEA < 0.07 considered a good fit (Steiger, 2007). Error bars
indicate SE. AC, auditory cortex; TPJ, temporoparietal junction; vPMC,
ventral premotor cortex.
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∼100 ms after stimulus onset. These results, along with the find-
ings of another recent study (Szenkovits et al., 2012), suggest also
that PMC recruitment varies across subjects, which can be due
to individual differences in, e.g., phonological short-term mem-
ory (Seghier and Price, 2009). Consistently, Chevillet et al. (2013)
found that subjects with more category-selective PMC represen-
tations (as observed using fMRI rapid adaptation paradigm) were
better able to categorize phonemes in a behavioral test after scan-
ning, thus implying that the representation might be recruited
to assist explicit phonetic categorization. The observed indi-
vidual differences in speech sound identification accuracy can
also be explained by differences in allocation of attention. It is
noteworthy, however, that selective attention and forward predic-
tion in sensorimotor integration might be supported by similar
neural mechanisms. Indeed, the sensory expectation generated
by the forward prediction can be understood as increased gain
for processing, or reshaping of neuronal receptive fields to be
more selective to, the attended/expected auditory features (Hickok
et al., 2011). The mechanism for sensorimotor integration could
thus, similarly to selective attention, induce short-term plasticity
effects on the AC (for a review, see Jääskeläinen and Ahveninen,
2014), and therefore enhance behavioral performance, such as
sound discrimination (Kauramäki et al., 2007; Ahveninen et al.,
2011). Relatedly, a recent study demonstrated, by using TMS and
MEG, that when speech sounds were attended, the articulatory-
motor cortex contributed to the auditory processing of the sounds
already at 60–100 ms after sound onset, whereas when unattended,
the contributing effect started considerably later, at ∼170 ms
after sound onset (Möttönen et al., 2014). These findings sug-
gest that, although the motor contribution to speech processing
seems to occur automatically (Chevillet et al., 2013; Möttönen
et al., 2013), early sensorimotor interactions are dependent on
attention.

Notably, the phase synchrony effects among AC, TPJ, and vPMC
occurred in the beta frequency band (∼20 Hz), which is com-
patible with previous studies revealing an association between
beta-band synchrony and sensorimotor integration (for a review,
see Siegel et al., 2012). Furthermore, as successful speech per-
ception requires temporal integration of information with high
modulation frequency (e.g., formant transitions in /pa/ vs. /ta/),
it can be argued that the brain oscillations involved in such a
cognitive process must correspond to this frequency (Giraud and
Poeppel, 2012). Beta-band oscillations could therefore be suffi-
ciently rapid for the coordination among anatomically distributed
neuronal assemblies during encoding and integration of speech
information.

Complementing the correlational findings, ANOVA showed
a main effect of intelligibility (i.e., noisy vs. clear speech) with
stronger synchrony first between left AC and vPMC and later
between left TPJ and dPMC for noisy compared to clear speech.
Such increase in neural synchrony between auditory and motor
regions appears compatible with previous fMRI studies showing a
stronger recruitment of motor regions in case of ambiguous stim-
uli, as e.g., during masked or distorted vs. intelligible speech or
during auditory identification of non-native vs. native phonemes
(Binder et al., 2004; Callan et al., 2004; Wilson and Iacoboni,
2006; Zekveld et al., 2006). This finding, together with the strong

intelligibility x task interaction between left AC and vPMC (caused
by enhanced synchrony for noisy compared to clear stimuli only
during passive listening; Figure 3C) suggests that frontal motor
areas support the sensory processing of degraded speech auto-
matically, in the absence of tasks or explicit attention directed to
the speech sounds (although, see Wild et al., 2012). As information
flow was estimated from AC to vPMC and from dPMC to TPJ, the
results converge with findings demonstrating a mediating effect
of top-down feedback in the disambiguation of speech (e.g., Gow
and Segawa, 2009). The main effect of task (i.e., active vs. passive
listening) provided evidence for stronger synchrony between TPJ
and vPMC in both hemispheres during active compared to passive
perception task, which is likely reflecting enhanced sensorimotor
integration (i.e., mapping between auditory and articulatory-
motor representations) when people are actively engaged in a
speech decision task with subsequent oral responses. This finding
is concordant with a recent study showing bilateral sensori-
motor transformations during perception in an overt speech
repetition task (Cogan et al., 2014) and another showing that
while passive listening to speech involved only temporal areas,
active speech comprehension was recruiting also bilateral inferior
frontal areas (Yue et al., 2013). The left-hemisphere connection
showed directionality from vPMC to TPJ, possibly reflecting
the integration of motor knowledge with speech inputs through
top-down predictions (or attentional modulation, as previously
discussed).

In conclusion, our results showed that (1) engagement in a
sensorimotor task involving speech sound identification and overt
repetition enhanced connectivity bilaterally between the TPJ and
vPMC within 200 ms after sound onset; (2) passive listening
to noisy speech elicited stronger connectivity than clear speech
between left AC and vPMC at ∼100 ms, and between left dPMC
and TPJ at ∼200 ms; and (3) connectivity strength among left
AC, vPMC, and TPJ correlated positively with speech sound iden-
tification accuracy. The estimated directions of information flow
support the idea that top-down feedback from the articulatory-
motor areas influences low-level phonetic processing. Taken
together, these findings suggest that sensorimotor integration
mediates the categorization of incoming speech sounds through
reciprocal auditory-to-motor and motor-to-auditory projections.
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Seeing articulatory movements influences perception of auditory speech. This is often
reflected in a shortened latency of auditory event-related potentials (ERPs) generated in
the auditory cortex. The present study addressed whether this early neural correlate of
audiovisual interaction is modulated by attention. We recorded ERPs in 15 subjects while
they were presented with auditory, visual, and audiovisual spoken syllables. Audiovisual
stimuli consisted of incongruent auditory and visual components known to elicit a McGurk
effect, i.e., a visually driven alteration in the auditory speech percept. In a Dual task
condition, participants were asked to identify spoken syllables whilst monitoring a rapid
visual stream of pictures for targets, i.e., they had to divide their attention. In a Single
task condition, participants identified the syllables without any other tasks, i.e., they
were asked to ignore the pictures and focus their attention fully on the spoken syllables.
The McGurk effect was weaker in the Dual task than in the Single task condition,
indicating an effect of attentional load on audiovisual speech perception. Early auditory
ERP components, N1 and P2, peaked earlier to audiovisual stimuli than to auditory stimuli
when attention was fully focused on syllables, indicating neurophysiological audiovisual
interaction. This latency decrement was reduced when attention was loaded, suggesting
that attention influences early neural processing of audiovisual speech. We conclude that
reduced attention weakens the interaction between vision and audition in speech.

Keywords: audiovisual speech perception, multisensory integration, McGurk effect, attention, event-related

potentials

INTRODUCTION
Many events in our everyday life stimulate different sensory sys-
tems in a correlated fashion. The integration of such diversity of
sensory information allows the brain to construct efficient and
adaptive representations of the external world (e.g., Stein and
Meredith, 1993), but the neural mechanisms underlying multi-
sensory binding are still not well understood (e.g., van Atteveldt
et al., 2014). A question under current debate is to which extent
multisensory integration occurs pre-attentively or can be influ-
enced by higher-order cognitive processes (e.g., Talsma et al.,
2010).

Speech perception is one of the classical examples of mul-
tisensory binding in humans, whereby acoustic information is
combined with the sight of corresponding facial articulatory ges-
tures. Audiovisual association of facial gestures and vocal sounds
has been demonstrated in non-human primates (Ghazanfar and
Logothetis, 2003) and in pre-linguistic children (e.g., Kuhl and
Meltzoff, 1982; Burnham and Dodd, 2004; Pons et al., 2009),
arguing for the existence of an early basis of this capacity (Soto-
Faraco et al., 2012). One striking demonstration of multisensory
binding in speech is the McGurk effect (McGurk and MacDonald,

1976), which results from exposure to mismatched acoustic and
visual signals, often leading observers to hear an illusory speech
sound. For example, when the sound of [ba] is dubbed onto a
video clip containing the articulatory movements corresponding
to [ga], the observer usually experiences hearing a fusion between
the acoustic and the visual syllable, e.g., [da] or [tha], or even
the visually specified [ga]. Discrepant visual speech thus alters
the auditory speech percept, and may even dominate it, e.g., a
visual [da] dubbed onto an acoustic [ba] is often heard as [da],
and a visual [na] dubbed onto an acoustic [ma] is heard as [na]
(MacDonald and McGurk, 1978; for a detailed discussion on the
definition of the McGurk effect, see Tiippana, 2014). The com-
pelling phenomenology of the McGurk illusion has been often
used as an argument supporting the effortless and mandatory
(i.e., unavoidable) nature of multisensory integration in speech
(e.g., Rosenblum and Saldaña, 1996; Soto-Faraco et al., 2004).

Several recent studies have, however, put into question the
impenetrability of audiovisual integration to attentional modula-
tion, both in the speech (Tiippana et al., 2004, 2011; Alsius et al.,
2005, 2007; Soto-Faraco and Alsius, 2007, 2009; Andersen et al.,
2009; Fairhall and Macaluso, 2009; Alsius and Soto-Faraco, 2011;
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Buchan and Munhall, 2011, 2012) and the non-speech domains
(e.g., Senkowski et al., 2005; Talsma and Woldorff, 2005; Fujisaki
et al., 2006; Talsma et al., 2007). Of particular interest for the
current study, Alsius et al. (2005) tested to which extent audio-
visual speech perception could be modulated by attentional load.
They varied the amount of available processing resources by mea-
suring the participants’ susceptibility to the McGurk effect in a
Single vs. Dual task paradigm. In the Dual task condition, par-
ticipants were instructed to perform a very demanding detection
task on rapidly presented visual or auditory streams, while repeat-
ing back the words uttered by a speaker (which were dubbed
to obtain the McGurk effect). In the Single task condition, par-
ticipants were shown the same displays but just prompted to
repeat back the words. In the Dual task condition, the percent-
age of illusory McGurk responses decreased dramatically. That is,
when the load was high, and thus processing resources presum-
ably depleted, participants became less susceptible to experience
the McGurk effect than when they had spare processing resources.

Effects of attention on multisensory processing have been
reported also outside the domain of speech, for example using
event-related potentials (ERPs). Talsma and Woldorff (2005; see
also Senkowski et al., 2005; Talsma et al., 2007) showed that
the difference usually found between the evoked potentials to
audiovisual (AV) events and the sum of unisensory events (A+V;
“additive model”) was larger at attended than unattended loca-
tions of space. This modulation was seen both in short and long
latency ERP components. Talsma et al.’s (2007) study suggests that
spatial attention affects the early sensory integration of simple
(non-speech) multisensory events. It remains unknown, however,
how attentional load (as in Alsius et al., 2005) modulates the
neural mechanisms underlying audiovisual speech integration.

Electrophysiological studies within the speech domain have
consistently shown that visual speech can modify activity in the
auditory cortex during audiovisual speech perception as early
as ∼100–200 ms post-stimulus (Sams et al., 1991; Colin et al.,
2002; Möttönen et al., 2002, 2004; Klucharev et al., 2003; Besle
et al., 2004; Van Wassenhove et al., 2005). There are a variety of
electrophysiogical markers of audiovisual interactions in speech
(e.g., Saint-Amour et al., 2007; Bernstein et al., 2008; Ponton et al.,
2009; Arnal et al., 2011). Although these markers are not exclu-
sive of audiovisual speech (Stekelenburg and Vroomen, 2007),
they are thought to reflect important aspects of the speech per-
ception process such as cross-modal prediction and phonological
processing (Brunellière et al., 2013).

One of the best-known electrophysiological correlates of
audiovisual interactions in speech is temporal facilitation of the
N1/P2 component of the auditory ERPs (Van Wassenhove et al.,
2005; Baart et al., 2014; Knowland et al., 2014). Some studies
have also found an amplitude reduction of the N1/P2 complex
in audiovisual speech contexts (Klucharev et al., 2003; Besle et al.,
2004; Van Wassenhove et al., 2005; Pilling, 2009; Knowland et al.,
2014), but this effect has not always been replicated (Miki et al.,
2004; Möttönen et al., 2004; Baart et al., 2014). It is also relevant
here to note that studies on the effect of attention on the audi-
tory evoked potentials have often focused on modulations within
the N1 and P2 time windows, generally demonstrating an ampli-
fication of these ERP components when the stimulus is under the

focus of attention (see Hillyard et al., 1973; Picton et al., 1974;
Näätänen, 1982 for seminal studies).

The goal of the present study was to characterize the role of
attentional load in audiovisual integration of speech, capitalizing
on the electrophysiological marker of temporal facilitation. The
amount of processing resources directed to audiovisual stimuli
was manipulated by using a Single vs. Dual task paradigm adapted
from Alsius et al. (2005, 2007). ERPs were recorded while partici-
pants were presented with audiovisual spoken syllables known to
produce the McGurk effect, as well as unisensory auditory and
visual syllables. These were interspersed within an Rapid Serial
Visual Presentation (RSVP) of line drawings. In the Single task
condition, participants were asked to identify some of the sylla-
bles regardless of the RSVP, whereas in the Dual task condition,
participants were asked to perform the syllable identification task
and, in addition, to detect repetitions in the RSVP.

We expected that audiovisual interaction would modulate
the N1/P2 component complex of the auditory ERPs in the
Single task condition, as shown in previous studies (e.g., Van
Wassenhove et al., 2005; Baart et al., 2014; Knowland et al.,
2014). Crucially, with respect to the attentional load, we hypoth-
esized that these modulations would be reduced or eliminated in
the Dual task condition if early audiovisual interactions in the
auditory cortex are influenced by attention demands. We thus
predicted that the temporal facilitation of the N1/P2 complex for
audiovisual ERPs would be smaller in the Dual than Single task
condition.

METHODS
PARTICIPANTS
Sixteen healthy right-handed participants, native speakers of
Finnish, participated in the experiment. Data from two par-
ticipants were excluded from the analyses because of excessive
artifacts in EEG signals. In the remaining 14 participants, the
mean age was 22 years (range 19–28 years; 3 female). Participants
reported normal audition and normal or corrected-to-normal
vision. All of them gave their informed consent to participate in
the study. The study was conducted in accordance with the prin-
ciples expressed in the Declaration of Helsinki, and adhered to
the guidelines of the American Psychological Society and the eth-
ical policies of Helsinki University of Technology (currently Aalto
University; please note that at the time of data collection, there
was no ethical committee at the university from which to apply
for approval).

STIMULI
Digital video recordings of a Finnish female speaker (black-
and-white, full-face) uttering the syllables [mi] and [ni] were
edited with Studio Purple software and transformed to bitmap
sequences. The image contrast was lowered to minimize visual
ERP responses. The auditory components of the syllables were
saved as 16 Bit—44.1 kHz waveform audio format (WAV) files.
The auditory unisensory trials consisted of an acoustic sylla-
ble [mi] or [ni] combined with a still image of the talker’s face
with the lips closed. The visual unisensory trials consisted of the
silent presentation of the speaker’s articulation of the [mi] or
[ni] syllable (presented as a sequence of still images, 25 frames
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per second). The McGurk-type audiovisual trials were created by
temporally aligning the acoustic burst onset of the auditory syl-
lable [mi] to the burst onset of the visual [ni]. This particular
combination is known to elicit an auditory percept dominated
by the visual information so that observers usually hear /ni/
(MacDonald and McGurk, 1978; Tiippana et al., 2011, where the
same stimuli were used as here). Each visual syllable was presented
in a clip of 600 ms duration (15 frames), and each auditory sylla-
ble lasted 265 ms. In the audiovisual stimuli, the auditory syllable
started 215 ms after the onset of visual articulatory gestures (5th
frame).

There were two experimental conditions run in different
blocks (Single task and Dual task condition, see Procedure). Each
block contained a sequence of a total of 180 audiovisual (AV)
syllables presented in random order (120 McGurk stimuli, 30 con-
gruent [mi], 30 congruent [ni]), 150 visual-only (V) syllables (120
[ni], 30 [mi]), and 150 auditory-alone (A) syllables (120 [mi], 30
[ni]). The inter-syllable interval was chosen randomly between
1200 and 3600 ms (in order to minimize anticipatory slow waves)
contained a still picture of the talkers face. After ∼10% of the
syllables (a total of 10 times per stimulus-type, in each condi-
tion) and distributed randomly in the sequence, the question
“What did you hear?” appeared on the screen, prompting par-
ticipants to make an identification response on the last syllable
presented. The syllable sequence was interspersed within a RSVP
stream of line drawings of common objects presented in between
syllables (3–6 drawings at each inter-syllable period), and super-
imposed on the still image of the talker’s face. The RVSP stopped
while syllables were presented in order to prevent overlapping
ERPs to pictures and syllables. Nevertheless, monitoring had to be
sustained across these breaks because repetitions could straddle
syllable presentations.

In the RSVP, each drawing was presented for 60 ms, stimu-
lus onset asynchrony (SOA) varied randomly between 400 and
600 ms, and they roughly covered the distance between the upper
part of the speaker’s lips and the nose. Each drawing in the
sequence was chosen at random from a set of 105 different draw-
ings from the Snodgrass and Vanderwart (1980) picture database,
and rotated in one of three possible different orientations (45,
90, or 135◦, equiprobably). Picture repetitions (i.e., targets in the
Dual task condition) occurred on average every seven stimuli, and
could occur within or across the inter-syllable period.

The stimulus presentation protocol was controlled using
Presentation software (Neurobehavioural system, Inc.). Images
were presented using a 19′′ CRT monitor. Sounds were delivered
at an overall intensity of 65 dB(A) SPL through two loudspeakers
positioned on both sides of the monitor.

PROCEDURE
Participants sat 1.1 m from the monitor on a comfortable arm-
chair placed in an electrically and acoustically shielded room.
They were instructed to make a syllable identification response
when prompted to (on ∼10% of the trials) by pressing the cor-
responding key on the keyboard (labeled “mi” or “ni”). The
amount of available processing resources directed to the spoken
syllables was manipulated by the instructions regarding a con-
current task. Whereas in the Single task condition participants
just had to identify the syllable when prompted, in the Dual task
condition participants were asked to, in addition to the identifi-
cation response, continuously monitor the RSVP of line drawings
superimposed on the image of the talker’s face for repetitions, and
respond by pressing a key labeled “X” on the keyboard when rep-
etitions occurred (see Figure 1). All participants were tested in
both the Dual and the Single task condition. The order of the tasks

FIGURE 1 | Setup. A Single vs. Dual task paradigm was used to divert
attention from spoken syllables. In the Single task condition participants
reported the syllables that the speaker said (10% of trials), whereas in the

Dual task they were asked, in addition, to monitor a Rapid Visual Serial
Presentation stream of line drawings for repeated items. The syllables were
presented audiovisually, auditorily, and visually.
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was counterbalanced between participants. A training block was
performed before starting each task.

EEG DATA ACQUISITION
EEG recordings were made using BrainVision software with
20 silver/silver chloride electrodes (BrainCap, Brainproducts)
mounted on an elastic cap (reduced 10–20 system: Fp1, Fp2, C3,
C4, P3, P4, O1, O2, F7, F8, T7, T8, Fz, Cz, Pz, TP9, TP10). Two
additional electro-oculogram electrodes (Eog1 and Eog2) were
placed above and below eyes in order to detect blink artifacts,
and one electrode was attached to the tip of the nose in order
to provide a common reference channel. Prior to each session,
all electrode impedances were set below 10 k�. EEG data were
recorded with a sampling frequency of 500 Hz.

DATA ANALYSIS
ERPs were averaged offline separately for the three stimulus types
(auditory [mi], visual [ni], and audiovisual McGurk stimulus
A[mi]+V[ni]) using Vision Analyzer software. The tip of the
nose was selected as the reference for the analysis. Data were fil-
tered using a bandpass of 1–40 Hz (attenuation 24 dB/octave) and
segmented in time windows of −100 to 400 ms relative to the
auditory onset of the syllable (i.e., the zero time corresponding to
the onset of the sound, or the onset of the 5th video frame for the
visual-only trials). A 100-ms pre-stimulus (before the auditory
onset) baseline was used. Trials with signal amplitudes exceed-
ing 100 µV at any electrode within the −100 to +400 ms window
were automatically rejected to eliminate response contamination
by eye movements or muscular activities. Trials in which a motor
response was produced to any of the two tasks at any time between
100 ms prior to 400 ms after the syllable was presented were also
excluded from the ERP analyses. The averaged ERPs for each sub-
ject and condition contained a minimum of 100 epochs after
trial rejection. In order to ensure sufficient number of observa-
tions, the EEG session was extended when the number of artifacts
detected during the experiment was high.

Estimation of AV interactions
AV interactions were assessed by using a modified version of a
commonly used additive model: AV-[A+V] (Stein and Meredith,
1993; Giard and Peronnet, 1999; Molholm et al., 2002; Teder-
Sälejärvi et al., 2002; Klucharev et al., 2003; Besle et al., 2004;
Möttönen et al., 2004). As we specifically focused on the modu-
lation of auditory ERPs, which have been shown to be prominent
during audiovisual speech processing, we compared the ERPs
evoked by the unisensory auditory stimulus (A) with the subtrac-
tion between the ERPs evoked by the audiovisual (AV) and visual
(V) stimuli, i.e., AV-V (Baart et al., 2014). The AV-V wave repre-
sents the EEG activity evoked by the audiovisual syllables without
the contribution of the visual component. Differences between
the AV-V wave and the A wave should reveal how audiovisual
interaction affects N1 and P2 in Single and Dual task conditions.

The A and AV-V waveforms were statistically compared by
performing sample-by-sample (∼2 ms steps) sequential paired
Student t-tests and by comparing the peak latencies and ampli-
tudes of the N1 and P2 components of the auditory ERPs in both
Single and Dual task conditions. The sample-by-sample student

t-tests were performed from audio onset to 300 ms post-audio
onset in all electrodes for the data from the Single and the Dual
task conditions. In order to reduce the likelihood of false-positives
due to a large number of t-tests, we considered differences to be
significant when the p values were lower than 0.05 at 10 (=20 ms)
or more consecutive time points (Guthrie and Buchwald, 1991;
see also Molholm et al., 2002; Besle et al., 2004 for the same
analysis procedure).

The Fz electrode was selected for comparison of A and AV-
V. Electrode selection was necessary since in many electrodes the
RSVP elicited more pronounced and longer-lasting ERPs during
the Dual than Single task condition, which could contaminate the
baselines to the speech stimuli. In the Fz recording site, the base-
line was not contaminated, the N1 and P2 responses to A stimuli
were the strongest, and the differences between A and AV-V were
maximal.

The N1 peak was defined as the largest negative peak occurring
between 65 and 165 ms after the auditory onset at Fz from A and
AV-V ERPs. The P2 peak was computed as the highest positive
value in a temporal window of 135–285 ms after the onset of the
auditory stimulus. After semi-automatic detection of the peaks,
two experimenters blind to the subject’s condition visually revised
that each detected peak had been correctly identified.

RESULTS
BEHAVIORAL RESULTS
Syllable identification
For each stimulus type (AV, V, A) we assessed the proportion
of visually-influenced responses. The data were submitted to
repeated measures ANOVA with two within-participants factors:
Stimulus type (AV, V, A) and Task (Single, Dual). The main effects
of Task and Stimulus type were both significant [F(1, 13) = 23.49,
p < 0.001; F(2, 26) = 20.11, p < 0.001, respectively] and so was
the interaction between them [F(2, 26) = 8.85, p = 0.001]. When
each stimulus type was analyzed separately, significant effect of
the Task was observed for both AV and V stimuli (t = 4.1,
p = 0.001 and t = 4.4, p = 0.001, respectively), but it did not
affect the identification of A stimuli (t = 0.00, p = 1). That is,
the percentage of participants’ visually-influenced responses was
significantly lower in the Dual than Single task condition for
audiovisual and visual stimuli. No difference was found in the
size of this decrease between AV and V [F(1, 13) = 0.18, p = 0.68;
Figure 2]. These results mean that the McGurk effect was weaker
and speechreading poorer in the Dual than Single task condition.

Target detection in the concurrent task of the Dual task condition
In the concurrent repetition task (Dual task condition), the over-
all hit rate (detection response within 2 s after a target occurred
in the RSVP stream) was 0.35 (note that the average probability
of target occurrence was 1 every 7), and false alarm rate (erro-
neously responding when no target occurred within the previous
2 s) was 0.008.

ELECTROPHYSIOLOGICAL RESULTS
Audiovisual interactions in the single task condition
Figure 3A shows the grand-average ERPs to the A stimuli and
the AV-V difference wave at Fz in the Single task condition. In
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FIGURE 2 | Proportions of visually-influenced responses in the

behavioral task for audiovisual, visual and auditory stimuli in Single

and Dual task conditions. For audiovisual, and visual stimuli, the
proportion of visually-influenced responses (i.e., correct responses to V
stimuli and “ni” responses to AV stimuli) was significantly reduced in the
Dual task condition. The asterisk denotes significant differences (p < 0.05).

the early time window (100–140 ms) both responses were charac-
terized by the typical negative N1 component originating in the
auditory cortex (Vaughan and Ritter, 1970; Picton et al., 1974).
N1 was followed by a P2 component. Paired sequential t-tests
showed a reliable difference between AV-V and A ERPs from 130
to 200 ms (all p < 0.05) after the auditory onset. This was because
of the earlier occurrence of the N1 offset and P2 onset in the AV-V
wave than in A, suggesting that auditory responses were speeded
up by the presentation of concurrent visual speech information
(see peak latency analysis below).

The topographical distribution of the ERPs to the A, AV-V,
and (AV-V)-A difference wave (Figure 4) support the assumption
that the difference between A and AV-V ERPs was due to modu-
lation of auditory ERPs. In the ERPs to A stimuli, N1 peaked at
122 ms and was maximal at fronto-central sites (Fz: −5.670 µV)
with a polarity inversion at the mastoids (TP9: 0.659 µV; TP10:
0.649 µV). The auditory P2 peaked at 221 ms at Fz (5.76 µV)
with a polarity inversion at the mastoids (TP9: −0.79 µV;
TP10: −0.30 µV). These distributions of ERPs to acoustic stimuli
can be attributed to dipolar current sources in the auditory cor-
tex (Vaughan and Ritter, 1970; Scherg and Von Cramon, 1986).
The distributions of AV-V ERPs resembled those of the ERPs to
unisensory A stimuli, suggesting similar neural generators. That
is, N1 peaked at 114 ms and was maximal at Fz (−4.99 µV) with
the minimal negativity observed at mastoids (TP9: −0.377 µV;
TP10: −0.512 µV) and P2 peaked at 204 ms at Fz (6.12 µV)
and showed reversed polarity at mastoids (TP9: −1.25 µV;
TP10: −0.17 µV).

Importantly, the scalp distribution of the (AV-V)-A difference
(see time points 160 and 190 ms in Figure 4) was similar to that
of the P2 response to A stimuli (see time points 190 and 220 ms in
Figure 4). The difference (AV-V)-A was also maximal at fronto-
central scalp sites with polarity inversion at the mastoids (see
time points 160 and 190 in Figure 4). Thus, the cerebral sources
of the interaction term (AV-V)-A are likely to be similar to the
ones of the auditory ERPs, suggesting that the neural generators

FIGURE 3 | Grand average of the ERPs to auditory stimuli in

comparison with the ERPs resulting from the subtraction AV-V at Fz,

in (A) Single task condition and (B) Dual task condition. The shaded
areas indicate the time windows in which the two ERPs differed
significantly (p < 0.05) in amplitude.

of auditory ERPs in the auditory cortices were modulated by
audiovisual interaction.

Effect of processing load on audiovisual interactions (Single vs.
Dual task conditions)
Figure 3B shows the grand average ERPs at Fz obtained to the
presentation of auditory stimuli and the AV-V difference wave
in the Dual task condition. The difference between A and AV-V
in the Dual task condition was significant during a short 20-ms
time window (135–155 ms), compared to the 70-ms time window
(130–200 ms) in the Single task condition. The difference between
A and AV-V in Single and Dual tasks could not be attributed to
amplitude differences, since repeated measures ANOVAs for the
peak amplitudes of N1 and P2 with Modality (A, AV-V) and Task
(Single, Dual) as factors showed no significant main effects or
interactions.

In order to further test whether visual speech speeded up audi-
tory processing in Single and Dual task conditions, we performed
separate repeated measures ANOVAs for the peak latencies of
N1 and P2 with Modality (A, AV-V) and Task (Single, Dual) as
factors. Because we wanted to test a directional hypothesis that
temporal facilitation should be smaller in the Dual than Single
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FIGURE 4 | Topographical distributions of the grand average ERPs for the auditory stimuli and AV-V and the (AV-V)-A difference waves in time steps

of 30 ms.

task condition, we also carried out planned comparisons (t-tests)
on the contrast A>(AV-V) in Dual and Single task conditions for
both N1 and P2.

The main effect of Modality was significant for both N1
[F(1, 13) = 5.92, p < 0.05] and P2 [F(1, 13) = 7.01, p < 0.05],
but the main effect of Task was not [N1: F(1, 13) = 0.229, p =
0.64; P2: F(1, 13) = 3.67, p = 0.08], nor was the interaction [N1:
F(1, 13) = 1.96, p = 0.184; P2: F(1, 13) = 1.25, p = 0.0284]. The
main effect of Modality arose because the latencies were overall
shorter in AV-V than A for both task conditions (Dual, Single)
and ERP components (N1, P2) (Figure 5).

The planned comparisons, testing the hypothesis that tempo-
ral facilitation decreased when processing resources are loaded,
showed that the latency shifts between A and AV-V modalities
were statistically significant only in the Single Task condition.
That is, N1 peaked earlier in AV-V than in A [114 and 122 ms,
respectively; t(13) = 2.34, p < 0.05] in the Single Task condi-
tion, whereas in the Dual task condition the latency shift of N1
was not significant [115 and 117 ms, respectively; t(13) = 0.804,
p = 0.436]. In a similar fashion, P2 peaked significantly earlier
in AV-V than in A [204 and 221 ms, respectively; t(13) = 2.34,
p < 0.05] in the Single task condition, but P2 latency shift was

not significant in the Dual task condition [197 and 205 ms,
respectively; t(13) = 1.67, p = 0.118]. That is, when participants
focused attention on a difficult unrelated visual task, the tempo-
ral facilitatory effects on the N1/P2 complex tended to be reduced
or to disappear. Probably, the fact that in all cases, the AV-V
latency peaks were numerically shorter than the A peaks pre-
vented the interaction term of the ANOVA to reach significance
between Task and Modality, a tendency that was nevertheless cap-
tured by the individual t-tests. Thus, these results are well in
line with the predicted effect of attention on AV speech process-
ing, but the conclusions (based on the t-tests) must be qualified
by the fact that the overall ANOVAs did not reveal significant
interactions.

DISCUSSION
To evaluate the role of attention in audiovisual speech percep-
tion, we measured behavioral and electrophysiological responses
to audiovisual, auditory and visual speech stimuli in a Single vs.
Dual task paradigm. Results from both measures converged to
the idea that increasing demands on visual attentional resources
exerted a detrimental effect on the outcome of multisensory
speech processing.
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FIGURE 5 | Peak latency modulations. The peak latencies of N1 and P2 at Fz were significantly reduced in the AV-V signal in comparison to those evoked by
auditory stimuli in the Single task condition, but not in the Dual task condition. The asterisk denotes significant differences between A and AV-V (p < 0.05).

The behavioral results showed that the McGurk effect was
weaker in the Dual than Single task condition, showing an atten-
tional effect on audiovisual speech perception, in agreement with
previous results (Tiippana et al., 2004, 2011; Alsius et al., 2005,
2007; Soto-Faraco and Alsius, 2007, 2009; Andersen et al., 2009;
Alsius and Soto-Faraco, 2011; Buchan and Munhall, 2011, 2012).
However, note that at variance with the results of Alsius et al.
(2005; see also Alsius et al., 2007), the identification of visual stim-
uli was poorer in the Dual than Single task condition. Thus, the
attention effect in this study could in principle be attributed to
a modulation exerted by visual attention on a modality-specific
stage, interfering with the processing of visual speech prior to
multisensory integration (Massaro, 1998; Tiippana et al., 2004).
This interpretation has to be put under the light of electrophysio-
logical and other recent evidence highlighting the flexible nature
of the interplay between multisensory integration and attention.
Indeed, there is a variety of possible stages and mechanisms
enabling multisensory integration and, therefore, the impact of
attention in integration processes might express in different ways
(Talsma et al., 2010; van Atteveldt et al., 2014).

Our electrophysiological results replicated the previous find-
ing (Van Wassenhove et al., 2005; Baart et al., 2014; Knowland
et al., 2014) that the latency of the N1/P2 complex is reduced
for audiovisual compared to auditory speech stimuli. This sug-
gests that the visual component of audiovisual speech speeds up
processing of the acoustic input, possibly in the auditory cortex
(Van Wassenhove et al., 2005). When comparing peak latencies
in the Single and Dual task conditions, the AV-V signal peaked
significantly earlier than the A signal in the Single task condi-
tion, in which the processing resources could be fully devoted to
audiovisual stimuli. Yet, when participants’ processing resources
were diverted to a concurrent visual task in the Dual task con-
dition, the latency difference between the AV-V and A ERPs was
non-significant. It should be noted, though, that no significant
interaction between Modality and Task was found. This lack of
interaction is likely to be due to the presence of some integration
effect in both Single and Dual task conditions, and it advises for
some caution in the interpretation of the results. Yet, what is clear

is that, when tested for the specific prediction that the tempo-
ral facilitation for audiovisual ERPs would be smaller in the Dual
than Single task condition, the prediction was confirmed since the
facilitation was significant in the Single, but not in the Dual task
condition. Supporting this conclusion, the window of significant
differences between AV-V and A in the sample by sample analyses
was larger in the Single Task condition (70 ms) than in the Dual
Task condition (20 ms).

The electrophysiological temporal facilitation was beyond any
unisensory effect since in the model used here (A vs. AV-V), any
attentional effects on visual processing should have been canceled
out when subtracting the visual ERPs from the audiovisual ERPs,
and therefore can be ruled out as a cause of the differences. Based
on the polarity and scalp topography of the difference (AV-V)-
A—which was maximally positive over the fronto-central regions
of the scalp and inverted in polarity in the mastoids—it is likely
that the audiovisual interaction effect stems from modulation of
auditory processing. This interaction, observed in the Single task
condition and found to be sensitive to attentional load in the Dual
task condition, was likely to be generated in the auditory cortices.
The current ERP evidence thus lends some support to the view
that taxing processing resources may interfere with multisensory
interactions in the auditory cortex to some extent.

In absolute terms, the latency values were highest for auditory
stimuli in the Single task condition. However, we think that the
safest way to interpret the present pattern of results is in relative
terms, not in absolute ones. This is because the baseline modula-
tion produced by attention onto each modality separately might
not be the same. Therefore, the focus should be on how AV-
V peak latencies change with respect to the “default” A latency,
within each attention condition. This comparison revealed a
decrease in the Single, but not in the Dual task condition.

From a functional perspective, our results are in keeping
with the notion that during speech perception, the auditory and
visual sensory systems interact at multiple levels of processing
(Schwartz et al., 1998; Nahorna et al., 2012; Barrós-Loscertales
et al., 2013), and that top-down modulatory signals can influence
at least some of these levels. Multisensory links do not solely rely
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on feed-forward convergence from unisensory regions to mul-
tisensory brain areas, but also implicate back-projections from
association areas to multiple levels of (early) sensory processing
that are based on current task demands (Calvert et al., 1999, 2000;
Macaluso et al., 2000; Friston, 2005; Driver and Noesselt, 2008).
This kind of recurrent architecture naturally allows for an inte-
gral role of attention during multisensory integration (Driver and
Spence, 2000; Frith and Driver, 2000; Talsma et al., 2010; van
Atteveldt et al., 2014).

Given the current evidence, briefly sketched above, we argue
that since attention can influence processing at multiple lev-
els, visual attentional load can interfere with unisensory visual
processing involved in speechreading, resulting in poorer iden-
tification of visual speech, as well as with multisensory inte-
gration even at early processing stages, resulting in reduced
temporal facilitation of auditory evoked potentials by audiovisual
speech.

In conclusion, the present results provide new insights into the
cognitive and neural mechanisms underlying audiovisual speech
integration, as they suggest that visual processing load can mod-
ulate early stages of audiovisual processing. Our findings further
challenge the view that audiovisual speech integration proceeds
in a strictly bottom-up sensory-driven manner, independently of
attention.
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Research in audiovisual speech perception has demonstrated that sensory factors such
as auditory and visual acuity are associated with a listener’s ability to extract and
combine auditory and visual speech cues. This case study report examined audiovisual
integration using a newly developed measure of capacity in a sample of hearing-impaired
listeners. Capacity assessments are unique because they examine the contribution of
reaction-time (RT) as well as accuracy to determine the extent to which a listener efficiently
combines auditory and visual speech cues relative to independent race model predictions.
Multisensory speech integration ability was examined in two experiments: an open-set
sentence recognition and a closed set speeded-word recognition study that measured
capacity. Most germane to our approach, capacity illustrated speed-accuracy tradeoffs
that may be predicted by audiometric configuration. Results revealed that some listeners
benefit from increased accuracy, but fail to benefit in terms of speed on audiovisual relative
to unisensory trials. Conversely, other listeners may not benefit in the accuracy domain but
instead show an audiovisual processing time benefit.

Keywords: audiovisual speech integration, hearing impairment, capacity, processing speed, speech reading,

lip-reading

INTRODUCTION
While a listener’s hearing ability certainly influences language per-
formance, decades of research has revealed that cues obtained
from the visual modality affect speech recognition capabilities
(e.g., Sumby and Pollack, 1954; McGurk and MacDonald, 1976;
Massaro, 2004). One common example is the classic McGurk
effect in which incongruent or mismatched cues from the visual
modality (e.g., auditory /ba/plus visually articulated “ga”) influ-
ence auditory perception. Similarly, being able to see a talker’s face
under degraded listening conditions has been shown to facilitate
both accuracy (Sumby and Pollack, 1954) and speed (e.g., Altieri
and Townsend, 2011) compared to auditory-only recognition.

Auditory perceptual abilities are also associated with perfor-
mance in the visual modality, as well as multisensory integration
skills (Grant et al., 1998; Erber, 2003).

HEARING LOSS AND MULTISENSORY SPEECH CUES
High frequency hearing-loss
Research has consistently indicated that face-to-face communi-
cation capabilities are impacted less by hearing loss compared
to auditory-only perception. The frequency range of hearing
loss also influences audiovisual integration and social conversa-
tional ability. While high-frequency hearing loss at frequencies
greater than 1000 Hz has an adverse effect on auditory-only per-
ceptual abilities, audiovisual perceptual skills appear to be less
adversely affected, as noted by Erber (2002, 2003) among oth-
ers (e.g., Danhauer et al., 1985). This observation is noteworthy
considering that a significant proportion of older adults experi-
ence a progressive high-frequency hearing loss commonly known
as presbycusis. Prototypical audiograms indicative of presbycusis

remain generally flat in the frequency range up until approx-
imately 1000 Hz and slope progressively downward at higher
frequencies. (As depicted in Figure 1, we shall refer to an audio-
gram showing evidence for only high-frequency hearing loss as a
“sloping” audiogram). Importantly, people with high-frequency
hearing loss have been reported to generally retain the ability to
obtain low-frequency cues from the auditory signal including:
manner of articulation, voicing, nasality, and vowel information
(e.g., Erber, 2003). However, the perception of high-frequency
speech sounds, such as fricatives (e.g., /

�
/), is affected to varying

degrees.
For adults with hearing loss, being able to see a talker’s face

can therefore prove exceedingly helpful in terms of enhanc-
ing accuracy. Facial movements—especially those associated with
high-frequency sounds such as place of articulation—can “fill
in” for auditory speech cues that have become degraded (Erber,
1975). As an example, distinguishing between a bilabial vs. an
alveolar stop (“ba” vs. “da”) is often straightforward in the visual
modality, but often proves difficult auditorially. This becomes
most noticeable when the quality of the auditory input is poor due
to a noisy listening environment, hearing loss, or a combination
of these factors.

Low-frequency hearing loss
Relationships between low-frequency hearing acuity and speech
recognition have also been reported. Erber (2002, 2003) reported
that “normal-hearing listeners”—those with low-frequency hear-
ing thresholds better than 20 dB HL—have little difficulty hearing
spoken words at a normal conversational distance and a volume
level of 70 dB HL. Listeners with hearing loss greater than or
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FIGURE 1 | Audiograms obtained from the five listeners with hearing

loss. The gray area represents Erber’s area, while the light gray area
immediately above indicates a range of mild to moderate low frequency
hearing impairment.

equal to approximately 25 dB HL often fail to recognize audi-
tory linguistic cues about manner of articulation and vowels
to varying degrees, while listeners with thresholds higher than
50 dB HL usually fail to accurately perceive any speech sounds
through the auditory modality. Research has hence indicated that
listeners with “flat audiograms,” evidencing both low and high-
frequency hearing loss may be poor integrators of audiovisual
speech signals. This is ostensibly due to the fact that such lis-
teners have a significantly reduced ability to isolate cues from the
auditory signal related to voicing, nasality, vowel quality, and low
frequency information. Listeners with low-frequency thresholds
falling between 20 and 50 dB HL will predictably show significant
variability in their ability to not only extract cues from the audi-
tory speech signal, but combine them with complementary or
redundant visemes. Taken together, the degree of hearing loss and
pattern of errors in the unisensory modalities should contribute
to a listener’s ability to integrate multisensory cues information
(e.g., Grant et al., 1998).

ASSESSING AUDIOVISUAL SPEECH INTEGRATION
We will implement the capacity assessment measure (Altieri et al.,
2014b), known as C_I(t), that compares both accuracy and reac-
tion times (RTs) to parallel independent race model predictions
derived from auditory and visual-only speech recognition trials.
We therefore argue that a complete procedure for assessing inte-
gration ability should include multiple relevant dependent mea-
sures, namely accuracy and RTs. Comparisons between obtained
data and predictions derived from statistical models that serve
as a null-hypothesis will also be included (Independent Race
Models; Miller, 1982). A RT-only measure of capacity, C(t), (see

Townsend and Nozawa, 1995) will also be assessed for each lis-
tener to separately diagnose RT capabilities. These methodologies
are described further in Supplementary Material and by Altieri
et al. (2014b). Generally, when capacity violates independent race
model predictions at any time point (capacity < ½ or capacity
> 1; Townsend and Wenger, 2004; Eidels et al., 2011; Otto and
Mamassian, 2012) it indicates dependencies between auditory
and visual modalities, and the presence of “integration.” When
independent predictions are not violated, it still may indicate that
listeners benefit from visual information in a statistical manner
simply due to the availability of a greater number of cues (i.e.,
AV vs. A or V-only). For instance, if a listener “misses” auditory
phonemic cues, they still have the opportunity to obtain a rele-
vant cue from the visual modality even if the visual modality does
not facilitate auditory processing per se.

The predictive power of capacity is becoming increasingly
established. First, research has shown that capacity is a supe-
rior predictor of cognitive performance, neural functioning, and
recognition capabilities compared to mean accuracy and mean
RTs (Wenger et al., 2010). Additionally, even RT-only capacity
measures have been demonstrated to be predictive of multisen-
sory gain in terms of accuracy (Altieri and Townsend, 2011),
as well as EEG measures of audiovisual integration (Altieri and
Wenger, 2013) and multisensory learning (Altieri et al., 2014a).
Finally, research using a sample of listeners without reported
hearing loss showed that C(t) and C_I(t) scores were associated
with l pure tone thresholds as well as traditional accuracy-based
assessments of audiovisual gain (Altieri and Hudock, 2014).

This study will illustrate how speed-accuracy tradeoffs occur
by implementing a novel procedure for measuring a listener’s
integration skills that was recently applied to a group of normal-
hearing listeners, and those with only mild hearing loss (Altieri
and Hudock, 2014). This study here will go a step further by
assessing integration efficiency (i.e., capacity) in hearing impaired
listeners. The five case studies consist of listeners with self-
reported hearing loss of different ages, and with varying degrees
of high and low-frequency hearing-loss as measured by auditory
pure-tone thresholds. In the following experiments, differences in
audiovisual processing speed or accuracy compared to unisensory
performance will be the primary means used to measure capacity
qua integration efficiency. Our aim was to illustrate how listen-
ers with high or low-frequency hearing loss can systematically
differ from each other in their ability to benefit from combined
audiovisual cues in the accuracy and processing time domains. In
doing so, we sought to identify how tradeoffs in speed and accu-
racy occur in listeners with prototypical audiograms evidencing
high or low-frequency hearing loss.

Hypotheses
Listeners with auditory sensory deficits should adopt certain pre-
dictable strategies when processing audiovisual speech stimuli
to maximize multisensory benefit. In terms of speed-accuracy
strategies, some individuals may be slower on audiovisual tri-
als relative to independent race model predictions in order to
take advantage of visual speech cues. However, they may also
be substantially more accurate and potentially show evidence for
super-capacity and efficient integration (i.e., in Experiment 2).
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Additionally, we predict that these listeners should show greater
audiovisual gain in open-set sentence recognition tasks (i.e., in
Experiment 1). This scenario should often emerge in listeners
with mild low-frequency and moderate high-frequency hearing
difficulty. This type of hearing loss leads to mild degradation of
certain vowel cues, and high-frequency information related to
place of articulation. In these cases, auditory accuracy should be
bolstered by visual speech cues. In fact, Altieri and Hudock (2014)
showed that C_I(t) was correlated with low-frequency thresholds.

Second, we predict a larger RT-capacity gain (C(t)) for listeners
with mild to moderate high-frequency hearing loss, but normal
low-frequency thresholds. This is because auditory-only process-
ing in these listeners should be slower but not significantly less
accurate compared to normal-hearing listeners (due to the avail-
ability of more low-frequency vowel cues). This will, however,
allow for complementary visual cues to facilitate speech recog-
nition in the processing time domain especially. Generally, there
should be a range in which auditory-only recognition becomes
difficult, but enough cues are present in the signal to permit
the combination of redundant and complementary visual cues
to facilitate accuracy, perhaps in addition to speed. In future
research, we predict that subjects with hearing loss will gener-
ally show superior integration skills compared to normal-hearing
listeners, either in the speed, accuracy domain, or both.

METHODS
PARTICIPANTS
This study analyzed data obtained from five listeners recruited
from the Idaho State University campus in Pocatello, ID that
demonstrated hearing impairment on their audiogram which was
obtained prior to the study (average pure tone threshold ≥25 dB
SPL). The measured hearing loss could either occur for low-
frequencies, high-frequencies, or both. Each of the five partici-
pants was a native speaker of an American English dialect. Each
participant reported normal or corrected 20/20 vision1. The same
listeners participated in both Experiments 1 and 2. This study
was approved by the Idaho State University Human Subjects
Committee, and each participant was paid 10 dollars per hour
for their participation. This study required approximately 60 min
to complete. Participant information, such as average low and
high-frequency hearing thresholds, gender, and age is shown in
Table 1.

AUDIOMETRIC TESTING
Pure-tone hearing thresholds were obtained for each volun-
teer prior to participation in this study using an Ambco 1000
Audiometer. Hearing thresholds were obtained in a sound attenu-
ated chamber. Thresholds were obtained for 250, 500, 1000 (low
frequencies), and, 2000, 4000, and 8000 Hz (high-frequencies;
Erber, 2003) tones separately to each ear using headphones. For

1Altieri and Townsend (2011) showed that substantial degradation of the
visual speech signal (e.g., darkening by 90% using Final Cut Pro) is neces-
sary to measurably affect recognition capabilities. This is because the visual
cues used to detect the speech signal, such as visual place of articulation, are
highly salient. Therefore, in listeners with normal or corrected vision, visual
acuity should not have been a factor influencing audiovisual integration skills.

Table 1 | Information for each of the five listeners, including average

low and high-frequency pure tone threshold.

Participant Age Gender Low High Hearing Hearing

frequency frequency loss aid

1 63 M 25 50 Sensory neural Yes

2 22 F 8 35 Conductive No

3 24 M 15 32 Sensory neural No

4 60 M 17 37 Sensory neural No

5 72 F 25 25 Sensory neural No

each frequency, thresholds were obtained via the presentation of a
continuous tone. The following standard staircase procedure was
used: when the listener identified the tone correctly by button
press, the sound level was reduced 10 dB. If they failed to correctly
indicate the presence of the tone, the decibel level was raised by
5 dB on the subsequent presentation.

EXPERIMENT 1: OPEN-SET SENTENCE RECOGNITION
Stimuli
The sentence stimuli used in Experiment 1 consisted of 75 sen-
tences obtained from a database of recorded audio-visual sen-
tences from the CUNY database (Boothroyd et al., 1985). Each
of the sentences was spoken by a female talker. The stimulus
set included 25 audiovisual, 25 auditory, and 25 visual-only sen-
tences. The stimuli were obtained from a laser video disk and ren-
dered into a 720 × 480 pixel video, digitized at a rate of 30 frames
per second. Each stimulus was displayed on a standard Dell com-
puter monitor with a refresh rate of 75 Hz. The auditory track was
removed from each of the sentences using Adobe Audition for the
visual-only sentences, and the visual component was removed for
the auditory-only block. The sentences were subdivided into the
following word lengths: 3, 5, 7, 9, and 11 words with five sen-
tences for each length for each stimulus set (Altieri et al., 2011).
This was done because sentence length naturally varies in con-
versational speech. Sentences were presented randomly for each
participant, and we did not provide cues regarding to sentence
length or semantic content. The sentence materials are displayed
in Supplementary Material. To avoid ceiling performance, the
auditory component of the signal was degraded using an 8-
channel sinewave cochlear implant simulator (AngelSim: http://
www.tigerspeech.com/). Consistent with Bent et al. (2009), we
selected the following settings for the CI simulator: band pass fil-
ters were selected to divide the signal into eight channels between
200 and 7000 Hz (24 dB/octave slope), and a low pass filter was
used to derive the amplitude envelope from each channel (400 Hz,
24 dB/Octave slope). Cochlear implant simulation with this num-
ber of channels generally leads to accuracy scores of approxi-
mately 70% words correct in young normal-hearing listeners in
sentence recognition. Furthermore, it yields similar accuracy as
multi-talker babble background noise (Bent et al., 2009).

Procedure
Accuracy data from the 75 audiovisual (25), auditory-only (25),
and visual-only (25) sentences listen in Supplementary Material
were obtained from each participant. Trials were presented in
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separate blocks consisting of 25 audiovisual, 25 auditory, and 25
visual-only trials. The order of audiovisual, auditory, and visual-
only block presentation was randomized across participants in
an effort to avoid order effects. The stimuli in both experiments
were presented to the participants using E-Prime 2.0 (http://www.

pstnet.com/eprime.cfm) software.
Participants were seated in a chair approximately 24 inches

from the monitor. Each trial began with the presentation of a
black dot on a gray background, which cued the participant to
press the space bar to begin the trial. Stimulus presentation began
with the female talker speaking one of the sentences. After the
talker finished speaking the sentence, a dialog box appeared in
the center of the monitor instructing the participant to type in
the words they thought the talker said by using a keyboard. Each
sentence was given to the participant only once, and feedback was
not provided on any of the trials. Scoring was carried out in a
manner similar to the protocol described by Altieri et al. (2011).
Whenever the participant correctly typed a word, then that word
was scored “correct.” The proportion of words correct was scored
in each sentence. Word order was not a criterion for a word to
be scored correctly, and typed responses were manually corrected
for misspellings. (Upon inspection of the data, participants did
not switch word order in their typed responses.). As an example,
for the sentence “Is your sister in school,” if the participant typed
“Is the. . .” only the word “Is” would be scored as correct, making
the total proportion correct equal to 1/5 or 0.20.

EXPERIMENT 2: SPEEDED WORD RECOGNITION: CAPACITY ANALYSIS
Stimuli
The stimulus materials consisted of audiovisual movie clips con-
sisting of two female talkers. The stimuli were obtained from
the Hoosier Multi-Talker Database (Sherffert et al., 1997). Two
recordings of each of the following monosyllabic words were
obtained from two female talkers: Mouse, Job, Tile, Gain, Shop,
Boat, Page, and Date. These stimuli were drawn from similar stud-
ies carried out by Altieri and Townsend (2011), and also by Altieri
and Wenger (2013). The auditory, visual, and audiovisual movies
were edited using Adobe After Effects. Each of the auditory files was
sampled at a rate of 48 kHz (16 bits). Each movie was digitized
and rendered into a 720 × 480 pixel clip at a rate of 30 frames per
second. Similar to Experiment 1, the auditory component signal
was degraded using the 8-channel sinewave cochlear implant sim-
ulator. The duration of the auditory, visual, and audiovisual files
ranged from 800 to 1000 ms. A previous report demonstrated that
the variation in the duration of the movies did not influence RTs;
rather, linguistic factors such as the confusability of the auditory
and visual phonetic cues proved to be a major factor affecting pro-
cessing speed (Altieri and Wenger, 2013). For example, the words
“job” and “shop” were difficult to distinguish visually, and hence,
visual-only RTs for these stimuli were slower and less accurate
compared to the other words. Conversely, “boat” and “gain” were
significantly easier to distinguish due to the difference in place of
articulation.

Procedure
The audiovisual, auditory, and visual only trials were presented
randomly in one block. There were a total of 128 audiovisual trials

(64 spoken by each talker, where each of the 8 words was repeated
8 times per talker), 128 auditory-only trials, and 128 visual-only
trials, for a total of 384 experimental trials. This portion of the
experiment required 20–30 min to complete. Experimental tri-
als began with a white dot on a gray background appearing in
the center of the monitor. Each trial consisted of auditory-only,
visual-only, or audiovisual stimuli. Auditory stimuli were played
at a comfortable listening volume (approximately 70 dB SPL) over
Beyer Dynamic-100 Headphones.

Responses were collected via button press using a keyboard.
Each of the buttons, 1–8, was arranged linearly on the keyboard
and was labeled with a word from the stimulus set. Participants
were instructed to press the button corresponding to the word
that they judged the talker to have said as quickly and accu-
rately as possible. Responses were timed from the onset of the
stimulus on each trial. Inter-trial intervals randomly varied on
a uniform distribution between 750 and 1000 ms. On auditory-
only trials, participants were required to base their response solely
on auditory information, and on visual-only trials participants
were required to lip-read to make the speeded response. Auditory-
only trials were played with a blank computer screen. Similarly,
visual-only trials were played without any sound coming from
the speakers. Each listener received 48 practice trials at the onset
of each experimental block to assist with learning the response
mappings on the keyboard.

RESULTS AND DISCUSSION
GENERAL SUMMARY: RT AND ACCURACY
The results from the open-set sentence recognition experiment
(Experiment 1) are shown in Table 2 and the results for the
speeded-word recognition task (Experiment 2) are shown in
Table 3. The tables show auditory- (A) and visual- (V) only
percent correct for the CUNY sentences, respectively, as well as
the predicted p̂(AV) = p(A) + p(V) − p(A) ∗ p(V) and obtained
audiovisual (AV) scores. The actual AV Gain scores are also
displayed (AVGain = p(AV) − max{p(A), p(V)}; cf. Altieri and
Wenger, 2013). For comparison purposes, the mean auditory,
visual-only and audiovisual accuracy scores and the predicted and
obtained AV integration scores are displayed for normal-hearing
participants selected from another study (Altieri and Hudock,
2014).

Table 2 reveals that the two listeners with the lowest auditory-
only accuracy (i.e., 1 and 2) showed the highest audiovisual gain,
as predicted. Both listeners yielded gains that were greater than 2.5
SDs from the control participants. Interestingly, Table 3 showed

Table 2 | CUNY sentence recognition scores for each listener.

Listener A V Predicted Obtained AV gain

AV AV

Average 78.40(7.20) 14.50(7.80) 81.40(6.80) 95.00(3.10) 16.60(6.80)

1 57 13 63 95 38

2 51 14 58 93 42

3 63 0 63 91 28

4 59 13 64 88 29

5 71 11 74 94 23
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Table 3 | Speeded word recognition accuracy scores, mean RTs, and standard deviations (parentheses).

Listener A V Predicted AV AV Max(C_I(t)) Max(C(t)) AV_RT A_RT V_RT

Average 98 73 99 98 1.28 1.40 1812 (284) 1823 (291) 2432 (514)

1* 55 30 69 95 5.40 0.49 1602 (244) 1993 (601) 1509 (353)

2 97 77 98 99 1.34 1.19 1790 (529) 1775 (549) 2124 (489)

3 99 80 99 100 0.84 0.51 2091 (521) 1875 (473) 3297 (1301)

4 100 70 100 99 1.41 2.47 2258 (899) 2332 (627) 3312 (1621)

5 98 51 99 99 1.10 1.20 2126 (545) 2129 (542) 2877 (811)

The standard deviation (SD) for the normal-hearing listeners was calculated across individual listeners. The “*” indicates lower auditory and visual-only accuracy for

this listener, along with considerably higher C_I(t).

very low auditory-only accuracy for Participant 1. This listener
reported difficulty in distinguishing several words that differed on
key high-and low-frequency characteristics such as certain con-
sonants (e.g., “job” vs. “shop”), and vowels, respectively (e.g.,
“mouse” vs. “boat”). Another feature of this listener was the com-
paratively fast visual-only responses. It appears that this listener
responded “fast” on visual-only trials in order to get the trial fin-
ished quickly, perhaps because he was aware of the difficulty in
accurately identifying content. However, when visual cues were
combined with auditory, the listener was able to slow down in
order to effectively merge the information with auditory cues.
These findings will be further explored in the subsequent capacity
analysis.

Next, the average capacity data for a group of normal-hearing
participants are displayed in Figure 2. Together, these values
denote the capacity-integration measures obtained at each time
point. The RT-only C(t) values are displayed in the left panel,
and the RT-accuracy C_I(t) values on the right. The dotted lines
indicate one standard error (SE) of the mean.

Figure 3 shows capacity separately for hearing-impaired lis-
teners 1 through 5. In each plot, the thick line shows C_I(t), while
the lighter line shows the RT-only C(t). The actual capacity value
at a time point is shown on the y-axis and the RT is displayed
on the x-axis. To facilitate discrimination between strong integra-
tion ability (super-capacity) vs. poorer integration ability (limited
capacity), two separate bounds can be found in each panel. First,
limited capacity is defined by the dotted line at capacity = ½; the
reason is that if processing resources were evenly divided between
channels, then we would predict that the energy expended on AV
trials would be half of the sum expected from A plus V efficiency
(Townsend and Nozawa, 1995). Such a scenario would result if
multisensory interactions between auditory and visual modalities
were present, but the visual signal inhibited auditory recogni-
tion (e.g., Eidels et al., 2011). A useful heuristic bound separating
unlimited and super-capacity corresponds to capacity = 1; the
reason is that the race model inequality predicts capacity equal to
1 if processing on AV trials equals the sum of A and V processing
(Townsend and Nozawa, 1995).

Crucially, the difference between C_I(t) and C(t) at any specific
point, along with accuracy, provides information about a partic-
ipant’s processing strategy and integration ability (Altieri et al.,
2014b). This is because C(t) furnishes information about speed
(is the listener able to take advantage of visual speech informa-
tion in terms of speed?). Also, obtained AV accuracy measured in

FIGURE 2 | A similar figure is displayed in Altieri and Hudock (2014),

after some listeners with mild hearing impairment (thresholds >

25 dB) were removed (n = 39). It shows mean capacity-integration
efficiency measures (thick solid line = Capacity/Integration Efficiency). The
left panel shows C(t), and the right panel shows C_I(t). The dotted lines
show one standard error (SE) of the mean.

comparison to the formula, p̂(AV) = p(A) + p(V) − p(A) ∗ p(V)
furnish information about whether integration is efficient or inef-
ficient in the accuracy domain. Suppose C_I(t) is greater than
1 indicating efficient integration. Further, suppose that C(t) is
also greater than 1 and accuracy equals independent race model
predictions. This scenario would indicate that the listener is an
efficient integrator due to the ability to take advantage of pro-
cessing time on audiovisual trials rather than accuracy per se.
Analogous logic applies to other scenarios in which the lis-
tener may show evidence for C_I(t) > 1, but slows down to
obtain higher than predicted audiovisual accuracy (C(t) < 1).
We shall now discuss capacity results for the individual hearing-
impaired listeners by examining C_I(t), C(t), and the discrepancy
between predicted and obtained audiovisual accuracy shown in
Table 3.

Case 1
This first case involves a 63 year-old male with mild-moderate
sudden-onset bilateral high and low-frequency hearing loss of
unknown origin. The average pure tone threshold for the low
frequency tones (250–1000 Hz) was approximately 20–25 dB
HL, while the average threshold for the high frequency tones

www.frontiersin.org July 2014 | Volume 5 | Article 678 | 31

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Altieri and Hudock Audiovisual speech integration

FIGURE 3 | Capacity (C(t) and C_I(t)) plotted individually for each of the five listeners.

(2000–8000 Hz) was 45–50 dB HL. This listener wears bilateral
hearing aids to facilitate everyday perception, but did not use a
hearing aid during testing.

The upper left hand panel of Figure 3 (labeled “Participant
1”) shows both capacity measures (accuracy was reported in
Table 3). Remarkably, C(t) was extremely limited and less than
½ for the preponderance of time points. This finding is intriguing
because it also shows that for each point in time, that Participant
1’s C(t) was less than the average obtained from the group of
normal-hearing volunteers (left panel of Figure 2). It indicates
that Participant 1 slowed down on audiovisual trials compared
to independent race model predictions. Integration measured
in terms of speed (C(t)) was thus exceptionally poor for this

listener. This change in speed appears to have resulted from a
speed-accuracy tradeoff on visual-only trials since the listener was
faster than average, but showed poor accuracy. However, when
visual information was combined with the auditory modality,
the listener proved capable of taking advantage of the combined
auditory-visual information by slowing down to achieve bet-
ter audiovisual accuracy. When both speed and accuracy were
taken into account, Participant 1 displayed evidence for superior
integration abilities across most times—particularly slower RTs.
This listener elicited greater integration efficiency than normal-
hearing participants, and for times greater than 1600 ms post
stimulus onset, also demonstrated super-capacity. As observed
from the data in Table 3, this higher than predicted audiovisual
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accuracy (Predicted = 0.69; Obtained = 0.95) rather than speed
drove integration ability.

While this listener had mild low-frequency hearing loss and
thus generally poor performance in the auditory domain, he
appeared to compensate by slowing down on audiovisual trials
relative to visual-only trials in order to maximize accuracy—thus
optimizing integration and residual perceptual matching strate-
gies. Significantly, capacity was also reflected by the substantial
audiovisual gain on sentence recognition. While auditory-only
CUNY sentence recognition was poor due to hearing loss, gain
scores were substantially high and only exceeded by Participant 2.
This listener’s integration skills predict strong face to face com-
munication ability, resulting from the ability to obtain relevant
cues from the auditory modality and combine them with visual
information. Nonetheless, hearing aids likely facilitate speech
communication by providing additional auditory cues, which
should help speed-up information processing in difficult listening
environments.

Case 2
Case number 2 involved a 22 year old female with bilateral high-
frequency bone conductive hearing loss resulting from surgery as
a toddler. This listener reported that she never used a hearing aid.
The average low frequency threshold was 8 dB, while the average
high-frequency threshold was approximately 35 dB HL.

The panel in Figure 3 labeled “Participant 2” displays the
capacity results. The RT only C(t) data show evidence for unlim-
ited capacity across most time points, with the exception of very
fast processing times. This indicates that capacity was consis-
tent with independent race model predictions since C(t) was
approximately unlimited. This finding indicated that Participant
2 was capable of statistically benefiting from visual cues in the RT
domain. Furthermore, C(t) was higher compared to the average
obtained from the normal-hearing listeners, and also higher than
Participant 1’s.

One explanation for this particular finding was that the
degraded consonant information contributed to slower auditory-
only responses and poor auditory-only sentence recognition
capabilities; however, enough low-frequency vowel information
was present for the listener to enable correct unisensory recog-
nition in the context of a small set size, albeit at a slower pace.
When both auditory and visual cues were present, this listener
adequately matched the visual to the auditory cues to compen-
sate for the deficits in auditory recognition, and hence, achieved
borderline efficient integration. This processing speed difference
was perhaps mirrored by the substantial accuracy gain achieved
in open-set sentence recognition (Table 2). When combining the
relative efficient integration in the time domain with accuracy lev-
els in the forced choice task (Predicted = 0.98; Obtained = 0.99),
overall integration skills indexed by C_I(t) shows evidence for
unlimited capacity that was driven by RTs. Similar to C(t), C_I(t)
was greater than the average obtained from the normal-hearing
listeners.

Case 3
Case number 3 was a 24 year old male with mild to moderate
high-frequency sensory neural hearing loss—reportedly due to

repeated noise exposure while serving in the military. This listener
did not use a hearing aid. His audiogram showed that the average
low frequency threshold in the better ear was 15 dB HL, while the
average high-frequency threshold was approximately 30 dB HL.

Unlike the participant in case 2 who is of similar age and
hearing ability, an overview of Participant 3’s capacity measures
revealed poor integration skills—in part due to poor visual-
only skills as reflected in the CUNY sentence recognition task
(see Table 2). Furthermore, this listener was slow but accu-
rate on visual-only trials, and slower on audiovisual compared
to auditory-only trials in the speeded word recognition task.
These results perhaps indicate the presence of inhibition from
the visual modality (Altieri and Townsend, 2011; Altieri and
Wenger, 2013). Hence, for two listeners with similar demograph-
ics and thresholds, one observes differences in capacity that may
be due to differences in hearing history, or other perceptual
capabilities (e.g., visual-only). As one may observe in the panel
labeled “Participant 3,” both capacity measures are lower than the
normal-hearing average, as well as Participant 2’s for many time
points. The C(t) hovers around the lower bound for fixed capac-
ity indicating that this listener is “slow” when extracting visual
place of articulation cues and filling in for degraded consonant
information in the auditory modality. The results revealed sim-
ilar auditory-only mean RTs for Participants 2 and 3, although
significantly slower audiovisual RTs for Participant 3.

Crucially, the unitary C_I(t) measure was slightly higher than
C(t), although it was lower than 1, and lower than the bound
on fixed capacity for his slowest RTs. The reason that the overall
integration metric of C_I(t) showed evidence for slightly better
integration compared to C(t) was that obtained accuracy levels
approximated predicted scores in the speeded word task, mak-
ing up for sluggish audiovisual RTs. Additionally, this participant
showed substantial audiovisual gain on CUNY sentences, indicat-
ing the ability to benefit from visual information when combined
with auditory speech cues under certain circumstances. Taken
together, it appears that this participant has the ability to bene-
fit from multisensory cues although he may fail to benefit in the
processing time domain.

Case 4
Case number 4 included a 60 year old male with moderate age
related high-frequency hearing loss. This listener was aware of his
hearing loss, but did not use a hearing aid to facilitate language
perception. His average low frequency threshold in the better ear
(right) was 17 dB, while the average high-frequency threshold was
recorded as 37 dB.

Similar to the listener from case 2, this listener revealed a
strong correspondence between C(t) and C_I(t). This participant
showed evidence of unlimited capacity due to the fact that both
capacity measures corresponded to independent model predic-
tions for the vast majority of time points. Audiovisual responses
appeared slightly faster than race model predictions for early
recognition times. Audiovisual mean RTs were faster on average
compared to auditory only RTs by approximately 100 ms, and
also faster than visual-only RTs, which were quite sluggish. This
listener’s visual-only perception on both the CUNY sentence per-
ception and speeded word recognition tasks were in the normal
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range at 13 and 70% correct, respectively; however, the visual-
only RTs suggest that he slowed down to achieve this accuracy
level. Interestingly, the observation of super-capacity, and that the
audiovisual trials were processed faster than auditory-only tri-
als, indicates that visual information about place of articulation
sped-up auditory recognition.

Similar to listener 2, this listener exhibited an integration pro-
file that was consistent with race model predictions. Overall, his
integration was superior to the normal-hearing average, which
should often be true of listeners with mild to moderate hearing-
loss. Despite the relatively poor auditory-only performance due to
the loss of high-frequency cues, this listener’s integration and lip-
reading skills should facilitate face-to-face conversation enough
to reduce or eliminate the need for a hearing aid.

Case 5
Case number 5 was a 72 year old woman with a flat audiogram
showing evidence for bilateral mild hearing loss. Her average low
and high-frequency hearing thresholds in the better ear were mea-
sured at approximately 20–25 dB HL. This listener reported being
unaware of her hearing loss, and consequently, did not use a
hearing aid.

Unlike Participant 1’s, the capacity results showed slightly
limed to unlimited capacity or mildly inefficient integration for
responses slower than 1500 ms, but close to unlimited capac-
ity for faster responses. This observation places this listener at
odds with the group of normal-hearing listeners who showed
super-capacity for faster processing times when comparing this
participant’s results with those shown in Figure 2. The mildly
inefficient integration appears to suggest that this listener failed
to benefit in terms of speed from visual cues (the fastest audiovi-
sual responses did not differ from the fastest auditory-only RTs,
and were only slightly faster than the visual-only RTs). Although
audiovisual RTs were generally sluggish compared to indepen-
dent model predictions, accuracy was at ceiling, and equal to
predictions.

Overall, the measured C_I(t) was only marginally less than 1
for the preponderance of recognition times since accuracy made
up for the moderate deficits in speed. In fact, since this listener’s
integration ability approximates the skills of normal-hearing lis-
teners for most time points, she will likely be an effective face-
to-face communicator without the use of a hearing aid, except in
challenging conversational environments.

GENERAL DISCUSSION
The purpose of this study was to provide novel applications of a
new capacity approach to identify loci of audiovisual speech inte-
gration abilities in hearing-impaired listeners. Specifically, this
study extended recent capacity results using single point sum-
maries (Altieri and Hudock, 2014) by illustrating how differences
in auditory sensory acuity may be related to speech integration
skills in listeners with different types of hearing impairment.

Of course, the picture appears somewhat complex as fac-
tors besides sensory acuity affect integration skills. Our results
revealed how speech integration differs among hearing impaired
individuals. Our results did demonstrate that older and younger
listeners with different levels of hearing loss can yield similar

capacity. For example, listeners 2 and 4 different in age (22 vs.
60 years old, respectively), and had different hearing loss etiol-
ogy. In spite of these differences, integration skills as measured
by accuracy and capacity were remarkably similar. On the other
hand, listeners 1 and 5 were both over 60, and displayed similar
audiograms; however, their integration skills differed both qual-
itatively and quantitatively. The upshot of these findings is that
while relationships have been shown to emerge between sensory
acuity and integration skills (e.g., Altieri and Hudock, 2014), pure
tone thresholds are just one predictor of integration ability.

Cognitive factors also contribute to integration performance.
In this report, however, we attempted to minimize the impact of
higher cognitive factors at least, such as memory capabilities2. Yet,
age may be one factor impacting integration abilities, as it has
recently been shown to be correlated with capacity (Altieri and
Hudock, 2014), and associated with poorer lip-reading (Sommers
et al., 2005). One possibility is that many older listeners may effec-
tively utilize the visual speech modality, but only in the context
of sufficient auditory speech information. Therefore, we pre-
dict that older listeners with mild hearing loss may be efficient
integrators—particularly in the accuracy domain. Audiovisual
RTs, however, may be slower than independent model predictions
in order to allow these listeners sufficient time to obtain cues and
thus maximize accuracy. Interestingly, this speed-accuracy trade-
off associated with aging has been consistently reported by Ratcliff
and colleagues across a variety of cognitive and perceptual tasks
(e.g., Ratcliff et al., 2004). The results provided by Participant
1 yields key evidence for this hypothesis. Nonetheless, because
we utilized case study methodology, conclusive statements about
the relationship between variables such as hearing loss etiology,
age, and audiometric configuration and integration skills are dif-
ficult to ascertain. Critically, such integration strategies would be
impossible to uncover using most current approaches for assess-
ing integration which rely on accuracy-only (Braida, 1991; Grant
et al., 1998; Massaro, 2004).

ASSESSING AUDIOVISUAL SPEECH INTEGRATION
Our findings show promise inasmuch as they indicate the impor-
tance of incorporating comprehensive speed-accuracy assessment
measures. Processing speed is one critical variable predictive of
information processing abilities, and one that is well-known to
be adversely affected by aging and of course hearing ability.
Unfortunately, speed has been overlooked as a viable measure
of integration (see Altieri and Townsend, 2011; Winneke and
Phillips, 2011). Before the capacity approach can be incorporated
into future audiological assessment protocols, key developments
seem to be in order. Obtaining normative data on integration
skills using C_I(t) and C(t) will be necessary. Another impor-
tant development will involve collecting larger data sets consisting

2All participants were employed or full time students and none of them
reported any history of cognitive impairment or traumatic brain injury.
Furthermore, each listener participated in a 5-min cued memory task involv-
ing a “study” and subsequent “test phase” (i.e., judging whether a picture was
“old” or “new”). Each of the 5 participants scored 83% correct or better. The
average score in a group of 84 participants (part of another study) was 91%
correct with a standard deviation of 5.6%. Therefore, each listener was within
2.0 SDs of the mean of the larger sample of volunteers.
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of hearing-impaired listeners with different audiometric config-
urations and different levels of cognitive functioning. Overall,
capacity measures should prove important since audiologists do
not comprehensively assess either visual or audiovisual process-
ing capabilities in those suspected of hearing impairment, even
though these skills are relevant for face-to-face communication
capabilities.

SUMMARY AND CONCLUSION
This report provided a basis for a comprehensive methodologi-
cal approach for examining speech integration in listeners with
suspected hearing loss. Accuracy in open-set sentence recognition
may be assessed subsequent to traditional audiometric testing.
Next, the suggested approach would be to measure C(t) and
C_I(t) using a closed-set speeded word recognition experiment
to analyze the extent to which a listener benefits from multisen-
sory cues relative to the predictions of independent models in
which integration does not occur. Such a protocol will allow one
to determine the locus of a listener’s integration capabilities. For
example, suppose a listener exhibits high C_I(t) in conjunction
with low C(t). This could indicate an inability to benefit from
visual speech cues in terms of processing speed, but that slow-
ing down may help one take advantage of visemes to achieve high
accuracy.

Notwithstanding our findings, one may observe that while
audiograms and auditory-only hearing ability may be associ-
ated with integration (Erber, 2002, 2003), individual differences
in integration ability exist. Besides auditory sensory capabili-
ties, other sensory or cognitive factors can influence integration
ability. This includes age (Bergeson and Pisoni, 2004; Ratcliff
et al., 2004; Sommers et al., 2005; Winneke and Phillips, 2011),
complex visual-only perceptual abilities (i.e., face recognition),
processing speed and related strategies, and working memory
skills (Lunner et al., 2009). Interaction among these factors and
how they relate to speech integration skills have only recently
begun to be explored in a model-based way and therefore require
considerable future investigation.
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Lesions to Broca’s area cause aphasia characterized by a severe impairment of the ability

to speak, with comparatively intact speech perception. However, some studies have

found effects on speech perception under adverse listening conditions, indicating that

Broca’s area is also involved in speech perception. While these studies have focused

on auditory speech perception other studies have shown that Broca’s area is activated

by visual speech perception. Furthermore, one preliminary report found that a patient

with Broca’s aphasia did not experience the McGurk illusion suggesting that an intact

Broca’s area is necessary for audiovisual integration of speech. Here we describe a

patient with Broca’s aphasia who experienced the McGurk illusion. This indicates that an

intact Broca’s area is not necessary for audiovisual integration of speech. The McGurk

illusions this patient experiencedwere atypical, which could be due to Broca’s area having

a more subtle role in audiovisual integration of speech. The McGurk illusions of a control

subject with Wernicke’s aphasia were, however, also atypical. This indicates that the

atypical McGurk illusions were due to deficits in speech processing that are not specific

to Broca’s aphasia.

Keywords: audiovisual, speech perception, aphasia, Broca’s area, multisensory integration

Introduction

Broca’s area has long been known to be necessary for speech production as evidenced by the severe
impairment to speech production, known as expressive, non-fluent or Broca’s aphasia, caused by
lesions to this area located in the ventrolateral prefrontal cortex (Broca, 1861). It has long been
known that expressive aphasia can be dissociated from impairment of speech perception known
as receptive, fluent or Wernicke’s aphasia (Wernicke, 1874), caused by damage to Wernicke’s area
in the posterior superior temporal sulcus (STS). This dissociation may, however, not be entirely
complete as speech perception under adverse conditions can be impeded in Broca’s aphasics
(Blumstein et al., 1977; Moineau et al., 2005). Both Broca’s and Wernickes’ area are located in the
left hemisphere in about 90% of right-handers and 70% of left-handers (Knecht et al., 2000).

A role for Broca’s area is also suggested by studies showing that this area is active not only during
speech production, but also during speech perception, particularly when it involves lip-reading
(Watkins et al., 2003; Ojanen et al., 2005; Skipper et al., 2005). Furthermore, speech perception also
activates motor cortex, and this activation is articulator-specific so that labial articulations activate
the lip region and lingual articulations activate the tongue region of the motor cortex (Pulvermüller
et al., 2006). This effect is causal as shown by studies in which de-activation of premotor (Meister
et al., 2007) and primary motor (Möttönen and Watkins, 2009) cortex using TMS impeded
speech perception. As changes in the excitability of motor cortex due to speech perception
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are correlated with activity in Broca’s area (Watkins and Paus,
2004) this activation is likely to go via Broca’s area (Möttönen and
Watkins, 2012).

These findings suggest a role for Broca’s area in speech
perception partly echoing the claims made by the Motor Theory
(MT) of speech perception (Liberman and Mattingly, 1985;
Galantucci et al., 2006). According to the MT, in its strongest
form (Liberman andMattingly, 1985), the internal representation
of phonemes is not based on auditory templates but instead on
the motor commands issued to articulate the phonemes. Hence,
according the MT, speech, perceived by hearing or lip-reading
(Liberman, 1982), must be mapped onto motor commands,
located in the motor system, to be understood.

The MT was fueled by the discovery of mirror neurons
in pre-motor area F5 in non-human primates (Gallese et al.,
1996). These neurons respond both when performing a goal-
directed action and when seeing that action performed by
others. As area F5 has been suggested to be the non-human
primate homolog of Broca’s area in humans (Rizzolatti and Arbib,
1998; Binkofski and Buccino, 2004) this discovery gave rise to
the mirror neuron motor theory of speech perception: Mirror
neurons in Broca’s area may decode auditory and visual speech
to articulatory actions and activate their representation in motor
areas (Rizzolatti and Craighero, 2004). Several observations
support this hypothesis. First, some mirror neurons can respond
to hearing as well as seeing an action (Kohler et al., 2002), which
seems like a necessary ability for neurons involved in speech
perception. Second, mirror-neurons can respond not only to
hand movements but also to communicative mouth movements
(Ferrari et al., 2003).

Broca’s area thus has a central role in audio-visual-motor
integration according to the mirror neuron MT of speech
perception. The integration of auditory and visual information
in speech perception is evidenced by the congruency effect,
which is a general facilitation when watching the interlocutor’s
face (Sumby and Pollack, 1954), and by the McGurk illusion
(McGurk and MacDonald, 1976) in which the perception of
a clearly perceived phoneme (e.g., /ba/) is altered (e.g., to
/da/) when it is perceived dubbed onto an a face articulating
an incongruent phoneme (e.g., /ga/). For this integration to
occur the auditory and visual information must be mapped
onto a common representation, which, according to the MT, is
articulatory (Liberman, 1982). On the basis of the mirror neuron
MT, Ramachandran and co-workers suggested, in a preliminary
report, that Broca’s area is necessary for audiovisual integration of
speech (Ramachandran et al., 1999). In support of this hypothesis
they reported results from a single Broca’s aphasic that did
not experience the McGurk illusion. This result has, to our
knowledge, never been tested more fully, which is what we aim
to do in the current study.

The strongest claim of the original MT is that the motor
system is essential for speech perception, but even though fairly
recent studies have argued for this (Fadiga et al., 2002; Meister
et al., 2007), substantial evidence against it has also been reported
(Lotto et al., 2009). The resolution may lie in a more complex
and nuanced account of the MT in which the motor system is not
necessary for speech perception but rather has a supplementary
role (Scott et al., 2009).

This complexity is captured in dual-stream anatomical
models in which the dorsal and ventral pathways link areas
involved in speech perception with areas involved in speech
production (Skipper et al., 2005, 2007; Hickok and Poeppel,
2007; Rauschecker and Scott, 2009; Jääskeläinen, 2010). The
dorsal stream projects from the posterior part of the STS,
containing Wernicke’s area, to premotor cortex, which projects
further onto Broca’s area. According to the classical Wernicke-
Geschwind model this stream has a crucial role for feeding
perceptual information to speech production centers although
more recent evidence suggests it has a more complex role
(Bernal and Ardila, 2009). Dual stream models of speech
perception have suggested that the dorsal pathway also underlies
perceptual processing of audiovisual speech based on articulatory
representations (Skipper et al., 2005, 2007; Jääskeläinen, 2010).
This suggests an important role for articulatory representations
in audiovisual integration of speech, as the posterior STS is
the area in the perceptual system that is most consistently
found to be activated super-additively by audiovisual speech. The
ventral stream projects from the anterior part of the STS to the
ventrolateral prefrontal cortex, containing Broca’s area (Bernstein
and Liebenthal, 2014). Thus, although one dual-stream model
hypothesizes that only processing in the dorsal pathway is
based on articulatory representations (Skipper et al., 2005, 2007;
Jääskeläinen, 2010) the ventral pathway may also be important
for sensory-motor integration of speech. The complexity of
sensory-motor interactions in this dual-stream network means
that dysfunction of parts of the network may lead to subtle and
complex effects in agreement with moderate versions of the MT.
Yet, as both streams may ultimately project to Broca’s area, the
dual-stream model does not preclude that this area can have a
necessary role in audiovisual integration of speech as suggested
by Ramachandran et al. and the strong version of the mirror
neuron MT.

The purpose of the current study is to test a patient
suffering from Broca’s aphasia in a standard auditory, visual,
and audiovisual speech perception task. The hypothesis is that
the patient should show no sign of audiovisual integration,
as measured by the McGurk illusion and the congruency
effect, if Broca’s area is necessary for audiovisual integration
of speech. Alternatively, audiovisual integration could be weak
rather than completely eliminated, which would still support a
supplementary role for Broca’s area in audiovisual integration. As
the McGurk illusion is subject to great individual variability, this
alternative hypothesis is more difficult to test. Furthermore, as the
strength of theMcGurk illusion depends not only on the observer
but also on the experimental setup (Magnotti and Beauchamp,
2014), especially the stimulus material, we also tested a patient
with receptive aphasia and two healthy control participants to
confirm that our experimental setup could induce the McGurk
illusion.

Methods

Case Reports
Patient ML: Broca’s Aphasia

ML is a right-handed, male native Danish speaker, who, at
the time of testing was 47 years old. ML suffered an ischemic
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stroke in 2006, at the age of 42, for which he received
trombolysis treatment. The stroke affected the anterior 2/3 of
the territory of the Middle Cerebral Artery (MCA) in the
left hemisphere, including both cortex and white matter. A
computerized tomography (CT) scan (see Figure 1) a week post-
stroke, showed that both the inferior and middle frontal gyri
were affected, and that there was a smaller cortical affection
laterally in the superior frontal gyrus. There was also loss of
substance frontotemporally around the Syvian Fissure. The entire
insular cortex was affected, and the infarction stretched rostrally
in centrum semiovale and medially in the left basal gangila.
There was Wallerian degeneration with atrophy of the left
cerebral penduncle and left mesencephalon, and a compensatory
widening of the left lateral ventricle. The entire inferior frontal
gyrus, which contains Broca’s area, was thus affected by the lesion.

Initially following his stroke, ML had global aphasia, right
hemianopia, and right-sided hemiparesis affecting the arm and
leg. Neuropsychological examination 4 months post injury
showed that ML was able to say “yes” and “no,” as well as his own
name and the name of his two children, but nothing else. At this
time, he had severe apraxia of speech, and his receptive language
abilities were also affected, while his understanding of gestures
was comparatively good. His reading and writing was also
severely affected. In 2007, ML was part of a 4 months intensive
rehabilitation programme at the Center for Rehabilitation of
Brain Injury (CRBI) in Copenhagen, and he subsequently
continued cognitive and speech training for some hours per week
at CRBI until the end of 2009. He was described as a resourceful
and highly motivated person, who has benefitted greatly from the

rehabilitation efforts. At the last neuropsychological assessment
performed at the CRBI in December 2009, ML was described
as having normal attention and concentration, normal problem-
solving abilities and normal visual processing/perception. His
psychomotor tempo was difficult to evaluate because of his
remaining hemiparesis. His learning and memory scores were
somewhat below normal. For arithmetic, he was able to perform
addition and subtraction on a normal level, but had difficulties
with multiplication and division. His naming abilities had
improved significantly, and he was able to name 28/30 nouns
and 23/30 verbs correctly (on initial testing in 2006, he could
name 1/30 and 1/30, respectively). At the time of the present
investigation, ML’s right arm was still paretic, while the paresis
of the right leg had remitted to the degree that he can walk.
His hemianopia was also remitted. ML has returned to his
previous job as an auto mechanic, but now works reduced hours
and performs simpler tasks than before (partly because of the
arm paresis). The experimental investigation reported here was
conducted in June 2011.

Patient MK: Wernicke’s Aphasia

MK is a left-handed, male native Danish speaker, who at the time
of testing was 42 years old. MK suffered a haemorrhagic stroke in

the territory of the left MCA in 2007. A CT scan performed one
month post injury (see Figure 1) showed an intraparenchymal
hemorrhage in the resorbtion phase centered on the basal ganglia,
and stretching fronto-tempo-parietally in the left hemisphere.
There was a central component of fresh blood measuring about
60×20× 40mm, with an oedema of about 7–10mm surrounding

FIGURE 1 | CT-scans of the lesions of patients ML (Broca’s aphasic) and MK (Wernicke’s aphasic). Arrows indicate the approximate location of the inferior

frontal gyrus (IFG) in Patient ML and the superior temporal sulcus (STS) in Patient MK. See main text for a description of the patients’ lesions.
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it. The hemorrhage stretched from the left mid temporal lobe
to left centrum semovale and involved the left basal ganglia,
although the caudate nucleus was spared. Cortex was also spared.
The oedema affected the entire left temporal lobe, which makes
the specific gyri and sulci difficult to discern. The left lateral
ventricle was compressed, and the midline displaced about 3mm
toward the right. Hence the posterior part of the STS, important
for audiovisual integration, may have been spared although the
underlying white matter is likely to have been affected.

Initially, ML was unconscious, and spent the first 5 days
in a respirator. During the first 40 days his Barthel Score
increased from 0 to 49. After regaining consciousness, MK
was globally aphasic and in the beginning his only response
was opening his eyes when spoken to. His right arm and
leg were paralytic. Soon after, he could respond to simple
yes/no questions relatively correctly, and could point to some
simple objects and colors. He had paralysis of the right
side and a right-sided hemianopia. A logopaedic assessment
two weeks post injury showed that language comprehension
and production, as well as repetition were severely affected.
Neuropsychological assessment, one month post injury, reported
global aphasia, and problems in visuo-spatial tests. MK has
been in intensive rehabilitation, first as an in-patient at Center
for Neurorehabilitation—Filadelfia for six months, and later in
the outpatient intensive programme at CRBI in Copenhagen
for four months. A neuropsychological evaluation at CRBI in
2010 concluded that MK’s visual working memory, visuo-spatial
memory, and semantic processing (Pyramid and Palm trees)
were relatively unaffected, while some difficulties were evident
in more complex problem-solving tasks. He still suffered from
moderate to severe aphasia. His confrontation naming was
impaired, although greatly improved. His verbal comprehension
was impaired, but he was noted to be relatively good at
comprehending simple sentences. His repetition was also still
impaired, as was his reading and writing. It was noted that MK
often tried to write words he could not say and quite often
succeeded in doing so. At the time of this investigation MK was
receiving speech therapy at a community center. His left arm was
still paretic, while the paralysis of the leg was remitted so that
he could walk independently. MK was working part time as a
practical aid at a school. The experimental investigation reported
here was conducted in January 2014.

Aphasia Assessment
As part of the current investigation, ML and MK were assessed
with the Danish version of the Western Aphasia Battery (WAB)
(Kertesz, 1982) parts I–IV, to characterize their language abilities.
Both patients provided written, informed consent according
to the Helsinki declaration to participate in this study. The
test results are presented in Table 1. ML’s language deficit was
classified as Broca’s aphasia, and his Aphasia quotient was 72.
MK’s language deficit was classified asWernicke’s aphasia, and his
Aphasia quotient was 64. The most important difference between
the two patients was in the “Spontaneous speech” subsection of
WAB, where, although their overall scores were almost identical,
the two point difference in “Fluency” landed them on different
sides of the diagnostic border between Broca’s and Wernicke’s
aphasia according to the WAB diagnostic scoring system.

TABLE 1 | Subscores—Western Aphasia Battery.

ML (Broca) MK (Wernicke)

SPONTANEOUS SPEECH

Functional content 9/10 8/10

Fluency 4/10 6/10

Total 13/20 14/20

COMPREHENSION

Yes/no questions 57/60 48/60

Auditory word recognition 59/60 51/60

Sequential commands 28/80 35/80

Total 144/200 134/200

REPETITION

Total 56/100 48/100

NAMING

Object naming 57/60 45/60

Word fluency 11/20 6/20

Sentence completion 6/10 8/10

Responsive speech 9/10 5/10

Total 83/100 64/100

Aphasia quotient 72 64

Patient ML: Broca’s Aphasia

At the time of the current investigation, ML’s spontaneous
speech was “telegraphic.” He was, however, well able to make
himself understood using a combination of words and gestures.
He was able to mobilize nouns and a few verbs, but did not
speak in full sentences with the exception of a few common
phrases like “I don’t know” or “It’s difficult.” As an example,
in the picture description task from the WAB, ML mobilized
13 correct nouns/object names from the scene. Asked to try to
describe the picture with full sentences, he added the definite
article to the nouns (a house, a man etc.), but provided no
verbs or function words. ML understood most questions and
instructions either at first try or with a single repetition, and
this is reflected in his relatively high score in the “Yes/no
questions” and “Auditory word recognition” tests. In the more
difficult “Sequential commands” test, he failed with more difficult
instructions like “Use the book to point at the comb,” but
interestingly managed the more “ecologically understandable”
instruction “Put the pen on the book and then give it to me.” ML
could repeat single words and simple sentences, but failed with
sentences longer than four words. He named objects quite well,
although his response-times are elevated.

In sum, ML’s aphasia had remitted from Global aphasia to
Broca’s aphasia. He understood speech reasonably well, and his
speech output was understandable but consisted mainly of nouns
and very few verbs and function words.

Patient MK: Wernicke’s Aphasia

MK’s spontaneous speech was fluent, and he was able to construct
some full, albeit simple, sentences like “Actually I feel very good.”
In the WAB picture description task, he referred to many of the
objects in the picture using sentences like “There is a tree. There
is also a flagpole.” Sometimes, when MK could not find the right
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word in speech, he could write it down correctly and then read
it. He also sometimes resorted to English words when he could
not find the Danish ones. In auditory verbal comprehension,
he answered most questions correct (scoring 48/60), but failed
relational (and grammatically challenging) questions like “Is a
dog larger than a horse?” and “Does July come before May?”
He could point to most images and objects in the auditory word
recognition task, but had problems with left-right discrimination
of body parts, and with pointing to the correct fingers. He was
able to follow simple commands, but failed with longer sentences,
particularly if the sequence of actions to be performed did not
correspond to the word sequence. He always used the objects
in the order mentioned even when this was incorrect (e.g., He
responded correctly to “Point with the pen to the book” but
not to “Point to the book with the pen”). He could repeat
sentences up to four words correctly. In object naming he made
quite a few errors (45/60 correct). Many of the responses were
either phonological or semantic paraphasias (“spoon” for “fork”;
“brushtooth” for “toothbrush”). A few of the words he could
not name orally were written correctly (e.g., toothbrush). His
responsive naming was at about the same level as his naming of
objects.

In sum, MK’s aphasia had remitted from Global aphasia to
Wernicke’s aphasia. He understood speech reasonably well, and
his speech output was understandable although he had word-
finding difficulties and some paraphasias.

Control Participants
In order to verify that auditory and visual stimuli were identified
correctly and that the audiovisual stimuli could induce the
McGurk illusion in healthy subjects we also tested two male
native Danish speakers (JL, age 49, and PB, age 52) with
no history of neurological disorders and self-reported normal
hearing. The control participants were chosen to match the
gender, approximate age, and native language of the aphasic
patients.

Stimuli and Procedure
The stimuli were based on video (with audio) recordings of a
male talker (one of the authors, TSA) pronouncing the bi-syllabic
non-words /aga/, /aba/, and /ada/. The recordings were made
using a Panasonic™AG-HMC41E video camera, which recorded
video at 25 frames per second with a resolution of 1920 ×

720 pixels and audio at 44.1 kHz via an external DPA™ d:fine
4066-F microphone headset, which was not visible in the video
recordings. The video was converted to QuickTime™ files with a
resolution of 640× 360 pixel to ensure efficient playback. Stimuli
were presented using Matlab™ and the Psychophysics Toolbox
Version 3 (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007) on a
MacBook™ Pro laptop computer and a pair of Genelec™ 6010A
active speakers.

In each experiment, the subject was seated with his ears
approximately 57 cm from the display. This was done by holding
a length measure so that it extended from the plane of the
speakers toward the subject and instructing the subject to adjust
his position so that his ears were 57 cm from the speakers. The
participants were observed to ensure that they did not move their

head substantially but their position was not restrained during
the experiment. The sound level was approximately 56 dB(A)
measured using a sound level meter at the approximate location
of the participant’s head. This rather low sound level was chosen
because theMcGurk illusion is stronger when the sound intensity
is low (Sekiyama and Tohkura, 1991; Andersen et al., 2001).

The stimuli were auditory, visual, or audiovisual. Auditory
stimuli were presented with a still photograph of the talker’s
face visible. Visual stimuli were presented with no sound
and the task was to lip-read. Audiovisual stimuli consisted
of video and sound recordings presented synchronously. The
sound and video could either be one of the three natural
congruent combinations or any of the six possible incongruent
combinations (cf. Figure 2) of the auditory and visual stimuli.
The incongruent combinations were created in Final Cut Pro
by dubbing the incongruent acoustic speech recording onto the
video aligning the consonant burst of the incongruent acoustic
speech recording with the original congruent acoustic speech
recording.

After a stimulus had played the response options “B,” “BG,”
“G,” “BD,” and “D” were shown in large letters on the screen.
The patients could respond by pointing to one of the response
categories displayed on the screen, repeating what he had heard
or declining to give an answer. We allowed for these different
ways of responding in order to accommodate the patients who
could have problems pointing to the response categories due
to problems with reading, problems with repeating what they
heard due to apraxia and problems giving any qualified guess
due to their disorder. Both patients felt most comfortable using
a combination of pointing and repeating when responding.
The experimenter sitting next to the patient was watching
his mouth movements and recorded the answer. The control
participants felt most comfortable typing their responses on a
keyboard.

In order to accustom the participants to the experimental
setting and evaluate whether they were able to perform the
experiment at all we conducted a number of training blocks
containing one presentation of each stimulus in random order.
The first part of the training contained only the congruent
audiovisual stimuli. Both patients felt confident with the task
after a single block. The next part of the training contained
only the auditory stimuli. ML required three blocks and MK
required two blocks before feeling confident about the task. The
final part of the training contained only the visual stimuli. ML
was certain that he was unable to identify any of the visual
stimuli after two blocks whereas MK felt confident about the
task after a single block. Performance in the training blocks
was not perfect for either of the two patients. The healthy
control participants were confident about the task after a single
block for auditory, visual and audiovisual stimuli and their
performance was perfect. After the training we proceeded to the
actual experiment in which 10 repetitions of each of the auditory,
visual, and audiovisual stimuli were presented in random order.
The participants were instructed to look at the mouth and to
report what they heard when they heard a voice (in auditory
and audiovisual stimuli) but lip-read when there was no voice (in
visual-only stimuli).
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FIGURE 2 | Response proportions for all participants. Plots are arranged

in rows and columns according to the visual and auditory component of the

stimulus respectively. The response category “X” corresponds to no answer.

Error bars show the multinomial standard deviation.

Results

The response proportions for all participants are shown in
Figure 2 from which it can be seen that both patients showed
great variability in their responses compared to the healthy
control participants. This could indicate that the patients found
the task difficult in general.

Visual speech perception was particularly poor for the
patients. Patient ML refused to venture a guess, which may
reflect an inability to lip-read but could also reflect a lack of
confidence in his own ability. Patient MK’s lip-reading was
also poor at 10% correct overall and poor even for /aba/
featuring a visually distinct bilabial closure. The percentage
correct was 83% for each of the control participants showing
that the articulations in the videos were sufficiently clear to be
lip-read.

For incongruent audiovisual stimuli, in which the visual
stimulus is a bilabial closure, the typical McGurk illusion is a
combination illusion of hearing the bilabial closure followed
by the auditory stimulus (e.g., auditory /ada/ + visual /aba/
= /abda/). This illusion was perceived by the two control
participants, JL and PB respectively, in 100% and 60% of the
trials including those stimuli. Only 20% of Patient ML’s responses
to the two incongruent audiovisual stimuli with a bilabial visual
component fell in the combination response categories. For
Patient MK, this number was 60%. This difference could indicate
that audiovisual integration was weaker in ML for these stimuli.
However, as the strength and type of McGurk illusion varies
between healthy observers the difference observed here could
also be due to normal variation between observers unrelated to
patients’ type of aphasia.

Incongruent audiovisual stimuli in which the acoustic
stimulus is /b/ often create strong fusion and/or visual dominance
illusions. For auditory /b/ with visual /g/ the typical McGurk
illusion is a fusion illusion of hearing /d/ although a visual
dominance illusion of hearing /g/ also occurs (MacDonald and
McGurk, 1978; Andersen et al., 2009). Auditory /b/ with visual
/d/ typically leads to a visual dominance illusion of hearing
/d/ although /g/ responses have also been reported (MacDonald
and McGurk, 1978). Somewhat surprisingly, whereas control

participant PB did not experience these illusions for these stimuli
at all, participant JL perceived them in 90% of the trials. This
discrepancy is, however, not unusual as there is great inter-
individual variability in the strength of the McGurk illusion
(Magnotti and Beauchamp, 2014). For these two stimuli 40% of
ML’s responses fell in the visual dominance and fusion response
categories. The same number for MK was 60%.

For audiovisual stimulus combinations of /aga/ and /ada/
(either visual /aga/ with auditory /ada/ or vice versa) observers
often do not experience aMcGurk illusion but respond according
the auditory component of the stimulus (MacDonald and
McGurk, 1978). We initially included these stimuli in the
experiment for completeness although they arguably do not bare
much evidence for or against our hypothesis. In fact, as the
two healthy control participants did not experience the McGurk
illusion for these stimuli, including them in a pooled analysis
may actually lead to an under-estimation of the strength of the
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McGurk illusion in the patients.We therefore conducted a pooled
analysis omitting these stimuli.

In order to test our main hypothesis, whether ML experience
the McGurk illusion, with some statistical power we first
pool responses according to three stimulus types (incongruent
audiovisual, auditory, and congruent audiovisual) and two
response categories (correct and incorrect according to the
auditory stimulus). If an observer is influenced by visual speech
in the audiovisual conditions the proportion correct should be
lower in the incongruent conditions compared to the congruent
conditions. Additionally, we would expect the proportion correct
in the auditory condition to be higher than in the incongruent
condition and lower than in the congruent condition although
this latter effect is sensitive to ceiling effects (Sumby and Pollack,
1954).

Figure 3 shows the proportion correct (according to the
auditory stimulus) of the three stimulus types. Both patients
showed a significantly higher proportion correct for congruent
audiovisual stimuli than for incongruent audiovisual stimuli (p <

10−5 for patient ML, p < 10−7 for patient MK, one-sided Fisher’s

exact test). The proportion correct for auditory stimuli was also
higher than for incongruent audiovisual stimuli (p < 10−4

for patient ML, p < 10−3 for patient MK, one-sided Fisher’s
exact test). This shows that both patients where influenced by
visual speech. These comparisons were also highly significant
(p < 10−9 for all tests, one-sided Fisher’s exact test) for the
control participants. For patient MK the proportion correct for
congruent audiovisual stimuli was also significantly higher than
the proportion correct for auditory stimuli (p < 0.04, one-sided
Fisher’s exact test). This difference was not significant for patient
ML. It was also not significant for the control participants, which
is probably due to ceiling effects only.

Discussion

The sight of the talking face influenced speech perception
significantly in Patient ML with Broca’s aphasia. This was evident
as a smaller proportion correct for the incongruent audiovisual
stimuli relative to the auditory stimuli. This indicates that ML
experienced a McGurk illusion and, hence, that an intact Broca’s

FIGURE 3 | The proportion correct (according to the auditory

stimulus) as a function of stimulus type. For the incongruent

audiovisual stimuli, a low proportion correct reflects a strong McGurk

illusion. Only stimuli expected to elicit visual dominance, fusion or

combination illusions are included in the incongruent audiovisual stimulus

category (see text for details). Within subject comparisons are based on

Fisher’s exact one-sided test. Error bars show the binomial standard

deviation.
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area is not required for audiovisual integration of speech. A
similar effect was found in Patient MK and the healthy control
participants.

In addition to the McGurk illusion, patient MK with
Wernicke’s aphasia showed a congruency effect evident as
significantly larger proportion correct for congruent audiovisual
stimuli relative to auditory stimuli. Subject ML and the two
healthy control participants did not show a similar effect. For
the two healthy control participants this is due, at least partly,
to a ceiling effect as they were nearly perfect in identifying
the auditory stimuli leaving little room for improvement. In
comparison, MK, showed very poor performance for auditory
stimuli, which is in good agreement with his aphasia being
receptive. For subject ML we cannot exclude a ceiling effect as,
perhaps, his performance for this task is capped at a fairly low
level due to his injury in general. On the other hand, we cannot
exclude that this somehow reflects a more subtle effect of his
injury to Broca’s area more specifically.

The percentage correct in the lip-reading task was very low
for both patients. Although poor lip-reading skills in aphasic
patients have been reported previously (Youse et al., 2004;
Klitsch, 2008; Hessler et al., 2012) this is surprising given the
effect that visual speech had on auditory speech perception in
both patients. This could imply a dissociation between visual and
audiovisual speech, which could be due to conscious lip-reading
taking place in a neural pathway, which is different from the
one that affects auditory processing (Bernstein and Liebenthal,
2014). A similar dissociation was found in a study showing
that point-light visual speech can cause a McGurk illusion even
when observers are unaware of its speech-like nature and, hence,
unable to lip-read (Rosenblum and Saldaña, 1996). This, to
some degree, mimics how the patients seemed to perceive visual
and audiovisual speech in the current study. Rosenblum and
Saldaña (1996) also showed that static faces generally do not
cause a McGurk effect even though they can be lip-read to some
degree. Hence, where visual speech perception can be based
on both static and dynamic information, only dynamic visual
information is integrated with acoustic features. In support of
this dissociation Calvert and Campbell (2003) found that lip-
reading static faces activate different cortical areas than does lip-
reading of dynamic features. As static natural images contain
both configurational and featural facial information while point-
light speech contains only configurational information another
possible dissociation would be that visual speech perception
can be based on both configurational and featural information
while only featural information is integrated audio-visually.
Both of these functional dissociations can be related to dual-
stream anatomical models where the dorsal pathway relays
mainly dynamic/featural information while the ventral pathway
relays mainly static/configuration information (Bernstein and
Liebenthal, 2014). Although this picture might not reflect the
true complexity of the underlying neural structure (Bernstein
and Liebenthal, 2014) it serves to show that it is not unlikely
that lesions causing aphasia can influence visual and audiovisual
speech perception differently.

Overall, performance in both patients was quite variable with
many atypical responses. This variability matches that seen in

previous studies of audiovisual speech perception in aphasic
patients (Campbell et al., 1990; Youse et al., 2004; Klitsch, 2008;
Hessler et al., 2012). These studies generally agree that aphasics,
in general, do experience the McGurk illusion and thus integrate
auditory and visual information in speech perception. They also
agree that aphasics generally have poor lip-reading skills. Only
few of them attempted a distinction between subtypes of aphasia
and none have reached a conclusion on the specific role of Broca’s
aphasia.

A number of studies have previously examined audiovisual
integration of speech in aphasic patients. Campbell et al. tested
a patient that was diagnosed with aphasia after a cardiovascular
accident (CVA) in the left MCA (Campbell et al., 1990). At
the time of testing he was a fluent speaker experiencing that
speech “sounded funny” indicating that his aphasia was mild
and mainly receptive. He was also slightly dyslexic. This patient’s
performance was fairly poor (<50% correct) in a consonant
identification task but the patient seemed to experience visual
dominance and fusion illusions for incongruent audiovisual
stimuli and Campbell et al. concluded that he was influenced by
visual speech in his performance. This is in agreement with his
lip-reading ability, which, for words, fell within the normal range.

Youse et al. tested a patient withmild anomic aphasia based on
theWestern Aphasia Battery, after a CVA affecting the territory of
theMCA not unlike patient ML in the current study (Youse et al.,
2004). Apparently, this patient showed a strongMcGurk effect for
auditory /bi/ with visual /gi/, which he perceived as /di/. Youse
et al. did however note that this finding could be influenced by
a strong response bias toward /di/ apparent in the auditory only
condition. For auditory /gi/ with visual /bi/ they did not observe
the typical combination illusion of perceiving /bgi/ but, in our
opinion, a fairly strong visual dominance illusion of perceiving
/bi/. Youse et al. concluded that the results did not show clear
evidence of audiovisual integration in this patient. Notably, this
patient’s ability to lip-read was also very poor.

Klitsch (2008) investigated the McGurk effect in a group of
six aphasic patients of which three were diagnosed with Broca’s
aphasia and the other three were diagnosed with Wernicke’s
aphasia. She found that the aphasic group experienced the
McGurk illusion but did not distinguish between the types of
aphasia. The proportion correct for lip-reading was 50% for this
group given three response categories.

Hessler et al. (2012) investigated audiovisual speech
perception in three aphasics and an age-matched control
group. The three aphasics, were diagnosed as Wernicke’s, anomic
and mixed respectively. The mixed aphasic had suffered an
ischaemic CVA in the left MCA, as our patient ML, and showed
audiovisual interactions by giving more correct responses to
congruent audiovisual speech than to auditory speech. This
participant was tested on one incongruent combination of
auditory and visual phonemes, auditory /p/ and visual /g/,
and seemed to perceive the McGurk illusion in 61% of the
experimental trials as measured by the proportion of incorrect
responses. However, this should be compared to an error rate
of 45% in the auditory condition—an error rate which was
averaged across three different stimulus types, /k/, /p/, and /t/.
Hessler et al. did not directly compare how well auditory /p/
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was perceived when presented acoustically and when presented
audiovisually, dubbed onto visual /k/. Hessler et al. concluded
that none of the aphasic participants showed a preference for
McGurk-type answers. The lip-reading performance for the
three aphasic patients was, accordingly, poor ranging from 24 to
52% correct given only three response categories. For the control
group, the corresponding range was 67–93%.

These studies by Hessler et al. and Klitsch suffered from very
weak McGurk illusions (as low as 20% in Klitsch’ study) even in
the healthy control groups. Both studies ascribe this to a language
effect specific to the Dutch language in which the studies were
conducted. This makes it difficult to interpret whether the results
in the aphasic group are representative.

Based on the studies described above, the poor lip-reading
skills and atypical McGurk illusions that we found in Patient ML
with Broca’s aphasia seem to fall within the range generally seen
in the aphasic population. Therefore, they cannot be ascribed
to his lesion in Broca’s area specifically. The variability seen
across participants in these studies is not specific to aphasic
patients but is also seen across studies of healthy subjects (Colin
and Radeau, 2003). It is likely to be due, not only to variation
across participants but also to variation across stimuli (Magnotti
and Beauchamp, 2014). Hence, specific differences that are
statistically significant are likely to be seen even between healthy
participants and, to our knowledge, the reasons for this are
unknown. Statistical comparisons of specific differences between
aphasic patients or between patients and healthy controls will
therefore be difficult to interpret without larger populations
(Saalasti et al., 2011a,b; Meronen et al., 2013). Therefore, rather
than conducting statistical analyses between participants, we
limited our analysis to showing that audiovisual integration did
take place in a patient with Broca’s aphasia.

In accordance with our findings, Fridriksson et al. (2012)
recently showed that speech production in Broca’s aphasics can

improve dramatically when they shadow audiovisual speech.
Notably, this effect does not occur for auditory or visual speech.
This shows that Broca’s aphasics have some ability to integrate
auditory and visual speech for use in speech production but
the study does not address whether it also influences speech
perception in general. As speech perception and production have
been suggested to receive information from two, anatomically
distinct, parallel streams (Hickok and Poeppel, 2007) the
perceptual McGurk effect in Broca’s aphasics may be due to a
different mechanism than that studied by Fridriksson et al.

In summary, our findings show that speech perception in
a patient with Broca’s aphasia in influenced by the sight of
the talking face as this patient experiences a McGurk illusion,
which, although somewhat atypical, is little different from the
McGurk effect seen in the aphasic population in general. This
offers no confirmation of the hypothesis that Broca’s area should
be necessary for audiovisual integration of speech, contrary to
Ramachandran et al.’s (1999) preliminary findings, and hence,
no confirmation of the strong mirror neuron MT. Whether a
lesion in Broca’s area can have a more subtle effect on audiovisual
integration, as it has on auditory speech perception, cannot be
ruled out by the current results. Therefore, we do not consider
our findings in disagreement with recent, more moderate

versions of the MT in which articulatory representations have a
subtle role in speech perception and are located in a distributed
network of brain structures.
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Speech perception for both hearing and deaf people involves an integrative process
between auditory and lip-reading information. In order to disambiguate information from
lips, manual cues from Cued Speech may be added. Cued Speech (CS) is a system of
manual aids developed to help deaf people to clearly and completely understand speech
visually (Cornett, 1967). Within this system, both labial and manual information, as lone
input sources, remain ambiguous. Perceivers, therefore, have to combine both types
of information in order to get one coherent percept. In this study, we examined how
audio-visual (AV) integration is affected by the presence of manual cues and on which form
of information (auditory, labial or manual) the CS receptors primarily rely. To address this
issue, we designed a unique experiment that implemented the use of AV McGurk stimuli
(audio /pa/ and lip-reading /ka/) which were produced with or without manual cues. The
manual cue was congruent with either auditory information, lip information or the expected
fusion. Participants were asked to repeat the perceived syllable aloud. Their responses
were then classified into four categories: audio (when the response was /pa/), lip-reading
(when the response was /ka/), fusion (when the response was /ta/) and other (when the
response was something other than /pa/, /ka/ or /ta/). Data were collected from hearing
impaired individuals who were experts in CS (all of which had either cochlear implants
or binaural hearing aids; N = 8), hearing-individuals who were experts in CS (N = 14) and
hearing-individuals who were completely naïve of CS (N = 15). Results confirmed that, like
hearing-people, deaf people can merge auditory and lip-reading information into a single
unified percept. Without manual cues, McGurk stimuli induced the same percentage of
fusion responses in both groups. Results also suggest that manual cues can modify the
AV integration and that their impact differs between hearing and deaf people.

Keywords: multimodal speech perception, Cued Speech, cochlear implant, deafness, audio-visual speech

integration

INTRODUCTION
In face-to-face communication, speech perception is a multi-
modal process involving mainly auditory and visual (lip-reading)
modalities (Sumby and Pollack, 1954; Grant and Seitz, 2000).
Hearing-people merge auditory and visual information into a
unified percept, a mechanism called audio-visual integration (AV
integration). This merging of information has been demonstrated
through the McGurk effect (McGurk and MacDonald, 1976), in
which integration occurs even when auditory and visual modali-
ties provide incongruent information. For example, the simulta-
neous presentation of the visual velar /ka/ and auditory bilabial
/pa/ normally leads hearing-individuals to perceive the illusory
fusion alveo-dental /ta/. The McGurk effect suggests that visual
articulatory cues about place of articulation are integrated into
the auditory percept which is then modified.

Presently, many children born deaf are fitted with cochlear
implants (CI). This technology improves a child’s ability to access
auditory information. Studies have shown that deaf individuals
(both adults and children) whom of which were fitted with CI’s
were able to integrate auditory and visual information, with bet-
ter performance in the AV condition than in the audio condition

(Erber, 1972; Tyler et al., 1977; Hack and Erber, 1982; Lachs
et al., 2001; Geers et al., 2003; Bergeson et al., 2005; Desai et al.,
2008). However, auditory information provided by the CI was
degraded with respect to place of articulation, voicing and nasal-
ity (Dowell et al., 1982; Skinner et al., 1999; Kiefer et al., 2001).
Therefore, participants fitted with a CI gave more importance
to lip-read information in AV speech integration than did hear-
ing participants (Schorr et al., 2005). In the case of incongruent
auditory and visual information (McGurk stimuli), deaf partici-
pants (adults and children) gave more responses based on visual
information, whereas hearing participants gave more integration
responses or responses based on auditory information (Leybaert
and Colin, 2007; Desai et al., 2008; Rouger et al., 2008; Huyse
et al., 2013). However, the reliance on lip-reading information
was flexible: when visual information was degraded, children
with CI’s relied less on visual information, and more on auditory
information (Huyse et al., 2013). The AV integration is thus an
adaptive process in which the respective weights of each modality
depend on the level of uncertainty in auditory and visual signals.

Aside from lip-reading, Cued Speech could help deaf peo-
ple overcome the uncertainty of auditory signals delivered by
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the CI. Originally, the Cued Speech (CS) system was designed
to help deaf people (without a CI) perceive speech through dis-
ambiguating the visual modality (Cornett, 1967). The CS system
reduces the ambiguity related to lip-reading by making each of
the phonological contrasts of oral language visible. Each sylla-
ble is uttered with a complementary gesture called a manual
cue. CS was adapted to the French language in 1977, and is cur-
rently known as “Langue française Parlée Complétée.” In French,
the vowels are coded with five different hand placements near
the face, and consonants are coded with eight hand-shapes (see
Figure 1). Each manual cue can code several phonemes, but these
phonemes differ in their labial image. Also, consonants and vow-
els sharing the same labial image are coded by different cues.
Thus, the combination of visual information, provided by the
articulatory labial movements and manual cues, allows deaf indi-
viduals to correctly perceive all syllables. Nicholls and Ling (1982)
studied the benefits of CS on speech perception. They compared
deaf children’s speech perception with or without CS and showed
that the addition of CS improves speech perception from 30 to

40% in a lip-reading-only condition to 80% with the addition of
manual cues. Similar results were found with French CS (Périer
et al., 1990). Exposure to CS contributes to the elaboration of
phonological representations, hence improving abilities notably
in rhyme judgments, rhyme generation, spelling production as
well as reading (Charlier and Leybaert, 2000; Leybaert, 2000;
LaSasso et al., 2003; Colin et al., 2007).

While the advantages of exposure to CS are well-recognized,
the processing of the CS signal still remains unclear. Attina et al.
(2004) were the first to examine the precise temporal organi-
zation of the CS production of syllables, words, and sentences.
They found that manual cues naturally anticipate lip gestures,
with a maximum duration of 200 ms before the onset of the cor-
responding acoustic signal. In a second study, the same authors
showed a propensity in deaf people to anticipate manual cues
over lip cues during CS perception. That is to say, deaf people
extract phonological information when a manual cue is produced
whether or not lip movements are completed. This phonologi-
cal extraction has the effect of reducing the potential number of

FIGURE 1 | Cues in French Cued Speech: hand-shapes for consonants and hand placements for vowels. Adapted from http://sourdsressources.
wordpress.com.
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syllables that could be perceived (Attina, 2005; Aboutabit, 2007;
Troille et al., 2007; Troille, 2009). These results reverse the clas-
sic way of considering the CS system: manual cues, as opposed to
labial information, could be the primary source of phonological
information for deaf CS-users. Despite the fact that manual cues
are artificial, they might constitute the main source of phonolog-
ical information, and labial information would then be used to
disambiguate this manual information.

Alegria and Lechat (2005) studied the integration of articula-
tory movements in CS perception. More precisely, they investi-
gated the relative influence of labial and manual information on
speech perception. Deaf children (mean age: 9 years, with normal
intelligence and schooling) were split into two groups depending
on their age of exposure to CS (early or late). They were asked
to identify CV syllables uttered without manual cues (lip-reading
alone) or with manual cues (Cued Speech). In the CS condi-
tion, lip movements and manual cues were either congruent (e.g.,
lip-reading /ka/ and hand-shape n◦2, that codes /v, z, k/) or incon-
gruent (e.g., lip-reading /ka/ and hand-shape n◦1, that codes /d,
p, Z/). Identification scores were better in the congruent and lip-
reading alone condition than when syllables were presented with
incongruent manual cues. In the incongruent condition, partici-
pants reported syllables coded with the same manual cues as the
actual syllables. Between the different syllables coded by a match-
ing manual cue, deaf participants selected the one that had less
visible lip movements; that is, the one that was less inconsistent
with lip information presented in the syllable stimuli. For exam-
ple, the lip movements /ka/ with hand-shape n◦1 (coding /d, p,
Z /) was perceived as /da/ which is less visible on the lips than
/pa/ and /Za/. This suggests an integrative process between lip
and manual cue information. Moreover, deaf children who were
exposed to CS early (prior to 2 years) integrated manual cue and
lip-read information better than deaf children who were exposed
to CS later (after 2 years). To conclude, when lip-read informa-
tion and manual cues diverge, participants choose a compromise
that is compatible with manual information and not incompatible
with the lip-read one.

The goal of the present research was to examine how manual
cue information is integrated in AV speech perception by deaf
and hearing participants. We wondered whether (1) CS recep-
tors combine auditory, lips and manual information to produce
a unitary percept; (2) on which information (auditory, labial or
manual) they primarily rely; and (3) how this integration is mod-
ulated by auditory status. To address these issues we designed
the first experiment using audio-visual McGurk stimuli pro-
duced with manual cues. The manual cue was either congruent
with auditory information, lip information or with the expected
fusion. We examined whether or not these experimental condi-
tions would impact the pattern of responses differently for deaf
and hearing subjects.

MATERIALS AND METHODS
PARTICIPANTS
Thirty-seven adults participated in the study. They were split into
three groups according to their auditory status and degree of CS
expertise. The first group consisted of eight deaf CS users (mean
age: 18 years), hereafter referred to as the CS-deaf group. Three of

them had cochlear implants and five used binaural hearing aids.
Seven had been exposed to CS from the age of two to three years
and the remaining one from the age of 14 years (for more details
see Table 1) The second group was comprised of 14 hearing CS
users (mean age: 22 years), hereafter referred to as the CS-hearing
group. Two of them had close relatives that were deaf; the rest
were students in speech therapy and had participated in CS train-
ing sessions. The third group consisted of 15 hearing-individuals
who had never been exposed to CS (mean age: 23 years), hereafter
referred to as the control hearing group.

All participants were native French speakers with normal
or corrected-to-normal vision and did not have any language
or cognitive disorder. In order to assess CS knowledge level,
a French CS reception test was administered to all partici-
pants (TERMO). Scores groups and participants are indicated in
Appendix, Table A1. The experimental protocol was approved by
the ethical committee of the Faculty of Psychological Science and
Education (Université Libre de Bruxelles). All participants pro-
vided informed consent, indicating their agreement to participate
in study. They were informed they had the option to withdraw
from the study at any time.

EXPERIMENTAL MATERIAL
Stimuli
A female French speaker was videotaped while uttering CV syl-
lables consisting of one of the /p, k, t/ consonants articulated
with /a/ (Figure 2).

Congruent conditions
Two uni-modal and four multi-signal congruent conditions were
created (see Table 2). They served as control conditions. Each
stimulus from the congruent conditions was presented 6 times.

Incongruent conditions
Stimuli were also presented in incongruent conditions.
Incongruent AV syllables were created by carefully combin-
ing audio files /pa/ with non-corresponding video files /ka/ and
matching their onset. Four incongruent conditions were created
which consisted of McGurk stimuli (audio/pa/ and lip-reading
/ka/) presented with or without manual cues (see Table 3). Each
stimulus from the incongruent condition was presented 6 times.

Table 1 | CS-deaf group characteristics.

Participants Age Age at Age at Age at

(in years) diagnosis equipment CS exposure

(in years) (in years)

1 17 At birth Unknown 2

2 21 3 years 3 3

3 21 At birth 2 3

4 14 At birth 3 2

5 24 At birth 3 2

6* 21 At birth 5 2

7* 16 At birth 8 2

8* 17 2 years 16 14

*Indicates participants with cochlear implants.
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Table 2 | Stimulus composition of congruent control conditions.

Conditions Stimulus 1 Stimulus 2 Stimulus 3

Audio only A /pa/ A /ta/ A /ka/

Lip-reading only LR /pa/ LR /ta/ LR /ka/

Audio + CS cue A /pa/ + CS cuecoding /p, d, Z/ A /ta/ + CS cuecoding /m, t, f/ A /ka/ + CS cuecoding /k, v, z/

Lip-reading + CS cue LR /pa/ + CS cuecoding /p, d, Z/ LR /ta/ + CS cuecoding /m, t, f/ LR /ka/ + CS cuecoding /k, v, z/

Audio visual A /pa + LR /pa/ A /ta/ + LR /ta/ A /ka/ + LR /ka/

AV + CS cue A /pa/ + LR /pa/ + CScue coding /p, d, Z/ / /

Because each CS cue codes several phonemes, the phoneme congruent with auditory information, or lip-reading information is indicated in bold.

Table 3 | The composition of McGurk stimuli in incongruent

conditions.

Auditory Lip reading Manual cue info.

info. info.

Baseline condition pa ka /

Audio condition pa ka pa, da, Za (congruent with
auditory information)

Lip-reading
condition

pa ka ka, va, za (congruent with
lip read information)

Fusion condition pa ka ma, ta, fa (congruent with
the expected fusion)

Because each CS cue codes several phonemes, the phoneme congruent with

auditory information, or lip-read information, or the expected fusion is indicated

in bold.

PROCEDURE
The experiment took place in a quiet room. Videos were dis-
played on a 17.3 inch monitor on a black background at eye
level and at 70 cm from the participant’s head. The audio track
was presented at 65 dB SPL (deaf participants used their hearing-
aids during the experiment). On each trial, participants saw
a speaker’s video (duration 1000 ms; see Figure 2). They were
then asked to repeat aloud the perceived syllable. Their answers
were transcribed by the experimenter. The experiment consisted
of 120 items (16 × 6 congruent stimuli and 4 × 6 incongruent
stimuli) presented in two blocks of 60 items. In each block, all
conditions were mixed. Before starting, participants were shown
five training items. The total duration of the experiment was
approximately 30 min.

RESULTS
CONGRUENT CONDITIONS
As the groups were small (N < 15), we used non-parametric tests.
In the congruent condition, we wanted to compare participants
according to two criteria: auditory status (hearing vs. deaf) and
CS abilities (CS users vs. non-CS users). Mann-Whitney tests were
used to compare hearing (CS and non-CS together) with deaf
groups and to compare CS users (deaf and hearing together) with
the control group.

Audio conditions (with or without CS cue)
As illustrated in Table 4, in the Audio-Only condition, deaf and
hearing-individuals had the same percentage of correct responses

FIGURE 2 | Stimulus sample. Video frame of lip-reading with congruent
cue condition (A), of audio only condition (B), of audio with congruent cue
condition (C).

for the stimulus /pa/ (U = 91; p = 0.184). As it appeared that
the standard deviation for the deaf group (18.2) was much higher
than that of the hearing group, we analyzed individual scores of
the deaf participants. Participant 2 was the only one to have a
score under 83%; he obtained only 17% of correct responses. As
confirmed by TERMO scores (Table 1), despite his binaural hear-
ing aids, participant 2 had a low level of auditory recovery. When
data were re-analyzed without this atypical participant, the out-
come remained unchanged: Deaf and hearing-individuals had the
same percentage of correct responses for the stimulus /pa/ (U =
91; p = 0.373). However, the CS-deaf group had more difficulty
than the two hearing groups in identifying stimuli /ta/ (U = 29;
p < 0.005) and /ka/ (U = 43.50; p < 0.005). Compared to the
Audio-Only condition, the addition of cues improved the per-
centages of correct answers for the CS-deaf group, nonetheless
the hearing groups still had more correct responses for /pa/ (U =
73.5; p < 0.05), /ta/ (U = 31.5; p < 0.001) and /ka/ (U = 87;
p < 0.01)

Lip-reading conditions (with or without CS cue)
In the Lip-reading-Only condition, both deaf and hearing par-
ticipants had similar percentages of correct responses for /pa/
(U = 77; p = 0.068), /ta/ (U = 157; p = 0.37) and /ka/ (U =
170.5; p = 0.173). The addition of cues, in comparison with the
Lip-reading-Only condition, increased the percentages of correct
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Table 4 | Mean percentages of correct responses for all groups in Audio-Only and Audio + CS cue conditions.

CS-deaf CS-hearing Control hearing

Audio only Audio + CS Audio only Audio + CS Audio only Audio + CS

cond. cue cond. cond. cue cond. cond. cue cond.

/pa/ 85 (18.2) 93 (12.5) 100 (0) 98 (2.4) 98 (2.1) 95 (7.1)

/ta/ 62 (21.9) 70 (23.9) 100 (0) 98 (0) 100 (0) 100 (0)

/ka/ 59 (29.2) 93 (9.4) 100 (0) 100 (0) 100 (0) 100 (0)

Standard deviations are indicated in parentheses.

Table 5 | Mean percentages of correct responses for all groups in Lip-reading-Only and Lip-reading + CS cue conditions.

CS-deaf CS-hearing Control hearing

Lip-reading-Only Lip-reading + CS Lip-reading-Only Lip-reading + CS Lip-reading-Only Lip-reading + CS

cond. cue cond. cond. cue cond. cond. cue cond.

/pa/ 68 (18.8) 100 (0) 71 (18.7) 91 (9.9) 91 (10.7) 77 (17.8)

/ta/ 52 (27.1) 85 (18.2) 38 (27.8) 69 (36.9) 46 (24) 38 (24.4)

/ka/ 22 (14.6) 89 (15.6) 8 (11.0) 69 (22.9) 14 (13.5) 52 (24.9)

Standard deviations are indicated in parentheses.

answers for CS users (deaf and hearing). CS users had bet-
ter responses than control participants for /pa/ (U = 98; p <

0.05), /ta/ (U = 82.5; p < 0.01), and /ka/ (U = 98.5; p < 0.05).
Percentages of correct responses for each group are shown in
Table 5.

Audio with Lip-reading conditions (with or without CS cue)
As illustrated in Table 6, deaf and hearing-individuals obtained
100% of correct responses for the AV stimulus /pa/. However, the
CS-deaf group had more difficulty than either of the two hearing
groups in identifying AV stimuli /ta/ (U = 43.5; p < 0.01) and
/ka/ (U = 43.5; p < 0.01). Deaf participants did not obtain 100%
of correct responses for stimuli /ta/ and /ka/, because both the
audio and visual information were difficult to identify (audio /ta/
62%, audio /ka/ 59%, lip-reading /ta/ 52% and lip-reading /ka/
22%; Tables 4, 5).

When all information (auditory, labial and manual) were pre-
sented, participants had the same percentage of correct responses
for /pa/.

INCONGRUENT CONDITIONS
Participant responses were classified into four categories: audio
(when the response was /pa/), lip-reading (when the response was
/ka/), fusion (when the response was /ta/) and other. In the base-
line condition, we used Mann-Whitney tests to compare hearing
(CS and non-CS together) with deaf groups. In each group, the
Wilcoxon test was used to compare response patterns between
baseline and other experimental conditions.

McGurk—Baseline condition (audio /pa/ + lip-reading /ka/)
As illustrated in Table 7, deaf and hearing-individuals had the
same percentages of fusion (p = 0.39) and auditory (p = 0.18)
responses.

Table 6 | Mean percentages of correct responses for all groups in

Audio + Lip-reading (LR) and Audio + LR + CS cue conditions.

CS-deaf CS-hearing Control hearing

Audio /pa/ + LR /pa/ 100 (0) 100 (0) 100 (0)

Audio /ta/ + LR /ta/ 64 (27.1) 100 (0) 100 (0)

Audio /ka/ + LR /ka/ 62 (26.0) 100 (0) 100 (0)

Audio /pa/ + LR /pa/ + CS /pa/ 100 (0) 100 (0) 100 (0)

Standard deviations are indicated in parentheses.

McGurk—Audio condition (audio /pa/ + lip-reading /ka/ + CS cue
coding /p,d,Z/)
Response patterns for each group in the McGurk-audio condi-
tion are shown in Table 7. Compared to the baseline condition,
the addition of the /p, d, Z/ cue reduced the percentage of
fusion responses in the CS-deaf group (p = 0.03) in favor of
other responses congruent with cue information (60% of other
responses: 38% of /da/ and 19% of /Za/). In the CS-hearing
group, the addition of cue n◦1 reduced the percentage of fusion
responses (p = 0.001) and increased auditory responses from
17% to 60% (p = 0.003). In the Control hearing group, the
addition of the cue had no effect on the response pattern.

McGurk—Lip-reading condition (audio /pa/ + lip-reading /ka/ + CS
cue coding /k,v,z/)
As illustrated in Table 7, the addition of the cue coding /k, v, z/
in the CS-deaf group, reduced the percentage of fusion responses
(p = 0.02) and increased the percentage of lip-reading responses
(p = 0.03), in comparison with the baseline condition. In
addition, some participants responded with the alternative, /za/,
which was congruent with cue information. In the CS-hearing
group, the addition of cue n◦2 also decreased fusion responses
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Table 7 | Mean percentages of each kind of response (audio,

lip-reading, fusion and other) for all groups in incongruent

conditions.

CS-deaf CS-hearing Control hearing

McGurk—Baseline condition (audio /pa/ + lip-reading /ka/)

Resp. audio /pa/ 8 (14.6) 17 (20.5) 27 (28.9)
Resp. lip-reading /ka/ 2 (3.6) 1 (2.4) 1 (2.1)
Resp. fusion /ta/ 81 (24) 78 (20.7) 70 (29.3)
Other response 9 (10.4) 2 (4.3) 2 (2.1)
McGurk—Audio condition (audio /pa/ + lip-reading /ka/ +
CS cue coding /p,d,Z/)

Resp. audio /pa/ 18 (19.8) 60 (25) 37 (34.8)

Resp. lip-reading /ka/ 2 (3.6) 0 (0) 1 (2.1)
Resp. fusion /ta/ 20 (27.1) 21 (22.5) 57 (32.9)
Other response 60 (31.2) 18 (21.5) 5 (5.8)
McGurk—Lip-reading condition (audio /pa/ + lip-reading

/ka/ + CS cue coding /k,v,z/)

Resp. audio /pa/ 2 (3.6) 20 (21.1) 35 (33.4)
Resp. lip-reading /ka/ 60 (32.8) 40 (27.4) 2 (3.9)

Resp. fusion /ta/ 25 (22.9) 33 (24.1) 61 (30.4)
Other response 13 (18.7) 6 (7.9) 2 (2.1)
McGurk—Fusion condition (audio /pa/ + lip-reading /ka/ +
CS cue coding /m,t,f/)

Resp. audio /pa/ 0 (0) 16 (23.7) 35 (33.8)
Resp. lip-reading /ka/ 0 (0) 0 (0) 1 (2.1)
Resp. fusion /ta/ 91 (10.4) 75 (28.6) 61 (31.1)

Other response 9 (10.4) 9 (13.8) 3 (3.9)

Standard deviations are indicated in parentheses. Audio, lip-reading or fusion

response congruent with CS cue information are indicated in bold.

(p = 0.002) and increased lip-reading responses (p = 0.003). In
the Control hearing group, the addition of cue had no effect on
the response pattern.

McGurk—Fusion condition (audio /pa/ + lip-reading /ka/ + CS cue
coding /m,t,f/)
In all groups, the addition of the cue coding /m, t, f/ had no
effect on response patterns (see Table 7). There was no increase
of fusion responses when compared to the baseline condition.

DISCUSSION
The goal of the present study was to examine how manual cue
information is integrated in AV speech perception. We exam-
ined whether CS receivers can combine auditory, lip and manual
information to produce a unitary percept. We expected that CS
would modulate the respective weights of lip-read and auditory
information differently, depending on auditory status.

CUED SPEECH BENEFIT
The present data confirmed previous results (Nicholls and Ling,
1982; Périer et al., 1990) indicating that the addition of con-
gruent cues to lip-read information improved performance in
CS perception for CS users (both deaf and hearing). In the CS-
deaf group, the percentage of correct answers rose respectively
from 47.3% in the Lip-reading-Only condition to 91.3% in the
Lip-reading with Manual Cue condition, whereas it increased

from 39 to 76.3% in the CS-hearing group (see Table 5). CS
is therefore an efficient system to aid deaf people in perceiving
speech visually. Note that for the CS-deaf group, manual cues with
audio information also showed an improvement in perception.
Indeed, the percentage of correct responses increased from 68.7%
in the Audio-Only condition to 85.3% in the Audio with Manual
Cue condition (see Table 4).

In contrast, the addition of cues decreased performance for the
control group. It seems as though the CS cue served as a distractor
for this group causing a disruption in responses. Their attention
could have been drawn to the hand gesture, resulting in less focus
on lip-read information. Compared to the Lip-reading-Only con-
dition, the addition of cues decreased their percentages of correct
responses, despite showing no significant effect. Furthermore,
in the McGurk conditions with manual cues, the presence of
hand information possibly unbound audio and visual informa-
tion. Being more attracted to irrelevant hand information than
by lip information, participants tended to not integrate AV infor-
mation, resulting in fewer fusion responses and favoring auditory
responses.

AUDIO-VISUAL SPEECH INTEGRATION IN DEAF
Our results showed that deaf people with cochlear implants
or binaural hearing aids can merge auditory and lip-reading
information into a unified percept just as hearing-individuals
do. In the baseline condition (audio /pa/ + lip-reading /ka/),
percentages of fusion responses were high and similar for both
hearing and deaf groups (74 and 81% respectively, Table 7).
Contrary to previous studies (Leybaert and Colin, 2007; Desai
et al., 2008; Rouger et al., 2008), deaf individuals did not tend
to report more responses based on visual information than
hearing-participants. One explanation might be that deaf and
hearing-individuals both exhibited comparable levels of perfor-
mance in uni-modal conditions: percentages for identification of
the auditory syllable /pa/ and the lip-reading syllable /ka/ did not
differ between neither deaf nor hearing groups.

MANUAL CUE EFFECT ON AUDIO-VISUAL SPEECH INTEGRATION
In the case of incongruent auditory and visual information (audio
/pa/ and lip-reading /ka/), the addition of manual cues that were
incongruent with the expected fusion response impacted the
pattern of responses. For both deaf- and hearing-CS users, the
proportion of fusion responses decreased. The CS system there-
fore has an effect on AV integration processes. In the case of
congruency between manual cues and expected fusion, the CS
system supports illusory perception. However, for all groups the
percentage of fusion did not increase. One explanation might be
that the proportion of fusion responses in the baseline condition
was already fairly high in deaf and hearing groups (81 and 74%,
respectively Table 7).

Whereas manual cues decreased fusion responses in both
hearing- and deaf-CS users, their effect on other responses
depended on auditory status. Indeed, the addition of manual
cues congruent with auditory information (but not with lip-read
information) increased only audio responses for /pa/ in the CS-
hearing group but not in the CS-deaf group. In this latter group,
fusion responses decreased in favor of other responses, congruent
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with the manual cue coding /p, d, Z/ (i.e., response /da/ or / Za/).
Thus, despite their good performance in the Audio-Only con-
dition (85%), CS-deaf users seemed more confident with visual
information (such as lip-read or manual cues). They were unable
ignore lip-read information and relied more heavily on such
information than on auditory.

The addition of manual cues congruent with lip-read informa-
tion increased lip-reading responses in both groups. These results
suggest that deaf- and hearing-CS users are capable of ignoring
auditory information when such information is contradicted by
lip-reading or manual cues. As the CS system is not necessarily
used with auditory information, ignoring auditory information
could be easier.

AUDITORY STATUS EFFECT OR AUDITORY ABILITIES EFFECT?
Deaf-CS users’ multimodal speech perceptions differ from that
of hearing CS-users. Our results have shown that the addition
of manual cues congruent with auditory information impacts
the speech perception of deaf and hearing-individuals differently.
Perception for deaf individuals relies more on visual information
(lip-reading and manual cues); whereas perception in hearing-
CS users relies more on auditory information. This suggests
that the processing of CS information is modulated by audi-
tory status. We have envisioned two speech perception models
in order to explain these results. As it is illustrated in Figure 3A,
hearing-CS receptors integrate auditory and labial information
first, before determining whether manual cues are helpful in
assembling a coherent percept. While manual cues might pre-
cede labial and auditory stimuli (Attina et al., 2004), hearing-
individuals are more prone to ignore manual information and
give more auditory responses in lieu of incongruent AV stim-
uli. CS perception remains less natural for hearing-individuals
than for deaf. In the second model (see Figure 3B), deaf-CS
receptors first integrate manual and lip information before tak-
ing auditory information into account. Thus, deaf-CS users
cannot ignore manual information, resulting in less auditory
responses. However, in our experiment, the deaf-CS user group
was too small of a sample to be split into two groups accord-
ing to the participants’ auditory recuperation. We were therefore
not able to examine the effect of auditory recuperation on the
nature of integration processes. Auditory status and auditory abil-
ities were thus confounded, which renders our interpretation
fragile.

Therefore, in a new study (Bayard et al., in preparation),
we investigated whether auditory status or auditory abilities
impact audio-lip-read-manual integration in speech percep-
tion by testing a larger sample of deaf individuals whom of
which were fitted with cochlear implants. Our first collection
of data suggests an effect of auditory ability. Deaf individuals
with good auditory ability had the same pattern response as
their hearing-counterparts. Thus, for hearing- and deaf indi-
viduals with good auditory speech perception abilities, speech
perception may first involve an integration between auditory
and lip-read information. The merged percept then could be
impacted by manual information when such information is deliv-
ered (Figure 3A). For deaf individuals with low auditory ability,
labial and manual information could be initially merged, and

FIGURE 3 | CS perception models. (A) Sequential model with late
integration of manual cue; (B) Sequential model with early integration of
manual cue; (C) Simultaneous model with early integration of manual cue.

auditory information would be taken into account subsequently
(Figure 3B).

A number of other studies have revealed an impact of CI pro-
ficiency on AV speech integration. For example, Landry et al.
(2012), compared three groups in a lip-reading task: proficient
CI group, non-proficient CI group and normally-hearing group.
Participants had to report visual speech stimulus presented in
four conditions: visual only condition, AV speech condition,
AV white noise condition, and AV reverse speech condition.
Participants were informed that all auditory inputs were incon-
gruent with the visual stimulus. Results showed that the presenta-
tion of auditory speech stimuli significantly impaired lip-reading
performance only in proficient CI users and the normally-hearing
group. Non-proficient CI users were not affected by auditory dis-
tractors, suggesting that such distraction was ignored due to their
poor auditory ability. Huyse et al. (2013) showed that patterns
of auditory, visual, and fusion responses to McGurk audio-visual
stimuli are relative to CI proficiency. CI children who are AO−
seemed to rely more on vision and CI children who are AO+
seemed to rely more on auditory information. Although these
studies analyzed AV perception without cues, they reinforce our
proposition that we should distinguish AO+ and AO− profiles
in future studies of speech perception in participants with CI
and CS.
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INTEGRATION OF THE CS COMPONENT IN SPEECH PERCEPTION
MODELS
Many AV integration studies on hearing-individuals have
attempted to determine how and when integration takes place.
More specifically, the issue of whether integration is early (before
phonetic categorization) or late (after phonetic categorization)
has been a topic of empirical and theoretical research. A num-
ber of speech perception and AV integration models have been
proposed. Among such designs, the “Fuzzy logical model of per-
ception” (FLMP; Massaro, 1987) postulates the existence of two
stages in AV speech perception. The first stage is uni-modal
processing. Auditory and visual features are assessed and com-
pared to prototypes stored in memory. Comparison is based
on a continued value scale and is independent in each modal-
ity. The second stage is bi-modal. Values of each feature are
integrated in order to determine the degree of global adequacy
of sensory input with each prototype in memory. The pro-
totype that is the most consistent with the features extracted
during the uni-modal assessment will be the percept heard.
One important issue in this model is the fact that the influ-
ence of each source of information depends on its ambiguity.
The more ambiguous the source, the less it influences percep-
tion. In addition, according to FLMP, all individuals integrate AV
information optimally. In this way, all differences in the percept
have to be explained by differences within the initial, uni-modal,
stage.

The “Weight fuzzy logical model of perception” (WFLMP) is
an interesting adaptation of FLMP (Schwartz, 2010). In WFLMP,
inter-individual differences are taken into account. For each
individual, specific weights may be allocated to each modality
(visual and auditory). In WFLMP, differences in percept could be
explained both by differences in uni-modal perception as well as
by differences in integrative processing. As previous studies on
speech perception in deaf-CI users have shown inter-individual
differences (Landry et al., 2012; Huyse et al., 2013), the WFLMP
seems to be more adapted than the FLMP in explaining such dif-
ferences in perception. Recently, Huyse et al. (2013) conducted
a study on speech perception in CI users and normally-hearing
children. They tested the robustness of bias toward the visual
modality in McGurk stimuli perception in CI users. For that rea-
son, they designed an experiment in which the performances
were compared in a “visual clear” condition and a “visual reduc-
tion” condition, in which the visual speech cues were degraded.
Results showed that “visual reduction” had increased the number
of auditory-based responses to McGurk stimuli, in normally-
hearing as well as CI children (whose perception is generally dom-
inated by vision). The authors used both FMLP and WFLMP to
determine whether the differences in response patterns between
“visual reduction” and “visual clear” conditions occurred at the
uni-modal processing stage or at the integration stage. The FLMP
model better fits the data in the “visual reduction” condition
when an additional weight is applied to the auditory modality.
The degradation of visual information seems to have an impact
on speech perception not only at the uni-modal stage of process-
ing but at the integrative processing level, as well. Thus, WFLMP
seems to be a relevant model to explain AV speech perception in
CI-users.

In the context of CI + CS perception, a third source of
information is added: manual cue information. How is manual
information processed in the WFMLP framework? We foresee
three possibilities. According to a first hypothesis, the two types
of visual information (manual cue and lip-read information) are
processed in parallel and constitute the uni-modal, visual sig-
nal (Figure 3C). The influence of visual information (labial and
manual) could be more important in both the uni-modal and
integration stages of processing, in comparison to what occurs
in classical AV integration. According to the second hypothesis,
AV integration occurs as Schwartz described in WFLMP, and the
manual cue information is merged with the AV percept later in
integrative processing (Figure 3A). According to a third hypoth-
esis, the labial- and manual-visual information are merged first,
and auditory information is taken into account later (Figure 3B).

Currently, our studies have not allowed us to choose between
these three hypotheses. It is clear that manual cue could impact
AV integration. However, our behavioral data are not sufficient to
determine whether this impact occurs early (as in the first hypoth-
esis) or later (as in the second hypothesis). Furthermore, we have
learned that deaf participants are capable of ignoring auditory
cues, whereas they cannot ignore labial or manual information.
Thus, for future studies, we aim to analyze more precisely the
effect of auditory efficiency on speech perception, using data to
confront our hypotheses.

In natural speech (without CS), humans speak and spon-
taneously produce gestures to support what they are saying.
Analysis of speech and symbolic gesture production in adults
suggest that both “are coded as a unique signal by a unique
communication system” (Bernadis and Gentilucci, 2006). In
addition, gestures play a crucial role in language development
and a co-development of speech and signs exists (for a review
see Capone and McGregor, 2004). Thus gesturing seems to be a
genuine component of multi-modal communication. CS cues are
created specifically for communication. Due to this privileged link
between gestures and language, it is probable that these cues are
naturally integrated into multi-modal communication. As shown
by our data, it is difficult to ignore information provided by a cue.

CONCLUSION
Speech perception is a multimodal process in which different
kinds of information are likely to be merged: naturally and
relevant information (provided by lip-reading and audition),
naturally but irrelevant information (like in audio-aerotactile
integration), or non-natural but relevant information (such as
CS cues).

Findings from our work also suggest that the integration of
different types of information (e.g., audition, lip-reading, man-
ual cues) related to a common source (i.e., the production of a
speech signal) is a flexible process that depends on the informa-
tional content from the different sources of information, as well as
on the auditory status and hearing proficiency of the participants.
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APPENDIX

Table A1 | TERMO scores by group and participant for Audio-Only, Visual-Only, AV, and Visual with CS (V + CS) cue conditions.

Audio Visual AV V + CS Audio gain CS gain

DEAF CS 60.38 (22.30) 35.88 (11.61) 77.00 (18.40) 94.75 (5.01) 41.13 (22.34) 58.89 (12.29)

1 82 24 82 94 58 70
2 12 29 41 100 12 71
3 71 35 94 88 59 53
4 59 35 88 100 53 65
5 65 47 94 88 47 41
6* 71 29 76 94 47 65
7* 47 59 59 100 0 41
8* 76 29 82 94 53 65

HEARING CS 100 (0.00) 38.14 (9.92) 100 (0.00) 88.43 (3.69) 61.86 (9.2) 50.29 (9.92)

1 100 47 100 88 53 41
2 100 41 100 88 59 47
3 100 41 100 88 59 47
4 100 24 100 82 76 58
5 100 29 100 88 71 59
6 100 41 100 82 59 41
7 100 35 100 88 65 53
8 100 59 100 94 41 35
9 100 18 100 94 82 76
10 100 35 100 88 65 53
11 100 41 100 94 59 53
12 100 41 100 88 59 47
13 100 41 100 88 59 47
14 100 41 100 88 59 47

HEARING CONTROL 99.60 (1.55) 36.27 (8.39) 100 (0.00) 42.33 (10.91) 63.73 (8.39) 6.07 (12.70)

1 100 41 100 47 59 6
2 100 47 100 47 53 0
3 100 41 100 47 59 6
4 100 29 100 35 71 6
5 100 47 100 59 53 12
6 100 35 100 35 65 0
7 100 18 100 47 82 29
8 100 29 100 53 71 24
9 100 35 100 41 65 6
10 100 41 100 53 59 12
11 100 29 100 53 71 24
12 100 29 100 24 71 −5
13 94 41 100 24 59 −17
14 100 35 100 29 65 −6
15 100 47 100 41 53 −6

Standard deviations are indicated in parentheses. *Indicates participants with cochlear implants.
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Training with audiovisual (AV) speech has been shown to promote auditory perceptual
learning of vocoded acoustic speech by adults with normal hearing. In Experiment 1,
we investigated whether AV speech promotes auditory-only (AO) perceptual learning
in prelingually deafened adults with late-acquired cochlear implants. Participants were
assigned to learn associations between spoken disyllabic C(=consonant)V(=vowel)CVC
non-sense words and non-sense pictures (fribbles), under AV and then AO (AV-AO; or
counter-balanced AO then AV, AO-AV, during Periods 1 then 2) training conditions. After
training on each list of paired-associates (PA), testing was carried out AO. Across all
training, AO PA test scores improved (7.2 percentage points) as did identification of
consonants in new untrained CVCVC stimuli (3.5 percentage points). However, there was
evidence that AV training impeded immediate AO perceptual learning: During Period-1,
training scores across AV and AO conditions were not different, but AO test scores were
dramatically lower in the AV-trained participants. During Period-2 AO training, the AV-AO
participants obtained significantly higher AO test scores, demonstrating their ability to
learn the auditory speech. Across both orders of training, whenever training was AV,
AO test scores were significantly lower than training scores. Experiment 2 repeated the
procedures with vocoded speech and 43 normal-hearing adults. Following AV training,
their AO test scores were as high as or higher than following AO training. Also, their
CVCVC identification scores patterned differently than those of the cochlear implant users.
In Experiment 1, initial consonants were most accurate, and in Experiment 2, medial
consonants were most accurate. We suggest that our results are consistent with a
multisensory reverse hierarchy theory, which predicts that, whenever possible, perceivers
carry out perceptual tasks immediately based on the experience and biases they bring
to the task. We point out that while AV training could be an impediment to immediate
unisensory perceptual learning in cochlear implant patients, it was also associated with
higher scores during training.

Keywords: cochlear implants, perceptual learning, multisensory processing, speech perception, plasticity training

INTRODUCTION
Pre-/perilingual severe or profound hearing impairment (hence-
forth, deafness) typically results in strong reliance on vision
for communication, even in individuals who communicate with
speech and regularly use hearing aids (Erber, 1975; Lamoré et al.,
1998; Bernstein et al., 2000). Reliance on visual speech is observed
also in individuals with cochlear implants (Giraud et al., 2001;
Rouger et al., 2008; Huyse et al., 2013), particularly under noisy
conditions that reduce the intelligibility of the auditory stim-
uli. The influence of vision in face-to-face communication or in
audiovisual training with a cochlear implant could help in audi-
tory perceptual learning, or it could hinder learning. This study
was carried out to examine vision’s influence during training that
was intended to promote auditory perceptual learning.

Visual speech information could be beneficial to auditory per-
ceptual learning if concordant visual speech information can
guide the learning of new auditory input (Rouger et al., 2007).
The use of another sense to guide learning to perceive the input
from a sensory prosthesis is potentially a generalizable strat-
egy. For example, sensory guided plasticity using auditory or
vibrotactile stimuli has been suggested as a possible approach to
enhancing perceptual learning with a visual prosthesis (Merabet
et al., 2005). Audiovisual speech does provide concordant or cor-
related information (Jiang et al., 2002; Schroeder et al., 2008; Jiang
and Bernstein, 2011) that is naturally available to the cochlear
implant user. For example, easy visual distinctions such as “p”
vs. “t,” which are difficult auditory distinctions for the cochlear
implant user, could be used to draw attention to potentially
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available auditory distinctions and thereby promote learning.
Evidence from studies of normal-hearing adults suggests that
listeners are indeed able to use visual speech in learning novel
auditory speech stimuli processed through a vocoder (Wayne
and Johnsrude, 2012; Bernstein et al., 2013). But the retrospec-
tive evidence from studies on cochlear implant patients is mixed
regarding the utility of audiovisual as opposed to auditory-only
speech for auditory training (Bodmer et al., 2007; Dettman et al.,
2013).

Neuroimaging evidence with normal-hearing adults and
adults with cochlear implants suggests that individual differences
as well as the quality of the visual and auditory input affect the
extent to which auditory and visual speech input are processed
(Nath and Beauchamp, 2012; Song et al., 2014): What an indi-
vidual brings to a perceptual task, in combination with specific
stimulus qualities, is important to the outcome of a perceptual
task. The study reported here investigated how audiovisual train-
ing affects auditory-only speech perceptual learning in adults
with prelingual deafness and late-acquired cochlear implants, and
compared it with learning in adults with normal hearing.

LATE COCHLEAR IMPLANTATION
Cochlear implants are surgically implanted devices that deliver
acoustic information to the cochlea to stimulate auditory neu-
rons (Zeng et al., 2004). They use multiple channels of sound
processing and multiple sites of stimulation along the length of
the cochlea, mimicking to some extent the representation of fre-
quencies by the normal cochlea (Wilson et al., 2011). Research
on cochlear implantation in pre- and perilingually deafened chil-
dren suggests that every year of delay in implantation during
very early childhood is associated with reduced rates of language
development (Niparko et al., 2010). From the earliest studies
on cochlear implants there were consistent indications that late
implantation is detrimental to outcomes, and that prelingually
deafened children demonstrate an inverse relationship between
age of cochlear implantation and magnitude of benefit from the
implant (Waltzman et al., 1992; Snik et al., 1997; Manrique et al.,
1999; Ponton et al., 1999; Sharma et al., 2002; Teoh et al., 2004).
Such results have been interpreted as evidence for a critical period
for successful cochlear implantation of children (Snik et al., 1997;
Sharma et al., 2002), beyond which plasticity is closed (Ponton
et al., 1996; Fryauf-Bertschy et al., 1997; Knudsen, 2004; Kral and
Sharma, 2012).

However, particularly in the past decade, opinion seems to
have shifted toward support for the possibility that there is ben-
efit associated with late cochlear implantation (Osberger et al.,
1998; Waltzman and Cohen, 1999; Teoh et al., 2004; Moody-
Antonio et al., 2005). Teoh et al. (2004) conducted a retrospective
study of 103 adult patients in clinical trials and a meta-analysis
of all published studies of patients with pre-lingual deafness and
cochlear implants. Patients had onset of deafness at less than 3
years of age and cochlear implantation at greater than 13 years
of age. In the first year, mean auditory-only performance on sen-
tences in quiet was approximately 30% words correct, Hearing
in Noise Test (HINT) (Nilsson et al., 1994) sentences in quiet
were approximately 20% words correct, and monosyllabic words
in quiet were approximately 15% words correct. Individual scores

on the HINT test ranged between 40 and 100% correct for a sub-
set of individuals. No significant differences were found among
implant hardware or processors, leading the authors to conclude
that “patient characteristics, rather than device properties per se,
are likely to be the major contributing factor responsible for the
outcome measures” (p. 1539).

Waltzman et al. (2002) reported on 14 congenitally deaf adults
(with mean age 26 years). Scores on speech measures varied
widely. For example, pre-operatively auditory-only scores on
monosyllabic words were in the range 0 to 12% correct and
post-operatively were in the range 0 to 46%. Pre-operatively,
scores on sentences were in the range 0 to 38% words cor-
rect in quiet and post-operatively were in the range 0 to 98%
correct. Pre-implant performance did not predict post-implant
scores. Residual hearing was rejected as a predictor for favorable
outcomes, but newer processing algorithms along with reliance
on oral speech and language were considered to be potentially
important. Schramm et al. (2002) also reported benefits and wide
individual differences. Fifteen patients, implanted across the age
range 12–49 years, exhibited scores on isolated auditory-only sen-
tences post-implant from 0 to 98% correct. Suggested factors
for individual differences included the age at time of implant,
extent of therapy, overall experience in an oral environment,
patient/family motivation and support systems, degree of resid-
ual hearing before implantation, and level of auditory functioning
before implantation.

In Moody-Antonio et al. (2005), we reported on auditory-
only, visual-only, and audiovisual scores for words in unre-
lated sentences presented to eight prelingually deafened adults
with late-acquired cochlear implants. Even with essentially no
auditory-only speech perception, some individuals were able to
show enormous audiovisual gains over their visual-only scores.
Similarly, in a recent study (Bodmer et al., 2007) that included
109 English-speaking adult cochlear implant patients who were
pre-/perilingually deafened, 24 were placed in the category of
excellent implant users. They had all received strong auditory or
oral education that was said to include use of visual speech.

Thus, the emerging picture suggests that pre-/perilingually
deaf adults with speech communication experience can bene-
fit from a cochlear implant, even if it is obtained after what
might be considered a critical period for first language acquisi-
tion and speech perception. There is evidence that even if their
auditory-only speech perception is poor, some pre-/perilingually
deafened individuals can benefit from a cochlear implant by com-
bining auditory and visual information. However, the ability to
combine visual and auditory speech features to carry out a per-
ceptual task is not identical to using visual perception to improve
auditory speech perception. To our knowledge, the question of
whether visual information promotes auditory perceptual learn-
ing has not heretofore been studied experimentally with this
clinical population.

THIS STUDY
The design of this study used elements of the training experi-
ments reported in Bernstein et al. (2013). Training was given in
a paired-associates paradigm for which the task was to learn to
associate spoken CVCVC (C = consonant, V = vowel) non-sense
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words with so-called fribble non-sense object pictures (Williams
and Simons, 2000). The modality during paired-associates train-
ing was either audiovisual (AV) or auditory-only (AO), but testing
on the paired-associates was always AO, and it always followed
immediately after training on each list of paired-associates. This
task requires establishing semantic relationships between spoken
words and pictures, and learning the auditory stimuli well enough
to demonstrate knowledge of the semantic relationship when the
spoken words are AO, regardless of whether they were trained
with AO or AV stimuli.

Participants were assigned to two different orders of train-
ing (i.e., referred to as “modality assignments”), AV-AO with AV
first, or AO-AV with AO first. Their task during each modal-
ity assignment was to learn three lists of 12 paired-associates.
Prior to training, between the switch to a different training
modality, and following both modalities of training, they iden-
tified consonants in untrained sets of AO CVCVC non-sense
words. Experiment 1 applied these methods with prelingually
deafened individuals with late-acquired cochlear implants, and
Experiment 2 applied the same methods to normal-hearing
adults.

MATERIALS AND METHODS
EXPERIMENT 1: COCHLEAR IMPLANT PARTICIPANTS
Cochlear implant participants
Individuals were recruited through the House Clinic (Los
Angeles, CA). Individuals were screened for American English
as a first language and normal or corrected-to-normal vision in
each eye of 20/30 or better (using a Snellen chart). The recruit-
ment goals were pre- or perilingual profound hearing loss and a
late cochlear implantation. Late implantation was considered to
be 5 years of age or older. The total number of initially enrolled
cochlear implant patients was 33. Twenty-eight are included in
this report. Of the 5 excluded the reasons for exclusion were: One
participant received incorrectly ordered training blocks, two dis-
continued the study after the first day, and two were identified as
deaf at age 5 years. The included participants ranged in age from
20 to 53 years (mean = 37.1 years), with 15 males.

Table 1 shows that most participants were diagnosed as deaf at
birth, mostly of unknown origin, although records showed that
the hearing loss onset was 3 years of age for one participant but
was deemed likely progressive from birth. Cochlear implant acti-
vation age was 6 or 8 years for three of the participants. Most of
the implants were obtained beyond 19 years of age. Implantation
as young as 6 years is not considered problematic for this study,
because implantation after even the second or third birthday is
associated with far worse outcomes than for younger patients,
and the odds for good results with an implant are considered
to be very poor after 4–6 years of age (Kral and Eggermont,
2007; Wilson et al., 2011). That three participants used bilateral
cochlear implants was not considered problematic in light of evi-
dence that the additional implant may be of marginal benefit
(Yoon et al., 2011), and there is no reason to believe that the task
would benefit from two rather than one implant.

All of the participants had hearing aid experience at some
time in their lives. But pure tone average scores were obtained
using only their implant, and only cochlear implants were used

during the study. Table 1 lists the type of implant used during the
experiment.

Participants were tested with the Peabody Picture Vocabulary
Test (PPVT) (Dunn and Dunn, 1981) and the Comprehensive
Test of Non-verbal Intelligence (C-TONI) (Hammill et al., 1996).
All participants received a lipreading screening test (Auer and
Bernstein, 2007).

Participants were paid $12 per hour plus any travel expenses
incurred. The entire experiment was generally carried out across 2
days of testing at the House Research Institute (Los Angeles, CA).
Participants gave written consent. Human subject participation
was approved by the St. Vincent’s Hospital Institutional Review
Board (Los Angeles, CA).

STIMULI
All visual and auditory stimulus materials were identical to those
used in Bernstein et al. (2013). All of the words and word lists are
presented in that publication. A brief description of the stimuli is
provided here for convenience.

Speech
The spoken CVCVC (C = consonant, V = vowel) non-sense
words used for the paired-associates training and testing, as well
as for the consonant identification task, were modeled on English
phonotactics (i.e., the sequential speech patterns in English) using
Monte Carlo methods. There were 260 unique words, which were
recorded with a female talker. All of the words were visually dis-
tinct for lipreading and also visually unique from real English
words (i.e., the words were designed to not be mistaken as real
words, if they were lipread without accompanying audio). Thus,
for example, the non-sense word mucker was not included in
the set, because the visual stimulus could be mistaken for the
real word pucker, inasmuch as the phonemes /p, m/ are visually
highly similar (Auer and Bernstein, 1997). The full set of non-
sense words includes all the English phonemes, and within each
CVCVC, the five phonemes are expected to be visually distinct to
a lipreader. Recently obtained results (Eberhardt et al., submit-
ted) show that the stimuli can be learned in the paired-associates
paradigm described below using only the video stimuli. Two 49-
item lists were selected for the consonant identification task (see
below). Two six-item lists were selected for pre- and post-training
practice. Six lists of 12 items for paired-associates training and
six lists of 6 items as new items during PA testing were selected
from the remaining available words. The three stimulus lists for
AV training were the same three lists regardless of when AV train-
ing was given, and the same was done for the three AO training
lists. In other words, order of training was counter-balanced, but
list was locked with only the AO or AV training modality. No evi-
dence of list effects (in terms of items within lists) was observed
previously (Bernstein et al., 2013).

Non-sense pictures
Non-sense pictures in the PA task were from the fribbles image set
(http://wiki.cnbc.cmu.edu/Novel_Objects). Fribbles comprise 12
species with distinct body “core” shape and color, with 81 exem-
plars per specie obtained by varying the forms of each of four
appendage parts. From the available images, six lists of 12 images
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Table 1 | Experiment 1 participants.

Participant Modality Age of Etiology Age at Age at Pure tone Pretest initial Implant Lipreading

assignment onset activation testing Ave. consonants words

(years) in years in years (dBHL) correct (%) correct (%)

1 AO-AV Birth Rubella 33 44 33 41 CI24M + 45

2 AV-AO 1.1 Unknown 47 48 30 67 Clarion II 56

3 AV-AO 3.0 Unknown 19 22 13 16 CI24M 63

4 AO-AV 0.5 Genetic 6 20 27 31 CI22M 29

5 AO-AV 1.3 Meningitis 46 53 23 41 CI24R 59

6 AV-AO 0.5 Unknown 43 44 27 37 CI24RE 42

7 AO-AV 1.5 Rubella 39 45 30 31 CI24R+ 56

8 AV-AO 1.5 Rubella 46 47 15 82 CI24RE 53

9 AO-AV 2.0 Rubella 52 52 15 69 CI512 63

10 AO-AV 0.3 Meningitis 51 51 20 12 CI512 37

11 AO-AV Birth Unknown 43 44 20 59 CI24RE 14

12 AO-AV 1.0 Mondini 6 23 31 37 CI22M 50

13 AV-AO Birth Genetic 26 34 37 43 Clarion II 27

14 AV-AO 0.8 Rubella 30 35 20 18 CI24M 65

15 AO-AV 2.0 Meningitis 23 24 17 16 CI512 16

16 AV-AO Birth Prematurity 45/48 52 23 06 CI24R/RE+ 13

17 AV-AO Birth Unknown 30 35 24 04 Clarion 90K 24

18 AO-AV Birth Rubella 35 35 32 57 CI512 49

19 AO-AV Birth Genetic 17 25 15 08 CI24M 41

20 AO-AV 1.0 Fever 16 22 40 57 CI24R 53

21 AO-AV Birth Unknown 7 20 40 47 CI24M 33

22 AO-AV Birth Unknown 34 43 25 14 Clarion II 36

23 AV-AO Birth Unknown 19 26 20 29 CI24M 26

24 AV-AO Birth Unknown 23 29 15 10 CI24M 45

25 AV-AO Birth Unknown 42 52 21 57 Clarion II 56

26 AO-AV Birth Unknown 13 23 37 06 Clarion S 59

27 AV-AO Birth Genetic 38 49 33 22 Clarion II 53

28 AO-AV Birth Unknown 34 41 32 31 Clarion II 31

30(14)† 37(12) 26(8) 34(22) 43(16)

Notes: †Mean (standard deviation); +bilateral implants; *unknown/multiple strategies.

The table lists each participant’s modality assignment for paired-associates training and test, their age of deafness onset in years, its etiology, the age at which their

cochlear implant was activated, the age when tested, their pure tone average with the cochlear implant, their score for the initial phoneme in CVCVC stimuli at the

pre-test, the type of implant, and their lipreading screening score.

each were created such that each list used three different body
forms and no duplicated appendage forms, rendering the images
within each list highly distinctive (Williams and Simons, 2000).
No appendage was repeated across lists.

OVERALL DESIGN OF THE PROCEDURE
Figure 1 shows the overall design of the experiment. Participants
were assigned to either AO-AV (i.e., AO first, AV second) or
AV-AO orders of paired-associates (PA) training. Within each
assignment, the first list was trained for three blocks (giving six
pseudorandom presentation of each of the twelve CVCVC words),
and the next two lists for two blocks only1. Each list was tested

1The decision to train for three blocks on the first list and then two blocks
for each of the subsequent lists within a modality assignment was because
the participants were available for only two separate days; and the goal was to
train on several lists within the available time period. The three-block training

AO immediately after training. Participants also carried out con-
sonant identification with CVCVC non-sense words on three
occasions, before training (pre-1), after the first set of three lists
(post-1), and after the second set of three lists (post-2).

Paired-associates training procedure
Figure 2, repeated from Bernstein et al. (2013), outlines the events
within a PA training trial. During training, the participant’s task
was to learn, by trial and error with feedback on each trial, lists of
individual associations between each of 12 CVCVC spoken non-
sense words and 12 fribble images. In the figure, an AV training

for the first list was considered important for establishing task learning. In
addition, previous training with normal-hearing participants suggested the
possibility that three blocks of training could produce ceiling performance,
thereby reducing our ability to detect modality effects. However, the results of
Experiment 1 showed this not to be the case for the cochlear implant users.
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FIGURE 1 | Overall design of Experiments 1 and 2. The left column
corresponds to the AO-AV modality assignment, and the right column
corresponds to the AV-AO modality assignment. Within each assignment
there were six training lists, three with AV stimuli and three with AO. The first
list in each modality was trained for three blocks (Bl), and the subsequent
two lists were trained for two blocks. At pre-1, post-1, and post-2 times,
CVCVC consonant identification was tested using untrained stimuli.

trial is shown in the left column and an AO training trial is shown
in the right column. Each trial began with a computer-monitor
display of the 12-fribble image matrix (3 rows of 4 columns,
with image position within the matrix randomly selected on a

trial-by-trial basis). During AV training, a video of the talker was
played in synchrony with the spoken audio, and during AO train-
ing, a single still image of the talker’s face was displayed on the
monitor during audio presentation. The talker was presented on
a different monitor than the fribble matrix monitor, and a large
arrow appeared on the bottom of the fribble monitor pointing
left to remind the participant to focus attention on the talker. The
participant used the computer mouse to choose a fribble image
following the speech stimulus. Feedback was given by outlining
the correct fribble in green and an incorrect choice in red. After a
short interval, the speech stimulus was always repeated, while the
fribble images and borders remained unchanged.

A training block comprised two (or three for List 1) repetitions
of the twelve paired associations in pseudorandom order. Prior to
the first training list in each condition (AV or AO), participants
were given practice with one block of 6 trials. The training score
was the proportion of correct paired associations of trained words
in the block.

Paired-associate testing procedure
Paired-associates testing immediately followed training. The test-
ing procedure was the same as that of training, except the CVCVC
speech stimuli were always presented AO, no feedback was given,
the stimulus was not repeated during the trial, and each response
triggered the next trial. Six of the trained words and all 12 of the
fribble images were used for testing. The associations for the six
retained words were unchanged. Six foil CVCVC non-sense words
were paired with the fribble images of the discarded words. A test-
ing block comprised, in pseudorandom order, four presentations
of the twelve stimuli. The test score was the proportion of correct
paired associations of the six originally-trained words across all
trials.

CVCVC phoneme identification
In a forced choice paradigm, participants identified the three con-
sonants in 49 different CVCVC stimuli before their first training
period (pre-1), after their first training period (post-1), and after
their second training period (post-2). The CVCVC stimuli had
varied vowels that were not identified and 24 possible consonants
transcribed using the computer keyboard and single characters
from ARPABET, /b, d, f, g, h, k, l, m, n, p, r, s, t, v, w, y, z, C,
D, G, J, S, T, Z/ (which correspond to the International Phonetic
Alphabet, /b, d, f, g, h, k, l, m, n, p, r, s, t, v, w, j, z, t , ð, η, d , ,
�, /). These CVCVC stimuli were all different from those in the
paired-associates training paradigm.

In order to familiarize participants with the transcription set,
they were given a chart that showed each of the ARPABET sym-
bols, and they filled out two worksheets with words spelled using
English orthography. Each word had a consonant underlined, and
the participant transcribed the underlined letter using the cor-
rect ARPABET symbol. The first worksheet was filled out with
access to the chart and the second without. Mistakes were cor-
rected, and other examples were given by the research assistant
who worked with participants until the participant was comfort-
able using the symbol set. During testing the participants could
see a chart with the ARPABET symbols and word examples on
the computer screen. The three consonant positions were marked
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FIGURE 2 | Sequence of events during a paired-associates training

trial with AV training (on the left) and AO (on the right) stimuli. A
speech stimulus was presented, followed by the participant’s response
selection, followed by feedback and a repetition of the speech stimulus.
Each panel depicts the screen showing the fribble images side-by-side

with the video monitor showing the talker. The trial structure for AV and
AO training followed the same sequence, except that during AV training
the video was played synchronously with the audio, and during AO
training a still neutral face was played during the audio (adapted from
Bernstein et al., 2013).

on the computer screen with “__-__-__” and the participants
used the keyboard to fill in the blanks. They could backspace and
correct mistakes. They were given a practice list prior to start-
ing each test list. There were two unique lists of CVCVC stimuli,
A and B, and these lists were counter-balanced across partici-
pants so that they received either ABA or BAB list orders across
the pre-1, post-1, and post-2 tests. The task resulted in a per-
cent correct score for each consonant position in the CVCVC
stimuli.

APPARATUS
Audiovisual CVCVC tokens were digitized, edited, and con-
veyed to digital video disk (DVD) format. The participants lis-
tened in the sound field. The audio stimuli were output at a
calibrated 65 dB A-weighted sound pressure level (SPL) using
a JBL LSR6325P-1 loudspeaker. Cochlear implant thresholds
were checked using audiometry prior to participating in each
test session. Testing took place in an IAC (Industrial Acoustics
Company) double-walled sound-attenuating booth using a stan-
dard computer interface that included a 51 cm LCD monitor,
and a 35.6 cm Sony PVM-14N5U NTSC video monitor for dis-
play of speech video from the DVD. Monitors were located about

1 m from the participant’s eyes, so that the computer moni-
tor subtended a visual angle of 23.1◦ horizontally and 17.3◦
vertically with the 12 fribble matrix filling the monitor. The visual
speech was displayed on the NTSC monitor with the talker’s
head subtending visual angles of 3.9◦ horizontally and 5.7◦ ver-
tically. Custom software was used to run the experiment, collect
responses, and compile data.

ANALYSES
All responses were converted into proportions correct and then
arcsine transformed, y = sin−1 (

√
p), where p is the proportion

correct. This transformation addressed the analyses of variance
sphericity requirement given proportion scores across the range
0 to 1.0. Untransformed data failed to pass Mauchley’s test of
sphericity, and thus the variance differences of untransformed
data were different. The score range following the arcsine trans-
formation is 0 to 90. Statistics are reported on the arcsine
transformed data, but tables, means, and figures present untrans-
formed data to facilitate interpretation. Multivariate analyses of
variance, simple contrasts, and t-tests were carried out with SPSS
(IBM Statistics SPSS 22). Unless explicitly noted, only effects that
were reliable at the level of p < 0.05 are reported.
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RESULTS
Participant characteristics
Independent samples t-tests were used to determine whether
there were participant characteristic differences between the AO-
AV and AV-AO modality assignment groups (see Table 1). There
were no differences found between groups in terms of scores
on lipreading screening, PPVT scores, TONI scores, duration of
time between acquiring the cochlear implant and participation in
the study, age of cochlear implant activation, age of hearing loss
onset, initial consonant percent correct in CVCVC stimuli pre-
training, age at testing, or pure tone average (each, p > 0.085).
The initial consonant scores in the pre-training CVCVC con-
sonant identification test was compared across groups to probe
whether auditory speech perception differed across groups prior
to training, and it did not. The initial consonant was used because
it was deemed a reasonable check on pre-training auditory speech
perception.

Potential covariates with paired-associates training and test
scores
While the analyses of participant characteristics showed that the
AO-AV and AV-AO groups were not different in terms of the
various individual participant characteristics, scores could vary
systematically with the training or test measures. Bivariate corre-
lations were tested between individual participant characteristics

(i.e., lipreading screening scores, PPVT scores, duration of time
between acquiring the cochlear implant and participation in the
study, age of cochlear implant activation, age at testing, and pure
tone average) and the 10 training and test scores for each type
of modality assignment (i.e., 10 scores for the AV training and
testing, and 10 for the AO training and testing). None of these
individual participant characteristics was reliably correlated with
the training or test scores. Therefore, none of the individual
participant characteristics was used as a covariate in any of the
foregoing statistical analyses.

Overview of the paired-associates training and testing time series
Figure 3A shows the time series of mean training and test scores
for every training block and test block across the two modality
assignments (AV-AO, AO-AV) in Experiment 1. The figure sug-
gests that training scores during Period 1 were similar for AV
and AO assignments, but AO test scores were lower following
AV training. In contrast, the Period-1 AO training block scores
preceding test were similar to the test scores on the same list. In
addition, the figure suggests that the times series across the two
periods of training and testing varied depending on the order of
AV vs. AO training assignment, with AO-AV participants turning
in the better training performance during Period 2. The figure
also suggests that the AO test scores following AV training were
reduced relative to training scores. In light of this apparently

FIGURE 3 | (A,B) Experiment 1 (left A) and 2 (right B) time series.
Means and standard errors of the mean for each training block and
test block are shown across Period 1 (left half of each figure) and
Period 2 (right half of each figure) for the AV-AO and AO-AV modality

assignments. Lists were in a fixed assignment within each modality, so
list designations in the figure (x-axis) represent the points in time for
each training and test block. (Note: Tr, Training Block 1; and Tst,
Test).
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complex pattern of results, statistical analyses were carried out
first on the training scores, then the test scores, and then the
difference scores that were calculated between the final training
block and its subsequent test block for each of the six training
lists.

Paired-associates training scores results
Analyses of the training results were carried out using the last
training block per list, because the final training block gives an
estimate of best performance in the training condition. Analysis
was carried out with the within-subjects factors of training list (3)
and training period (Period 1: first three assigned lists; Period 2:
second 3 lists), and the between subjects factor modality assign-
ment (AO-AV: AO in Period 1 followed by AV in Period 2; and
vice versa, AV-AO). MANOVA showed that list was a reliable
main effect, F(2, 25) = 5.705, p = 0.009, η2

p = 0.313, independent
of modality assignment. List scores dropped reliably from List 1
(mean = 67.7%) to 2 (mean = 59.4% correct), F(1, 26) = 8.437,
p = 0.007, η2

p = 0.245, but not from List 2 to 3 (mean = 58.5%
correct) (p = 0.891). List did not interact with any other factors.

The main effects of training period and modality assignment
were not statistically significant. However, training period and
modality assignment interacted, F(1, 26) = 19.711, p = 0.000,
η2

p = 0.431, as was suggested by the time series shown in
Figure 3A. This interaction is shown in Figure 4, for which the
pooled means that entered into the interaction are graphed. There
was an improvement for AO-AV participants’ training scores
between AO and AV training periods vs. a decline in AV-AO par-
ticipants’ training scores. The Period-1 training scores were mean
60.2% correct across both modality assignments. The Period-2
scores for the AO-AV modality assignment were 77.8% correct
and for the AV-AO modality assignment, 49.2% correct; that is,

FIGURE 4 | Experiment-1 mean training scores with standard errors of

the mean. Period-1 training scores were the same independent of training
modality, but training scores diverged at Period 2, with higher mean scores
during AV training.

there was a 28.6 percentage point difference between the AV vs.
AO training scores during Period 2.

The interaction between training period and modality assign-
ment was then investigated. Of interest was whether the increase
in training scores across training Periods 1 and 2 for the AO-AV
modality assignment and the decrease in training scores for the
AV-AO assignment were both reliably different from zero. Indeed,
the increase across periods for the AO-AV assignment was reliably
different from zero, p = 0.000; but the decrease for the AV-AO
assignment was a marginal drop, p = 0.062. For completeness,
it is noted that the change between Period 1 to Period 2 also
differed across modality assignments: AO-AV scores increased
17.4 percentage points, and AV-AO scores declined 10.9 per-
centage points, differing across groups, t(26) = 4.440, p = 0.000.
Thus, during Period 1, training resulted in similar performance
regardless of training modality; but the training scores rose sig-
nificantly across period for the AO-AV group and fell marginally
for the AV-AO group.

Paired-associates test results
Following training on each list, participants were tested AO on the
number of paired-associates they had learned. Testing used 6 out
of the 12 trained associations and 6 untrained foils. The test scores
for the trained words were submitted to an omnibus analysis with
the within-subjects factors test list (3) and testing period (Period
1, first 3 lists; Period 2, second 3 lists), and the between-subjects
factor modality assignment (AO-AV, AV-AO).

The main effect of testing period was reliable, F(1, 26) = 5.500,
p = 0.027, η2

p = 0.175. Period 1 test scores were mean 47.9% cor-
rect. Period 2 scores were mean 55.1% correct. Overall, the mean
difference across periods was 7.2 percentage points.

List scores also differed, F(2, 25) = 6.805, p = 0.004, η2
p =

0.352; and simple contrasts showed that independent of train-
ing modality, scores declined from List 1 to 2, F(1, 26) = 8.632,
p = 0.007, η2

p = 0.249, and List 2 and 3 scores were similar (List 1,
57.7%; List 2, 50.1%; List 3, 46.8%). This effect was not surprising
as it mirrored the list effect obtained with training scores.

But the modality assignment by list interaction was also reli-
able, F(2, 25) = 3.520, p = 0.045, η2

p = 0.220. AV-AO test scores
dropped between Lists 2 and 3 relative to those of the AO-AV
participants, F(1, 26) = 7.299, p = 0.012, η2

p = 0.219. AO-AV par-
ticipants’ scores increased from List 2, 56.8% to List 3, 59.9%, but
AV-AO participants’ scores dropped from 43.3 to 33.7% correct
across Lists 2 to 3.

The individual time series test scores in Figure 3A suggest that
modality assignment had a differential effect on AO tests scores
during Period 1 (Figure 5 shows the mean test scores with stan-
dard errors of the mean.). As we do later in Experiment 2, we
considered the Period-1 scores to be the best estimates of how AV
vs. AO training affects AO learning; because at Period 2, the par-
ticipants’ training is conditioned on different experiences within
the study. As a consequence, Period 2 cannot be used to esti-
mate training modality per se. An analysis was carried out on the
Period-1 scores, with the within-subjects factor list (3) and the
between-subjects factor modality assignment. In that analysis, list
and list by condition were not reliable effects. The condition effect
returned the statistics, F(1, 26) = 4.175, p = 0.051, η2

p = 0.138.
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FIGURE 5 | Experiment-1 mean test scores with standard errors of the

mean. Period-1 test scores were lower for AV-trained participants, whose
scores improved significantly in Period 2.

In this case, the result without application of the arcsine trans-
form was more reliable, F(1, 26) = 4.367, p = 0.047, η2

p = 0.144.
Neither analysis violates Mauchley’s test of sphericity. But the
more conservative approach is associated with a slightly elevated
possibility that we may incorrectly reject the null hypothesis.
The mean AO test scores for AV-trained participants in Period
1 was 37.2% correct. The mean AO test scores for AO-trained
participants in Period 1 was 58.6% correct.

Paired-associates training vs. test scores compared
A different approach to evaluating training is to consider the rela-
tionship between training and test scores. Across training and
test results, there was a pattern of greater stability between AO
training and test scores than between AV training and AO test
scores (see Figure 3A). To investigate this pattern, the test minus
training difference scores were calculated per participant for each
list (6). Figure 6 shows the time series of the difference scores
separated across modality assignment group (AO-AV, AV-AO).

Differences scores were submitted to analysis with the
within-subjects factors list (3) and training period (2) and
the between-subjects factors training assignment (AO-AV,
AV-AO). The interaction between training period and modality
assignment was the only reliable effect, F(1, 26) = 16.295, p =
0.000, η2 = 0.385. Participants in the AO-AV assignment
dropped 1.8 percentage points between training and test during
their AO assignment; and then during their AV assignment their
scores dropped 15.5 percentage points going from training to
test. Participants in the AV-AO assignment dropped 22.8 percent-
age points between training and test during their AV assignment;
and then during their AO assignment their scores dropped 1.3
percentage points between training and test.

The analysis above of training scores had shown that the
Period-1 training scores did not vary between the AV- and

FIGURE 6 | Experiment 1 time series for mean difference scores (test

minus training score) with standard errors of the mean per list shown

separately for AO-AV vs. AV-AO modality assignments (P1L1, Period 1,

List 1).

AO-trained groups. A question then was whether the declines
experienced with AV training varied across period, and they did
not, p = 0.341. Thus, there was no evidence that either order of
AV training resulted in a less steep decline from AV training to AO
testing.

CVCVC forced-choice consonant identification
In a forced choice paradigm, participants identified the three con-
sonants in CVCVC stimuli before their first training period (pre-
1), after their first training period (post-1), and after their second
training period (post-2). Their proportion correct scores were
computed separately for each consonant position (initial, medial,
final) and each period of testing (pre-1, post-1, and post-2).
These scores were submitted to analyses for within subjects fac-
tors CVCVC testing period (3), and consonant position (3), and
for the between subjects factor training modality assignment (AV-
AO, AO-AV). Table 2 shows the consonant identification mean
scores for each period of testing and modality assignment.

The two main effects of test period, F(2, 25) = 8.015, p =
0.002, η2

p = 0.391, and position, F(2, 25) = 6.876, p = 0.004, η2
p =

0.355, were reliable. Simple comparisons showed that post-2
scores (32.3% correct) were higher than post-1 scores (29.6%),
F(1, 26) = 5.816, p = 0.023, η2

p = 0.183. Between pre-1 (28.9%)
and post-2 the scores improved overall 3.4 percentage points.
Simple comparisons also showed that consonant Position 1 scores
(33.6% correct) were higher than Position 2 scores (29.2% correct),
F(1, 26) = 13.913, p = 0.001, η2

p = 0.349. But there was not a
difference between Positions 2 and 3 (28.0% correct). Between
Positions 1 and 3 the difference in scores was 5.6 percentage points.

Discussion
In Experiment 1, two participant groups, who did not differ in
terms of various individual measures such as lipreading screening
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Table 2 | Phoneme identification scores in Experiments 1 and 2.

Experiment Pre-1 Post-1 Post-2

Initial Medial Final Initial Medial Final Initial Medial Final

1—Cochlear implant
users

0.328 (0.043) 0.280 (0.038) 0.260 (0.040) 0.337 (0.045) 0.286 (0.036) 0.266 (0.038) 0.345 (0.047) 0.310 (0.040) 0.313 (0.040)

2—Normal-hearing 0.296 (0.009) 0.458 (0.020) 0.319 (0.014) 0.390 (0.012) 0.587 (0.018) 0.429 (0.014) 0.419 (0.011) 0.640 (0.018) 0.472 (0.016)

The table gives the mean (standard error of the mean in parentheses) for initial, medial, and final consonants correct scores for pre-1, post-1, and post-2 testing

times for the prelingually deaf late-implanted cochlear implant users (Experiment 1) and the normal-hearing adults (Experiment 2).

scores and duration of cochlear implant use, were trained using
AV and AO stimuli in a design for which the order of AV or AO
training was counter-balanced across groups. But all testing was
carried out with AO stimuli.

Period 1 was the better one to estimate the effect of training
modality, because scores were not conditioned on prior train-
ing experience in the experiment, as was the case during Period
2. During Period 1, training scores were similar across groups,
regardless of whether their training was AV or AO. However, AV-
trained participants’ AO test scores were lower than their training
scores by an average 22.8 percentage points; while the AO-trained
participants’ AO test scores stayed essentially the same at test (1.8
percentage points different between training and testing). Given
similar training scores across groups during Period 1, the lower
AO test scores following AV training do not seem attributable
to poorer ability for learning paired associations. In fact, a post-
hoc paired-samples t-test shows that the AV-AO participants were
capable of much better AO test performance when it followed AO
training, t(11) = 2.570, p = 0.026 (Period-1 mean, 37% correct;
Period-2 mean, 48% correct).

Although the difference scores between training and test are
better indicators of the effect of training on individual partici-
pant’s performance, we also evaluated the AO test scores. While
the results based on arcsine transformed scores are associated
with a slightly elevated risk of falsely rejecting the null hypoth-
esis (p = 0.051, raising the risk by 0.001) whereas the analysis
based on untransformed scores was reliable (at p = 0.047), the
AO test score analysis also showed that AV training is worse than
AO training for learning the AO stimuli.

During Period 2, again a large drop between AV training and
AO test scores (11.5 percentage points) was observed. The Period-
2 pattern of results is, however, less amenable to straightforward
interpretation, because the modality of the previous Period-1
training experience necessarily influenced performance. In Period
2, the participants brought different experience to the training
and test tasks. For example, learning the training task with AO
stimuli in Period 1 may have helped to focus on the auditory part
of the AV stimuli during training in Period 2.

The drop between AV training and AO testing is complicated
to interpret, in part because we do not have an independent esti-
mate of what might be the “most accurate” AO test performance
that could be achieved with a cochlear implant. The drop in scores
from AV training to AO testing during Period 2 might for example
be due to transducer limitations intrinsic to the cochlear implant.
If so, Period-2 AO-AV test scores might have approached the best

performance possible without also being able to see the talker.
Repeated training and AO testing would be needed to obtain
asymptotic performance for estimating the magnitude of the con-
tribution afforded by visible speech beyond the available auditory
information. Furthermore, to pin down the roles of amount of
training, order of training, and modality of training, a control
experiment is needed that includes AO-AO and AV-AV training
in an expanded design with a new set of cochlear implant users of
the type here and random assignment to groups.

In Experiment 1, participants also were tested on identification
of consonants in untrained CVCVC non-sense words, and overall
scores improved 3.4 percentage points. This result suggests that
generalization took place beyond the word-learning task. If par-
ticipants had merely learned non-sense words as holistic units,
they should not have improved their scores on the untrained
CVCVC stimuli. In addition, the consonant identification test
scores suggest a bias based on visual speech perception, which is
discussed in the General Discussion section. This bias is perhaps
related to lipreaders’ more accurate perception of initial position
consonants in CVCVC stimuli (Auer and Bernstein, in prepara-
tion). On the other hand, a no-training control group is needed,
as we have used in the past (Bernstein et al., 2013) to verify that
training and not repeated CVCVC consonant identification test-
ing was responsible for the reliable improvement in consonant
identification scores.

Scores on the paired-associates training and test tasks generally
dropped across lists. This was likely due to interference from pre-
vious words or fribbles, and/or fatigue, inasmuch as the three lists
were generally undertaken within a single session. Also, there were
six training trials per word for the first list and only four trials per
word for the second and third lists, likely further contributing to
poor performance on later lists.

The Experiment-1 results suggest that visual stimuli during
AV training can be an impediment to immediate auditory speech
perceptual learning for pre-/perilingually deafened adults with
late-acquired cochlear implants and reliance on visual speech. In
contrast, previously Bernstein et al. (2013) reported that normal-
hearing participants who received only AV paired-associates
training, with sinewave vocoded audio, were significantly more
successful when AO testing followed than those who received only
AO training. It was suggested that the normal-hearing partici-
pants used the concordance between visual speech and vocoded
audio to learn the novel features of the audio. Also, previous
results with normal-hearing participants showed that the medial
consonants were most accurately identified in CVCVC stimuli,
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whereas in Experiment 1, the initial consonants were most accu-
rately identified.

One explanation for why the results in Experiment 1 were so
different from those in Bernstein et al. (2013) is that the cochlear
implant participants brought to the perceptual learning task dif-
ferent perceptual abilities and biases, in particular, reliance on
visual information and enhanced lipreading ability. A second pos-
sibility is that the Experiment-1 protocol here differed in some
important way from Experiment 1 in the previous report. This
alternative gains some credence given that in Bernstein et al.
(2013) there were also discrepancies between their Experiment-
1 cross-subjects design and their Experiment 3 within-subjects
design for which training alternated list-by-list between AV and
AO stimuli. With that design, AV training was associated with
overall reduced AO test scores, however there were somewhat
fewer training trials with the AV training, inasmuch as training
was to criterion rather than with fixed numbers of trials (see
Bernstein et al. for a discussion of how the alternation might have
led to greater reliance on visual speech for learning).

In Experiment 2 here, normal-hearing participants carried out
the same protocol as in Experiment 1 in order to determine
whether the Experiment-1 pattern of results could be attributable
to participant characteristics and/or to the paradigm itself. A drop
in AO paired associates test scores following AV training with
normal-hearing participants would support the interpretation
that aspects of the paradigm itself resulted in biasing attention
to the visual information and thereby impeding auditory speech
perceptual learning. In addition, if the normal-hearing partic-
ipants, like the cochlear implant users, focused on the initial
consonant during CVCVC phoneme identification, the implica-
tion would be strengthened that the paradigm itself biases what
is learned. In fact, quite different results were obtained across
Experiments 1 and 2, supporting the general conclusion that the
two groups of trainees brought far different perceptual abilities or
biases to the training paradigm.

EXPERIMENT 2: NORMAL-HEARING PARTICIPANTS
The acoustic stimuli for Experiment 2 were generated using a
custom realtime hardware/software sinusoidal vocoder (Iverson
et al., 1998). Frequently, simulation of cochlear implants is carried
out using noise-band vocoding (Shannon et al., 1995), which uses
speech-derived amplitude modulation of noise bands, but noise-
band and sinusoidal vocoding have been compared and shown to
deliver similar results (Dorman et al., 1997). The vocoded speech
here used 15 filters to amplitude modulate single sinusoids at
the center frequencies of each filter, resulting in greatly degraded
speech (see below for a more complete description). When conso-
nant identification was tested previously using the same CVCVC
stimuli used here, pre-training test scores were approximately
30% correct for initial consonants (Bernstein et al., 2013), a sim-
ilar level of accuracy to that for cochlear implant patients in
Experiment 1.

Normal-hearing participants
Individuals were screened for American English as a first lan-
guage, normal or corrected-to-normal vision in each eye of 20/30
or better (using a Snellen chart). Normal-hearing participants

were screened for normal hearing (25 dB HL or better in each
ear for frequencies between 125 Hz-8 KHz, using an Audiometrics
GSI 16 audiometer with insert earphones). All 43 of the partic-
ipants received a lipreading screening test (Auer and Bernstein,
2007). Normal-hearing participants ranged in age from 18 to 49
years (mean = 24.9), with 16 males. The experiment was car-
ried out at the House Research Institute. All participants were
paid $12 per hour plus any travel expenses incurred. Participants
gave written consent. Human subject participation was approved
by the St. Vincent’s Hospital Institutional Review Board (Los
Angeles, CA).

Stimuli
The stimulus materials were the same as in Experiment 1 but
the acoustic stimuli were processed by passing them through
a custom realtime hardware/software vocoder (Iverson et al.,
1998). The vocoder detected speech energy in thirteen 120-Hz-
bandwidth bandpass filters with center frequencies every 150 Hz
from 825 Hz through 2625 Hz. Two additional filters were used
to convey high frequencies. One was a bandpass filter centered
at 3115 Hz with 350 Hz bandwidth and the other a highpass fil-
ter with 3565 Hz cutoff. The energy detected in each band was
used to amplitude-modulate a fixed-frequency sinewave at the
center frequency of that band (and at 3565 Hz in the case of
the highpass filter). The sum of the 15 sinewaves comprised the
vocoded acoustic signal. This acoustic transformation retained
the gross spectral-temporal amplitude information in the wave-
form while eliminating finer distinctions such as fundamental
frequency variations and the natural spectral tilt of the vocal tract
resonances. Figure 7 compares /bε/ and /fε/ between the original
recordings and the vocoded versions.

Apparatus
The testing apparatus in Experiment 2 was the same as in
Experiment 1, except that the acoustic waveforms were vocoded
in real time rather than processed through a cochlear implant.

Procedure
Other than the acoustic stimuli, the normal-hearing participants
received the same protocol as the participants with cochlear
implants.

RESULTS
Lipreading scores
The lipreading screening scores were compared across the two
training modality assignments (AO-AV, AV-AO) to assure that
the two groups were not different, t(40) = 1.478, p = 0.147.
Lipreading scores were also compared across Experiments 1 and
2, and were different, t(68) = 7.582, p = 0.000. The mean normal-
hearing participant’s score was 8.1% correct, and the mean
cochlear implant user’s score was 39.4% correct.

Paired-associates training results
Figure 3B shows the time series of training and test scores in
Experiment 2. Examination of Figure 3A vs. 3B suggests that both
participant groups began learning a list at roughly the same level
of accuracy, but normal-hearing participants were much more
accurate by the time training was completed on each list. Also,
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FIGURE 7 | Spectrograms of speech show the concentrations of energy

in the spectra over time. Two speech tokens, /bE/ (A,B) and /fE/ (C,D) (i.e.,
the vowel in “bet”), are shown in spectrograms of the natural (A,C) recorded
speech and the vocoded (B,D) speech. The frequency range of the
spectrograms is limited to 4 kHz, because all of the energy from the vocoder
is similarly limited. The amplitudes are represented as a heat map, with red

the highest amplitude and dark blue the lowest. In addition to representing the
speech as the sum of sinewaves at the center of each vocoder filter (see text),
the vocoder also tilted the spectrum so that it did not roll off at approximately
6 dB/octave, which is natural to speech. Thus, the amplitudes of the
frequencies vary between the natural and the vocoded speech, in addition to
the frequency ranges and spectral detail (adapted from Bernstein et al., 2013).

the pattern of reduced AO test scores following AV training is not
present in Figure 3B.

Analyses of the training results were carried out using the last
training block per list. The within-subjects factors were training
list (3) and training period (Period 1: first three lists; Period 2: sec-
ond 3 lists), and the between-subjects factor was modality assign-
ment (AO-AV, AV-AO). List was a reliable main effect, F(2, 40) =
6.043, p = 0.005, η2

p = 0.232. Scores dropped from List 1 (89.9%
correct untransformed) to List 2 (84.0% correct), F(1, 41) =
12.245, p = 0.001, and rebounded somewhat for List 3 (86.5%
correct). Training period was also a reliable factor, F(1, 41) =
14.907, p = 0.000, η2

p = 0.267 (Period 1 mean 83.5% correct;
Period 2 mean 90.1% correct). The training period by modality
assignment interaction was marginally reliable, F(1, 41) = 3.427,
p = 0.071, η2

p = 0.077. Period-1 AV training scores (84.5% cor-
rect) were somewhat higher than Period-1 AO training scores
(83.6% correct), and a slight advantage for AV training continued
for Period 2.

Paired-associates AO test results
Following each training list, participants were tested AO on their
paired-associates learning for 6 out of the 12 trained associations.
The test scores were submitted to analyses with the within sub-
jects factors test list (3) and testing period (Period 1, first 3 lists;
Period 2, second 3 lists), and the between subjects factor modality
assignment (AO-AV, AV-AO). The main effect of testing period
was the only one that was reliable, F(1, 41) = 6.576, p = 0.014,
η2

p = 0.138. Means were 85.0% correct over Period 1 tests and
90.2% correct over Period 2 tests.

Paired-associates training and test scores compared
There was no evidence across the full set of participants in
Experiment 2 for a change from training to testing as a function
of the training modality. However, because this null finding con-
tradicted our earlier results (Bernstein et al., 2013), we carried out
a more detailed set of analyses (see further below).

CVCVC forced-choice consonant identification
Participants identified the three consonants in CVCVC stimuli
before their first training period (pre-1), after their first training
period (post-1), and after their second training period (post-2).
The proportion correct scores were computed separately for each
consonant position (initial, medial, final) and each test period
(pre-1, post-1, and post-2). These scores were submitted to
analyses for within subjects factors CVCVC testing period (3)
and consonant position (3), and for the between subjects fac-
tor training modality (AV-AO, AO-AV). Table 2 shows the mean
scores across positions, testing periods, and modality-assignment
groups.

Reliable effects were obtained for test period, F(2, 39) =
129.811, p = 0.000, η2

p = 0.869, and consonant position,

F(2, 39) = 171.216, p = 0.000, η2
p = 0.898, and their interaction

F(4, 37) = 2.629, p = 0.050, η2
p = 0.221. However, none of the

simple tests explained the interaction. Scores from post-1 were
higher than pre-1, F(1, 40) = 75.286, p = 0.000, η2

p = 0.653, and
post-2 were higher than post-1, F(1, 40) = 13.664, p = 0.001,
η2

p = 0.255 (pre-1, 35.8%; post-1, 46.9%; post-2, 51.1%). The
scores for the medial consonant position were higher than for
either the initial F(1, 40) = 260.202, p = 0.000, η2

p = 0.867, or the
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final position, F(1, 40) = 264.936, p = 0.000, η2
p = 0.869 (initial,

36.9%; medial, 56.2%; final, 40.7%).

Paired-associates results in relationship to previous findings
We reported previously using a similar training paradigm with
normal-hearing participants that AV training can be more effec-
tive than AO training for AO learning (Experiment 1, Bernstein
et al., 2013). In that study, in a between subjects design, partici-
pants were assigned to AV or AO training. Training was on four
lists of 12 paired-associates, with three training blocks per list.
Analyses were performed using the data from participants who
scored 75% or greater by the third training block on all four lists,
and mean training scores were 94% correct. Here in Experiment
2, Period-1 training was essentially a between-subjects design,
so results were further probed for evidence from Period 1 that
auditory perceptual learning was greater with AV training. There
were, as already noted however, several potentially important dif-
ferences between the current Experiment 2 and the previously
published study. Here, only List 1 was trained for three blocks.
Only two training blocks were given for Lists 2 and 3, and training
scores dropped reliably across lists.

When the criterion of 75% correct on final blocks was imposed
for inclusion of Experiment 2 participants’ data, sample sizes for
the AO-AV assignment were reduced from 22 to 17 and for the
AV-AO assignment from 21 to 15 participants. Mean training
scores were 89.9% for AO-trained and 93.1 for AV-trained par-
ticipants. Thus, as with the participants in Experiment 1, there
was an AV advantage during training, F(1, 30) = 4.971, p = 0.033,
η2

p = 0.142. But unlike the outcome for the cochlear implant
users, there was an AV training advantage for AO test scores, albeit
at a marginal level of reliability, F(1, 30) = 3.229, p = 0.082, η2

p =
0.097 (observed power = 0.413). The AV-trained participants
scored mean 80.1% on AO tests, and AO-trained participants
scored mean 77.6%. These means contrasted with the previous
study for which AV-trained mean scores were 97% correct and
AO-trained means scores were 92% correct. The higher scores
obtained previously are likely attributable to longer training on
more lists and training on only one list per day.

Discussion
Results of Experiment 2 showed that normal-hearing partici-
pants did learn differently than did the cochlear implant users
in Experiment 1. Normal-hearing participants’ test scores did not
drop following AV training, and there was evidence that AV train-
ing was superior to AO training in terms of AO paired-associates
test scores. In comparison with the previous study with normal-
hearing adults (Bernstein et al., 2013), less training was given on
fewer lists, and these task differences across experiments were
likely responsible for the less reliable AV training advantage in
Experiment 2 and the generally lower scores.

Across Experiments 1 and 2, the pattern of CVCVC phoneme
identification scores was clearly different. Cochlear implant par-
ticipants were most accurate for the first consonant in the CVCVC
phoneme identification stimuli, and normal-hearing participants
were most accurate for the medial consonant. Interestingly,
phoneme scores across groups were similar for the initial conso-
nant, a point revisited below.

GENERAL DISCUSSION
Our environment affords multisensory stimulation that is inte-
grated during perception. The possibility that information
obtained through one sensory system can assist perceptual learn-
ing by a different sensory system has apparent face validity
(Merabet et al., 2005). But neuroplastic changes associated with
loss or a disorder of a sensory system could result in functional
system modifications that instead are impediments to perceptual
learning under multisensory conditions. In postlingually deaf-
ened adults, whose sensory systems developed normally followed
by auditory loss and then restoration, concordant visual speech
could be very useful for learning to perceive auditory input from
a cochlear implant (Rouger et al., 2007). But pre-/perilingually
deafened individuals who acquire cochlear implants late were
never normally stimulated (Gilley et al., 2010; Kral and Sharma,
2012), and an early visual dominance could lead to a long-lasting
bias in sensory processing and organization toward the dom-
inant visual modality. In this study, the mean normal-hearing
participant’s lipreading screening score was 8.1% correct, and the
mean cochlear implant user’s score was 39.4% correct, support-
ing the point that they brought different perceptual abilities to
the experiments.

This study was carried out to learn how training with audiovi-
sual speech stimuli affects auditory speech perceptual learning in
prelingually deafened adults with late-acquired cochlear implants
(Experiment 1) in comparison with normal-hearing adults
(Experiment 2). Training used a paired-associates paradigm in
which participants learned to associate twelve spoken CVCVC
non-sense words with 12 fribble non-sense pictures. Six lists were
trained, and training on the first three lists commenced with
either AV or AO stimuli (Period 1); then training continued with
the opposite training modality for three lists (Period 2). AO learn-
ing for each list of stimuli was tested immediately after training.
A CVCVC phoneme identification task was administered with
untrained stimuli before paired-associates training and testing,
after Period 1, and after Period 2. Participants identified each of
the consonants in the non-sense words.

In Experiment 1, prelingually deafened adults with late-
acquired cochlear implants were able to learn the paired-
associates, and their AO test scores improved 7.3 percentage
points between Periods 1 and 2. Also, consonant identification for
the consonants in untrained CVCVC stimuli improved between
the second and third administrations of consonant identifica-
tion testing, with a reliable mean improvement of 3.5 percentage
points. Initial consonants were most accurately identified. The
results on the phoneme identification task suggest the possibility
that participants learned sub-lexical auditory speech features dur-
ing the paired-associates task, even though no feedback or explicit
training of consonant identification was provided. However, as
noted above, a no-training control is needed to confirm that the
improvement in consonant identification was indeed due to the
paired-associates training.

The answer to the main question of how modality of train-
ing affects auditory perceptual learning in these cochlear implant
users was shown in terms of the AO paired-associates test scores
and their relationship to training scores. During Period 1 of
training, cochlear implant users’ training scores were similar
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independent of training modality (AO or AV), suggesting that
perceptual modality per se did not control learning the paired-
associates task or the associations. However, large group dif-
ferences emerged in the comparison between training and AO
test scores, with AV-trained participants’ AO test scores lower
than training scores by an average 22.8 percentage points; while
the AO-trained participants’ scores stayed essentially the same
at test (1.8 percentage points different between training and
testing). During Period 2, again a large drop between AV train-
ing and AO test scores (11.5 percentage points) was observed.
Overall, these results suggest that visual speech impeded auditory
paired-associates learning.

Experiment 2 investigated whether the results in Experiment
1 were attributable to the type of participant in Experiment 1,
or to how the paradigm was administered, inasmuch as previ-
ous evidence suggested that the paradigm itself can influence
whether auditory perceptual learning takes place (Bernstein et al.,
2013). The results with normal-hearing participants were dra-
matically different from those in Experiment 1: AO test scores
did not decline and even benefited following AV paired-associates
training. When the results were analyzed to determine whether
previous ones showing AV benefit (Bernstein et al., 2013) had
been replicated, AV training in Experiment 2 was shown to be
more effective than AO training, albeit at a reduced level of statis-
tical reliability (p = 0.082), which was attributed to the truncated
training protocol relative to that of the previous study. It could
also be the case that the normal-hearing participants here paid
less attention to the visual stimuli. Future use of eye tracking is
needed to determine whether learning is related to different gaze
patterns.

There was no ambiguity about whether there was a differ-
ence in learning patterns between Experiments 1 and 2 here.
On a per-list basis, the adults with cochlear implants always had
better AV training scores than AO test scores. In contrast, normal-
hearing adults maintained their performance levels or were more
successful during AO testing when it followed AV training.

In addition, the CVCVC consonant identification scores of
normal-hearing participants improved across the three test peri-
ods. But they identified the medial consonant most accurately:
The cochlear implant users were more accurate for the initial
consonant. Notably, normal-hearing and cochlear implant partic-
ipants had similar scores for the initial consonant of the CVCVC
identification stimuli, suggesting the possibility that visual bias on
the part of the cochlear implant users limited access to available
auditory information. We return to these points below.

MULTISENSORY REVERSE HIERARCHY THEORY
The results reported here support the conclusion that perceptual
learning within a habilitated sensory system following life-long
sensory deprivation requires more than afferent activation by a
sensory prosthetic device. Evidence on the effects of deafness on
subcortical auditory system and primary auditory cortex suggests
that ceteris paribus late-implantation in this patient population
could be more successful than it typically is (for reviews see
Kral and Eggermont, 2007; Kral and Sharma, 2012): However,
the evidence suggests that even with neuroplastic changes fol-
lowing cochlear implant habilitation, corticofugal influences are

likely deficient. The role of top-down connections and process-
ing should be taken into account in theorizing about and crafting
approaches that facilitate perceptual learning. A severely limiting
factor for auditory perceptual learning in pre-/perilingually deaf-
ened adults with late-acquired cochlear implants is likely their
reduced representations of high-level auditory speech categories
such as phoneme categories (Kral and Eggermont, 2007), coupled
with their enhanced ability to lipread. The critical need for high-
level representations to guide lower-level auditory perceptual
learning is explained within so-called reverse hierarchy theory
(RHT) (Ahissar and Hochstein, 1997; Ahissar et al., 2008).

The hierarchy in RHT refers to the cortical organization of
sensory-perceptual pathways (Felleman and Van Essen, 1991;
Kaas and Hackett, 2000; Kral and Eggermont, 2007). Although
pathways are not strictly hierarchical, their organization is such
that higher cortical levels typically show selectivity for increas-
ingly complex stimuli combined with an increasing tolerance to
stimulus transformation and increasing response to perceptual
category differences (Hubel and Wiesel, 1962; Ungerleider and
Haxby, 1994; Logothetis and Sheinberg, 1996; Binder et al., 2000;
Zeki, 2005; Obleser et al., 2007).

According to RHT (Ahissar and Hochstein, 1997; Kral and
Eggermont, 2007; Ahissar et al., 2008), immediate perception
relies on already-established higher-level representations in the
bottom-up sensory-perceptual pathway. When a new perceptual
task needs to be carried out, naïve performance is initiated on
the basis of immediately available high-level perception. However,
if the task cannot be readily performed with the existing map-
ping of lower-level to higher-level representations, and/or if there
is incentive to increase the efficiency of task performance, then
perceptual learning can occur. According to RHT, perceptual
learning is by definition the access to and remapping of lower-
level input representations to higher-level representations. Thus,
perceptual learning involves dissimilar lower-level input represen-
tations being remapped to the same higher-level representations,
or similar lower-level input representations being remapped to
different higher-level representations.

However, RHT also posits that perceptual learning requires
“perception with scrutiny.” That is, a backward (top-down) search
from a higher level of the representational hierarchy must be
initiated to access lower-level representations. A more effective
forward mapping can then be made in terms of altered conver-
gence and/or divergence patterns within existing neural networks
(Jiang et al., 2007; Kral and Eggermont, 2007; Ahissar et al., 2008).

NEURAL RESOURCES FOR MULTISENSORY RHT
The results of this study and previous studies suggest that
adults with normal hearing are able to use visual stimuli to
direct/improve scrutiny of auditory speech features in order to
learn vocoded speech features (Wayne and Johnsrude, 2012;
Bernstein et al., 2013). Multisensory RHT extends RHT to per-
ceptual learning initiated through scrutiny of features in one
sensory system’s representations being initiated by another sys-
tem’s representations (Bernstein et al., 2013). In order for such
scrutiny to be possible, there must be neural connections avail-
able across sensory systems. Many results point to multisensory
integration at higher cortical levels, particularly the posterior
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superior temporal sulcus with potential for feedback to lower
level cortices (e.g., Miller and d’Esposito, 2005; Hasson et al.,
2007; Bernstein et al., 2008; Nath and Beauchamp, 2011). The evi-
dence is extensive on the sheer diversity and extent of cortical and
subcortical multisensory connections (e.g., Foxe and Schroeder,
2005; Ghazanfar and Schroeder, 2006; Driver and Noesselt, 2008;
Kayser et al., 2012). Thus, the neural resources are available for
higher-level representations in one sensory-perceptual system to
gain access to lower-level representations in a different sensory-
perceptual system, as well as for low-level cross-sensory connec-
tions to activate early areas (Ghazanfar et al., 2008; Falchier et al.,
2012).

PERCEPTION WITHOUT SCRUTINY
According to multisensory RHT, when auditory speech features
are novel to the naïve listener, as is noise or sinewave-vocoded
speech to normal-hearing listeners, or when auditory speech
features have not been adequately learned by cochlear implant
users, familiar concurrent visual speech features can compensate
through immediate high-level perception. Importantly, compen-
sation could arise in more than one way. The visual information
might be sufficient by itself to carry out the task, completely
obviating the need for auditory input. Or the familiar concur-
rent visual information might combine with deficient auditory
information (Sumby and Pollack, 1954; Summerfield, 1987; Ross
et al., 2007). In either case there may be no need for perception
with scrutiny, and auditory perceptual learning is not expected.
In this study, the paired-associates learning task can be carried
out accurately on the basis of the visual stimuli only, and in
an ongoing study (Eberhardt et al., submitted), we have shown
that normal-hearing adults can do so. Thus, the cochlear-implant
users here with their enhanced visual speech perception could
have relied entirely on visual speech and/or combined visual
and auditory features to carry out the paired-associates learn-
ing task without additional scrutiny of the auditory stimuli. This
type of perception without scrutiny would predictably result in
a steep drop in AO test scores when the visual stimuli were not
shown, as occurred here. Had the visual stimuli here been less
visually distinct, it is possible that cochlear implant users might
have relied less on the visual stimuli during AV training, which
suggests that AV stimuli could be developed to be better pro-
moters of auditory perceptual learning. It is also possible that
the between-subjects design here, which incorporated cross-over
between AV and AO training modalities, was itself important to
learning. Control experiments with only AV or only AO train-
ing are needed to ascertain definitively whether or not cochlear
implant participants benefit from being trained in only one vs.
both conditions.

CONCURRENT VISUAL AND AUDITORY SPEECH FEATURES
The validity of the suggestion that visual speech can guide audi-
tory perceptual learning depends on visual speech being ade-
quately informative. Visual speech stimuli are however frequently
characterized as limited in speech information. For example,
the so-called viseme, that is, groupings of visually confusable
phonemes, such as “b,” “p,” and “m,” are sometimes said to
be perceptually indistinguishable (Massaro et al., 2012). But

discrimination can be reliable for phonemes within visemes (Files
et al., 2013; Files et al., in preparation).

In addition, visual speech information is highly distributed
across the cheeks, lips, jaw, and tongue (when it can be glimpsed
inside the mouth opening), and the motions of these struc-
tures are in highly predictable relationships with auditory speech
information (Jackson et al., 1976; Yehia et al., 1998; Jiang et al.,
2002; Jiang and Bernstein, 2011). Furthermore, normal-hearing
adults systematically perceive the concurrence/congruity of audi-
tory and visual speech when the stimuli are mismatched (Jiang
and Bernstein, 2011), consistent with findings of visual speech
representations in the high level vision pathway (Bernstein et al.,
2011; Files et al., 2013).

The cochlear implant users here appear to approach the
paired-associates learning task with possibly limited ability to
use concordance across auditory and visual representations in
order to learn the auditory speech information and also appear
to even carry over patterns of perceptual attention for visual
speech into auditory perception. Cochlear implant users were
most accurate for initial consonants in CVCVCs, and normal-
hearing adults most accurate for medial consonants (see Table 2).
Participants with cochlear implants had initial consonant cor-
rect scores (33.7%) that were higher than medial scores (28.9%).
Normal-hearing participants’ consonant position scores were
most accurate for medial consonants (i.e., initial 36.9%; medial,
56.2%; and final, 40.7%). Lipreaders are most accurate for ini-
tial consonants, and this is true whether they are deaf or hearing
(Auer and Bernstein, in preparation). Apparently, the initial con-
sonant affords the most information to the lipreader. However,
auditory perception can be more accurate for medial conso-
nants, because in the VCV position, consonant information is
distributed across the preceding and following vowel transitions
(Stevens, 1998). Intriguingly, here, initial consonant scores were
similar across normal-hearing and cochlear implant participants,
suggesting the possibility that having a visual speech bias is an
impediment to learning available auditory speech features even
under auditory-only training conditions. Training that focused
on medial consonants might be very effective for cochlear implant
users, but training programs typically use monosyllabic syllables
or words (e.g., Fu and Galvin, 2007, 2008).

Feedback based on orthography can also be used by normal-
hearing individuals to learn novel acoustic speech stimuli
(Hervais-Adelman et al., 2008). But visual speech presented in
its normal temporal relationship with auditory speech has the
advantages of being closely aligned in time, displaying sim-
ilar internal temporal dynamics (i.e., the vocal tract actions
that produce acoustic speech signals are the same actions
that produce optical ones), and of already being tightly pro-
cessed with auditory speech. The problem then for the pre-
/perilingually deafened individual with a late-acquired cochlear
implant is to use the available audiovisual stimulus concordance
to discern new auditory information and not evade auditory
perceptual learning.

IMPLICATIONS FOR FUTURE RESEARCH
Only a small minority (about 10%) of individuals with
pre-/perilingual deafness have deaf parents who communicate
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with sign language (https://www.nidcd.nih.gov/StaticResources/
health/healthyhearing/tools/pdf/commoptionschild.pdf). Thus,
the vast majority of deaf children encounter spoken language
daily, and as a group they become as adults better lipreaders
than normal-hearing individuals (Bernstein et al., 2000, 2001;
Mohammed et al., 2006; Auer and Bernstein, 2007; Kyle et al.,
2013). If pre-/perilingually deafened individuals do not acquire
a cochlear implant, they frequently do use high power hearing
aids. The stimulation from the hearing aids likely is mostly low
frequencies that can represent the voice fundamental frequency
and can also be perceived via somatosensory stimulation through
mechanical vibration (Nober, 1967; Boothroyd and Cawkwell,
1970; Bernstein et al., 1998), which can be associated with
increased vibrotactile activation of auditory cortices (Auer et al.,
2007; Karns et al., 2012). Thus, deafness is associated with
neuroplastic changes involving both somatosensory and visual
stimulation. However, low-frequency speech information asso-
ciated with the voice fundamental frequency can only provide
a highly reduced representation of speech that would be most
effective in combination with visual stimuli and again would
bias individuals with late-acquired implants away from use of
segmental auditory information.

Vocoded speech has been used with normal-hearing partici-
pants to simulate auditory perception with a cochlear implant and
to model learning (Faulkner et al., 2000; Fu and Galvin, 2007;
Wayne and Johnsrude, 2012). Along with the results on neu-
roplasticity, the present study demonstrates that the quality of
the speech input may be a necessary but is certainly not a suf-
ficient condition for simulating effects with a cochlear implant
in pre-/perilingually deafened late-implanted adults. Valid simu-
lation would seem to require also accounting for the perceptual
enhancements or biases that the pre-/perilingually deafened indi-
vidual brings to the perceptual learning task. In the case of
simulating pre-/perilingually deafened adults, strong pre-existing
perceptual biases in one sensory system that need to be over-
come through training of another need to be simulated. However,
because these “biases” observed in pre-/perilingually deafened
adults are likely supported by neuroplastic changes, such as
recruitment of auditory cortical areas by vision (Finney et al.,
2001; Karns et al., 2012; Bottari et al., 2014), they are per se
unlikely to be simulable in normal-hearing adults. Simulation
of post-lingually deafened implant users might seem more valid,
because their initial perceptual development established a normal
relationship between auditory and visual perception. However,
even in these adults, there is evidence for a reliance on vision
not present in normal-hearing adults (Rouger et al., 2007,
2008).

We have recently approached the issue of trainees’ primary
modality for speech perception by carrying out experiments
with normal-hearing adults who were trained with the paired-
associates paradigm used here and the training goal to learn
visual speech stimuli (i.e., to learn to lipread) (Eberhardt et al.,
submitted). In that study, vocoded acoustic speech impeded
visual-only learning, but vibrotactile vocoded speech promoted
learning. Thus, our recent results underscore the potential impor-
tance of the trainee’s primary speech perceptual modality during
training.

IMPLICATIONS FOR TRAINING
Overall, the results here could be interpreted as strong support
for training under only auditory conditions or for reducing the
clarity of visual speech stimuli to focus attention on the audi-
tory stimuli (Huyse et al., 2013). But either of those options
would reduce the ability to use the concordance between auditory
and visual speech features to access potentially useful auditory
features.

An alternative approach might be to use artificial visual or
vibrotactile stimuli to target auditory feature distinctions. For
example, we have shown that non-speech stimuli, such as a pic-
ture of a square and/or a vibrotactile buzz can enhance the
efficiency to detect an auditory speech signal in noise (Bernstein
et al., 2004; Tjan et al., 2014). Novel non-speech visual or vibro-
tactile stimuli that correlate with to-be-learned speech features
might be useful for training, because they would not be avail-
able to the naïve perceiver as a substitute for speech information.
Another type of concordant stimuli that is already used in train-
ing deaf children is cued speech (Cornett, 1967; Aparicio et al.,
2012). Cued speech uses a small number of manual cues to dis-
ambiguate difficult visual speech stimuli and has been shown
to be highly effective in establishing normal phonological rep-
resentations. A cuing system based on disambiguating auditory
features and designed for cochlear implant users might be useful
in training.

In a study of the McGurk effect (McGurk and MacDonald,
1976) with cochlear implant and normal-hearing children, Huyse
et al. (2013) showed that by reducing the clarity of visual speech
information in blocks that included AO, AV and visual-only
stimuli, AO scores improved. The authors speculated that the
unreliable visual information in the mixed context of VO, AO, and
AV stimuli led to a shift in attention to the auditory input. Above,
it was suggested that training with a less visually distinct word set
could promote better use of audiovisual concordance. Reduction
in visual clarity would however reduce concordant information
and could lead alternatively to less effective training.

Johnsrude and colleagues have carried out a number of AO
training experiments on vocoded speech with normal-hearing
adults (Davis et al., 2005; Hervais-Adelman et al., 2008, 2011).
Their experiments show that the organization of individual train-
ing trials influences learning, with learning the vocoded speech
enhanced by knowing the words in sentences and then hearing
the degraded speech. Unfortunately, with pre-/perilingual deaf-
ness, orthographic feedback for the lexical content of stimuli
may not be as effective, because reading levels are reduced in
this group (Trybus and Karchmer, 1977; King and Quigley, 1985;
Allen, 1986), and obviously clear speech is not available for feed-
back. Another alternative would be to present AO, then AV, then
AO stimuli to possibly encourage using visual and/or audiovisual
representations to access auditory features when the visual are
removed within the same training trial (Wayne and Johnsrude,
2012).

A cochlear implant for pre-/perilingually deafened adults
could be useful in acquiring new vocabulary, as these individu-
als tend to lag behind normal-hearing adults in terms of reading
ability and vocabulary (Aparicio et al., 2012). The results here
suggest that AV training could be very effective for learning new
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words and their semantic relationships, which is itself a valid
goal for enhancing speech understanding. Lexical processes have
been implied in the promotion of perceptual learning in normal-
hearing adults across levels of speech (Davis et al., 2005; Davis
and Johnsrude, 2007; Ahissar et al., 2008; Samuel and Kraljic,
2009; Bernstein et al., 2013). Furthermore, as suggested earlier, we
expect that there is a positive feedback relationship between learn-
ing new vocabulary and perceptual learning of auditory input:
With greater knowledge of the lexicon comes more opportuni-
ties to use top-down processes to guide discernment of auditory
input (Kral and Eggermont, 2007). In addition, lexical knowl-
edge appears to be a pre-requisite for certain types of automatic
perceptual adjustments to ambiguous auditory speech stimuli,
referred to as perceptual learning or recalibration elsewhere in the
literature (Samuel and Lieblich, 2014). While cochlear implant
training frequently uses words in training tasks designed to
contrast specific phonemes or features, and positive results are
attributed implicitly or explicitly to the focused contrast learn-
ing at the sub-lexical level (e.g., Fu and Galvin, 2007, 2008), it
could as well be the case that lexical effects operate separately from
the effects of structured stimulus contrasts (Samuel and Lieblich,
2014).

CONCLUSIONS
In this study, training improved auditory-only test performance
for paired-associates and for untrained consonant identifica-
tion in CVCVC non-sense words. However, training with AV
vs. AO speech resulted in a different pattern of performance in
cochlear implant users with late-acquired implants vs. normal-
hearing adults. In the cochlear implant users, AV training was
followed by steep declines in AO test scores; while AV training
was followed by stable or even somewhat higher test scores in
normal-hearing adults. The contrast across listener groups sug-
gests that they bring to the task perceptual differences that can
bias learning. Pre-/perilingually deaf adults have experienced a
lifetime of reliance on vision, which may lead them to rely on
the visual part of audiovisual stimuli during training. Indeed the
cochlear implant users here had much higher lipreading abil-
ity than the normal-hearing participants. Multisensory reverse
hierarchy theory suggests that in order to use visual speech for
auditory perceptual learning, the concordance between auditory
and visual speech stimuli must be used to discern and remap
available auditory input rather than combine whatever auditory
speech has already been learned with readily available visual infor-
mation. While the inference might be taken from this study that
auditory-only training for cochlear implant users should remove
the potential to substitute knowledge of visual speech for learn-
ing auditory features, reverse hierarchy theory also suggests that
auditory-only training would preclude access to important con-
cordant visual information that could guide attention to available
lower-level auditory input speech features. That the lower-level
information is indeed available is implied by the similarity across
normal-hearing and cochlear implant participants in their accu-
racies for initial consonants with CVCVC stimuli vs. the discrep-
ancy across groups for medial consonants (much higher scores
on the part of the normal-hearing). Given similar initial conso-
nant accuracies across groups, the implant users’ poorer medial

consonant performance appears to be limited at least in part by
their perceptual biases, not by their auditory input processing.
Indeed, attention to initial consonants is reminiscent of the pat-
tern observed in deaf and hearing lipreaders. Biased attention
to initial consonants could limit acquiring additional available
auditory information from consonants in intervocalic positions.
A comprehensive view of language use also suggests that audiovi-
sual training has an important role for vocabulary learning, and
that vocabulary growth can in turn promote perceptual learn-
ing. This study also highlights a serious pitfall for research that
attempts to simulate cochlear implant use with normal-hearing
adults, specifically, that results need not generalize to actual
cochlear implant users who have far different perceptual experi-
ence than normal-hearing adults. Additional studies are needed
to understand how individual perceptual experience across the
lifespan influences perceptual learning.
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Oscillatory models of speech processing have proposed that rhythmic cortical oscillations
in sensory and motor regions modulate speech sound processing from the bottom-up
via phase reset at low frequencies (3–10 Hz) and from the top-down via the disinhibition
of alpha/beta rhythms (8–30 Hz). To investigate how the proposed rhythms mediate
perceptual performance, electroencephalographic (EEG) was recorded while participants
passively listened to or actively identified speech and tone-sweeps in a two-force choice in
noise discrimination task presented at high and low signal-to-noise ratios. EEG data were
decomposed using independent component analysis and clustered across participants
using principle component methods in EEGLAB. Left and right hemisphere sensorimotor
and posterior temporal lobe clusters were identified. Alpha and beta suppression was
associated with active tasks only in sensorimotor and temporal clusters. In posterior
temporal clusters, increases in phase reset at low frequencies were driven by the quality of
bottom-up acoustic information for speech and non-speech stimuli, whereas phase reset in
sensorimotor clusters was associated with top-down active task demands. A comparison
of correct discrimination trials to those identified at chance showed an earlier performance
related effect for the left sensorimotor cluster relative to the left-temporal lobe cluster during
the syllable discrimination task only. The right sensorimotor cluster was associated with
performance related differences for tone–sweep stimuli only. Findings are consistent with
internal model accounts suggesting that early efferent sensorimotor models transmitted
along alpha and beta channels reflect a release from inhibition related to active attention to
auditory discrimination. Results are discussed in the broader context of dynamic, oscillatory
models of cognition proposing that top-down internally generated states interact with
bottom-up sensory processing to enhance task performance.

Keywords: sensorimotor rhythms, independent component analysis, event-related spectral perturbations, intertrial

coherence, speech perception

INTRODUCTION
A growing number of neurophysiological models have proposed
that processes critical to receptive speech processing involve rhyth-
mic cortical oscillations tuned to temporal regularities of speech
(Arnal and Giraud, 2012; Giraud and Poeppel, 2012; Peelle and
Davis, 2012; Ghitza, 2013). On the production side, theories (e.g.,
frame/content theory) propose that the auditory system has been
tuned to the quasi-periodic constraints imposed by articulator
movements (MacNeilage, 1998). On the receptive side, oscillatory
frameworks posit that the articulatory-motor system structures its
output to match rhythms best captured by the auditory system at
multiple timescales (Giraud and Poeppel, 2012; Peelle and Davis,
2012). A fundamental link between the speech production mech-
anism giving rise to the acoustic signal and rhythmic sampling of
the same signal in sensorimotor networks would be advantageous
for a neural system tasked with resolving highly variable acous-
tic cues (Callan et al., 2010). However, it is as yet unknown how
rhythmic processes in motor and sensory regions are integrated on

a millisecond time scale and it remains unclear under what condi-
tions sensorimotor integration is adapted to improve perceptual
outcomes (Gallese et al., 2011).

According to internal model theories of speech production,
neural connections between perception and production are tuned
as infants learn to produce auditory targets (Callan et al., 2000).
Neurophysiological dual-stream models suggest that this audi-
tory to articulatory link is accomplished via a network of regions
known as the dorsal stream, including primary auditory and
auditory association areas, inferior parietal regions, and areas
of the premotor and sensorimotor cortex (Hickok and Poeppel,
2007; Rauschecker and Scott, 2009; Specht, 2014). In accor-
dance with this proposal, models of cortical rhythm generation
have suggested that neural oscillations in overlapping frequency
bands in auditory regions are tuned over time to the natural
rhythms of speech production (Poeppel, 2003; Giraud et al., 2007;
Morillon et al., 2010; Giraud and Poeppel, 2012). More specifi-
cally, over the course of development the motor and premotor
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cortex may tune the response of sensory regions to natural
low-frequency rhythms associated with jaw and lip movements
corresponding to syllabic rate (∼4 Hz). Thus, motor regions
involved in initiating speech movements and auditory areas
involved in parsing speech are thought to share common temporal
framework.

On the receptive side, it has long been suggested that the syl-
lable unit may represent an integrative time window in which
phonemes occurring at higher rates (∼20–50 ms) are processed
as part of a longer temporal unit (∼100–250 ms) occurring at
slower rates (Massaro, 1974). In support of that notion, psy-
chophysical data suggest that categorization of speech stimuli
along a continuum occurs in an integration window between
110 and 150 ms consistent with one cycle of oscillation in the
theta band (Chang et al., 2010). Higher-order auditory associa-
tion areas (e.g., BA 22) also show the property of theta–gamma
nesting in which the phase of fast gamma rhythms (50–70 Hz) is
locked to the phase of slower theta rhythms (4–8 Hz), suggest-
ing that phonemic categorization is integrated in a time window
consistent with the syllable unit (Giraud and Poeppel, 2012). Low-
frequency rhythms (∼3–10 Hz) have also been implicated more
generally in sensorimotor integration (Bland and Oddie, 2001),
indicating they may provide a common mechanism by which sen-
sory and motor systems share information for a range of sensory
signals associated with previous sensorimotor experience (Poep-
pel, 2003; Giraud et al., 2007; Morillon et al., 2010; Giraud and
Poeppel, 2012). As such, during receptive speech processing, it
has been proposed that sensory and motor oscillatory assemblies
tuned to the expected temporal structure of speech reset to aid
in the organization of continuous, stimulus driven neural spike
trains into abstract units for further analysis (Giraud and Poep-
pel, 2012). Importantly, while delta–theta phase reset consistent
with the syllable unit has been demonstrated in a studies using
continuous, phrase and sentence level auditory stimuli (Luo and
Poeppel, 2007; Doelling et al., 2013), it has not been demon-
strated to play a role in sensorimotor integration during speech
perception.

In addition to the potential role of low-frequency rhythms
in sensorimotor integration, recent theoretical frameworks have
implicated a functional role for beta rhythms both in motor con-
trol and perception (13–30 Hz; Engel and Fries, 2010; Arnal
and Giraud, 2012). On the motor side, beta band activity is
associated with the rolandic sensorimotor rhythm. The senso-
rimotor rhythm is thought to reflect processing downstream from
premotor regions and is associated with source estimates clus-
tering near the central sulcus. In particular, suppression of the
beta band (∼20 Hz) over the sensorimotor cortex is associated
with the observation, imagination, and execution of movements
in a somatotopic manner (see Hari, 2006 for review). It has
been proposed that efferent copies of a motor goal transmit-
ted along beta channels suppress responses in sensory regions
to the expected event, freeing the sensory system to respond to
external sensory stimuli (Engel and Fries, 2010). Efferent copies
of expected sensory events have also been shown to have a sig-
nificant effect on the interpretation of upcoming sensory cues
(Driver and Frith, 2000; Frith et al., 2000). As such, a common
function for beta band oscillations in both motor control and

perceptual contexts may be to generate top-down influences func-
tioning to override unexpected sensory events or conversely to
enhance activity focused on expected sensory features (Engel and
Fries, 2010).

More recently, Arnal and Giraud (2012) proposed that beta
rhythms interact with low frequency rhythms to enhance pro-
cessing focused on anticipated sensory events. According to
their framework, attention to behaviorally relevant task goals
and temporal predictions about expected sensory events mod-
ulate oscillatory processing in two ways. When sensory events
can be predicted in time (e.g., in connected speech) delta–theta
oscillations reset prior to stimulus onset in anticipation of the
forthcoming event, reflecting a predicting “when” scheme. How-
ever, when a sensory event cannot be predicted in time, delta–theta
phase reset is commensurate with stimulus onset. In that case, a
predicting “what” scheme may apply in which top-down, con-
tent related sensory predictions transmitted along beta channels
interact with low-frequency phase reset during the sensory event.
The functional effect of the two complementary mechanisms is
to boost the gain of neural responses to sensory signals within
the attended or temporal focus. Given the proposed role of beta
rhythms in both sensory prediction and motor control, the sen-
sorimotor cortex appears to be in a good position to process
incoming information from the bottom-up at delta–theta frequen-
cies and to be involved in top-down content related predictions at
beta frequencies (i.e., prior to the event).

Along with low-frequency rhythms and beta band activity,
some recent accounts have also emphasized the potential role
of alpha (8–12 Hz) rhythms in speech processing. Obleser et al.
(2012) suggested that disinhibition along alpha channels may
function to enhance sensory processing to attended auditory
events. According to general models of alpha function, high
power in the ongoing alpha band is viewed as an active inhibitory
mechanism functioning to gate irrelevant information, permit-
ting increased processing focused on events relevant to task goals
when disinhibited (Klimesch et al., 1998). In addition, alpha dis-
inhibition (i.e., decrease in band power) prior to sensory input
has been shown to predict accurate task performance in visual
perception tasks, suggesting a top-down modulatory role in per-
ceptual performance (Fellinger et al., 2011). In accordance with
these proposals, a growing body of evidence implicates an audi-
tory alpha generator in the temporal lobes that may suppress
during active attention to auditory stimuli. Suppression within
the traditional alpha band has been recorded near the auditory
cortex and auditory association areas using electrocorticographic
(ECoG) recordings (Crone et al., 2001). Alpha suppression local-
ized to the primary and auditory association areas has also been
demonstrated during auditory attention to contralateral acous-
tic stimuli and noise-vocoded word comprehension prior to and
following the auditory signal (Weisz et al., 2011; Obleser et al.,
2012). Scalp-recorded electroencephalographic (EEG) recordings
have shown that upper alpha rhythms (10–12 Hz) suppress dur-
ing effortful, sublexical speech processing (Cuellar et al., 2012).
Thus, much like beta suppression, alpha disinhibition may play
a functional role in auditory attention, functioning to facilitate
processing focused on expected sensory events (Callan et al., 2010;
Weisz et al., 2011).
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Although it is still unclear how local neuronal assemblies in
the dorsal stream share information globally, Giraud and Poeppel
(2012) propose that motor and sensory regions process informa-
tion across a broad spectral range consistent with processing at
multiple time scales. According to that model, an intrinsically left
hemisphere dominant region in the lip and tongue area motor
cortex (1–72 Hz) and hand area motor cortex (2–6 Hz) is con-
nected to the somatosensory and auditory regions (1–72 Hz).
The proposed functional role of input from the lip area is to
contribute to the parsing of speech at syllabic rates in sensory
regions, suggesting that the lip region is involved in the modu-
lation of low frequency rhythms (Morillon et al., 2010; Giraud
and Poeppel, 2012). While the model does not specify a role for
the motor system in sensory prediction, current internal model
frameworks suggest that early sensorimotor models in the same
region may function to constrain sensory analysis when sensory
cues are ambiguous (Skipper et al., 2006; Callan et al., 2010) or to
boost the gain of assemblies tuned to expected sensory features
similarly to the proposed role of selective attention in visual per-
ception (Hickok et al., 2011). Given proposals that auditory and
sensorimotor regions are tuned over the course of development
along shared oscillatory channels, it is reasonable to hypothesize
that the two regions would show activity in the same oscillatory
bands relevant to sensory processing at delta–theta, alpha, and
beta frequencies.

In light of oscillatory frameworks, potential differences in
activity along shared oscillatory bands within locally synchro-
nized regions would be predicted to vary depending on internal
states of expectancy and bottom-up sensory input. The available
neuroimaging evidence in sublexical speech discrimination tasks
supports the notion that dorsal stream sensorimotor activation
does indeed vary with internal state, task goals, and bottom-up
input (Binder et al., 2004; Callan et al., 2010; Osnes et al., 2011).
In a passive task, Osnes et al. (2011) demonstrated that, as white
noise is parametrically morphed into the acoustic structure of
speech syllables, an area within the dorsal premotor cortex is active
only at an intermediate step related to perceptual ambiguity. That
finding suggests that when attention is not directly allocated to
phoneme discrimination, the premotor cortex is only active when
acoustic cues are ambiguous. However, another study using the
same sound morphing procedure also demonstrated that when
participants told to expect vowels or musical notes prior to stimu-
lus presentation, ventral and dorsal aspects of the premotor cortex
extending into sensorimotor regions were active, suggesting that
top-down anticipatory processes are associated with motor acti-
vation even in the absence of a task (Osnes et al., 2012). Other
studies using passive tasks have also reported activity in the pre-
motor and somatomotor areas when participants listened to trains
of repeated syllables (Wilson et al., 2004; Pulvermüller et al., 2006).
Importantly, while activity in motor regions clearly occurs in pas-
sive tasks, a wide range of explanations have been proposed to
explain why it occurs and how it functions. It has been sug-
gested that motor activity may be related to resolving perceptual
ambiguity (Osnes et al., 2011), in some cases covert rehearsal of
repeated syllable trains (Hickok et al., 2011), or more recently may
be modulated by states of expectancy even in the absence of task
goals (Osnes et al., 2012). However, as perceptual performance

cannot be assessed in passive listening it is unclear in such condi-
tions whether motor activity plays a functional role in perceptual
performance (Adank, 2012).

Whereas performance related brain activity cannot be assessed
in passive tasks, it may be investigated using active tasks in which
participants register a response. Using a two-forced choice dis-
crimination task in which attention was directed to phoneme
discrimination, Binder et al. (2004) demonstrated that blood-
oxygen level dependent (BOLD) signals in auditory association
areas decrease as background noise increases, suggesting that
bottom-up acoustic cues are critical to activation of auditory
regions. However, as auditory signal degradation increased, greater
activity was observed in the posterior portion of Broca’s area, sug-
gesting that premotor regions play a compensatory role when
acoustic cues are degraded. Employing a similar experimental
paradigm, Callan et al. (2010) demonstrated that BOLD and
constrained time–frequency measures using MEG in posterior
temporal lobe regions were not associated perceptual performance
in in noise (i.e., correct relative to incorrect trials). However, dorsal
and more ventral regions of the left hemisphere premotor system
were related to perceptual performance. MEG analysis indicated
alpha and beta suppression both prior to and following correct
discrimination trials in the more ventral region of the PMC. The
findings were interpreted within internal model frameworks sug-
gesting that efferent articulatory models initiated in motor regions
function to constrain sensory analysis in noisy listening conditions
and mediate perceptual performance. Consistent with that study,
Alho et al. (2012) demonstrated an early (∼100 ms) potential fol-
lowing stimulus input in a region of interest within the precentral
gyrus that was greater for passive relative to active discrimina-
tion in noise, supporting proposed explanations for observed
differences in motor activity during passive relative to active tasks.

Studies using transracial magnetic stimulation (TMS) dur-
ing active speech discrimination/identification tasks have largely
corroborated functional imaging findings. Stimulation to dorsal
stream premotor regions results in increased reaction times follow-
ing tasks requiring speech segmentation without noise (Sato et al.,
2009) and enhanced adaptation to speech stimuli (Grabski et al.,
2013). TMS stimulation to the primary motor cortex (M1) during
active tasks has also been shown to facilitate speech identification
for the effector involved, suggesting an effector specific function in
perceptual constraints at the level of anticipated spectro-temporal
features (D’Ausilio et al., 2009). In addition, studies using pas-
sive tasks have shown impaired categorical perception (Möttönen
and Watkins, 2009) and reduced auditory event-related potentials
(ERPs) with stimulation to the lip region of M1 (Möttönen et al.,
2013), suggesting that stimulation to motor regions may modu-
late auditory processing even in the absence of a task. Although
it is unclear why some studies have shown more ventral activity
along the precentral gyrus and others have shown activity or per-
formance related differences with stimulation in the more dorsal
premotor cortex and adjacent somatomotor regions (Möttönen
and Watkins, 2012), it is clear that both regions play some role in
speech perception tasks.

Further insight into what drives differences in regional activa-
tion across internal states, task goals, and levels of bottom-up input
might be derived from a “dynamicist” model of cognition (Engel
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et al., 2001; Fries, 2005; Siegel et al., 2012; and see Callan et al., 2010
for application to speech perception). According to the this view,
top-down influences may be defined as endogenously generated
sources of contextual modulation supporting large-scale thalamo-
cortical and cortico-cortical interactions in goal-definition, action
planning, working memory, and selective attention (Engel et al.,
2001; Fries, 2005). Neural synchrony in the millisecond range
is taken to be critical for processing incoming sensory signals,
not only in higher order sensory association areas, but as a result
of synchrony between regions involved in previous experience,
including the procedural knowledge stored in sensorimotor net-
works (Driver and Frith, 2000; Frith et al., 2000). According to
this model, during sensory perception top-down influences carry
predictions about feature constellations that are then matched
with bottom-up sensory input in a manner similar to analysis-by-
synthesis (Stevens and Halle, 1967; Poeppel and Monahan, 2011).
These shared modulatory influences are also thought to compete
for stable resonant states reflecting a best match between inter-
nal states of expectancy and bottom-up sensory features. As such,
degenerate neural mappings between regions may function flexi-
bly in different oscillatory patterns depending on internal states,
perceptual context, and bottom-up sensory cues to achieve the
same perpetual outcomes (i.e., invariant categorization; Engel
et al., 2001).

From a dynamic perspective, active and passive perceptual
tasks may involve different mechanisms within the same sen-
sorimotor network. In passive tasks, bottom-up sensory cues
processed in temporal lobe regions may drive enhanced activity
in motor regions when spectro-temporal cues are ambiguous. In
that case, enhanced activity in motor regions might function to
produce a more stable match between ambiguous sensory cues
and corresponding representations in the motor cortex (Osnes
et al., 2011) or in some cases to aid working memory for more
complex tasks (Sato et al., 2009). However, when attention is
directed to a discrimination task, motor regions closely linked
to expected sensory features may function to monitor internal
states related to attention task goals, with greater activity in motor
or auditory regions when bottom-up sensory cues match with
expected sensory features. In that case, the sensorimotor cortex
could be characterized as one component of an entrained net-
work involved in phonological or articulatory selective attention
prior to and throughout sensory processing (Skipper et al., 2006;
Callan et al., 2010; Hickok et al., 2011). From a dynamacist view-
point, whether higher order auditory regions or sensorimotor
regions are selectively enhanced would depend on which local
region provides the best match between predicted feature con-
stellations and bottom-up input (Engel et al., 2001; Fries, 2005).
Thus, if the sensorimotor cortex plays a specific role in articulatory
selective attention, early sensorimotor activity prior to stimulus
presentation with subsequent response amplification following
sensory input would only be expected for acoustic stimuli closely
associated with articulatory production (i.e., syllables). Further,
speech specific enhancement would be expected to occur only
when bottom-up spectro-temporal cues are sufficient to support
successful discrimination.

Initial evidence consistent with a role for the motor system
in articulatory selective attention was reported in a recent study

(Bowers et al., 2013). In that study, to address the role of the sen-
sorimotor cortex in passive and active contexts, event-related EEG
was used to measure oscillatory activity of the rolandic sensori-
motor μ rhythm prior to, during, and following a speech and
non-speech discrimination task in varying levels of white noise.
A blind source separation approach (BSS) known as independent
component analysis (ICA) was used to isolate the sensorimotor
rhythm from other volume-conducted components of the EEG
signal (Delorme et al., 2012). Although no changes in power
relative to baseline were observed in passive tasks, early left-
hemisphere beta (15–25 Hz) suppression localized to the lateral
central sulcus was observed prior to stimulus onset, with peak
suppression just following auditory stimuli for syllables only. Peak
suppression just following acoustic events for correct trials in high
SNR (+4 dB) conditions was also greater than for the same sylla-
ble discrimination task at a low SNR (–6 dB) in which participants
performed at chance. Due to the time-course of beta activation and
speech selective responses, the findings could not be attributed to
covert rehearsal or simple sensory-decision mechanisms (Bowers
et al., 2013). Early sensorimotor beta suppression prior to stimu-
lus onset was interpreted as an articulatory model functioning to
constrain sensory analysis, with decreases in activity when ini-
tial hypotheses were at odds with bottom-up input. However,
as the analysis was confined to the sensorimotor rhythm and a
measure of power only, it was unclear how bilateral posterior audi-
tory components also submitted by ICA functioned in those tasks.
Given the predictions of current oscillatory frameworks, the sen-
sorimotor and auditory association regions would be expected
to share cortical rhythms at delta–theta, alpha, and beta fre-
quencies varying as a function of task and bottom-up sensory
input.

To address how proposed sensory and sensorimotor rhythms
function in the performance of a speech and non-speech dis-
crimination task, the aims of the current analysis are: (1) to
investigate whether alpha-like posterior temporal lobe clusters
are also associated spectral suppression along shared at beta and
alpha frequencies surrounding and during stimulus events; and
(2) to investigate how cortical rhythms shared between sensori-
motor and temporal lobe clusters vary depending on task and
the quality of bottom-up acoustic input (i.e., correct relative to
chance trials). Within the context of current frameworks, a num-
ber of predictions can be made about how cortical rhythms vary in
time, frequency, and space during passive listening and an antic-
ipatory speech and non-speech discrimination task. First, ICA
is expected to reveal an independent alpha-like generator with
scalp-topographies over the posterior temporal lobes and source
estimates in auditory association areas. Second, consistent with
previous findings, alpha suppression in posterior temporal lobe
regions would be expected prior to, during, following auditory
stimuli in active tasks in which attention is directed to discrimi-
nation. However, if as current oscillatory frameworks posit (e.g.,
analysis by synthesis), sensorimotor regions associated with speech
articulation participate in top-down predictions along beta chan-
nels, auditory regions would be expected to suppress along in the
same oscillatory band during active tasks. Third, if low frequency
phase reset (3–10 Hz) is associated with bottom-up mechanisms
only, it would be expected in auditory regions regardless of the
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task or type of stimulus input, with a decrease when bottom-up
sensory cues are insufficient for discrimination (i.e., chance trials)
relative to trials in which spectro-temporal cues are clear (i.e., cor-
rect trials). However, given the predictions of dynamic oscillatory
frameworks, another possibility is that performance related selec-
tive responses along delta–theta channels compete during sensory
input, reflecting the influence of both top-down and bottom-up
mechanisms. In that case, during active processing, if the sensori-
motor cortex plays a specific role in articulatory selective attention,
it would be expected to increase in active tasks generally with fur-
ther enhancement when bottom-up sensory input matches with
expected sensory features (i.e., correct trials) and to decrease when
such expectations were not fulfilled (i.e., chance trials). Further, a
pattern consistent with efferent motor models would be expected
for speech stimuli but not tone-sweep stimuli.

MATERIALS AND METHODS
PARTICIPANTS
Sixteen right-handed English-speaking adults (15 female and 1
male) with a mean age of 25 (range 20–42) participated in this
study. Participants were recruited from the general population at
the University of Tennessee. Participants reported no diagnosed
history of communicative, cognitive, or attentional disorders.
Degree of handedness was assessed using the Edinburg Hand-
edness inventory (Oldfield, 1971). This study was approved by
the Institutional Review Board of the University of Tennessee
Health Science Center. Prior to the experiment, all participants
were provided with an informed consent document approved by
the Institutional Review Board and all participants gave written
informed consent prior to inclusion.

STIMULI
Speech stimuli consisted of /ba/ and /da/ syllable generated using
AT&T naturally speaking text-to-speech software. The software
generates syllables from text using speech synthesized from a
human male speaker. Half of the stimuli were composed of differ-
ent initial sounds (e.g., /ba/ and /da/) and the other half were the
same (e.g., /ba/ and /ba/). The stimuli were normalized to have the
same root-mean-square (RMS) amplitude and low-pass filtered
with a cutoff at 5 kHz. Each stimulus syllable was 200 ms in dura-
tion with an interstimulus interval of equal length (i.e., 200 ms).
Thus, the total time required to present a stimulus pair was 600 ms.
For the tone discrimination task, sine-wave tone sweeps were gen-
erated using a procedure adapted from a previous neuroimaging
study (Joanisse and Gati, 2003). Tone-sweep stimuli were com-
posed with an 80 ms modulated tone onset and a 120 ms steady
state 1000 Hz sine-wave.

As with the speech stimuli, tone-sweeps were generated, low-
pass filtered with a cut-off at 5 kHz, and normalized to have the
same RMS amplitude as the speech stimuli. Tone pairs differed
only in whether the pitch onset was lower at 750 Hz than the steady
state tone or higher at 1250 Hz. For both speech and tones the
intertrial interval was 3000 ms. White noise for the tone and speech
stimuli was generated and processed using the same procedure as
for the speech sounds, with a low-pass filter cut-off at 5 kHz. All
auditory stimuli were processed using Soundtrack Pro academic
software on an iMac (2 GHz Intel core duo) computer and were

sampled at 44 kHz. Conditions were placed in random order prior
to presentation. All stimuli were presented at an absolute intensity
of ∼70 dB.

Previous investigations have shown better than chance perfor-
mance on a forced choice syllable discrimination task using a +4 dB
SNR and chance performance using a –6 dB SNR (Binder et al.,
2004; Callan et al., 2010). However, pure tones may be detected
with noise intensities as high as 18 dB above pure tone intensity
(i.e., –18 dB SNR; Ernst et al., 2008). To account for differences in
perceived loudness between tone and speech stimuli, preliminary
behavioral data were collected from 10 participants using Stim2
presentation software presented through Etyomotic ER1-14A tube
phone inserts in a sound-treated booth. Syllable and tone stimuli
were embedded in white noise and presented in 20 trials at the
following SNRs –18, –12, –6, +4 dB. Syllable stimuli were iden-
tified above chance in the +4 dB condition only. Accuracy for
tone-sweep conditions were not above chance in -18 dB SNR, with
60% in –12 dB SNR, 78% in the –6 dB condition, and 76% in
+4 dB condition. Paired t-tests revealed no significant difference
(p > 0.05) between the +4 and –6 dB tone-sweep conditions. As
such, the SNRs for the syllables were set at +4 and –6 dB and for
tone-sweeps at +4 and –18 dB.

PROCEDURE
Stimuli were presented using Stim 2 4.3.3 stimulus presentation
software on a PC computer. The experiment was conducted in an
electronically and magnetically shielded, double-walled, sound-
treated booth. Participants were seated in a comfortable reclining
armchair with their heads and necks well supported. Participants
were told that they would be listening to white noise, syllables, and
tones. They were instructed that the onset of one trial would com-
mence when white noise was audible, followed by either syllable
or tone stimuli. Participants were asked to indicate whether the
syllables or tone-sweeps sounded the same or different by pressing
a button using the left thumb only. To further control for the pos-
sibility that preparation for the response might confound motor
activity related to stimulus processing, participants were signaled
to respond via a 100 ms, 1000 Hz sine wave tone 1400 ms after
stimulus onset. To control for stimulus–response bias in the but-
ton press task, the order of the button press was counterbalanced
(Callan et al., 2010).

All conditions were randomized prior to presentation and pre-
sented in two randomized blocks consisting of 40 trials each.
Performance was evaluated as a percentage of correct trials
(%CT) and response time (RT). Participants were asked to lis-
ten under the following conditions: (1) passively listening to noise
(PasN); (2) passively listening to speech syllables in +4 dB noise
(PasSp + 4 dB); (3) passively listening to tone-sweeps in +4 dB
noise (PasTn + 4 dB); (4) active syllable discrimination-in +4 dB
noise (ActSp + 4 dB); (5) active tone-sweep discrimination-in
+4 dB noise (ActTn + 4 dB); (6) active syllable discrimination in
–6 dB noise (ActSp – 6 dB); (7) active tone-sweep discrimination
in –18 dB noise (ActTn – 18 dB).

EEG ACQUISITION
Thirty-two channels were used to acquire EEG data based on
the extended international 10–20 method of electrode placement
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using an unlinked, sintered NeuroScan Quik Cap (Jasper, 1958).
Recording electrodes included FP1, FP2, F7, F3, FZ, F4, F8, FT7,
FC3, FCZ, FC4, FT8, T7, C3, CZ, C4, T8, TP7, CP3, CPZ, CP4,
TP8, P7, P3, PZ, P4, P8, O1, OZ, O2 with two electrodes on the left
(M1) and right mastoids (M2). The reference electrode was placed
on the nasion and the ground electrode was at FPZ. The electro-
oculogram (EOG) was recorded by electrodes placed on the left
superior orbit and the left inferior orbit (VEOG) and on the lat-
eral and medial canthi of the left eye (HEOG) to monitor vertical
and horizontal eye movements, respectively. The impedances of
all electrodes were measured at 30 Hz before, during, and after
testing and were never greater than 5 k�.

EEG data were collected using Compumedics NeuroScan Scan
4.3.3 software and the Synamps 2 system. The raw EEG data was
filtered (0.15–100 Hz), and digitized via a 24-bit analog-to-digital
converter at a sampling rate of 500 Hz. Data was time-locked to the
onset of individual speech perception trials. After data collection,
the recorded EEG signal and EOG data was segmented into single
trials lasting approximately 5000 ms each, spanning from –3000
to +2000 ms with reference to stimulus onset (i.e., zero time).
To examine pre- and post-stimulus activity, the EEG data were
epoched into 5000 ms segments. EEG data were visually inspected
and trials contaminated by gross artifacts greater than 200 μV
were removed. A minimum contribution of 40 epochs for each
participant in each condition was required for inclusion in the
experiment. Due to a contribution of only 20 trials in several
conditions, one participant was omitted from analysis.

ICA PREPROCESSING
To decrease computational requirements for ICA processing, data
were downsampled to 256 Hz. Prior to ICA training, EEG data
were concatenated for each participant across conditions. Subse-
quent ICA training was implemented using the extended runica
algorithm implemented in EEGLABv12. The initial learning rate
was set to 0.001 with a stopping weight of 10–7. Linear decom-
position using the extended Infomax algorithm (Lee et al., 1999)
was conducted for each participant across experimental condi-
tions. The algorithm spheres the data matrix prior to ICA rotation
and computes the variance of IC projection weights on to the
original EEG channel data (Delorme and Makeig, 2004). The
resulting square weight matrix (30 × 30) is thus applied to each
participant, yielding a single set of weights for each experimen-
tal condition expressing independence in the data. The inverse
weight matrix (W−1) can then be projected onto the original EEG
channel configuration, providing a spatial scalp topography for
the components.

Independent components (ICs) were evaluated for each par-
ticipant across experimental conditions using three criteria. First,
an automated algorithm (ADJUST) shown in a previous study to
have good inter-rater reliability with researchers experienced in IC
noise removal, was used to tag non-brain artifact components in
the EEGLAB module (Mognon et al., 2010). Scalp-maps and log
spectra were also visually inspected for indicators of non-brain
artifact including abnormal spectral slope, and scalp-topographic
distributions known to be associated with eye-movement and tem-
poral muscle contraction (Onton and Makeig, 2006). Second, ICs
with 20 trials having outlier values (μV SD set to 10) over the

electrode with maximum power were eliminated (Callan et al.,
2010). Finally, equivalent current dipole (ECD) models for each
component were computed using a standard template boundary
element model (BEM) in the DIPFIT toolbox, freely available
at sccn.ucsd.edu/eeglab/dipfit.html (Oostenveld and Oostendorp,
2002). As individual magnetic resonance (MR) structural models
were not available, 10–20 electrode coordinates assuming a com-
mon head shape were warped to the standard template head model
followed by automated coarse and fine-fitting, yielding dipole
models for each of 480 ICs. The procedure involves hypothesiz-
ing a dipole source that could have generated the scalp potential
distribution for a given IC and then computing the model that
explains the highest percentage of the variance in the scalp map
(Delorme et al., 2012).

sLORETA SOURCE ESTIMATIONS
sLORETA is a functional imaging technique that provides stan-
dardized linear solutions for modeling 3D distributions of the
likely cortical generators of EEG activity (Pascual-Marqui, 2002).
The software uses a 3D spherical head model separated into com-
partments including, the scalp, skull, and brain. sLORETA analysis
operates under the assumption that scalp-recorded signals origi-
nate primarily in the cortical gray matter/hippocampi and that
neighboring neurons are synchronously activated, giving rise to
a signal that is distinct from surrounding noise. The head model
is standardized with respect to the Talairach cortical probabil-
ity brain atlas, digitized at the Montreal Neurological Institute
(MNI) and uses EEG electrode coordinates derived from cross-
registrations between spherical and realistic head geometry (Towle
et al., 1993). The brain compartment includes 6239 voxels (5 mm
resolution). Electrode coordinates were exported to sLORETA
from the EEGLAB module. For each IC, inverse ICA weight pro-
jections onto the original EEG channels were exported to the
sLORETA data processing module for each participant. Cross-
spectra were computed and mapped to the standard Taliarach
brain atlas cross-registered with the MNI coordinates, yielding
sLORETA estimates of current source density (CSD) for each of
480 ICs.

INDEPENDENT COMPONENT CLUSTERING
To identify similar ICs across participants, 480 (30 × 16) compo-
nents were then clustered using measure product methods in the
K-means toolbox implemented in EEGLAB (Delorme and Makeig,
2004). The toolbox uses principle component clustering methods
to reduce data dimensions and yields similar component clusters
across participants. Here, 28 possible component clusters were
considered. The data dimensions were reduced to 10 with the
standard deviation set to 3. As such, ICs more than 3 SDs from
any cluster mean were excluded as an outlying cluster. As both
the auditory alpha and sensorimotor components are thought to
have distinct spectral signatures, scalp-topographies, and source
estimates were precomputed and used in the clustering analysis.
Component power spectra for each subject were calculated by aver-
aging fast Fourier transform (FFT) spectra for each epoch using a
window length of 256 points. Scalp topographies were computed
as 30 channel (x,y) map gradients. ECD models and sLORETA
CSD distributions for each participant were precomputed in the
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manner described in a previous section. Only components with a
single dipole model within the head volume accounting for 80% or
greater of the variance in the IC scalp distribution were included in
component clusters. Pre-identified noise components tagged prior
to the analysis were used to identify clusters accounting for non-
brain sources. Given the initial hypotheses of a posterior temporal
lobe alpha rhythm and well-known spectral signatures for the sen-
sorimotor rhythm (see Bowers et al., 2013), only components with
distinct spectral peaks near 10 Hz for components with a temporal
distribution and those with peaks at ∼10 and ∼20 Hz for those
with a sensorimotor distribution were included in temporal and
sensorimotor clusters, respectively.

To examine stimulus induced changes in the EEG, time–
frequency transforms were precomputed in the EEGLAB module
using the STUDY command structure. A measure of power (event-
related spectral perturbations ERSPs) and a measure of phase
(intertrial coherence ITCs) were used to investigate ICA activa-
tion. ERSPs are changes scaled in normalized decibel units over
a broad spectral range (here 3–40 Hz) and ITCs are a measure
of the strength of phase alignment across trials (Delorme and
Makeig, 2004) and have been used to measure stimulus phase
alignment in previous studies of sentence level speech process-
ing (e.g., Luo and Poeppel, 2007). For ICs, ERSPs are scaled
in RMS decibel units on the same scale as the component and
ITCs are represented via a magnitude scale from 0 (weakest) to 1
(strongest). In this study, time–frequency transforms were com-
puted using a Morlet sinusoidal wavelet set at three cycles at 3 Hz
rising linearly to 20 cycles at 40 Hz. A 1000 ms pre-stimulus base-
line was selected from the silent intertrial interval. This baseline
served as a time period during which a surrogate distribution
was generated. The surrogate data distribution is constructed by
selecting spectral estimates for each trial from randomly selected
latency windows in the specified epoch baseline. In this study, the
baseline data was sampled 200 times, producing a baseline dis-
tribution whose percentiles were taken as significance thresholds
(Makeig et al., 2004). Significant changes in ERSPs or ITC magni-
tude (i.e., increases or decreases from the silent recording interval)
were then tested using a bootstrap resampling method. Significant
differences from baseline (p < 0.05 uncorrected) were consid-
ered in the subsequent within subjects analysis of both ERSPs and
ITCs.

Analysis of condition effects was carried out using the STUDY
command structure in EEGLAB. The single trial current for all
seven experimental conditions for frequencies between 3 and
40 Hz and times from –600 to 1500 ms post-stimulus onset were
entered into a time–frequency analysis. For the two conditions in
which performance was better than chance (ActSp + 4 dB and
ActTn + 4 dB) only trials discriminated correctly were consid-
ered in the ERSP analysis. A mean of 64 trials across conditions
were entered into the ERSP and ITC analysis. Wavelet estimates
across trials for each time and frequency were then converted
to a time–frequency matrix (69 × 105) from 3.4 to 39.9 Hz
to –589 to 1441 ms. To test the significance of condition effects,
non-parametric random permutation statistics adopting a 1 × 7
repeated measures ANOVA design were computed. The random
distribution represents the null hypothesis that no condition dif-
ferences exist. In the current study, 2000 random permutations

were computed and compared to F-values for the mean condi-
tion differences. To control for the inflation of type I error rates
associated with multiple comparisons, a correction for false dis-
covery rate (pFDR) was applied, allowing for a conservative test of
condition effects (Benjamini and Hochberg, 1995).

RESULTS
PERCENTAGE CORRECT TRIALS
Prior to the analysis, trials with RTs greater than three standard
deviations from the mean RT (i.e., trials greater than 1996 ms)
were removed and were not considered in any subsequent analy-
sis. Performance on the active perceptual identification tasks (i.e.,
tasks in which a response was required) was assessed as a per-
centage of correct trials. However, as it has been demonstrated
that premotor and sensorimotor regions are sensitive to response
bias in a speech discrimination task as opposed to perceptual
sensitivity (Venezia et al., 2012), d’-values are also reported. For
the active conditions, a repeated measures analysis of variance
(ANOVA) with the factor condition (1 × 4) revealed a significant
main effect [F(3,45) = 131.65, p = 0.00]. A series of paired compar-
isons with a Bonferroni correction for the number of comparisons
was employed to determine condition differences. A comparison
between ActSp + 4 dB and ActSp – 6 dB [F(1,15) = 207, p = 0.000,
η2 = 0.96] and between ActTn + 4 dB and ActTN – 18 dB
[F(1,15) = 113, p = 0.00, η2 = 0.88] indicated greater %CT in
the two high SNR conditions. A significant difference was found
for a comparison between %CT in the ActSp + 4 dB condition and
the ActTn + 4 dB condition [(F(1,15) = 39, p = 0.00, η2 = 0.72,
� = 1]. No significant difference was found for a comparison of
the Actsp – 6 dB and Actn – 18 dB conditions [F(1,15) = 1.79,
p = 0.20]. The ActSp – 6 dB and ActTn – 18 dB were also not
significantly different from chance (t = 0.98, p = 0.20). Thus,
performance in the ActSp + 4 dB condition [96% (SE = 0.01);
d’ = 3.25 (SE = 0.14)], was higher than performance in the
ActTn + 4 dB condition [83% (SE = 0.02); d’ = 1.61 (SE = 0.22)].
The means for the ActSp – 6 dB and ActTn – 18 dB were not
significantly greater than chance at [52% (SE = 0.01); d’ = 0.13
(SE = 0.11)] and [51% (SE = 0.01); d’ = 0.07 (SE = 0.11)],
respectively. Thus, as expected, only the speech and tone-sweep
conditions with a relatively high SNR were associated with better
than chance performance.

RESPONSE TIME
RTs for each subject in the four active conditions were entered
into a repeated measures ANOVA with the factor condition
(1 × 4). The analysis revealed a significant main effect for con-
dition [F(3,45) = 3.71, p = 0.010, η2 = 0.19, � = 0.77]. Planned
comparisons with Bonferroni adjustments revealed no significant
difference between the Actsp + 4 dB and ActTn + 4 dB con-
ditions [F(1,15) = 0.00 p = 0.96] or between the ActSp − 6 dB
and ActTn − 18 dB [F(1,15) = 0.24 p = 0.62]. A comparison of
correct trials in the ActSp + 4 dB and ActTn + 4 dB compared
to chance trials in the ActSp − 6 dB and ActTn − 18 dB condi-
tions, respectively, revealed a significant difference [F(1,15) = 7.23,
p = 0.016, η2 = 0.32, � = 0.71], indicating that correct trials were
associated with a lower mean RT than chance trials. The mean
RT for the two conditions in which performance (ActSp + 4 dB
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and ActTn + 4 dB) was above chance were 642 ms (SE = 58) and
641 ms (SE = 47), respectively. The mean RT for the two condi-
tions in which performance was at chance levels was 767 (SE = 68)
and 743 ms (SE = 55), respectively. Taken together, the analysis
of behavioral responses revealed an inverse relationship between
perceptual performance in the active conditions and button
press RT.

INDEPENDENT COMPONENT CLUSTERING
Independent component clustering revealed eight distinct com-
ponent clusters with neural as opposed to non-brain (i.e., artifact)
sources. Six component clusters accounted for eye-blinks, verti-
cal eye-movements, horizontal eye-movements, temporal muscle
noise, and non-specific noise (electromagnetic noise). Compo-
nent clusters with similar scalp-topographies, spectra, ECD, and
sLORETA CSD locations were found for a left hemisphere frontal,
frontal midline cluster, central midline cluster, left and right sen-
sorimotor clusters, and left and right posterior temporal clusters.
A less consistent (10 ICs) left-hemisphere parietal cluster was also
identified. However, as the focus of the current investigation is
on the sensorimotor and posterior temporal clusters, only these
clusters are discussed further.

For the posterior temporal clusters, thirteen participants sub-
mitted ICs with topographic distributions over the left temporal
lobes and thirteen participants submitted ICs with right hemi-
sphere temporal distributions. Mean scalp-topographies were
centered over the left posterior temporal lobe (Figure 1A) with
a similar topography over the right hemisphere (Figure 2A). For
both clusters, log spectra collapsed across cluster ICs revealed
distinct spectral peaks at ∼10 Hz (Figures 1B and 2B) and
ECD locations within the left and right posterior temporal lobes
with an average dipole location at Taliarach coordinates [(x,y,z)
−58,−36,8] in the left hemisphere and [(x,y,z) 61,−34,5] in the
right hemisphere (Figures 1C and 2C). The residual variance
not explained by the single dipole model was 8.33% for the left
hemisphere and 9.97% in the right hemisphere, indicating that a
single dipole model accounted for ∼90% of the variance in the
scalp distribution. To evaluate the statistical significance of clus-
ter source estimates, statistical comparisons relative to zero (i.e.,
no activation) were computed for all sensorimotor and posterior
temporal scalp topographies in the sLORETA statistical module
(Grin-Yatsenko et al., 2010). A paired t-test was carried out for fre-
quencies between 0.5 and 40 Hz (159 frames) with the smoothing
parameter set to 1 (single common variance for all variables), using

FIGURE 1 | Cluster results for the left-hemisphere α component.

(A) Mean scalp potential distribution (W−1) scaled to RMS microvolts
and individual scalp distributions for each participant. (B) Mean spectra
of the component across cluster ICs. (C) Average equivalent current

dipole location, and (D) maximum current source density voxels
(t -values) with greater values in darker colors and smaller values in
lighter colors (NIH Micro template; at p < 0.01 corrected for multiple
comparisons).
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FIGURE 2 | Cluster results for the right-hemisphere α component.

(A) Mean scalp potential distribution (W−1) scaled to RMS microvolts
and individual scalp distributions for each participant; (B) mean spectra
of spectra of the component across cluster ICs. (C) Average equivalent

current dipole location, and (D) maximum current source density voxels
(t-values) with greater values in darker colors and smaller values in
lighter colors (NIH Micro template; at p < 0.01 corrected for multiple
comparisons).

5000 random permutations yielding corrected t-value threshold
for all 6235 voxels in the sLORETA solution space. For temporal
lobe clusters, a paired test revealed significant voxels at p < 0.01 in a
region extending from the middle temporal gyrus to the parietal-
temporal boundary with maximum CSD estimates at Taliarach
[t = 1.57(x,y,z) −64,−45,18] in the left hemisphere and Taliarach
[t = 2.07 (x,y,z)−55,−41,16] in the right (Figures 1D and 2D).

The characteristics of sensorimotor clusters are discussed in
Bowers et al. (2013) and are consistent with well-known spectral
and spatial features of the sensorimotor μ rhythm (Hari, 2006).
The only difference between this analysis and that for the previous
study is the head model used. The current study used a more real-
istic BEM whereas the previous study used a less realistic spherical
model. Use of the BEM model resulted in a slightly more anterior
mean dipole location in the left and right hemispheres at Tal-
iarach coordinates [(x,y,z) −50,−11,33 ] for the left and [(x,y,z)
45,−16,43] for the right. The distributed solution (sLORETA)
showed that the highest CSD estimates were distributed over the
central sulcus in both the left Taliarach [(x,y,z −45,−18,42)] and
right hemispheres Taliarach [(x,y,z) 40,−16,61].

TEMPORAL LOBE CLUSTERS (α): ERSPs AND ITCs
Mean ERSP (Figure 3) ITC values (Figure 5) across subjects and
conditions are shown in a time–frequency map with corrected sig-
nificance values for condition in a separate map. Non-significant
values are depicted in green and significant values are depicted
in color from orange for weaker values to red for stronger values
(pFDR < 0.10 to pFDR < 0.001). A repeated measures ANOVA
design with the factor condition (1 × 7) revealed no significant
differences for the number of trials submitted between conditions
(F = 0.92, p = 0.48). The initial permutation analysis (1 × 7)
revealed significant ERSPs in the 8–30 Hz range (alpha/beta) in the
left α cluster and in the same range for the right hemisphere cluster
corrected across the entire time–frequency matrix (pFDR < 0.05;
35 × 105; see Figure 3). Significant time–frequency values were
found in the time-periods prior to, during, and after stimulus
onset with peak event-related decreases in spectral power (i.e.,
ERD) in the time period after stimulus offset. The same statistical
procedure (1 × 7; 32 × 105) was applied to the ITC dependent
measure and showed significant ITCs commensurate with stimu-
lus onset, with the strongest values extending to 800 ms following
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FIGURE 3 | Mean left and right hemisphere α time–frequency ERSPs

(event-related spectral perturbations). ERSPs in root-mean-square decibel
units as a function of condition (1 × 7) in the left (A) and right hemispheres
(B). FDR corrected p-values indicating significant effects in the beta

(13–30Hz) and alpha ranges (8–13Hz) in the left (A) and right hemispheres (B).
Non-significant values are colored green, with significant values shown in
orange and red. Event-related decreases in spectral power are indicated in
blue (2.5) and increases are indicated in red (2.5).

stimulus onset in both left and right hemisphere component
clusters.

To determine the sources of condition effects, first paired t-
tests were used to compare each condition to the passive noise
baseline (PasN). To test the initial hypotheses regarding ERSPs,
the time periods before, during, and after stimulus onset were
of interest and thus all subsequent analyses were restricted to the
equal 600 ms time intervals prior to, during, and following stimu-
lus onset (i.e., –600 to 1200 ms) prior to the cued response. First,
for the ERSP dependent, paired comparisons to PasN revealed
that only active conditions were associated with significant alpha
suppression relative to PasN (pFDR < 0.05; 35 × 92). Planned
comparisons designed to investigate task performance related
effects showed no significant differences between correct trials in
the ActSp + 4 dB condition and chance trials in the ActSp − 6 dB
condition (pFDR > 0.05; 35 × 92) in either the left or right
hemisphere cluster. The same comparison for ActTn + 4 dB and
ActTn − 18 dB showed no significant difference in either hemi-
sphere. As such, suppression in the alpha and beta frequencies
was generally associated with active tasks demands but not with
behavioral performance.

Second, for analysis of the ITC dependent all conditions were
first compared with the PasN baseline in the left and right hemi-
spheres in the time period from stimulus onset to 800 ms following
stimulus onset in the 3–9 Hz range. Paired comparisons showed
that passive conditions in both hemispheres were associated with
phase reset relative to PasN (pFDR < 0.05; 28 × 41). A compar-
ison of active conditions to baseline revealed at significant effect
for the ActSp + 4 dB and ActTn + 4 dB conditions. A compar-
ison of correct trials in the ActSp + 4 dB condition with chance
trials in the ActSp − 6 dB condition showed a brief significant
difference from 400 to 600 ms following stimulus onset in the
left hemisphere. The same comparison in the right hemisphere
showed no significant difference for speech trials or for correct tri-
als in the ActTn + 4 dB condition compared to the ActTn − 18 dB
condition.

Given that both active correct and passive conditions were asso-
ciated with higher ITC magnitude relative to the passive noise
baseline (PasN), it was unclear whether phase reset in the active
conditions was due to active task performance or the quality of
bottom-up acoustic information. In other words, as both stimu-
lus types were presented at the same SNR, to determine whether
active task demands or bottom-up acoustic information accounted
for increases in ITC magnitude, the active and passive conditions
were compared. No significant differences at pFDR > 0.05 were
observed, suggesting that active task performance was not asso-
ciated with increases in ITC magnitude in the left temporal lobe
cluster.

SENSORIMOTOR CLUSTERS (μ): ERSPs AND ITCs
Mean ERSP values for correct and chance trials for the left hemi-
sphere clusters are shown in Figure 4. Mean ITC values across
conditions are shown in a time–frequency map with FDR cor-
rected significance values for significant condition effects in a
separate map (Figure 5). ERSPs in the sensorimotor clusters as
reported in Bowers et al. (2013) were associated with significant
suppression in the traditional beta range prior to, during and
following stimulus onset. The only performance related effect
was just following stimulus offset in the left hemisphere cluster
for the active syllable discrimination task only (shaded region in
Figure 4). For the analysis of sensorimotor ITCs, the initial per-
mutation analysis adopting a repeated measures ANOVA design
(1 × 7) revealed significant ITCs (pFDR < 0.05; 32 × 105) in the
3–9 Hz range. Paired comparisons to PasN revealed significant dif-
ferences in both hemispheres in the ActSp + 4 dB, ActSp − 6 dB,
and ActTn + 4 dB conditions only (pFDR < 0.05; 28 × 41). No
significant differences in either hemisphere were associated with
passive conditions. As such, unlike the temporal lobe clusters,
the sensorimotor clusters were associated with increases in ITC
magnitude related to active task performance only. However, it is
worth noting that passive conditions were associated with indi-
vidual variability relative to the silent recording interval (p < 0.05
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FIGURE 4 | Mean left hemisphere μ and α time-frequency ERSPs

(event-related spectral perturbations) for correct and chance trials.

(A) sLORETA images showing significant values in the sensorimotor and
the temporal lobe regions, (B) ERSPs showing significant alpha and beta

suppression in the active conditions for correct and chance trials. As
reported in Bowers et al. (2013), the only performance related difference is
in the time period following stimulus offset over the sensorimotor cortex
(shaded region).

FIGURE 5 | Mean left and right hemisphere sensorimotor (μ) and

temporal (α) ITCs. (A) Mean ITCs for the left and right sensorimotor
component clusters as a function of condition with p-values corrected for
false discovery rate in a separate map (non-significant values indicated in

green). (B) Mean ITCs for the left and right posterior temporal
component clusters as a function of condition with p-values corrected for
false discovery rate in a separate map (non-significant values indicated in
green).
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uncorrected), suggesting that some participants presented with
phase reset in passive conditions but the overall results did not
survive the conservative correction for false discovery. For the left
hemisphere cluster, performance related tests showed that correct
trials in the ActSp + 4 dB conditions were significantly differ-
ent from chance trials in the ActSp − 6 dB condition in the time
period from 200 to 400 ms following stimulus onset ∼200 ms prior
to the difference observed in the temporal lobe cluster (Figures 6
and 7). A comparison of correct ActTn + 4 dB trials with chance
ActTn − 18 dB showed significant differences throughout stimulus
presentation in both the left and right hemispheres.

DISCUSSION
The current analysis of event-related EEG in speech and non-
speech discrimination investigated how hypothesized oscillatory

mechanisms over the posterior temporal lobes function in time
relative to those recorded over the sensorimotor cortex in a
speech and non-speech discrimination task. The first aim was
to demonstrate that alpha-like component clusters over the pos-
terior temporal lobes are associated spectral suppression along
shared at beta and alpha frequencies surrounding and during
stimulus events. The second aim of the analysis was to investi-
gate how oscillatory rhythms shared between sensorimotor and
temporal lobe clusters vary depending on task and the qual-
ity of bottom-up acoustic input (i.e., correct relative to chance
trials).

First, in accordance with our initial hypotheses, an IC cluster
was found with a topography over the posterior temporal lobe
characterized by mean peak spectra at ∼10 Hz and source esti-
mates ranging from the posterior superior temporal sulcus to

FIGURE 6 | Mean ITCS for correct and chance trials as a function of

stimulus type and performance level for left and right sensorimotor

and temporal clusters in the syllable discrimination condition.

(A) Mean ITC values for left and right clusters in the syllable
discrimination condition with significant differences between correct and

chance trials depicted in a separate map (non-significant values in
green). (B) Mean ITC values for left and right hemisphere clusters in the
tone-sweep discrimination condition with significant differences between
correct and chance trials depicted in a separate map (non-significant
values in green).
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FIGURE 7 | Line chart depicting earlier peak responses in the left-

sensorimotor clusters relative to temporal lobe clusters for correct

syllable discrimination trials. Sensiromotor cluster shown in red with the
temporal cluster shown in blue. Significance for the contrast correct >

chance are marked in the red column for the sensorimotor cluster and blue
for the temporal lobe cluster.

the parietotemporal boundary. sLORETA analysis showed that
the greatest area of overlap between the posterior temporal scalp
maps was in the posterior superior temporal gyrus (pSTG) near
the parietal–temporal boundary. Second, alpha suppression was
not different from baseline during passive tasks, yet active tasks
were associated with alpha and beta suppression from the time
period prior to stimulus onset to the time following stimulus
offset. Third, activity in neither band was significantly related
to correct relative to chance identification trials, suggesting a
more general role in auditory attention not specifically related
to perceptual performance. In accordance with initial hypothe-
ses, the posterior temporal cluster was associated with phase
reset predominantly in the delta–theta band reaching up into
the low alpha band (here 3–9 Hz) that was also significantly
related to perceptual performance for both control tone-sweep
and syllable stimuli. Left lateralized performance related effects
were found for syllables with a temporal integration window
of ∼200 ms, while a left and right-hemisphere network was
related to tone-sweep discrimination performance in the same
time window. These findings are consistent with a class of oscilla-
tory models that may be referred to collectively as “entrainment”
theories predicting low frequency phase reset across the senso-
rimotor network thought be critical for parsing speech units
(Schroeder and Lakatos, 2009; Giraud and Poeppel, 2012; Ghitza,
2013).

Critically, during active conditions power suppression in the
beta range and phase reset in the in the delta–theta range
occurred in sensorimotor components consistent with that in the
posterior temporal lobe clusters, implicating entrained oscilla-
tory mechanisms supporting task-related performance. Passive
processing in the sensorimotor clusters was not found to be
different from the PasN baseline, suggesting that robust phase
reset in motor regions, unlike that in sensory regions, was
not required during passive listening. However, during active
processing, significant differences between active correct and

chance trials were found earlier in the left sensorimotor cluster
compared to those over the left posterior temporal lobe. As pro-
posed by neurophysiological accounts of active processing (e.g.,
active sensing; analysis-by-synthesis; internal models), early effer-
ent copies during active attention to syllable categorization may
function to modulate processing focused on sensory events, result-
ing in increases in ITC magnitude consistent with the syllable
unit in sensorimotor regions. Consistent with recent propos-
als (e.g., Arnal and Giraud, 2012), these findings suggest that
shared mechanisms evident in locally synchronized rhythms con-
tribute bidirectional information along oscillatory channels both
from the top-down at higher frequencies and from the bottom-
up at lower frequencies to mediate perceptual performance. In
the discussion following, findings will first be framed within a
synthesis of the literature regarding the accumulating evidence
for an auditory cortical alpha rhythm and neuroimaging evi-
dence for posterior temporal lobe activation in similar tasks.
Second, dynamic time–frequency measures (i.e., ITCs and ERSPs)
will be discussed relative to the functional role of sensorimotor
integration in speech discrimination tasks. An overall interpre-
tation of the findings will be discussed from a dynamic systems
perspective.

POSTERIOR TEMPORAL ALPHA RHYTHMS
Despite the wide acceptance of well-established somatosensory
and visual alpha rhythms, the presence of an independent audi-
tory alpha rhythm has been met with skepticism (Weisz et al.,
2011). However, an accumulating body of evidence implicates
such a rhythm in auditory processing. The current finding of an
IC cluster with an alpha-like signature over the posterior tempo-
ral lobes is consistent with an independent alpha rhythm in the
auditory association areas and contributes to evidence support-
ing its role in speech processing. Two other studies using ICA
of event-related EEG have detected an independent physiological
process localized to the posterior temporal lobes related to audi-
tory event-related potentials (Marco-Pallarés et al., 2005) and for
a single subject showing alpha/beta suppression in audio-visual
speech processing (Callan et al., 2001). Further, the existence of
an independent auditory alpha rhythm with source estimates in
the posterior temporal lobes is also broadly consistent with pre-
vious neuroimaging findings employing speech and non-speech
discrimination tasks. Binder et al. (2004) found voxels in 13 of
18 subjects correlated with syllable identification accuracy were
located in the left pSTG and right STS. The sources estimates
reported here are also consistent with ECoG recordings over the
pSTG (Chang et al., 2010) and are consistent with alpha sup-
pression in the same region (Crone et al., 2001). A study using
tone-sweeps characterized by a rapid transition similar to those
used in the current study, also reported left lateralized effects in
auditory association areas for both speech and non-speech signals
containing a rapid temporal cue, further suggesting that auditory
object identification generally relies on overlapping left and right
hemisphere mechanisms for processing rapid acoustic transitions
(Joanisse and Gati, 2003). Consistent with the asymmetric sam-
pling in time hypothesis (AST), left and right hemisphere networks
appear to share acoustic information at overlapping sampling
rates, with a preference in left-hemisphere regions for integrating
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rapidly transitioning cues (Poeppel, 2003). Future analyses using
the current methodology might focus on how information at rapid
(e.g., low gamma) and slow (delta–theta) rhythms are integrated
in temporal lobe components.

SENSORIMOTOR INTEGRATION
The relative role of motor and auditory subsystems in resolving the
inherent variability of the speech signal is controversial (Gallese
et al., 2011). The current findings contribute to this debate by
providing high-temporal resolution measures prior to, during,
and following sensory events along oscillatory channels proposed
to play an important functional role in perception and sensori-
motor integration (Callan et al., 2010; Arnal and Giraud, 2012;
Giraud and Poeppel, 2012; Obleser et al., 2012). First, the current
findings support the conclusion that motor and higher order sen-
sory subsystems function in different rhythmic modes for active
relative to passive tasks. For measures of power, passive tasks
were not significantly different from the PasN baseline in either
sensorimotor or temporal clusters, while active tasks were associ-
ated with suppression at alpha and beta frequencies. Bottom-up
phase responsive mechanisms in higher-order auditory regions
were driven by stimulus input, were phase responsive to acoustic
stimulation generally, and were reduced to baseline levels when
acoustic cues were severely degraded. Phase reset in sensorimo-
tor regions was not robustly active during passive listening, was
responsive to the task regardless of acoustic degradation level,
and was differentially enhanced for speech relative to non-speech
stimuli when sensory input supported task goals (i.e., correct tri-
als). These findings suggest that active top-down mechanisms
reflecting release from inhibition were recruited primarily due to
active attention to task demands and were selective to expected
input, whereas bottom-up sensory mechanisms were active dur-
ing acoustic stimulation regardless of task or the auditory stimulus
employed.

One caveat to the preceding conclusions is that it remains pos-
sible that greater degradation or ambiguity of acoustic cues might
activate automatic phase reset in sensorimotor regions in a pas-
sive task (Osnes et al., 2011). A recent TMS study demonstrated
automatic motor influences on auditory processing in during the
presentation of acoustic cues in which speech stimuli were manip-
ulated along an F1–F2 continuum (Möttönen et al., 2013). In
both the Osnes et al. (2011) and Möttönen et al. (2013) studies,
the ambiguity of acoustic cues for stimulus perception appears
to have induced automatic activity in motor regions, a process
that might be characterized as a feedforward mechanism connect-
ing early sensory hypotheses with articulatory representations in
motor regions to aid in resolving perceptual ambiguity. This mech-
anism may be contrasted with the role of the motor system when
participants anticipate expected features of the auditory stimulus
in the service of task goals, which are thought to be propagated
backward in the cortical hierarchy via articulatory models (Callan
et al., 2010; Hickok et al., 2011; Arnal and Giraud, 2012). Thus,
taken in the context of evidence from a range of active and pas-
sive tasks, the current results implicate more than one function
for sensory and motor subsystems in speech discrimination vary-
ing with attention to auditory stimuli and the quality of acoustic
information conveyed by the stimulus.

Second, the current analysis suggests that, during tasks requir-
ing active discrimination, left hemisphere sensorimotor systems
have an earlier performance related effect on delta–theta phase
reset relative to left-hemisphere temporal lobe clusters. Although
non-speech rapid-auditory processing activated the same left-
hemisphere sensorimotor network, no performance related time
differential between sensorimotor and temporal activity was
observed. This finding is consistent with explanations proposed
by a number of research groups to account for how sensorimotor
experience (i.e., procedural knowledge) with speech production
could have a modulatory influence on speech discrimination.
According to these proposals, early articulatory models prior to
acoustic onset provide general predictions about the most likely
upcoming spectro-temporal features. Early beta suppression prior
to sensory input can be explained as an early internal model
related to active attention to task demands. During sensory input,
bottom-up information induced by stimulus onset and shared
along delta–theta channels is modulated so that earlier activity
consistent with a speech specific internal model occurs in sensori-
motor regions with later activity in temporal lobe regions critical
for categorization. This explanation is consistent with another
recent study employing a duplex perception paradigm. In that
study, ICA of both hemodynamic and EEG signals demonstrated
early activity in the left lateralized somatomotor regions 250 ms
prior to those the in the pSTG during active phonological pro-
cessing (Liebenthal et al., 2013). However, in the current study,
given that performance related effects were driven by the qual-
ity of bottom-up input and differences in phase reset occurred
only during active tasks in sensorimotor clusters, somatomotor
processing represents an adaptation to task requirements in the
active condition. Consistent with lesion evidence suggesting that
the motor system plays a secondary role in speech processing, these
findings support a model weighted toward bottom-up sensory
analysis with top-down modulatory influence from sensorimo-
tor regions (Hickok et al., 2011; Schwartz et al., 2012; Bowers et al.,
2013; Möttönen et al., 2013) similar to recent revivals of the theory
of analysis-by-synthesis (Poeppel and Monahan, 2011).

DYNAMIC OSCILLATORY MODELS
A wide range of explanations have been proposed to account for
the activation of sensorimotor networks in the context of active
and passive listening, including a role in attention/working mem-
ory (LoCasto et al., 2004; Szenkovits et al., 2012), covert rehearsal
(Hickok and Poeppel, 2007; Hickok et al., 2011), a role in stimu-
lus expectancy (Osnes et al., 2012), the resolution of ambiguous
acoustic cues (Callan et al., 2010; Osnes et al., 2011), and articula-
tory selective attention implemented via efferent internal models
associated with speech production (Callan et al., 2010; Hickok
et al., 2011). An explanation compatible with multiple roles for
sensorimotor networks in different contexts can be derived from
dynamic theories of cognition (Engel et al., 2001; Engel and
Fries, 2010). According to dynamic oscillatory theories, degen-
erate mappings between local neuronal populations may function
flexibly in different global oscillatory patterns to achieve the same
perceptual outcomes (Engel et al., 2001). In general, dynamic the-
ories predict that internally generated states of anticipation or
expectancy result in large-scale coherence across regions known
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as dynamic resonance. At the same time, local cell populations
with specified receptive fields compete for stable resonant states
reflecting a best match between bottom-up sensory input and
internally generated predictions about upcoming sensory feature
constellations.

A dynamic explanation suggests two distinct processing strate-
gies may emerge for passive and active listening tasks. During
passive listening, oscillatory dynamics appear to exist in a self-
organized, coordinative state reflected primarily in low frequency
oscillations in the sensorimotor network thought to be critical
for categorical perception (Schroeder and Lakatos, 2009; Giraud
and Poeppel, 2012). As would be expected for a passive task in
which acoustic cues are clear, significant delta–theta enhancement
was apparent only in higher order auditory cortices known to
be involved in the categorization of bottom-up input. Given the
behavioral results in the current study, it is unlikely that partici-
pants had difficulty discriminating between syllables in the passive
condition, yet during the active condition a different processing
strategy consistent with internal models emerged. In other words,
an internally generated state related to attention to task demands
induced a different pattern of oscillatory activity for what is most
likely the same perceptual outcome. During goal-directed discrim-
ination, oscillatory channels linked to auditory association areas
via previous sensorimotor experience are simultaneously disin-
hibited prior to sensory input, with peak activity occurring in
the sensorimotor cortex when bottom-up cues are sufficient to
specify speech units for discrimination. A decrease in the left sen-
sorimotor cortex occurs when bottom-up cues are not sufficient
to support task goals, reflecting a mismatch between somatomotor
predictions and spectro-temporal processing. As such, oscillatory
activity in the left sensorimotor cortex may be characterized as
speech selective component of goal-directed selective attention
within the auditory dorsal auditory stream (Skipper et al., 2006;
Callan et al., 2010; Hickok et al., 2011).

Although the current study suggests a role for sensorimotor
representations during the performance of a syllable discrimi-
nation task, it remains unclear how sensorimotor predictions
might function in real-world contexts. One possibility is that goal-
directed attention to various features of the communicative signal
might stabilize patterns of neural activity that would otherwise
be unstable via shared mechanisms in global networks (Kelso,
2012). This notion might tentatively suggest that top-down influ-
ences in sensorimotor networks aid in generating stable percepts
by modulating oscillatory phase dynamics at time-constants con-
sistent with the syllable unit (Ghitza, 2013) with greater weight
on auditory association or motor regions depending upon con-
text (Skipper et al., 2006). This conjecture is defensible as recent
evidence supports the conclusion that segmental properties of
speech predict word recognition, suggesting that each segment is
involved in computing the next segment (Gagnepain et al., 2012).
However, it is an open question whether or not motor systems
involved in a speech discrimination task also play a functional
role in, for example, a conversation in a crowded room. It is
likely that the same mechanism would be in selective competi-
tion with other entrained top-down mechanisms (e.g., the ventral
stream) involved in linguistic and gestural analysis (Skipper et al.,
2006, 2009). In more naturalistic contexts, speech units occur at

predictable temporal intervals and are accompanied by a host of
linguistic features and gestures known to influence perception and
comprehension (Skipper et al., 2009; Morillon et al., 2010; Arnal
and Giraud, 2012). As such, a better understanding of how the
motor system functions in speech processing in relation to the
ventral and dorsal streams might be achieved by manipulating
predictive mechanisms in more naturalistic contexts.

LIMITATIONS AND CONCLUSIONS
An important limitation of the spatial estimates in the current
study is the inability to determine the responses of subregions
within the temporal lobe or sensorimotor distribution due to
the inherent low resolution of sLORETA estimates. The left-
hemisphere region implicated in the current study suggests greater
CSD estimates in a heteromodal region known to be involved
in mediating sensorimotor transformations during speech pro-
duction (Hickok and Poeppel, 2007), suggesting that the current
distribution may have been pulled toward this region due to the
activation of sensorimotor integration processes. Although pre-
liminary evidence would suggest that conventional random effects
analysis of hemodynamic measures is associated with dipole mod-
els of IC scalp topographies, few studies have investigated such
a relationship (Debener et al., 2005). Given the reported inverse
relationship between BOLD measures and alpha/beta suppression
(Yuan et al., 2010), conceivably the signal processing approach
used in this study may be used with simultaneous high-density
EEG, individual participant MR head models, and more spatially
precise hemodynamic methods to investigate subregions within
the sensorimotor networks and how they are related to alpha and
beta suppression.

A second limitation is that while sensorimotor and temporal
lobe clusters were associated with activity along shared oscilla-
tory channels and condition differences implicate competition
in the sensorimotor network, high spatial, and time–frequency
resolution dynamic causal models (DCM) would be required to
explicitly test how sensorimotor networks directionally vary their
connection weights (Chen et al., 2008). Potentially, connectivity
models using regions of interest indicated by source models of
ICA topographies could be used to test the hypothesis that corti-
cal patches vary their connection weights in time along relevant
frequency channels (Chen et al., 2012). A third limitation is that,
for the sake of simplicity, the role of gamma rhythms was not
explored here. A specific role has been proposed for gamma oscil-
lations in propagating feedforward error when bottom-up features
are at odds with predictive internal models, suggesting that they
may play an important functional role via interaction with alpha,
beta, and delta–theta oscillations (Arnal and Giraud, 2012). Future
studies should also explore the role of low gamma rhythms in
perceptual tasks along with lower frequency components of the
signal.

To our knowledge, the current study is the first to impli-
cate simultaneously measured phase reset and power suppression
of sensory and sensorimotor rhythms in a discrimination task
commonly employed in neuroimaging experiments. The study
suggests that sensorimotor and auditory rhythms are shared when
participants are engaged in goal-directed listening and are distinct
from those involved in passive listening. The study provides further
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evidence for a speech selective role of the left sensorimotor cortex
along beta and delta–theta channels consistent with a role in artic-
ulatory selective attention (Callan et al., 2010; Hickok et al., 2011).
The study provides initial support for the predictions of recent
oscillatory frameworks in which beta and delta–theta channels are
proposed to play a role in perception depending on context (Arnal
and Giraud, 2012). Further, consistent with dynamic oscillatory
accounts, this study suggests that while auditory and sensorimo-
tor regions share processing along the same oscillatory channels,
selective enhancement in the two respective regions is dependent
on the task and quality of sensory input, implicating competition
between locally synchronized regions along the same oscillatory
channels. We suggest that the importance of using EEG to pro-
vide evidence for these mechanisms is that the recording method
has potential for use in speech and hearing clinics where other
neuroimaging methods are often unavailable. As a number of com-
munication disorders are also associated with spectro-temporal
processing deficits, an understanding of how dynamic oscillatory
systems compensate for changing informational demands on a
millisecond timescale may be critical to an understanding of how
perceptual processes succeed or fail in individuals with speech,
hearing, and language deficits.
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Behavioral and neuroimaging studies have demonstrated that brain regions involved with
speech production also support speech perception, especially under degraded conditions.
The premotor cortex (PMC) has been shown to be active during both observation and
execution of action (“Mirror System” properties), and may facilitate speech perception
by mapping unimodal and multimodal sensory features onto articulatory speech gestures.
For this functional magnetic resonance imaging (fMRI) study, participants identified vowels
produced by a speaker in audio-visual (saw the speaker’s articulating face and heard her
voice), visual only (only saw the speaker’s articulating face), and audio only (only heard the
speaker’s voice) conditions with varying audio signal-to-noise ratios in order to determine
the regions of the PMC involved with multisensory and modality specific processing of
visual speech gestures. The task was designed so that identification could be made with a
high level of accuracy from visual only stimuli to control for task difficulty and differences in
intelligibility. The results of the functional magnetic resonance imaging (fMRI) analysis for
visual only and audio-visual conditions showed overlapping activity in inferior frontal gyrus
and PMC. The left ventral inferior premotor cortex (PMvi) showed properties of multimodal
(audio-visual) enhancement with a degraded auditory signal. The left inferior parietal lobule
and right cerebellum also showed these properties. The left ventral superior and dorsal
premotor cortex (PMvs/PMd) did not show this multisensory enhancement effect, but
there was greater activity for the visual only over audio-visual conditions in these areas.
The results suggest that the inferior regions of the ventral premotor cortex are involved
with integrating multisensory information, whereas, more superior and dorsal regions of
the PMC are involved with mapping unimodal (in this case visual) sensory features of the
speech signal with articulatory speech gestures.

Keywords: audio-visual, premotor, multisensory, mirror system, fMRI, internal model

INTRODUCTION
Visual observation of gestural information available from a
speaker’s face improves speech perception, especially under noisy
conditions (Sumby and Pollack, 1954; Grant and Braida, 1991;
Callan et al., 2001, 2003). Speech gesture information, which con-
sists of the biological motion of the various articulators (jaw, lips,
tongue, larynx) that specify vocal tract shape, facilitates speech
perception because of the direct relationship between vocal tract
shape, speech acoustics, and the dynamic deformation of the skin
of the face. Brain imaging studies suggest that the brain regions
involved in the integration of multisensory information pro-
cess gestural speech information to facilitate speech perception
(Callan et al., 2003, 2004a,b; Skipper et al., 2007a,b). One means
by which speech intelligibility may be enhanced by the addition
of visual information is via brain regions that are involved in
the multisensory integration process. Integration of temporally
concordant information from multiple sensory channels (e.g.,
auditory and visual modalities) within specific brain regions,

such as the superior temporal gyrus/sulcus (STG/S) in the case
of audio-visual speech (Calvert et al., 2000; Callan et al., 2001,
2003; Sekiyama et al., 2003), results in enhanced neural activity
that is greater than the combined activity in response to unimodal
speech stimuli presented alone.

Another property of multisensory integration is the principle
of inverse effectiveness, which asserts that multisensory enhance-
ment is greatest under conditions in which unimodal stimuli elicit
weak neural responses (e.g., due to subthreshold stimulation,
noisy conditions; Wallace et al., 1992; Stein and Meredith, 1993).
This multisensory enhancement effectively increases perceptual
acuity and is maximized by temporally and spatially concor-
dant stimulation of different sensory modalities (e.g., auditory
and visual) (Stein and Meredith, 1993). The STG/S as well as
the inferior frontal gyrus IFG/Broca’s area have been shown to
be involved in multisensory enhancement during perception of
audio-visual speech in noise (Callan et al., 2001, 2003, 2004b;
Alho et al., 2012).

www.frontiersin.org May 2014 | Volume 5 | Article 389 | 95

http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/editorialboard
http://www.frontiersin.org/Psychology/about
http://www.frontiersin.org/Psychology
http://www.frontiersin.org/journal/10.3389/fpsyg.2014.00389/abstract
http://community.frontiersin.org/people/u/114099
http://community.frontiersin.org/people/u/124743
http://community.frontiersin.org/people/u/139794
mailto:dcallan@nict.go.jp
http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Callan et al. Multisensory and modality specific processing

Many researchers have proposed that speech intelligibility is
enhanced by visual speech cues because the information avail-
able in the visible gestures activates motor representations that
can be used to constrain auditory speech perception. Specifically,
researchers hypothesize that certain brain regions internally
model and simulate speech production and that these inter-
nal models are used to recover vocal tract shape information
inherent in the speech signal (Callan et al., 2003, 2004a; Wilson
and Iacoboni, 2006; Iacoboni and Wilson, 2006; Skipper et al.,
2007a,b; Iacoboni, 2008; Poeppel et al., 2008; Rauschecker and
Scott, 2009; Rauschecker, 2011). Internal models are a well-
known concept in the motor control literature, and are believed
to be used by the brain to simulate the input/output character-
istics, or their inverses, of the motor control system (Kawato,
1999). In the case of speech, the forward and inverse mappings
of the relationship between aspects of speech articulation and the
acoustic features of speech output (as well as the orosensory and
visual properties of speech) may be used to facilitate speech per-
ception. Forward internal models predict the sensory (auditory,
orosensory) consequences of the actions of speech articulation,
whereas, inverse internal models determine the motor commands
needed to articulate a desired sensory (auditory, orosensory)
target. Callan et al. (2004a, 2010) suggested that the auditory
consequences of internally simulated articulatory control signals
(articulatory-auditory internal models for various phonemes) are
used to constrain and facilitate speech perception under ambigu-
ous conditions (e.g., speech perception in noisy environments,
or the perception of non-native speech) through the competi-
tive selection of the internal model that best matches the ongoing
auditory signal. These internal models are thought to be instanti-
ated in a network of speech motor regions that include the PMC
and Broca’s area, auditory processing regions STG/S, the IPL, and
the cerebellum. Other researchers such as Rauschecker and Scott
(2009) have discussed the use of forward and inverse auditory—
articulatory mappings (utilizing principles of internal models) for
speech perception and production, and have suggested that the
IPL serves as an interface for matching of these mappings.

Several theories have proposed that speech perception uses
aspects of speech production to extract phonetic information
from sensory stimulation: Motor theory (Liberman et al., 1967),
revised motor theory (Liberman and Mattingly, 1985; Liberman
and Whalen, 2000), and various constructivist based theories
(Callan et al., 2004a, 2010; Skipper et al., 2007a; Rauschecker
and Scott, 2009; Rauschecker, 2011) including the Perception
for Action Control Theory (PACT) (Schwartz et al., 2012). The
observation of Mirror Neuron system like properties (active both
during observation and execution of action) in Broca’s area, the
ventral inferior premotor cortex (PMvi) and the ventral superior
and dorsal premotor cortex (PMvs/PMd), during speech pro-
duction and perception has provided support for theories that
propose a role for the motor system in speech perception (Callan
et al., 2000a,b, 2006a,b, 2010; Wilson et al., 2004; Nishitani et al.,
2005; Meister et al., 2007).

A number of studies have shown that these brain regions
that appear to have Mirror Neuron system like properties, such
as Broca’s area and premotor cortex (PMC), respond to audio,
visual, and audio-visual speech information (Campbell et al.,

2001; Bernstein et al., 2002; Nishitani and Hari, 2002; Olson et al.,
2002; Callan et al., 2003, 2004a,b; Paulesu et al., 2003; Calvert and
Campbell, 2003; Ojanen et al., 2005; Skipper et al., 2005, 2007b;
Alho et al., 2012; Dubois et al., 2012; Mashal et al., 2012). As well,
the cerebellum has been shown to be involved in both perception
and production of speech and is thought to instantiate pro-
cesses related to internal models (Kawato, 1999; Imamizu et al.,
2000; Callan et al., 2004a, 2007; Rauschecker, 2011; Tourville and
Guenther, 2011; Callan and Manto, 2013). The objective of this
study is to determine if these various brain regions (Broca’s area,
PMC, and the cerebellum) differentially process visual speech
information, in the context of multisensory integration as well as
during modality specific extraction of features to recover speech
gesture information.

One potential confound that may exist for many studies that
have investigated the brain regions involved with processing
visual speech gesture information is the inability to distinguish
whether the brain activity reflected processing of the visual ges-
tural speech information or whether the brain activity reflected
improved intelligibility that resulted from processes carried out
elsewhere. Activity observed in many of the same brain regions
thought to be involved with facilitative processing of visual speech
information, including the PMC, Broca’s area, Sylvian parietal
temporal area Spt, IPL, and STG/S, have also been shown to be
involved in increased intelligibility and comprehension (Callan
et al., 2010; Londei et al., 2010). For studies of audio-visual
speech processing this confound exists because in many cases
the addition of visual speech gesture information improves intel-
ligibility. A related confound is that it is often the case that
these same brain regions (IFG, PMC, and cerebellum) involved
with speech processing are also activated when task demands are
high and require more working memory and attention (Jonides
et al., 1998; Davachi et al., 2001; Sato et al., 2009; Alho et al.,
2012). The activation of these regions may be related to task diffi-
culty, greater attentional demand, and working memory (includ-
ing internal rehearsal) that may be independent from specific
processes involved with mapping between articulatory and audi-
tory representations for speech perception. This increase in task
demands occurs for most visual only speech tasks as well as for
speech in noise tasks.

In this study the task was designed to control for both intel-
ligibility and task difficulty by ensuring that performance using
visual information alone was the same as that under the audio-
visual conditions of interest. Specifically, we asked participants
to identify vowels in visual and audio-visual speech stimuli. For
this task, the visual information alone allowed for very high per-
ceptual performance. Analyses focused on two regions of the
PMC and the cerebellum, which have been previously shown to
have mirror system properties and are thought to be involved in
the instantiation of internal models (Callan et al., 2000a, 2004a,
2006a,b, 2010; Wilson et al., 2004; Skipper et al., 2007a). These
regions are active during processing of visual speech information
(Campbell et al., 2001; Bernstein et al., 2002; Nishitani and Hari,
2002; Olson et al., 2002; Callan et al., 2003, 2004a,b; Calvert and
Campbell, 2003; Paulesu et al., 2003; Ojanen et al., 2005; Saito
et al., 2005; Skipper et al., 2005, 2007b; Alho et al., 2012; Dubois
et al., 2012; Mashal et al., 2012). One of these regions in the PMC
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is more inferior and includes Broca’s area and the PMvi. The other
region is more superior and/or dorsal and has been referred to as
PMvs and PMd.

It is rather uncontroversial that during the development
of speech production, auditory-articulatory and orosensory-
articulatory relationships must be established and encoded into
internal models (Callan et al., 2000b; Tourville and Guenther,
2011; Guenther and Vladusich, 2012). Acoustic and orosensory
signals are direct products of one’s own articulation at are one
goal of speech production. Likewise, internal models for visual
aspects of speech (visual-auditory and visual-articulatory map-
pings) are learned by mapping features of speech gestures in
the visual speech signal to the corresponding acoustics as well
as to the articulations necessary to produce the corresponding
deformation of the face. A primary goal of this study is to deter-
mine if the brain regions thought to instantiate internal models
for speech (Broca’s/PMvi, PMvs/PMd, IPL, Cerebellum) differ
in their processing of audio-visual and visual only speech with
respect to multisensory integration and modality specific extrac-
tion of articulatory speech gesture information (unimodal fea-
tures in stimulation that specify phonemes). To accomplish this
goal we identified the brain activity present during audio-visual
and visual only speech processing. Given the results of previ-
ous experiments we hypothesized that both the PMvi/Broca’s
and PMvs/PMd would be active in both conditions. We fur-
ther hypothesized the PMvi/Broca’s area to be a site in which
auditory and articulatory gesture information converge, and
therefore activation in this area would show properties of mul-
tisensory enhancement. In contrast, a more prominent role for
the PMvs/PMd may be the processing of modality specific speech
gesture information. To determine which brain regions would
show properties of multisensory enhancement we investigated
differences in brain activity between audio-visual and audio only
conditions at different signal-to-noise ratios. Based on the prin-
ciple of inverse effectiveness (Wallace et al., 1992; Stein and
Meredith, 1993) it was hypothesized that multisensory enhance-
ment regions would show greater activity when unimodal audio
stimuli had a lower signal-to-noise ratio.

METHODS
SUBJECTS
Sixteen 21–43 year-old (6 women and 10 men) right-handed sub-
jects participated in this study. Eight subjects spoke English as
their first language. The other eight subjects were native Japanese
speakers who were proficient English speakers. The Japanese
speakers all learned English beginning at 13 years of age or
younger, and use English as their primary language at work and
socially. Subjects gave written informed consent. The experimen-
tal procedures were approved by the ATR Human Subject Review
Committee and were carried out in accordance with the principles
expressed in the WMA Declaration of Helsinki.

PROCEDURE
Conditions
The experiment consisted of 10 conditions, however, only eight
conditions were analyzed for this study. These eight conditions
included: (1) an audiovisual condition (AV) where subjects saw a

movie of the face articulating speech and heard the speaker utter a
consonant-vowel-consonant (CVC) English monoslyllabic word
with background audio noise (multispeaker babble) presented at
three signal-to-noise ratios (−6, −10, and −14 dB; referred to as
conditions AV6, AV10, AV14, respectively); (2) an audio only con-
dition (A) where subjects saw a still face image while listening to
the CVC with background audio noise at the same three signal-to-
noise ratios (−6, −10, and −14 dB; referred to as conditions A6,
A10, A14, respectively); (3) a visual only condition (VO) where
subjects saw a movie of the face articulating speech, but with-
out hearing the corresponding audio speech information or the
audio noise; (4) and a baseline still face condition where subjects
saw a still face but heard no audio. It should be note that in the
same fMRI session subjects saw a still face with audio noise (SN)
and a visual only condition with audio noise (VN) for a differ-
ent study. The sound pressure level for the auditory stimuli was
approximately 85–90 dB SPL. The stimuli were constructed such
that the random segments of multispeaker babble noise were kept
at a constant level and the speech signals were added to the babble
noise at the specific signal to noise ratios (−6, −10, and −14 dB).

Protocol
The experiment consisted of a two-alternative forced choice task
in which subjects identified by button press with their left thumb
which vowel was present in the CVC English monoslyllabic word
presented. In the baseline still face condition the subject ran-
domly pushed one of the two buttons. The speech stimuli were
spoken by a female native English speaker. Each presentation was
1 s in duration for all trials. For trials with visual speech this 1-s
included facial motion before and after the audio speech signal
for the word. The trial lasted approximately 3.9 s with ±200 ms
of random jitter. The audio noise mixed with the speech signal
consisted of an English multispeaker babble track (Audiotec, St.
Louis, MO, USA). Multispeaker babble is known to be an effec-
tive and central masker of speech as its main energy is in the same
range as the word stimuli (Wilson and Strouse, 2002). Three dif-
ferent runs were conducted each consisting of a separate vowel
pair to be identified. The different vowel pairs consisted of /o-
e/, /o-i/, and /o-∧/ (∧ as in gun). The stimuli were all common
English words with pairs containing the same consonants (see
Table 1 for the list of stimuli). The left or right position of the but-
ton press for the /o/ response was counterbalanced across subjects
and remained the same throughout the experiment for a single
subject. Subjects were given practice trials before the experiment
so they were familiar with the task and button response positions.
Subjects were instructed to press the button to identify the vowel
after presentation of each 1-s stimuli. The experimenter verbally
instructed the subjects which button position was associated with
each vowel before each run. There were seven different word pair
stimuli for each vowel contrast (14 words for each vowel contrast).
The same words were used for all the AV, A, and VO conditions.
A blocked presentation design was implemented in which seven
trials of the same condition were presented in succession for one
block. The order of presentation of the various conditions was
randomized. Subjects underwent three runs of fMRI scanning.
Each run corresponded to a different vowel contrast to be identi-
fied, /o-e/, /o-i/, and /o-∧/. The order of the vowel contrast runs
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Table 1 | Stimulus word pairs used in experiment.

/o/-/e/ /o/-/i/ /o/-/∧/

Cope–cape Boat–beat Coat–cut

Foam–fame Gross–grease Dome–dumb

Grove–grave Load–lead Phone–fun

Post–paste Note–neat Mode–mud

Prose–praise Slope–sleep Most–must

Toast–taste Spoke–speak Roast–rust

Woke–wake Those–these Tone–ton

was randomized across subjects. There were 20 blocks in each run.
Each block lasted approximately 27.5 s. The 10 conditions were
randomly presented in blocks of seven trials twice during each
run. A block of seven trials for each condition was presented once
before a block of trials of the same condition was presented the
second time. In total there were 140 trials per run.

fMRI DATA COLLECTION AND PREPROCESSING
The visual speech signal was presented by means of a computer
with specialized hardware and software that interfaced with a
laser disk player containing the stimuli. The laser disk player was
connected to the video projector. The video from the projec-
tor located outside of the MR room was directed to a mirror
positioned inside of the head coil just above the subjects’ eyes.
The audio was presented via a sound file on the computer (pre-
mixed based on SNR) via MR-compatible headphones (Hitachi
Advanced Systems’ ceramic transducer headphones). The presen-
tation of visual and audio signals using the computer hardware
that controlled the laser disk ensured that there was no audio-
visual asynchrony.

Brain imaging was conducted using a Shimadzu-Marconi’s
Magnex Eclipse 1.5T PD250 at the ATR Brain Activity Imaging
Center. Functional T2∗ weighted images were acquired using a
gradient echoplanar imaging sequence (TR = 3.93 s). An inter-
leaved sequence was used consisting of 37 axial slices with a
4 × 4 × 4 mm voxel resolution covering the cortex and cere-
bellum. Isotropic voxels were used to avoid possible distortion
in realignment and normalization that occur with anisotropic
voxels. For the scanner used in this study 3 mm voxels would
have resulted in a longer than desired TR for each scan. Each
run consisted of 140 scans. Images were preprocessed using
programs within SPM8 (Wellcome Department of Cognitive
Neurology, UCL). Differences in acquisition time between slices
were accounted for, images were realigned and spatially normal-
ized to MNI space (3 × 3 × 3 mm voxels) using the SPM template
EPI image, and were smoothed using a 8 × 8 × 8 mm FWHM
Gaussian kernel. Regional brain activity for the various condi-
tions was assessed using a general linear model employing a
boxcar function convolved with a hemodynamic response func-
tion (global normalization and grand mean scaling were used to
reduce artifacts). The baseline still face condition was implicitly
modeled in the design. The nine other conditions were included
in the SPM model. A fixed-effect analysis was first employed for
all contrasts of interest for each subject. The contrast estimates
of this analysis for each subject were used for random effects

analysis. The contrasts of interest included the following: VO,
AV (Combined Conditions AV6, AV10, AV14), VO-AV, AV-VO,
multisensory enhancement (AV10-A10)-(AV6-A6) and (AV14-
A14)-(AV10-A10). The threshold for significance was set at p <

0.05 using a False Discovery Rate FDR correction for multi-
ple comparisons across the entire volume using a spatial extent
threshold of 20 voxels. If no voxels were found to be signifi-
cant using the FDR correction a threshold of p < 0.001 uncor-
rected with a spatial extent threshold of 20 voxels was used.
Region of interest analyses were conducted using MNI coor-
dinates for the PMv/IFG (−54, 6, 12), PMvs (−48, 0, 51),
and the cerebellum (−12, −72, −45; 12, −72, −45) given
in Callan et al. (2003) that were found to be important for
audio visual processing. Bilateral coordinates in the cerebellum
were used because studies have reported activity in both the
left and right cerebellum in response to audio-visual speech
(Callan et al., 2003; Saito et al., 2005; Skipper et al., 2005).
Additionally, it is known that the cerebellum has predominantly
crossed connections to the cortex such that the right hemi-
sphere of the cerebellum projects to the language dominant left
frontal areas including the PMC (Middleton and Strick, 1997;
Schmahmann and Pandya, 1997). Small volume correction for
multiple comparisons (pFWE < 0.05) were carried out using
the seed voxels reported above within a sphere with a radius
of 10 mm.

RESULTS
BEHAVIORAL RESULTS
Conditions showing better than chance performance
T-tests were used to determine which conditions showed per-
formance that was significantly above chance on the two-
alternative forced-choice vowel identification task (chance =
50%). There were 9 comparisons made altogether includ-
ing the following: AV6, A6, AV10, A10, AV14, A14, AV All,
A All, and VO. Bonferroni corrections for multiple com-
parisons were used to determine statistical significance at
p < 0.05. Results of the analyses are presented in Figure 1 and
Table 2.

Audio-visual greater than audio only
A Two-Way analysis of Variance ANOVA was conducted over
factors of Modality (with levels audio-visual and audio only)
and SNR (with levels −6, −10, and −14 dB). Bonferroni correc-
tions for multiple comparisons were used to determine statistical
significance at p < 0.05 for planned ANOVA interaction and
pairwise comparison analyses. In total there were seven planned
analyses. The omnibus ANOVA indicated significant interaction
between Modality and SNR, F(2, 95) = 7.1, p < 0.05; and sig-
nificant main effects of Modality (AV > A), F(1, 95) = 179.2,
p < 0.05, and SNR, F(2, 95) = 15.49, p < 0.05. Planned pairwise
comparisons (corrected for multiple comparisons) indicated sta-
tistically significant differences between the AV conditions and
the A conditions (AV6-A6: T = 5.79, p < 0.05; AV10-A10: T =
14.13, p < 0.05, AV14-A14: T = 14.2, p < 0.05; AV > A: T =
18.5, p < 0.05; AV not significantly different from VO: T = 0.69;
see Figures 1, 2). The planned interaction analyses are given
below.
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FIGURE 1 | Behavioral results as measured by percent correct on the

two-alternative forced choice vowel identification task for the

following conditions. Audio Visual AV6 (−6 dB SNR), Audio A6 (−6 dB
SNR), AV10, A10, AV14, A14, All AV conditions combined, all A conditions
combined, Video with noise VN, and Video only VO without noise. All
contrasts were significantly greater than chance performance of 50%
(p < 0.01).

Table 2 | T -Tests for conditions evaluating better than chance

performance.

Condition Mean % SE % T Correct p

AV6 95.6 1.1 43.3 p < 0.05*

A6 80.3 2.9 10.4 p < 0.05*

AV10 93.4 2.0 21.7 p < 0.05*

A10 66.3 2.6 5.9 p < 0.05*

AV14 91.6 1.5 28.0 p < 0.05*

A14 59.5 2.7 3.5 p > 0.05

AV All 93.5 1.2 34.9 p < 0.05*

A All 68.7 2.3 8.0 p < 0.05*

VO 94.4 1.2 37.9 p < 0.05*

Chance Performance was 50%. AV6, Audio-Visual −6 dB signal-to-noise ratio; A6

Audio Only −6 dB; AV10, Audio-Visual −10 dB; A10 Audio Only −10 dB; AV14,

Audio-Visual −14 dB; A14 Audio Only −14 dB; SE, Standard Error; *significant

using the Bonferroni correction for multiple comparisons.

Multisensory enhancement effect
ANOVA was used to investigate interactions between AV and A
conditions at different SNR levels to determine the presence of
the multisensory enhancement effect. Bonferroni corrections for
multiple comparisons were used to determine statistical signif-
icance at p < 0.05 for all analyses. The results of the analysis
of the interaction between audio and visual conditions denoting
the audio-visual enhancement effect are given in Figure 2. The
interaction of (AV6-A6)-(AV10-A10) was statistically significant,
[F(1, 63) = 8.2, p < 0.05]. However, the interaction of (AV10-
A10)-(AV14-A14) was not significant, F(1, 63) = 1.4, p > 0.05
(see Figure 2).

Controlling for performance for conditions containing visual
information
One of the goals of this experiment was to control for intelli-
gibility and task difficulty across the different conditions con-
taining visual information to determine which brain regions are

FIGURE 2 | Behavioral results showing the interaction of audio-visual

enhancement at each of the signal-to-noise ratios SNRs. The
interaction of (AV6-A6)-(AV10-A10) was statistically significant
[F(1, 15) = 12.6, p < 0.005]; however the interaction of
(AV10-A10)-(AV14-A14) was not significant [F(1, 15) = 3.9, p > 0.05].

involved with multisensory and visual speech gesture information
processing. No significant difference was found between the com-
bined audio-visual conditions AV and the VO condition using
a lenient uncorrected threshold (T = 0.69, p > 0.1). This null
effect is important for interpreting the fMRI results because
ensuring that the perceptual performance across the conditions
containing visual information did not differ was necessary (see
Figure 1).

BRAIN IMAGING RESULTS
The random effect results of the fMRI analyses of the con-
trasts of interest are given in Figures 3–8 and Tables 3–7.
The brain activity rendered on the surface of the brain for
the contrast of VO relative to baseline (still face plus button
press) is given in Figure 3. Significant activity (pFDR < 0.05
corrected across entire volume; T = 4.38; see Table 3 for
detailed results) was present in left PMvi/Broca’s area, left
PMvs/PMd, left and right middle temporal visual motion
processing area (MT/V5). The results of the ROI analysis
showed significant activity (p < 0.05 corrected; see Table 3)
in the left PMvi/Brocas area (MNI coordinate: −48, 9, 12),
the left PMvs/PMd (MNI coordinate: −39, 3, 54). Significant
activity (pFDR < 0.05 corrected across entire volume; T =
3.28) for the combined AV conditions was present in left
and right PMvi/Broca’s area, left PMvs/PMd, left and right
STG/S, left MT/V5, and right cerebellum lobule VIIb (see
Figure 4 and Table 4). The results of the ROI analysis showed
significant activity (p < 0.05 corrected; see Table 4) in the
left PMvi/Broca’s area (MNI coordinate: −51, 9, 9), the
left PMvs/PMd (MNI coordinate: −48, 3, 42) and the right
cerebellum lobule VIIb (MNI coordinate: 18, −72, −48). The
conjunction of brain activity found to be active for both the
combined AV conditions and the VO condition included the left
PMvi/Broca’s area, PMvs/PMd, and the left MT/V5 region (see
Figure 5).
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FIGURE 3 | Significant brain activity for the VO condition thresholded

at pFDR < 0.05 corrected. Activity was present in the left PMvi/Broca’s,
left PMvs/PMd, and left and right MT/V5 visual motion processing area.

FIGURE 4 | Significant brain activity for the combined AV conditions

thresholded at pFDR < 0.05 corrected. Activity was present in left and
right PMvi/Broca’s area, left PMvs/PMd, left and right STG/S including
primary and secondary auditory cortex, left MT/V5 visual motion processing
area, and the right cerebellum lobule VIIb.

FIGURE 5 | Brain activity that was significant for both (conjunction)

the VO and the combined AV conditions thresholded at pFDR < 0.05

corrected. Activity was present in the left PMvi/Broca’s, left PMvs/PMd,
and left MT/V5 visual motion processing area.

Brain regions involved with the audio-visual enhancement
effect across different signal-to-noise ratios were investigated
using the contrast of (AV10-A10)-(AV6-A6) as well as the contrast
of (AV14-A14)-(AV10-A10). The (AV10-A10)-(AV6-A6) contrast
shows the degree of audio-visual enhancement as reflected in the
behavioral results (see Figure 2) was greater when the signal-to-
noise ratio was −10 dB compared to −6 dB. Significant activity
was only found in the brain stem using the FDR correction for
multiple comparisons, therefore the results are shown using a
threshold of p < 0.001 (T = 3.73) uncorrected (see Figure 6).
Active brain regions included the left PMvi/Broca’s area, left pre-
central gyrus (PreCG) Post central gyrus (PostCG), left inferior
parietal cortex/supramarginal gyrus (IPC/SMG), right occipi-
tal lobe, the right cerebellar lobule VIIb and IX, and the left
and right brain stem (see Figure 6 and Table 5). The results
of the ROI analysis showed significant activity (p < 0.05 cor-
rected) in the left PMvi/Brocas area (MNI coordinate: −54, 3,
15), and the right cerebellum lobule VIIb (MNI coordinate:
21, −69, −45) (see Table 5). The behavioral results of the inter-
action of (AV14-A14)-(AV10-A10) did not show a significant

FIGURE 6 | Significant brain activity for the contrast that investigated

the multisensory enhancement effect (AV10-A10)-(AV6-A6)

thresholded at p < 0.001 uncorrected. Activity was present in left
PMvi/Broca’s area, left pre- and post-central gyrus, left inferior parietal
cortex and suprmarginal gyrus, the right occipital lobe, the right cerebellum
lobule VIIb and IX, and the left and right brain stem. (A) Activity rendered on
the surface of the left, back, right, and top of the brain. (B) Section through
brain taken at MNI coordinate −54, 3, 15 shows activity that was present in
the PMvi and Broca’s region. (C) Section through brain taken at MNI
coordinate 21, −69, −45 shows activity that was present in cerebellum
lobule VIIb. L, left side of brain; R, right side of brain.

FIGURE 7 | Significant brain activity for the contrast of the combined

AV conditions relative to the visual only VO condition thresholded at

pFDR < 0.05 corrected. Activity was present in the left and right superior
temporal gyrus/sulcus including primary and secondary auditory cortex.

multisensory enhancement effect (see Figure 2). Similarly, the
results of the fMRI analysis for this contrast also did not reveal
any significant activity (p > 0.05 uncorrected).

The contrasts investigating differences between the combined
AV conditions and the VO condition are given in Figures 7–8 and
Tables 6–7. The contrast of AV vs. VO revealed significant activ-
ity (pFDR < 0.05 corrected across entire volume, T = 3.48) in
only the STG/S region also encompassing primary and secondary
auditory cortex (see Figure 7 and Table 6). The results of the ROI
analysis did not show any significant activity in the PMvi/Broca’s,
PMvs/PMd, or the cerebellum. The contrast of VO relative to the
combined AV conditions did not show significant activity when
using the FDR correction for multiple comparisons therefore the
results are shown using a threshold of p < 0.001 uncorrected
(T = 3.73; see Figure 8). Active brain regions include the left
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FIGURE 8 | Brain activity significantly active for the contrast of visual

only VO relative to the combined AV conditions thresholded at

p < 0.001 uncorrected. Activity was present in the left PMvs/PMd and the
left MT/V5 visual motion processing area. (A) Activity rendered on the
surface of the left, back, right, and top of the brain. (B) Section through
brain taken at MNI coordinate −36, 3, 54 shows activity that was present in
the PMvs/PMd region. L, left side of brain; R, right side of brain.

Table 3 | VO.

Brain region MNI coordinates T

PMvi/Broca’s
BA6, 44

−48, 12, 9 7.97

PMvs/PMd
BA6

−39, 3, 54 4.70

MT/V5 −51, −69, 0 7.33

54, −66, −3 6.07

Brain activity is thresholded using a false discovery rate FDR correction for

multiple comparisons across the entire volume at pFDR < 0.05 for the Visual

Only VO contrast. BA, Brodmann area; PMvi, Premotor ventral inferior; PMvs,

Premotor ventral superior; PMd, Premotor dorsal; MT, Middle Temporal Gyrus;

V5, Visual Area 5. Negative x MNI coordinates denote left hemisphere and

positive x values denote right hemisphere activity.

PMvs/PMd, and the right MT/V5, and the right inferior occipital
gyrus (see Figure 8 and Table 7). The results of the ROI analysis
(see Table 7) showed significant activity (p < 0.05 corrected) in
the left PMvs/PMd (MNI coordinate: −39, 3, 54).

DISCUSSION
The purpose of this study was to determine if premotor regions,
PMvi/Broca’s and PMvs/PMd, as well as the cerebellum, demon-
strate differential processing of multisensory (audio-visual) and
unimodal (visual) speech gesture information. The primary find-
ing was that the PMvi/Broca’s area, the IPL, as well as the
cerebellum showed properties of multisensory enhancement (see
Figure 6 and Table 5), while the PMvs/PMd showed greater uni-
modal visual only processing (see Figure 8 and Table 7). It should
be noted that activity in the speech motor areas, including the
inferior frontal gyrus (including Broca’s area) and a large por-
tion of the PMC (including PMvi, PMvs, and PMd), was found
for both the VO (see Figure 3 and Table 3) and the AV (see
Figure 4 and Table 4) conditions. The activity in speech motor
regions common to both of these conditions is shown by their
conjunction in Figure 5.

Table 4 | AV.

Brain region MNI coordinates x, y, z T

PMvi/Broca’s −51, 9, 9 8.37

BA6 and 44 48, 18, 18 4.61

PMvs/PMd −48, 3, 42 4.61

BA6

STG/S −51, −33, 9 12.08

BA 22, 41, 42 66, −24, 0 12.93

MT/V5 −51, −63, 6 5.78

CerbLob VIIb 18, −72, −48 5.5

Brain activity is thresholded using a false discovery rate FDR correction for

multiple comparisons across the entire volume at pFDR < 0.05 for the combined

(AV6, AV10, and AV14) audio visual AV contrast. BA, Brodmann area; PMvi,

Premotor ventral inferior; PMvs, Premotor ventral superior; PMd, Premotor dor-

sal; STG/S, Superior temporal gyrus/sulcus; MT, Middle Temporal Gyrus; V5,

Visual Area 5; CerbLob, Cerebellum Lobule. Negative x MNI coordinates denote

left hemisphere and positive x values denote right hemisphere activity.

Table 5 | (AV10-A10)-(AV6-A6).

Brain region MNI coordinates x, y, z T

PMvi/Broca’s
BA6, 44

−54, 3, 15 5.2*

PreCG PostCG
BA3, 4

−45, −18, 36 6.59

IPC/SMG BA40 −48, −36, 33 6.22

OccipLobe 33, −75, 6 4.91

CerbLob VIIb
CerbLob IX

21, −69, −45
6, −51, −45

4.38*
4.92

Brain stem 9, −30, −42
−6, −30, −42

7.98**
5.75

Brain activity is thresholded using p < 0.001 uncorrected, T = 3.73 for the

multisensory enhancement contrast (AV10-A10)-(AV6-A6). BA, Brodmann area;

PMvi, Premotor ventral inferior; PreCG, Pre-central gyrus; PostCG, Post-central

gyrus; IPC, Inferior parietal cortex; SMG, Supramarginal Gyrus; OccipLobe,

Occipital Lobe; CerbLob, Cerebellum Lobule. Negative x MNI coordinates

denote left hemisphere and positive x values denote right hemisphere activity.

*Denotes significant activity using a small volume correction for multiple com-

parisons with a 10 mm search radius (see Methods for seed voxel coordinates for

ROIs). **Denotes significant (pFDR < 0.05) correction for multiple comparisons

over the entire volume.

It is often difficult to differentiate the brain networks that
process the facial gestures that signal speech from the networks
responsible for processing and integrating audio-visual speech
stimuli because the intelligibility and task demands typically dif-
fer across conditions. Without controlling for these intelligibility
differences, it is difficult to determine whether any increased
brain activity reflects the processing of the visual and/or audi-
tory features of speech, or is reflective of the level of intelligibility.
As well, task difficulty can also confound the extent to which
visual and audio-visual perception may show differential activ-
ity. This confound arises because activity in speech motor regions
can be modulated by the degree of working memory and atten-
tion required for the speech task (Sato et al., 2009; Alho et al.,
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Table 6 | AV-VO.

Brain region MNI coordinates T

STG/S
BA22, 41, 42

−45, −33, 6
57, −12, 3

13.2
11.23

Brain activity is thresholded using a false discovery rate FDR correction for

multiple comparisons across the entire volume at pFDR < 0.05 for the combined

audio-visual relative to the visual only VO contrast. BA, Brodmann area; STG/S,

Superior Temproal Gyrus/Sulcus. Negative x MNI coordinates denote left hemi-

sphere and positive x values denote right hemisphere activity.

Table 7 | VO-AV.

Brain region MNI coordinates T

PMvs/PMdBA6 −39, 3, 54 4.79*

MT/V5 51, −66, −9 5.07

IOG V4 36, −78, −12 5.69

Brain activity is thresholded using p < 0.001 uncorrected, T = 3.73 for the visual

only relative to the combined audio-visual contrast. BA, Brodmann area; PMvs,

Premotor ventral superior; MT, Middle Temporal Gyrus; V5, Visual Area 5; IOG,

Inferior Occipital Gyrus; V4, Visual area 4. Negative x MNI coordinates denote

left hemisphere and positive x values denote right hemisphere activity. *Denotes

significant activity using a small volume correction for multiple comparisons with

a 10 mm search radius (see Methods for seed voxel coordinates for ROIs).

2012). We controlled for intelligibility and task demands in this
experiment by utilizing a vowel identification task in which the
presentation of visual information alone allowed perceptual per-
formance that was equally high as the performance observed for
the audio-visual condition. Indeed, there were no significant dif-
ferences in behavioral performance for the conditions containing
visual information (see Figure 1). These results suggest that the
intelligibility did not differ between conditions and that the task
demands as far as general working memory and attention are
concerned were essentially the same.

It was hypothesized that the PMvi/Broca’s area is a site in
which multisensory information (auditory, visual, orosensory)
and speech gesture motor information are integrated and show
properties of multimodal enhancement (Wallace et al., 1992;
Stein and Meredith, 1993; Callan et al., 2003). The brain imag-
ing results (see Figure 6) of the (AV10-A10)-(AV6-A6) con-
trast showed activity related to the audio-visual enhancement
effect (see Figure 2) when the signal-to-noise ratio of the audio
signal was reduced. Of particular interest is activity denoting
multisensory enhancement in the left hemisphere PMvi/Broca’s,
pre- and post-central gyrus, the IPC/SMG and the right cere-
beullum lobule VIIb. These areas are all thought to be involved
with forward and inverse internal models used to facilitate speech
perception (Callan et al., 2004a; Rauschecker, 2011). Although
these properties of multisensory enhancement were found in
the PMvi/Broca’s area it is not the case that this area was more
strongly activated by the audio-visual stimuli than it was by
the visual only stimuli in this study. The contrast of AV-V (see
Figure 7 and Table 6) only shows activity in the STG/S and no
significant activity even in the ROI analysis within PMvi/Broca’s

area. It is unclear why multisensory enhancement was not found
in the STG/S, considering that multisensory enhancement has
been observed in this area in other studies (Calvert et al., 2000;
Callan et al., 2001, 2003, 2004b). It may not be too surprising
that the brain imaging contrast between (AV14-A14)-(AV10-
A10) did not show any significant brain activity given that
the behavioral visual enhancement effect was also not signif-
icant (see Figure 2). One potential reason for the lack of an
enhancement effect for this contrast may be that the audio
signal was so low that there was not enough auditory infor-
mation available to integrate with the visual information. This
hypothesis is supported by the fact that the A14 condition did
not significantly differ from chance performance, when correc-
tions were made for multiple comparisons (see Figure 2 and
Table 2).

We hypothesized that the PMvs/PMd region is involved
with mapping unimodal aspects of sensory information onto
speech articulatory gestures. The contrast of the visual only
relative to the combined audio-visual conditions V-AV (see
Figure 8, Table 7) showed activity in the left PMvs/PMd and
the left MT/V5. The finding of differential activity in visual
motion processing area MT/V5 is consistent with the asser-
tion that a greater reliance on information in visual speech
motion features is utilized when auditory information is not
present. It is important to note that this activity is not a
result of differences in task difficulty or intelligibility as these
were the same between visual only V and audio-visual AV
conditions.

The results of this study are consistent with the hypothe-
sis that overlapping processes are carried out by PMvi/Broca’s
region and the PMvs/PMd region but that processing in these
areas differ in the degree to which they process multisen-
sory and unimodal stimuli. Within the context of an internal
model based approach we propose that the nervous system
relies to a greater degree on visual-articulatory based map-
pings when stimulus driven auditory-articulatory based map-
pings are not present. One could further conjecture that the
PMvi/Broca’s region may be more influenced by the ventral
stream (what pathway) and the PMvs/PMd may be more influ-
enced by the dorsal stream (where/how pathway). This is consis-
tent with the model proposed by (Rauschecker and Scott, 2009;
Rauschecker, 2011) in which the antero-ventral stream includes
Broca’s area PMv and the postero-dorsal stream includes the
PMd. Multiple fiber tracts (Friederici, 2009) from superior tem-
poral areas to IFG and PMC give support to the possibility of
both antero-ventral and postero-dorsal streams including frontal
speech regions. The inclusion of frontal speech areas in both
the antero-ventral and postero-dorsal streams is in contrast to
the model proposed by (Hickok and Poeppel, 2000, 2004, 2007)
in which it is proposed that frontal speech areas (Broca’s/PMvi;
PMvs/PMd) are all thought to be within the postero-dorsal
stream.
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THE “SPECIALNESS” OF SPEECH
As is apparent from reading the first line
of nearly any research or review article
on speech, the task of perceiving speech
sounds is complex and the ease with which
humans acquire, produce and perceive
these sounds is remarkable. Despite the
growing appreciation for the complexity
of the perception of music, speech per-
ception remains the most amazing and
poorly understood auditory (and, if we
may be so bold, perceptual) accomplish-
ments of humans. Over the years, there
has been considerable debate on whether
this achievement is the result of general
perceptual/cognitive mechanisms or “spe-
cial” processes dedicated to the mapping
of speech acoustics to linguistic repre-
sentations (for reviews see Trout, 2001;
Diehl et al., 2004). The most familiar
proposal of the “specialness” of speech
perception is the various incarnations of
the Motor Theory of speech proposed
by Liberman et al. (1967; Liberman and
Mattingly, 1985, 1989). Given the status
of research into audition in the 1950s
and 1960s, it is not surprising that speech
appeared to require processing not avail-
able in “normal” hearing. Much of the
work at the time used relatively sim-
ple tones and noises to get at the basic
psychoacoustics underlying the percep-
tion of pitch and loudness (though some
researchers like Harvey Fletcher were also
working on some basics of speech per-
ception, Fletcher and Galt, 1950; Allen,
1996). Liberman and his collaborators dis-
covered that the discrimination of acous-
tic changes in speech sounds did not
look like the psychoacoustic measures of
discrimination for pitch and loudness.
Instead of following a Weber or Fechner
law, the discrimination function had a
peak near the categorization boundary

between contrasting phonemes—a pat-
tern of perceptual results that is referred
to as Categorical Perception (Liberman
et al., 1957). In addition, the acoustic
cues to phonemic identity were not read-
ily apparent with similar spectral patterns
resulting in different phonemic percepts
and acoustically disparate patterns result-
ing in identical phonemic percepts—the
problem of “lack of invariance” (e.g.,
Liberman et al., 1952). The perception
of these varying acoustic patterns was
highly context-sensitive to preceding and
following phonetic content in ways that
appeared specific to the communicative
constraints of speech and not applicable
to the perception of other sounds—as in
demonstrations of perceptual compensa-
tion for coarticulation, speaking rate nor-
malization and talker normalization (e.g.,
Ladefoged and Broadbent, 1957; Miller
and Liberman, 1979; Mann, 1980).

One major source of evidence in favor
of a Motor Theory account of speech
perception is that information about a
speaker’s production (anatomy or kine-
matics) from non-auditory sources can
affect phonetic perception. The famed
McGurk effect (McGurk and MacDonald,
1976), in which visual presentation of a
talker can alter the auditory phonetic per-
cept, is taken as evidence that listeners are
integrating information about production
from this secondary source. Fowler and
Deckle (1991) have demonstrated a similar
effect using haptic information gathered
by touching the speaker’s face (see also
Sato et al., 2010). Gick and Derrick (2009)
reported that perception of consonant—
vowel tokens in noise are biased toward
voiceless stops (e.g., /pa/) when they are
accompanied by a small burst of air on
the skin of the listener, which could be
interpreted as the aspiration that would

more likely accompany the release of a
voiceless stop.

In addition, there have been sev-
eral studies that have demonstrated that
manipulations of the listener’s articulators
can affect perception, which are support-
ive of the Motor Theory proposal that
the mechanisms of production underlie
the perception of speech. For exam-
ple, Ito et al. (2009) obtained shifts in
phoneme categorization resulting from
external manipulation of the skin around
the listener’s mouth in ways that would
correspond to the deformations typical
of producing these speech sounds (see
also Yeung and Werker, 2013 for a simi-
lar demonstration with infants). Recently,
Mochida et al. (2013) found that the ability
to categorize consonants can be influenced
by the simultaneous silent production of
these consonants. Typically, these stud-
ies are proffered as evidence for a direct
role of speech motor processing in speech
perception.

Independent of this proposed motor
basis of perception, others have suggested
the existence of a special speech or pho-
netic mode of perception based on evi-
dence of neural and behavioral responses
to the same stimuli being modulated by
whether or not the listener believes the
signal to be speech or non-speech (e.g.,
Tomiak et al., 1987; Vroomen and Baart,
2009; Stekelenburg and Vroomen, 2012).

THE “GENERALITY” OF SPEECH
Since the early work by Liberman and col-
leagues and the development of the Motor
Theory, there has been a growing appreci-
ation for the power of perceptual learning
and the context-sensitive nature of audi-
tory processing. Once one begins to study
more complex sounds and perceptual
behaviors, the distinction between speech
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and non-speech processing becomes less
clear. So, for example, we now have many
examples of non-speech sound categories
that demonstrate the characteristics of
Categorical Perception (Cutting et al.,
1976; Harnad, 1990; Mirman et al., 2004).
It also appears that general auditory learn-
ing mechanisms are capable of dealing
with the lack of invariance problem in
formation of categories. Birds can learn
speech consonant categories with no obvi-
ous acoustic invariant cue (Kluender et al.,
1987) and human listeners can readily
learn non-speech categories that are sim-
ilarly structured (Wade and Holt, 2005).
Finally, non-speech analogs have been
created that result in the same types of
context effects earlier witnessed for speech
categorization, such as “perceptual com-
pensation for coarticulation” (Lotto and
Kluender, 1998; Holt et al., 2000), “speak-
ing rate normalization” (Pisoni et al., 1983;
Diehl and Walsh, 1989) and “talker nor-
malization” (Watkins and Makin, 1994;
Holt, 2005; Sjerps et al., 2011; Laing et al.,
2012).

These findings with non-speech and
animal perception of speech sounds (along
with many others) call into question the
strict dichotomy of speech and general
auditory processing (Schouten, 1980). The
lack of a clear distinction extends to the
famed McGurk effect, which has been suc-
cessfully modeled using general models of
perception (e.g., Massaro, 1998). Stephens
and Holt (2010) demonstrated that human
adults can learn correlations between fea-
tures of speech and arbitrary dynamic
visual cues that are not related to the ges-
tures of human vocal tracts. Participants
in their experiments learned to associate
the movements of dials and lighted bars
on an animated “robot” display to stim-
uli varying in vowels and voiced con-
sonant and could use this information
to enhance intelligibility in noise. These
types of novel mappings demonstrate the
effectiveness of perceptual learning even
across modalities (though perhaps not
leading to as strong of an integration
of information as may occur for natural
covariations).

THE IMPORTANCE OF RESEARCH INTO
MULTISENSORY INTERACTIONS IN
SPEECH PERCEPTION
The growth in empirical research into the
integration of multisensory information

in speech acquisition and perception is
a welcome development because it is a
recognition that speech is not perceived
within a vacuum. Too often, speech per-
ception research has been conducted in an
isolated reductionist vein that has made
the human accomplishments in speech
communication seem almost miraculous.
The important realization at the heart of
Lindblom’s (1990, 1996) Hypo and Hyper
Speech Theory is that much of the trou-
bling acoustic variability in speech is actu-
ally a result of the changing demands of
conversation between two people and the
needs for informational precision due to
the communication context. When one
fails to study speech within a full commu-
nication context, this structured variability
becomes noise. The isolation of speech
research from a communication context
has also made it difficult to connect the
vast work in phonemic perception with
more practical clinical issues in hearing
loss and speech pathology. As Weismer
and Martin (1992) point out, the concept
of intelligibility must include both the
speaker and the listener—that is, intelligi-
bility is a measure of the entire communi-
cation setting and not just the acoustics of
the speaker (see also, Liss, 2007).

The investigation of multisensory inte-
gration in speech perception is a step in
the direction of attempting to understand
the entire communication setting and all
of the available information that results in
an intelligible message. Some of the well-
known findings from an auditory-isolated
experiment may in fact be misleading
when looked at in this broader context. For
example, a highly cited finding is that 9-
month-old infants from English-speaking
households fail to discriminate a non-
native Hindi contrast (Werker and Tees,
1984), which is taken as evidence that they
are now perceptually tuned to their native
language. However, Yeung and Werker
(2009) obtained discrimination for infants
in this group when the contrasting sounds
were paired consistently with visual novel
objects—a situation which mimics more
realistically the communication setting
of language learning. MacKenzie et al.
(2013) in one experiment demonstrated
an apparent unwillingness of 12-month-
olds to associate novel auditory words
with visual objects when the words are
not phonotactically acceptable in their
native language. However, the infants show

far more flexibility in “acceptable” words
when the task is preceded by a word-
object association game with familiar
word-objects. In each of these examples,
the presumed perceptual tuning for lan-
guage becomes less strict once the infor-
mation available to the infant about the
task is expanded. These experiments are
stark reminders that speech acquisition
and perception occurs in a larger per-
ceptual/cognitive framework. Such results
may also extend to adults learning to
categorize speech sounds. Lim and Holt
(2011) obtained significant increases in
categorization performance for Japanese-
speaking adults learning the non-native
English /l/-/r/ distinction utilizing a video
game paradigm. In this game, the cate-
gories were associated with different visual
creatures that were either “friends” or
“enemies” requiring different actions. The
implicit mapping of auditory categories
to functional dynamic visual objects may
account for some of the success of this
training.

A CAUTIONARY NOTE
Whereas the section above provides just
a few of the many benefits of studying
multisensory integration in speech, one
must be cautious not to repeat the history
of the field by proposing special mech-
anisms of phenomena for speech per-
ception without thoroughly investigating
what processes are available for general
perception. The perception of all sound
events is almost certainly intrinsically
multisensory. Experimental designs that
reduce sound event perception to audition
run the risk of changing the task demands
for the perceiver (as seen above in the
examples for speech discrimination in
infants).

There are many examples of sound per-
ception being influenced by non-auditory
information. Detection of low-intensity
sounds is enhanced when paired with
a task-irrelevant light stimulus (Lovelace
et al., 2003; Odgaard et al., 2004). Saldaña
and Rosenblum (1993) reported that when
listeners were presented a visual image of
a cello either being plucked or bowed, it
strongly influenced their auditory judg-
ment of whether the cello was being
plucked or bowed. The perceived loud-
ness of tones can be influenced by syn-
chronous tactile information (Schürmann
et al., 2004; Gillmeister and Eimer, 2007).
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In addition, sensori-motor interactions
can be found in music perception (Maes
et al., 2013). We should be very cautious
in proposing multimodal or sensorimotor
interactions that are “special” to speech.
It is quite possible that new integrations
between senses will be observed using the
well-learned complex stimuli of speech
sounds (or musical sounds) as opposed
to simple noises and tones and unex-
perienced complex signals. These novel
findings should be taken as opportunities
to learn general principles of perception,
action and cognition as opposed to assign-
ing them special status and missing these
opportunities.

Postulating a special speech perception
mode or module is a strong theoretical
position not to be taken lightly. One must
describe how the processes brought to bear
in the perception of speech sounds are fun-
damentally different from those responsi-
ble for other forms of complex audition.
Speech sounds are “special” in the sense
that they are over-learned categories that
play a functional role in a larger hierarchi-
cal linguistic system. But these attributes
on their own do not necessitate the pro-
posal of inherently different processing
mechanisms. In the end, speech sounds
and the perception/categorization of these
sounds is not likely to require special pro-
cessing. The “specialness” of these sounds
comes from being a part of the complex act
of communicating. It is the act of commu-
nicating that clearly requires integration
of the senses and the cooperation of per-
ception and action. We must be wary that
speech sound perception (“is this a “ba” or
a”da”) isolated from the full act of com-
munication is unnatural even when bring-
ing to bear information from other sense
modalities. The small and context-specific
sensorimotor and multisensory effects we
can uncover in this artificial task (Hickok
et al., 2009) may not provide much insight
into the real act of communication with
speech.
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Audiovisual (AV) speech integration is often studied using the McGurk effect, where
the combination of specific incongruent auditory and visual speech cues produces the
perception of a third illusory speech percept. Recently, several studies have implicated
the posterior superior temporal sulcus (pSTS) in the McGurk effect; however, the exact
roles of the pSTS and other brain areas in “correcting” differing AV sensory inputs remain
unclear. Using functional magnetic resonance imaging (fMRI) in ten participants, we aimed
to isolate brain areas specifically involved in processing congruent AV speech and the
McGurk effect. Speech stimuli were composed of sounds and/or videos of consonant–
vowel tokens resulting in four stimulus classes: congruent AV speech (AVCong), incongruent
AV speech resulting in the McGurk effect (AVMcGurk), acoustic-only speech (AO), and visual-
only speech (VO). In group- and single-subject analyses, left pSTS exhibited significantly
greater fMRI signal for congruent AV speech (i.e., AVCong trials) than for both AO and
VO trials. Right superior temporal gyrus, medial prefrontal cortex, and cerebellum were
also identified. For McGurk speech (i.e., AVMcGurk trials), two clusters in the left posterior
superior temporal gyrus (pSTG), just posterior to Heschl’s gyrus or on its border, exhibited
greater fMRI signal than both AO and VO trials. We propose that while some brain areas,
such as left pSTS, may be more critical for the integration of AV speech, other areas, such
as left pSTG, may generate the “corrected” or merged percept arising from conflicting
auditory and visual cues (i.e., as in the McGurk effect). These findings are consistent with
the concept that posterior superior temporal areas represent part of a “dorsal auditory
stream,” which is involved in multisensory integration, sensorimotor control, and optimal
state estimation (Rauschecker and Scott, 2009).

Keywords: McGurk effect, superior temporal sulcus, dorsal stream, sensorimotor, cross-modal, multisensory,

speech

INTRODUCTION
Two distinct sensory signals are seamlessly integrated during
typical speech processing: sounds and facial movements. The inte-
gration of acoustic and visual speech cues is frequently studied
using the McGurk effect (McGurk and MacDonald,1976), wherein
sounds and facial movements are deliberately mismatched to elicit
the perception of an entirely different and illusory consonant–
vowel (CV) token. One common example is when the sound “ba”
is dubbed onto the visual articulation of “ga,” an illusory bimodal
“McGurk” percept of “da” results. Yet, the precise neural mecha-
nisms governing integration of congruent audiovisual (AV) speech
signals and the subtle perceptual shift of the McGurk effect remain
unclear.

Numerous neuroimaging (Sams et al., 1991; Jones and Callan,
2003; Sekiyama et al., 2003; Skipper et al., 2007; Bernstein et al.,
2008; Benoit et al., 2010; Wiersinga-Post et al., 2010; Irwin

et al., 2011; Nath et al., 2011; Nath and Beauchamp, 2012;
Szycik et al., 2012) and behavioral studies (Green et al., 1991;
Green and Norrix, 1997; Tiippana et al., 2004, 2011; Nahorna
et al., 2012) of the McGurk effect have been published, as well as
one transcranial magnetic stimulation (TMS) study (Beauchamp
et al., 2010). Substantial emphasis has been placed on the impor-
tance of the posterior superior temporal cortex (pST), specifically
the left posterior superior temporal sulcus (pSTS), in the McGurk
effect (Sekiyama et al., 2003; Bernstein et al., 2008; Beauchamp
et al., 2010; Benoit et al., 2010; Irwin et al., 2011; Nath et al., 2011;
Nath and Beauchamp, 2012; Szycik et al., 2012). However, other
brain regions have also been linked to processing McGurk-type
stimuli, including frontal (Skipper et al., 2007; Benoit et al., 2010;
Irwin et al., 2011), insular (Skipper et al., 2007; Benoit et al., 2010;
Szycik et al., 2012), and parietal areas (Jones and Callan, 2003;
Skipper et al., 2007; Benoit et al., 2010; Wiersinga-Post et al., 2010),
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as well as other regions (Skipper et al., 2007; Bernstein et al., 2008;
Wiersinga-Post et al., 2010; Nath et al., 2011; Szycik et al., 2012).
While these experiments examine neural processes related to the
McGurk effect, the precise role of each brain region implicated
in the McGurk effect, particularly within the pST, is still not
completely understood.

The neuroanatomical variability associated with the McGurk
effect may be explained by variations in experimental design,
as well as differing analytical approaches. Previous studies have
probed the McGurk effect using a variety of statistical approaches.
Examples include direct contrasts between incongruent McGurk
speech versus congruent AV speech (Jones and Callan, 2003; Skip-
per et al., 2007; Bernstein et al., 2008; Benoit et al., 2010; Irwin
et al., 2011; Szycik et al., 2012), or correlations between functional
magnetic resonance imaging (fMRI) BOLD activity and McGurk
percept reports/susceptibility (Benoit et al., 2010; Wiersinga-Post
et al., 2010; Nath et al., 2011; Nath and Beauchamp, 2012).
However, these approaches do not isolate regions specifically sen-
sitive to AV signals versus unimodal signals, where interactions
of auditory and visual sensory input are likely to occur. This
suggests that other methods may be needed to further evalu-
ate the neural correlates of the McGurk effect. Others (Calvert
and Thesen, 2004; Beauchamp, 2005b; Laurienti et al., 2005; Stein
and Stanford, 2008; Goebel and van Atteveldt, 2009) have dis-
cussed several ways to statistically identify neural correlates of
multisensory integration, such as assessing the conjunction of
auditory and visual signals, and examining differential activa-
tion magnitude between AV and unimodal signals (max criterion
or super-additive approaches). Beauchamp (2005b) specifically
showed that application of different statistical contrasts for AV
signals compared to unimodal signals affected activation pat-
terns in the temporal lobe, which is highly relevant when
examining the neural correlates of the McGurk effect. Thus,
the use of a different statistical approach may help to parse
out the cortical processing mechanisms behind the McGurk
phenomenon.

In the current study, we attempted to tease apart the dis-
tinct neural correlates involved in AV processing of congruent
AV speech and McGurk speech. In ten participants using fMRI
across the whole brain, we chose the max criterion (Beauchamp,
2005b), which identifies AV-processing regions that respond more
strongly to AV stimuli relative to both unimodal auditory and
visual stimulation alone. This approach allowed us to focus on
brain areas optimized specifically for processing bimodal AV
speech, rather than those that respond equally well or indiscrim-
inately to bimodal AV and unimodal stimuli. We suggest that
this method allowed for the isolation of AV-processing regions
most likely to be involved in processing congruent AV speech
or the change in perception accompanying the McGurk effect.
This statistical approach has been successfully utilized to isolate
AV-processing regions in several language studies (van Atteveldt
et al., 2004, 2007; Szycik et al., 2008; Barros-Loscertales et al.,
2013) and other types of AV studies (Beauchamp, 2005b; Hein
et al., 2007; Watson et al., 2014). Since others have raised the
issue of high individual anatomical/functional variability con-
cerning the multisensory portion of the STS (Beauchamp et al.,
2010; Nath and Beauchamp, 2012), we confirmed our group

results in single-subject analyses, accounting for individual dif-
ferences in gyral anatomy (Geschwind and Levitsky, 1968) and
functional localization within pST. We sought to ensure the loca-
tion of AV function relative to posterior superior temporal gyrus
(pSTG), pSTS, and other landmarks within the pST. Distinguish-
ing between the neural correlates related to AV processing of
congruent AV speech and AV processing specific to perceptual
ambiguity may help to extend ideas of multisensory functions
within current sensorimotor models of language (Skipper et al.,
2007; Rauschecker and Scott, 2009; Rauschecker, 2011).

MATERIALS AND METHODS
PARTICIPANTS
Ten volunteers (6 females; mean age = 25.72 years, SD = 3.01)
contributed data to this study and were consented in accor-
dance with Georgetown University Institutional Review Board.
All participants were right-handed, and primary English speakers.
Subjects were recruited through advertisement. Telephone screen-
ing ensured that all subjects were in good health with no history of
neurological disorders, and reported normal hearing and normal
or corrected-to-normal vision. Data from all ten participants were
used in statistical analysis.

CONSONANT–VOWEL (CV) TOKEN STIMULI
The following American-English CV tokens were recorded and
digitized with sound from six volunteers (3 females and 3 males)
articulating the following speech sounds: “ba,”“ga,”“pa,” and “ka,”
using a Panasonic video-recorder and SGI O2 workstation. Audio
and video tracks were edited and recombined using Adobe Pre-
miere. In the videos, only the lower half of each speaker’s face
was visible, minimizing the influence of gaze and facial pro-
cessing. Four gain-normalized CV token stimulus types of 2 s
duration were created for this experiment: 24 acoustic stim-
uli with the video track removed (unimodal auditory, AO), 24
video stimuli with the auditory track removed (unimodal visual,
VO), 24 congruent AV stimuli (AVCong), and 12 incongruent AV
McGurk stimuli (AVMcGurk). The relatively large number of dif-
ferent stimuli from six separate speakers for each stimulus type
(AVCong, AVMcGurk, AO, VO) helped to reduce potential repeti-
tion effects. AO stimuli contained only CV token sounds with
no video display of corresponding lower facial movements; only
a blank screen was shown. VO stimuli contained a silent video
display of lower facial movements during articulation of a CV
token with no corresponding sound presented. AVCong stimuli
contained sound and video from the original CV token recording.
For example, auditory “ba” and visual “ba” were recorded from
the same speaker during congruent, typical AV speech. AVMcGurk

stimuli were created from combinations of differing sound and
video CV token stimuli to produce two robust McGurk illu-
sions (McGurk and MacDonald, 1976; Green et al., 1991; Green
and Norrix, 1997). Twelve different McGurk stimuli were pro-
duced to reduce potential repetition effects, where each AVMcGurk

stimulus was created from the same speaker and presented syn-
chronously. The first set of McGurk stimuli consisted of sound
“ba” dubbed onto a video of lips articulating “ga,” yielding six
stimuli conveying the fused perception “da,” one for each recorded
speaker. The second set of McGurk stimuli consisted of “pa”
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audio dubbed onto a video of lips articulating “ka,” producing
six stimuli with the fused perception of “ta,” one for each recorded
speaker.

fMRI EXPERIMENT AND PARADIGM
Scans were acquired using a blocked design in a single fMRI ses-
sion composed of two runs. AVCong blocks of trials were presented
in the first run, and AVMcGurk blocks of trials were presented in the
second run. AO and VO blocks of trial types were presented in both
runs. Three block types were presented in a repeated “A–B–A–C”
pattern as follows: AV, VO, AV, AO. Each block of trials contained
only one type of stimuli, i.e., AV, VO, or AO. During each block,
seven trials of stimuli (AV, AO, or VO) were presented continu-
ously and pseudo-randomly at approximately every 2 s. For each
stimulus block, two echo-planar imaging (EPI, or “functional”)
volumes were collected, and the beginning of each EPI volume
was separated by 6.5 s. CV token stimuli were 2 s in length. Thus,
in order to create a 13 s stimulus block, actual presentation time for
any single stimulus was fractionally less than 2 s. At the beginning
of each run, three pre-stimulus “dummy” volumes were collected
and removed before statistical analysis to allow for steady-state
relaxation. Within each run, 20 blocks were presented, and 40 EPI
volumes were acquired, consisting of 20 AV, 10 AO, and 10 VO vol-
umes. The total number of EPI volumes collected for both AVCong

and AVMcGurk runs included: 20 AVCong, 20 AVMcGurk, 20 AO, and
20 VO.

In the MR scanner, binaural auditory stimuli were presented
using a custom air-conduction sound system with silicone-
cushioned headphones (Resonance Technologies, Van Nuys, CA,
USA). The level of auditory stimuli was approximately 75–80 dB
SPL, assessed using a B&K Precision Sound Level Meter. Videos
(visual stimuli) were presented using a Sharp LCD projector
(29.97 fps). Stimuli were projected onto a translucent plexiglass
rear-projection screen mounted on the MRI head coil, in which
subjects viewed the stimuli via a head coil mirror. All stimuli
were presented using a Macintosh G3 personal computer running
MacStim (David Darby, Melbourne, VIC, Australia).

In the scanner, the participants’ instructions were to attend
to the presentation of stimuli, and to covertly count instances
of a specific target CV token. This orthogonal task was designed
to maintain participant attention and compliance. For example,
participants were asked to count the number of “ga” stimuli pre-
sented during the AVCong run. Presence of the illusory McGurk
perception for these participants was confirmed by repeating the
experiment using the same stimuli as presented during the scan
on a computer outside of the MR scanner.

MR IMAGING PARAMETERS
Images were acquired using a 1.5 Tesla Siemens Magnetom Vision
whole-body scanner at Georgetown University. Each functional
run contained 43 EPI volumes (first 3 pre-stimulus volumes were
discarded) that were composed of 25 slices with a slice thickness
of 4 mm and a gap of 0.4 mm. We used a repetition time (TR) of
6.5 s, acquisition time (TA) of 3 s, echo time (TE) of 40 ms, and flip
angle of 90◦ with a voxel size of 3.75 mm × 3.75 mm × 4.40 mm.
A sparse-sampling design was used to minimize the effect of scan-
ner noise, which is often used in audition studies. EPI volumes

were timed to capture the optimal hemodynamic response for
each block of trials, allowing the presentation of some stimuli in
relative quiet between volumes (Hall et al., 1999). High-resolution
MPRAGE scans were acquired using a 256-mm3 field of view, with
a voxel size of 1.00 mm × 1.00 mm × 1.41 mm. Study design, stim-
uli, experimental paradigm, MR imaging parameters, and data
collection were developed, performed, and published as part of
previous work (Zielinski, 2002).

fMRI DATA ANALYSIS
All statistical tests were performed in 3D volume-space using
BrainVoyager QX (Brain Innovation) software. MPRAGE and
functional images (EPI volumes) were interpolated into Talairach
stereotaxic/standard space (Talairach and Tournoux, 1988). Func-
tional images were preprocessed as follows: (1) motion correction
using six parameters, (2) temporal high-pass filter including linear
trend removal (3 cycles), (3) spatial Gaussian smoothing (6 mm3),
and (4) co-registration with high-resolution MPRAGE images.
During motion correction, images were aligned to the first vol-
ume in the run. During spatial normalization, images were aligned
across runs. This corrected for any differences in head position
both within and across runs.

WHOLE-BRAIN GROUP ANALYSIS
Whole-brain group analysis was conducted using a fixed-effects
general linear model (GLM); the fixed-effects analysis method
has been successfully used in the current literature (Leaver et al.,
2009; Chevillet et al., 2011). GLM predictors were used to measure
changes in fMRI signal in single voxels (Friston et al., 1995) and
were defined by the timing of blocks of trials for the four types of
experimental conditions: AVCong, AVMcGurk, AO, and VO. Post hoc
contrasts compared AV and unimodal conditions (AO and VO)
within each fMRI run. Group analyses were corrected for multi-
ple voxel-wise comparisons using cluster thresholds determined
by the Monte Carlo method as implemented in Brain Voyager,
which estimated the probability of false positives (Forman et al.,
1995).

To evaluate neural responses to congruent AV speech and
McGurk speech across the whole brain, we performed two con-
junction (∩) contrasts: (1) AVCong > AO ∩ AVCong > VO and (2)
AVMcGurk >AO ∩AVMcGurk >VO (where both statements flanking
∩ must be true; Figure 1; Table 1). This type of multisensory com-
parison corresponds to the “max criterion” method (Beauchamp,
2005b). It is important to note that since no stimulus-absent
condition was tested, no statistical comparisons against “rest-
baseline” were conducted. Thus, the fMRI signal changes were
estimated by relative differences in beta weights. Significant voxels
for these conjunction contrasts exhibited greater fMRI signal for
the AV condition than for both unimodal conditions (pcorr < 0.001
and single-voxel threshold t > 3.4956, p < 0.0005). Whole-
brain analyses using Monte Carlo corrections were conducted
within a whole-brain mask defined by only those voxels con-
tained within the averaged brain of the current sample (i.e., an
average of the skull-stripped MPRAGEs). Mean beta weights and
standard errors for each condition are reported across partici-
pants for the left pSTS cluster and left pSTG clusters (Figure 1).
Beta weights for the two left pSTG clusters were averaged first
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FIGURE 1 | AV speech areas in the left posterior superior temporal

cortex for congruent and McGurk speech. Group results (N = 10;
pcorr < 0.001) showing voxels with significantly higher fMRI signal for AV
speech than both types of unimodal speech (acoustic-only, AO and
visual-only, VO) are displayed on axial (z = 11, 14) and coronal (y = –23,
–38, –56) 3D volume slices of the averaged brain created from the current
sample (A). The anatomic designations were determined in 3D volume
space relative to the anatomy on the current sample’s averaged brain. The
white lines displayed on the axial volume slices approximate the location of
HG. Results presented in 3D volume are not interpolated and are presented
in radiological convention. The inflated cortical surface template shown in
(B), used for display purposes, was not created from the current sample. A

conjunction analysis demonstrated that activity in left pSTS (red) was
significantly greater in AVCong trials than in AO and VO trials. Two clusters
in left pSTG (blue) exhibited a similar pattern for McGurk speech (i.e.,
AVMcGurk > AO ∩ AVMcGurk > VO). (C,D) Mean fMRI signal for the left
pSTS and left pSTG clusters are represented with mean beta weights for
AVCong (red), AVMcGurk (blue), AO (dark gray), and VO (light gray) blocks of
trials. Beta weights for the left pSTG clusters are first averaged across both
clusters in each participant. Error bars denote standard error of the mean
across participants, and asterisks (**) mark statistically significant effects in
the voxel-wise analysis (pcorr < 0.001). Abbreviations: HG = Heschl’s gyrus,
pSTS = posterior superior temporal sulcus, pSTG = posterior superior
temporal gyrus, n.s. = not significant.

in each participant for every condition, then averaged across
participants for the mean beta weight value and standard error.
Anatomical location designations of these results were deter-
mined based on the anatomy of the averaged brain created from
the current sample (N = 10) in 3D volume space. These loca-
tions were not based on the anatomy of the inflated template
cortical surface (Figure 1B), which was used only for data pre-
sentation and did not reflect the precise anatomy of the current
sample.

SINGLE-SUBJECT ANALYSIS IN SUPERIOR TEMPORAL CORTEX
Group findings were confirmed using identical contrasts in single-
subject analyses (single-voxel threshold t > 2.2461, p < 0.025;
Figure 2), because our sample size may not be optimal for
random-effects analysis (Petersson et al., 1999a,b), and fixed-
effects analysis does not consider subject variability. To identify
single-subject activity that best approximated group findings for

either congruent AV speech (on or nearby left pSTS) or McGurk
speech (on or nearby left pSTG), we selected voxel(s)/cluster(s)
significant for each contrast within the left middle to posterior
superior temporal cortex on each participant’s brain volume,
although other activations (e.g., in temporal cortex) may have
been present as well (data not shown). If multiple clusters were
chosen for a given subject, then we reported the center of grav-
ity across all clusters together for that participant and mean beta
weights were extracted individually from each cluster and averaged
for that subject. We validated this selection process by calculating
the average Euclidean distance between group and single-subject
clusters across participants, using the center of gravity in 3D
volume-space.

“MASKED” ANALYSES RESTRICTED TO SENSORY CORTICES
To assess neural responses to congruent AV speech and McGurk
speech within auditory and visual cortical regions not detected
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Table 1 | Whole-brain group conjunction results (N = 10; AV > AO ∩
AV > VO) are reported for congruent AV and McGurk speech.

Brain region Talairach Volume (mm3)

X Y Z

Congruent AV speech

Left pSTS −53 −56 15 621

Right STG 59 −3 5 459

Medial prefrontal cortex 4 46 9 1998

Cerebellum −3 −49 −21 432

McGurk speech

Left pSTG −52 −23 12 810

Left pSTG −57 −38 12 324

Talairach coordinates represent the center of gravity for each cluster, rounded to
the nearest whole number (pcorr < 0.001).

in whole-brain analysis (Figure 3), we created auditory and visual
cortex masks from within the averaged brain of the current sample.
Auditory cortex was defined by a mask within superior temporal
lobe that contained voxels surviving either of two conjunction (∩)
contrasts: AVCong >VO ∩AO >VO, or AVMcGurk >VO ∩AO >VO.
The visual cortex mask was created in a similar way using contrasts:
AVCong > AO ∩ VO > AO and AVMcGurk > AO ∩ VO > AO. The
visual mask included areas within lateral occipital cortex (LOC),
and inferior temporal cortex (ITC) containing fusiform gyri. The
medial occipital cortex was not included in the mask since AO

trials had slightly higher fMRI signal compared to VO trials. This
does not preclude medial occipital cortex activation in VO tri-
als; only stimulus-absent trials could confirm this, which were
not conducted in this study. To be included in auditory or visual
masks, voxels were significant for these contrasts in a whole-
brain analysis with a pcorr < 0.001 determined by single-voxel
threshold of t > 3.9110, p < 0.0001 and displayed with a strict
single-voxel threshold of t > 5.7940, p < 1.0 × 10−8. AVCong

and AVMcGurk effects on masked auditory cortex were defined by
two new contrasts: (1) AVCong > AO, and (2) AVMcGurk > AO

(pcorr < 0.01; single-voxel threshold t > 1.9630, p < 0.05). AVCong

and AVMcGurk effects on masked visual cortex were defined by
two new contrasts: (1) AVCong > VO, and (2) AVMcGurk > VO

(pcorr < 0.01; single-voxel threshold t > 1.9630, p < 0.05).
In other words, significant voxels for these contrasts showed
greater fMRI signal for AV trials than for auditory (AO) trials
in masked auditory cortex, or visual (VO) trials in masked visual
cortex. Notably, the contrasts used to define each sensory cor-
tex mask were different from the contrasts used to investigate the
bimodal effects in that sensory cortex mask (Kriegeskorte et al.,
2009).

DATA PRESENTATION
For visualization purposes, group statistics were exported onto
an inflated template cortical surface (Van Essen, 2005), using
Caret software (Van Essen et al., 2001) or presented on volume
slices of the current sample’s averaged brain using BrainVoyager
QX (Figure 1A). Caret software was used to display foci projec-
tions (via “Project Foci to PALS Atlas”) onto an inflated template

FIGURE 2 | AV speech areas for congruent and McGurk speech in the

left posterior superior temporal cortex: consistency across single

subjects. (A) The center of gravity for clusters with significantly greater
fMRI signal for AV trials than for both types of unimodal trials (AV > AO ∩
AV > VO) are plotted for each participant on an inflated template cortical
surface (single-voxel threshold t > 2.2461, p < 0.025). Although the
functional location varies, nine out of ten participants exhibited a significant
AV effect for AVCong speech in the left pSTS region (red), and all
participants but one exhibited significant AV effects for AVMcGurk speech in
the left pSTG region (blue). (B) Four representative single-subject cortical
surface maps are displayed with each participant’s foci projected on the
inflated surface. Foci represent the center of gravity for clusters with
significantly greater fMRI signal for AV speech compared to unimodal
speech (AV > AO ∩ AV > VO). Red dots represent AVCong speech, and blue
dots represent AVMcGurk speech. In most participants, the congruent AV
speech clusters were located more posteriorly compared to the McGurk
speech clusters. For (A) and (B), only the left posterior superior temporal
cortex (also including lateral fissure) is displayed. (C,D) For each participant,
mean fMRI signal from each cluster, estimated by mean beta weight and
identified from single-subject activation maps, is depicted for AV and
unimodal trials in the left pSTS region (C) and the left pSTG region (D); each
line represents a single participant. Abbreviations as in Figure 1.

cortical surface for each single-subject result of statistical tests and
corresponding centers of gravity (Figure 2A). Additionally, single-
subject inflated cortical surfaces were constructed using Freesurfer
software (Dale et al., 1999; Fischl et al., 1999). Four representative
single-subject results (i.e., center of gravity of single-subject anal-
yses, see sub-section Single-Subject Analysis) were projected onto
their respective individual inflated cortical surfaces in Freesurfer
(“mni2tal”; Brett et al., 2002; Figure 2B). One subject’s data
resulted in suboptimal surface reconstruction in some cortical
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FIGURE 3 | Enhanced and suppressed activity of sensory cortex by

congruent AV and McGurk speech. In analyses restricted to auditory and
visual cortex (via functionally defined masks), voxels exhibiting significantly
greater/enhanced or lesser/suppressed activity in AV blocks of trials as
compared to AO blocks of trials (in auditory cortex) or VO blocks of trials (in
visual cortex) are displayed on inflated template cortical surfaces
(pcorr < 0.01). AVCong speech (red) compared to unimodal speech had
greater fMRI signal in bilateral PAC and mid-STG, and in left ITC including
the fusiform gyrus. AVMcGurk speech (blue) compared to unimodal speech
had greater fMRI signal limited to left PAC and pSTG. By contrast, there
were regions of sensory cortex where AV speech had lower fMRI signal
compared to unimodal speech. AVCong speech (yellow) had lower fMRI
signal compared to unimodal speech only in right inferior LOC/ITC, whereas
during AVMcGurk speech (green) stimulation this effect was widely
exhibited in bilateral LOC/ITC, and in right ant- to mid-STG. Abbreviations:
PAC = primary auditory cortex, ant-STG = anterior superior temporal gyrus,
mid-STG = middle superior temporal gyrus, pSTG = posterior superior
temporal gyrus, ITC = inferior temporal cortex, LOC = lateral occipital
cortex.

areas, but tissue segmentation was accurate in the superior tem-
poral cortex; thus it did not affect the assessment of individual
anatomy within this region.

RESULTS
BRAIN AREAS INVOLVED IN AV PROCESSING OF CONGRUENT SPEECH
Brain areas associated with processing congruent AV speech were
identified from the comparison of the fMRI signal on blocks of
trials containing AV recordings of congruent CV stimuli (AVCong)
to blocks of trials including only unimodal CV stimuli (AO and
VO) across the whole brain. The left pSTS exhibited activation
where fMRI signal for AVCong trials was significantly greater than
both AO and VO trials (red; Figure 1; pcorr < 0.001 for conjunction
contrast: AVCong > AO ∩ AVCong > VO). Three other brain areas
were found: right STG, medial prefrontal cortex, and cerebellum
(Table 1). In summary, regions identified here, including the left
pSTS, have increased response to congruent AV versus unimodal
sensory input compared to other areas in the whole brain.

BRAIN AREAS INVOLVED IN AV PROCESSING OF MCGURK SPEECH
Brain areas involved in processing McGurk speech, composed of
incongruent acoustic and visual signals, were identified from the

comparison of fMRI signal on blocks of trials containing incon-
gruent McGurk-type AV recordings of CV stimuli (AVMcGurk) to
blocks of trials containing only unimodal CV stimuli (AO and VO)
across the whole brain (blue; Figure 1). Two adjacent clusters were
identified in left pSTG, located just posterior to Heschl’s gyrus. It
is possible that one of these McGurk clusters may be on the bor-
der of Heschl’s gyrus (–52, –23, 12). The anatomical designation
of pSTG was based on the anatomy of the current sample’s aver-
aged brain in 3D volume space. These left pSTG clusters exhibited
activation where fMRI signal for AVMcGurk trials was significantly
greater than both AO and VO trials (pcorr < 0.001 for conjunction
contrast: AVMcGurk > AO ∩ AVMcGurk > VO). Increased response
to McGurk speech compared to unimodal sensory signals was only
identified in regions of the left pSTG.

SINGLE-SUBJECT CONFIRMATION OF pST REGIONS INVOLVED IN
PROCESSING CONGRUENT AV AND MCGURK SPEECH
To confirm the effects found in the group analysis, single-subject
analyses were conducted to locate brain areas more responsive
to AVCong or AVMcGurk trials compared to unimodal speech, AO

and VO, using the same statistical contrasts described above. Acti-
vation within the left pSTS region was identified for congruent
AV speech in nine out of ten participants (Figure 2; single-voxel
threshold t > 2.2461, p < 0.025), where the fMRI signal for AVCong

trials was greater than both unimodal trials (AO and VO). While
the exact location of congruent AV speech clusters identified in
the left pSTS region varied among participants, in general, clus-
ters reported here were positioned on the left pSTS or neighboring
regions, nearby or overlapping with the group left pSTS finding.
These clusters were typically posterior to the individual clusters
identified for McGurk speech. However, some participants also
showed activation for congruent AV speech in regions similar to
the regions identified during McGurk speech (Figure 2B). One
subject did not show activation to congruent AV speech in left
pSTS; however, this subject did show an effect for McGurk speech
in left pSTG. The individual locations of congruent AV speech
areas differed from the group cluster in the left pSTS by an aver-
age of 10.91 ± SD 5.52 mm. The locations of these clusters were
carefully determined relative to individual anatomy through eval-
uations in both volume and in individual surface reconstructions
of pST (Figure 2).

Recruitment of the left pSTG region was confirmed in pro-
cessing McGurk speech in single-subject analyses in nine out of
ten participants (single-voxel threshold t > 2.2461, p < 0.025;
Figure 2), where the fMRI signal for AVMcGurk trials was greater
than both unimodal trials (AO and VO), i.e., using the same con-
junction contrast as in the whole-brain group analysis. Individual
locations of activation in the pSTG region differed among partici-
pants, but in general were positioned on the pSTG or surrounding
cortex (e.g., adjacent STS) and were near to or overlapped with the
group left pSTG findings. While one participant did not exhibit
this effect in left pSTG, this subject did demonstrate the effect
in left pSTS for congruent AV speech. The single-subject centers
of gravity of fMRI signal compared to the McGurk speech group
foci in left pSTG varied by 11.91 ± SD 3.47 mm, averaged for
both left pSTG group clusters in each individual, further indicat-
ing that there may be individual differences in functional location.
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Single-subject activations typically overlapped with one or both of
the two McGurk group clusters, suggesting that each cluster may
likely represent a focal point of activation within the larger area of
left pSTG, perhaps extending into Heschl’s gyrus, rather than two
areas with distinct functions.

ENHANCED ACTIVITY IN SENSORY CORTEX BY AV SPEECH
Areas of enhanced activity were localized within masked audi-
tory and visual cortex, where AV blocks of trials exhibited
greater fMRI signal compared to unimodal AO blocks of trials
in auditory cortex (AV > AO) or VO blocks of trials in visual
cortex (AV > VO). In sensory cortex, congruent AV speech
(red; Figure 3) had greater fMRI signal compared to unimodal
speech bilaterally in primary auditory cortex (PAC) extending into
mid-superior temporal gyri (mid-STG), and in left ITC includ-
ing the fusiform gyrus (pcorr < 0.01). We consider PAC to be
located in medial Heschl’s gyrus (Morosan et al., 2001). In con-
trast, McGurk speech (blue; Figure 3) had greater fMRI signal
compared to unimodal speech solely in left PAC spreading into
pSTG (pcorr < 0.01). Overlap of these effects for both congru-
ent AV speech and McGurk speech were localized within the left
PAC and pSTG, similar to some single-subject results. In general,
these results show that different regions within sensory cortex
exhibit preference to congruent AV speech and McGurk speech,
complementing results reported above from whole-brain group
analyses.

SUPPRESSED ACTIVITY IN SENSORY CORTEX BY AV SPEECH
Within masked auditory and visual sensory cortex, some regions
exhibited significantly lower fMRI signal for AV speech blocks of
trials compared to unimodal AO blocks of trials in auditory cortex
(AV < AO) or VO blocks of trials in visual cortex (AV <VO). Activ-
ity in these areas of sensory cortex revealed a higher fMRI signal to
unimodal speech compared to AV speech. Congruent AV speech
(yellow; Figure 3) demonstrated lower fMRI signal compared to
unimodal trials only in right inferior LOC/ITC (pcorr < 0.01). This
effect was not detected in auditory cortex. In contrast, McGurk
speech (green; Figure 3) broadly exhibited lower fMRI signal
compared to unimodal trials, including right anterior to mid-
dle superior temporal gyrus (ant-STG), and bilateral LOC/ITC
(pcorr < 0.01).

DISCUSSION
Whole-brain group analyses (N = 10) that were confirmed in
single-subject analyses suggested that distinct posterior superior
temporal regions are involved in processing congruent AV and
McGurk speech when compared to unimodal speech (acoustic-
only and visual-only). Left pSTS was recruited when processing
congruent bimodal AV speech, suggesting that this region may be
speech-sensitive and critical when sensory signals converge to be
compared. In contrast, left pSTG was recruited when processing
McGurk speech, suggesting that left pSTG may be necessary when
discrepant auditory and visual cues interact. We interpret these
findings as suggesting that two similar neural processes take place
in separate left pST regions: (1) comparison and integration of
sensory cues in the left pSTS and (2) creation of the “corrected” or
merged percept in the left pSTG arising from conflicting auditory

and visual cues. In other words, a new merged percept is gen-
erated in pSTG, resulting from the incorporation of conflicting
auditory and visual speech cues. It is possible that alternate inter-
pretations may explain these findings. Future studies will need
to more closely examine the precise role of these regions (left
pSTG vs. left pSTS) related to general AV-integrative processes.
In general, these findings help to support and refine current sen-
sorimotor models of speech processing, especially with regard to
multisensory interactions in posterior superior temporal cortex
(Skipper et al., 2007; Rauschecker and Scott, 2009; Rauschecker,
2011).

AV INTEGRATION IN THE LEFT pSTS
The left pSTS was recruited during congruent AV speech, which
suggests a general AV-processing function that could support
integration of auditory and visual speech signals. The idea that
the pSTS is important for multisensory integration (Beauchamp,
2005a; Beauchamp et al., 2008), particularly AV integration of lan-
guage (Calvert et al., 2000; Beauchamp et al., 2004a; van Atteveldt
et al., 2004; Stein and Stanford, 2008; Nath and Beauchamp,
2011) and other stimuli (Beauchamp et al., 2004b; Noesselt et al.,
2007; Hein and Knight, 2008; Man et al., 2012; Powers et al.,
2012; Watson et al., 2014), is not new. In a recent example,
Man et al. (2012) demonstrated similar neural activity patterns
in the left pSTS for non-speech visual-only representation and
acoustic-only representation of the same object. Supporting our
findings, the left pSTS has been consistently recruited in AV
language studies using the max criterion for AV integration (con-
junction of AV > AO and AV > VO; Beauchamp, 2005b) of
congruent AV stimuli including various stimulus types, such as
sentences in native and non-native language (Barros-Loscertales
et al., 2013), words (Szycik et al., 2008), and visual letters paired
with speech sounds (van Atteveldt et al., 2004, 2007). Similarly,
the left pSTS showed increased activity to congruent AV story
stimuli compared to the sum of activity for acoustic-only and
visual-only stimulation (Calvert et al., 2000); others have also
reported supra-additive AV speech effects in STS (Wright et al.,
2003). Evidence that the STS is involved in processing many kinds
of sensory input (Hein and Knight, 2008), such as biological
motion (Grossman and Blake, 2002) and socially relevant sen-
sory cues (Allison et al., 2000; Lahnakoski et al., 2012), further
suggests a general sensory integration function. Our findings and
others (Beauchamp et al., 2004a; Man et al., 2012) support the
possibility that the pSTS could be responsible for a more gen-
eral, non-exclusive AV function that compares and integrates AV
sensory cues.

Previous studies implicate the left pSTS in the McGurk effect
(Sekiyama et al., 2003; Beauchamp et al., 2010; Benoit et al., 2010;
Nath et al., 2011; Nath and Beauchamp, 2012). However, these
studies do not imply an exclusive role of the left pSTS in the
McGurk percept change per se. For example, activity in the
STS does not always have a strong response to McGurk sylla-
bles in some children who have high McGurk percept likelihood
(Nath et al., 2011) or a preference to McGurk stimuli over other
incongruent AV stimuli in adults (Nath and Beauchamp, 2012).
In Japanese speakers, the left pSTS was recruited more dur-
ing noisy McGurk trials compared to noise-free McGurk trials
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(Sekiyama et al., 2003), which may reflect an increased demand
for AV integration rather than specificity for the McGurk per-
ceptual shift. Further, while inhibitory TMS of the left pSTS
significantly decreased the prevalence of reported McGurk per-
cepts, some other AV-influenced percepts were still produced, e.g.,
“between ‘ba’ and ‘da’,” “b-da,” or new percept “ha,” albeit at a
much lower incidence (Beauchamp et al., 2010). This suggests
that part of the mechanism responsible for changing or “cor-
recting” the auditory percept based on AV signals is still intact
after inactivation of left pSTS. Finally, it is worth noting that left
pSTS can be recruited by incongruent (not McGurk stimuli) more
than by congruent AV stimuli (Zielinski, 2002; Bernstein et al.,
2008; Hocking and Price, 2008; Szycik et al., 2009), perhaps sug-
gesting the left pSTS is involved in situations of incongruence
beyond the McGurk effect. Considering our findings in the con-
text of previous work, we suggest that left pSTS may be necessary
for the McGurk effect by virtue of its role in general AV pro-
cessing; however, we suggest the possibility that the resulting
change in perception famous to the McGurk effect may occur
elsewhere.

CREATION OF “CORRECTED” PERCEPTS IN THE LEFT pSTG
Our data show that two clusters in the left pSTG (just posterior to
Heschl’s gyrus based on the current sample’s averaged brain) were
recruited by McGurk speech. One interpretation of our findings
is that the left pSTG may have a role in generating new “corrected”
percepts underlying the McGurk effect. In other words, pSTG cre-
ates a new merged percept by incorporating input from conflicting
auditory and visual cues reflective of both streams of informa-
tion. Previous research, including some McGurk studies, supports
this interpretation. One study using pattern analysis in the pSTG
and posterior auditory regions was able to decode differences in
percept, either “aba” or “ada,” when presented with identical AV
stimuli, suggesting that the pSTG is sensitive to perception and not
just acoustics (Kilian-Hutten et al., 2011; cf. Chevillet et al., 2013).
Despite limited previous evidence, other studies have indicated
auditory areas including the pSTG in the McGurk effect (Skipper
et al., 2007; Benoit et al., 2010; Szycik et al., 2012), especially where
assessments focused on the neural correlates and/or fMRI time
courses associated with the change in McGurk speech percept,
or the visual modulation present in the McGurk effect. Support-
ing our findings, Szycik et al. (2012) identified left pSTG activation
during McGurk trials when participants reported the McGurk per-
cept and when comparing participants who perceived the McGurk
effect to those who did not. Although these pSTG areas are dis-
cussed as left“pSTS,”we speculate that it is possible these areas may
be on the left pSTG with Talairach foci reported close to the center
of gravity of the pSTG clusters identified in our study (our con-
gruent AV pSTS cluster was further posterior). Benoit et al. (2010)
showed an adaptation effect for McGurk stimuli in bilateral mid-
dle to posterior STG extending into pSTS when the sound was held
constant while the visual cue changed, reflecting the auditory per-
ceptual change due to visual influence. Finally, Skipper et al. (2007)
provided evidence for percept changes in auditory and somatosen-
sory areas, where early versus late fMRI time courses for McGurk
stimuli displayed different neural activation patterns that corre-
lated more to congruent AV “pa” or “ta,” respectively. Building

on these previous findings, we propose that, during the McGurk
effect, the left pSTG may have a more specific function in gen-
erating auditory percepts incorporating the influence of multiple
sensory modalities.

AV ENHANCEMENT AND SUPPRESSION OF ACTIVITY IN SENSORY
CORTICES AND OTHER REGIONS
Differential AV responses for congruent AV and McGurk speech
are further supported when examining enhancement (increases)
and suppression (decreases) of activity in auditory and visual sen-
sory cortex by AV speech compared to acoustic-only or visual-only
speech. During congruent AV speech, AV enhancement occurred
throughout auditory and visual areas, whereas AV suppression
was limited to right LOC. LOC has been previously linked to
face/object processing (Grossman and Blake, 2002) and biological
motion processing (Vaina et al., 2001). The seeming suppression
of the LOC in the right hemisphere in the current study could
be related to the left-lateralization of speech/language processes.
Similarly, in the main analysis, the right STG had increased activity
when comparing congruent AV speech to both acoustic-only and
visual-only speech. These results may be due to imagery (Driver,
1996; Kraemer et al., 2005; Zatorre and Halpern, 2005), atten-
tion effects (Grady et al., 1997; Pekkola et al., 2006; Tiippana et al.,
2011), and/or increased overall input during AV speech compared
to only acoustic or visual speech (Hocking and Price, 2008). In
contrast, McGurk speech enhancement was only identified in the
left pSTG and PAC, and overall there was more AV suppression
of auditory and visual sensory cortex. It is possible that the left
pSTG and PAC were the only sensory sites benefiting from AV
input during McGurk speech, or it could be that these areas process
incongruent AV input differently than the rest of sensory cortex. In
either case, comparing the relatively widespread enhancement and
limited suppression of sensory cortical activity during congruent
AV speech to the more circumscribed enhancement of left pos-
terior auditory areas and extensive suppression of sensory cortex
during McGurk speech further underscores a potential specialized
role of the pSTG in generating auditory percepts reflective of the
conflicting AV input present during the McGurk effect.

Although we have focused primarily on the posterior superior
temporal cortex, other brain regions are involved in analyzing
and integrating AV speech as well. This is exemplified dur-
ing congruent AV speech, where other regions recruited include
medial prefrontal cortex and cerebellum. Medial prefrontal cor-
tex activation has been demonstrated in speech comprehension
(Obleser et al., 2007) and recent meta-analytic evidence (Zald
et al., 2014) showed consistent coactivation of the adjacent medial
and lateral orbitofrontal cortex and the left pST region. The left
pSTS and medial prefrontal cortex may process information spe-
cific to emotion category (anger, etc.), independent of whether
the input is received from facial movements, body movements,
or the voice (Peelen et al., 2010). Likewise, cerebellum may be
involved in speech processing (Sekiyama et al., 2003; Skipper et al.,
2005; Ackermann, 2008; Wiersinga-Post et al., 2010), as well as
processing music (Leaver et al., 2009). The cerebellum has also
been implicated in visual processes related to biological motion,
e.g., where biological motion was depicted by visual point-light
displays of various human movements (Grossman et al., 2000).
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Future work is needed to address the interplay and functional
relationships between different brain regions during typical AV
speech perception. It is important to note that AV interactions
not only lead to enhancement of activity; they can also acceler-
ate the detection of visual change in speech, as measured with
magnetoencephalography (Möttönen et al., 2002).

ALTERNATE INTERPRETATIONS AND LIMITATIONS
Alternate interpretations of these findings are possible. For exam-
ple, AV information may be integrated differently depending on
the composition of the AV signal. The processing differences
related to integration of McGurk speech could solely result from
incongruent auditory and visual sensory inputs and not neces-
sarily from a perceptual change. Similarly, McGurk speech may
simply contribute more sensory information than congruent AV
speech, where processing of incongruent McGurk speech could
have an increased ‘load’ (see Hocking and Price, 2008). However,
these interpretations are unlikely because others have found the
STS to be activated by McGurk stimuli (Sekiyama et al., 2003;
Beauchamp et al., 2010; Benoit et al., 2010; Nath et al., 2011;
Nath and Beauchamp, 2012), and other incongruent AV stimuli
(Zielinski, 2002; Bernstein et al., 2008; Hocking and Price, 2008;
Szycik et al., 2009), suggesting that the STS can process multiple
types of AV information including incongruent AV sensory cues.
Thus, it is possible that the left pSTG may be involved in a dif-
ferent neural process, such as changing auditory percepts based
on the integration of differing auditory and visual cues that are
present during McGurk speech. Future experiments are needed
to examine bimodal vs. unimodal comparisons with incongruent
AV speech stimuli that do not elicit a McGurk or other illusory
percepts.

It is also possible that the group findings for McGurk speech in
the pSTG extend onto Heschl’s gyrus, because there was variabil-
ity in the location of the McGurk speech clusters in single-subject
analyses, and one of the group McGurk clusters may be on
the border of Heschl’s gyrus. The McGurk clusters may over-
lap with regions equivalent to lateral belt or parabelt areas in
non-human primates (Rauschecker et al., 1995; Kaas and Hack-
ett, 2000; Hackett, 2011); however, because these regions are not
yet defined with sufficient precision in the human brain (but see
Chevillet et al., 2011), the level of auditory processing recruited
during McGurk speech is unclear. Thus, if earlier auditory areas
including regions of Heschl’s gyrus are recruited during processing
of McGurk speech, this would suggest that the“corrected”McGurk
percept may be created at an earlier processing stage. Future exper-
iments can further test for perceptual change processes in different
regions of the pSTG extending to primary or core auditory areas.

We should note that this experiment also had other limitations.
First, while the reported effects in left pSTS and pSTG were identi-
fied in whole-brain group analyses and confirmed in single-subject
analyses, these results were derived from a relatively small sample
(N = 10), indicating a slightly lower power than with the standard
minimum of N = 12 (Desmond and Glover, 2002). Furthermore,
the McGurk percept was confirmed in our participants outside of
the scanner, in order to limit participant motion, which means the
presence of the McGurk effect during the scan is largely inferred.
In general, future studies with a larger number of participants

are needed to confirm the possibility of differential multisensory
effects related to congruent AV speech and the perceptual change
associated with the McGurk effect in the pST.

CONCLUSION: THE MCGURK EFFECT AND THE AUDITORY DORSAL
STREAM
Our main findings reveal that the left pSTS may have a more
general function in AV processing and the left pSTG may be
more involved in processing AV perceptual change. These results
have the potential to inform current ideas regarding multisensory
function and organization of the pST, particularly in consid-
eration of sensorimotor models of speech processing (Skipper
et al., 2007; Rauschecker and Scott, 2009; Rauschecker, 2011).
To focus on one model, Rauschecker and Scott (2009) expanded
the current dual-stream auditory theory (Rauschecker and Tian,
2000) and proposed that dorsal-stream regions, including the pST,
are involved in sensorimotor interactions and multisensory pro-
cesses. They suggest that these functions may be related to speech
and other “doable” sounds, which may facilitate error reduction
and “disambiguation of phonological information.” Our find-
ings support this model and further suggest that differential AV
interactions within the pST may contribute to these sensorimo-
tor transformations and comparisons. The idea that the McGurk
effect may be composed of two neural processes of AV integration
and“percept correction,”complements a similar behavioral model,
in which the McGurk effect is a two-stage process of “binding and
fusion” (Nahorna et al., 2012). In conclusion, we suggest the pos-
sibility that the left pSTG and pSTS may have separate functions,
wherein the left pSTG may be specially involved in “correcting”
incongruent percepts and the left pSTS may function to integrate
congruent AV signals.
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Audiovisual (AV) speech integration of auditory and visual streams generally ends up in
a fusion into a single percept. One classical example is the McGurk effect in which
incongruent auditory and visual speech signals may lead to a fused percept different
from either visual or auditory inputs. In a previous set of experiments, we showed
that if a McGurk stimulus is preceded by an incongruent AV context (composed of
incongruent auditory and visual speech materials) the amount of McGurk fusion is largely
decreased. We interpreted this result in the framework of a two-stage “binding and
fusion” model of AV speech perception, with an early AV binding stage controlling
the fusion/decision process and likely to produce “unbinding” with less fusion if the
context is incoherent. In order to provide further electrophysiological evidence for this
binding/unbinding stage, early auditory evoked N1/P2 responses were here compared
during auditory, congruent and incongruent AV speech perception, according to either
prior coherent or incoherent AV contexts. Following the coherent context, in line with
previous electroencephalographic/magnetoencephalographic studies, visual information
in the congruent AV condition was found to modify auditory evoked potentials, with a
latency decrease of P2 responses compared to the auditory condition. Importantly, both
P2 amplitude and latency in the congruent AV condition increased from the coherent to
the incoherent context. Although potential contamination by visual responses from the
visual cortex cannot be discarded, our results might provide a possible neurophysiological
correlate of early binding/unbinding process applied on AV interactions.

Keywords: audiovisual binding, speech perception, multisensory interactions, EEG

INTRODUCTION
Speech perception requires adequate hearing and listening skills,
but it is well known that visual information from the face and
particularly from lip movements may intervene in the speech
decoding process. The first classical evidence for audiovisual
(AV) integration in speech perception in normal-hearing subjects
concerns the role of lip reading during speech comprehension,
with a gain in the AV modality in respect to the audio-only
modality particularly in adverse listening conditions (e.g., Sumby
and Pollack, 1954; Erber, 1971; Benoît et al., 1994; Grant and
Seitz, 2000; Bernstein et al., 2004b). Another classical behav-
ioral example for AV integration is provided by the McGurk
effect (McGurk and MacDonald, 1976), in which a conflict-
ing visual input modifies the perception of an auditory input
(e.g., visual /ga/ added on auditory /ba/ leading to the percept
of /da/). This led researchers to propose a number of possible
architectures for AV integration, according to which auditory
and visual information converge toward a single percept in the
human brain (Massaro, 1987; Summerfield, 1987; Schwartz et al.,
1998).

A number of studies have then searched for potential neuro-
physiological and neuroanatomical correlates of AV integration
in speech perception. At the neurophysiological level, recent
electroencephalographic (EEG) and magnetoencephalographic

(MEG) studies focused on the influence of the visual input on
the auditory event-related potentials (ERPs), notably on auditory
N1 (negative peak, occurring typically 100 ms after the sound
onset) and P2 (positive peak, occurring typically 200 ms after
the sound onset) responses considered to be associated with the
processing of the physical and featural attributes of the audi-
tory speech stimulus prior to its categorization (Näätänen and
Winkler, 1999). In the last 10 years, various studies consistently
displayed an amplitude reduction of N1/P2 auditory responses
together with a decrease in their onset latency. These studies typi-
cally involved consonant–vowel syllables uttered in isolation, with
a natural advance of the visual input (associated with the phona-
tion preparation) on the sound. Their results suggest that the
visual input modulates and speeds up the neural processing of
auditory ERPs as soon as 100 ms after the sound onset and that
AV integration partly occurs at an early processing stage in the
cortical auditory speech processing hierarchy (Besle et al., 2004;
van Wassenhove et al., 2005; Stekelenburg and Vroomen, 2007;
Arnal et al., 2009; Pilling, 2009; Vroomen and Stekelenburg, 2010;
Baart et al., 2014; Knowland et al., 2014; Treille et al., 2014a,b).
The interpretation has generally called upon “predictive mech-
anisms” (van Wassenhove et al., 2005), according to which the
visual input, arriving ahead of sound, would enable to predict part
of its content and hence modulate the auditory ERP in amplitude
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and latency. The visual modulation seems to obey different rules
respectively for N1 and P2. For N1, it would just depend on
the advance of the image over the sound, even for incongru-
ent auditory and visual inputs, and even for non-speech stimuli;
while the P2 modulation would be speech specific and crucially
depend on the phonetic content of the auditory and visual inputs
(Stekelenburg and Vroomen, 2007; Vroomen and Stekelenburg,
2010).

While the AV integration process has long been considered
as automatic (e.g., Massaro, 1987; Soto-Faraco et al., 2004), a
number of recent papers have provided evidence that it could
actually be under the control of attentional processes (e.g., Tiip-
pana et al., 2004; Alsius et al., 2005, 2007; Colin et al., 2005;
Navarra et al., 2005; Mozolic et al., 2008; Buchan and Munhall,
2012). Furthermore, previous results on the “AV speech detec-
tion advantage” (Grant and Seitz, 2000; Kim and Davis, 2004)
and its consequences for AV perception (Schwartz et al., 2004)
suggest a mechanism by which early visual processing would
reduce spectral and temporal uncertainty in the auditory flow.
This mechanism, thought to operate prior to AV fusion, would
detect whether the visual and acoustic information are bound to
the same articulatory event and should be processed together.
This view, reinforced by electrophysiological data on early AV
speech interactions, suggest that AV interactions could intervene
at various stages in the speech decoding process (Bernstein et al.,
2004a).

In a similar vein, Berthommier (2004) proposed that AV fusion
could rely on a two-stage process, beginning by binding together
the appropriate pieces of auditory and visual information, fol-
lowed by integration per se (Figure 1). The binding stage would
occur early in the AV speech processing chain enabling the listener
to extract and group together the adequate cues in the auditory
and visual streams, exploiting coherence in the dynamics of the
sound and sight of the speech input. In Figure 1, the binding
stage is displayed by the output of the “coherence” box assessing
the likelihood that the audio and video inputs are indeed associ-
ated to the same speech event. The output of the binding stage
would provide the input to a second processing stage where cat-
egorization (and possibly detection in the AV speech detection
paradigm) would occur. Integration would hence occur only at
this second stage, and conditioned both by general attentional

FIGURE 1 | A two-stage “binding and fusion” model of audiovisual

speech perception.

processes but also by the result of the binding stage. If AV
coherence is low, binding is unlikely and integration should be
weaker.

To attempt to demonstrate the existence of this “binding”
process, Berthommier and colleagues defined an experimental
paradigm possibly leading to “unbinding” (Nahorna et al., 2012).
In this paradigm (see Figure 2), incongruent “McGurk” (A/ba/ +
V/ga/) or congruent “ba” (A/ba/ + V/ba/) targets were preceded
by congruent or incongruent AV contexts (to distinguish incon-
gruence in context and in targets, we use the terms “coherent”
and “incoherent” for context in the following). The expectation
was that the incoherent context should induce the subjects to
decrease their confidence that the auditory and visual streams
were related to a coherent source. This should decrease the
role of the visual input on phonetic decision and hence result
in a decrease of the McGurk effect. This is what they called
“unbinding.” The experimental results supported this hypothe-
sis. Indeed, compared to the coherent contexts, various kinds of
incoherent contexts, such as acoustic syllables dubbed on video
sentences, or phonetic or temporal modifications of the acoustic
content of a regular sequence of AV syllables, produced signif-
icant amounts of reduction in the McGurk effect. In line with
the two-stage model of AV fusion (see Figure 1), these results
suggest that fusion can be conditioned by prior contexts on AV
coherence. They also appear compatible with the above-cited
behavioral data on AV detection suggesting that the coherence
of the auditory and visual inputs is computed early enough to
enhance auditory processing, resulting in the AV speech detection
advantage.

The present study aimed at determining a possible neuro-
physiological marker of the AV binding/unbinding process in the
cortical auditory speech hierarchy. Capitalizing on the results
obtained by Nahorna et al. (2013), the experiment was adapted
from previous EEG experiments on AV speech perception, adding
either a coherent or an incoherent AV context before auditory,
congruent AV and incongruent AV speech stimuli. The assump-
tion is that with coherent context we should replicate the results
of previous EEG studies on auditory N1/P2 responses (decrease
in amplitude and latency in the AV vs. A condition). However,
an incoherent context should lead to unbinding, as in Nahorna
et al. (2013), with the consequence that the visual influence on the
auditory stimulus should decrease. Hence the N1/P2 latency and
amplitude in the AV condition should increase (reaching a value
close to their value in the A condition) in the incoherent context
compared with the coherent context.

MATERIALS AND METHODS
PARTICIPANTS
Nineteen healthy volunteers (17 women and 2 men, mean
age = 30 years, SD = 13.1 years) participated in the experi-
ment. All participants were French native speakers (although no
standard tests were used to measure first or, possibly, second lan-
guage proficiency), right-handed, without any reported history of
hearing disorders and with normal or corrected-to-normal vision.
Written consent was obtained from each participant and all proce-
dures were approved by the Grenoble Ethics Board (CERNI). The
participants were paid for participating in the experiment.
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FIGURE 2 | Experimental paradigm for displaying possible “binding/unbinding” mechanisms where context would modulate the McGurk effect.

STIMULI
The audio–video stimuli were similar to those of the previous
experiments by Nahorna et al. (2012, 2013) that is with an initial
part called “context” followed by a second part called “target.” The
target was either a pure audio stimulus (“pa” or “ta” dubbed with
a fixed image for the same duration), or a congruent AV stimu-
lus (“pa” or “ta”) or an incongruent “McGurk” stimulus (audio
“pa” dubbed on a video “ka”). The AV context was either coherent
or incoherent (Figure 3). Coherent contexts consisted of regular
sequences of coherent AV syllables randomly selected within the
following syllables (“va,” “fa,” “za,” “sa,” “ra,” “la,” “ja,” “cha,” “ma,”
“na”). These syllables were selected within the set of possible /Ca/
syllables in French, where C is a consonant not contained in the
/p t k b d g/ set, so that target syllables /pa ta ka/ or their percep-
tually close voiced counterparts /ba da ga/, cannot appear in the
context. In the incoherent context material, the auditory content
was the same, but the visual content was replaced by excerpts of

video sentences, produced in a free way by the same speaker, and
matched in duration. The context and target, both of fixed dura-
tion (respectively 2 and 1.08 s), were separated by a 1 s period of
silence and fixed black image.

All stimuli were prepared from two sets of AV material, a “sylla-
ble”material and a“sentence”material, produced by a French male
speaker, with lips painted in blue to allow precise video analysis of
lip movements (Lallouache, 1990). Videos were edited in Adobe
Premier Pro into a 720/576 pixel movie with a digitization rate of
25 frames/s (1 frame = 40 ms). Stereo soundtracks were digitized
in Adobe Audition at 44.1 kHz with 16-bit resolution.

The duration of each trial was 5280 ms, in which the context
AV movie, lasting 2000 ms, was followed by silence for 1000 ms,
then by the target with a duration of 1080 ms. The response time
was 1200 ms. To ensure continuity between the end of the context
stimulus and silence and also between silence and the onset of
the target stimulus, a 120-ms transition stimulus was included

FIGURE 3 | Audiovisual material used in the experiment.
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by image fusion (see Figure 4). Video fade-in and fade-out were
also included in the first and last three frames, respectively. In
the auditory only conditions, the auditory targets were presented
with a static face of the speaker. The difference between the visual
and auditory onsets for /pa/ and /ta/ were respectively 287 and
206 ms.

PROCEDURE
The subject’s task was to categorize the stimuli as “pa” or “ta,”
by pressing the appropriate key (two-alternative forced-choice
identification task). Stimulus presentation was coordinated with
the Presentation software (Neurobehavioral Systems). In order
to avoid possible interference between speech identification and
motor response induced by key pressing participants were told to
produce their responses a short delay after the stimulus end when
a question mark symbol appeared on the screen (typically 320 ms
after the end of the stimulus). There were six conditions, with three
targets (audio-only, A vs. AV congruent, AVC vs. AV incongruent,
AVI) and two contexts (coherent vs. incoherent), and altogether
100 repetitions per condition (with 50 “pa” and 50 “ta” in the
audio-only or AV congruent targets, and 100 McGurk stimuli).
This provided altogether 600 occurrences, presented in a random
order inside five experimental blocks. Altogether, the experiment
lasted more than 1 h, including subject preparation, explanations
and pauses between blocks. This unfortunately removed the pos-
sibility to add a specific visual-only condition, since it would have
added two targets – visual congruent and visual incongruent –
and hence almost doubled the experiment duration. We will dis-
cuss in various parts of the paper what the consequences of this
specific choice could be in the processing and interpretation of
EEG data.

The experiment was carried out in a soundproof booth with the
sound presented through a loudspeaker at a comfortable and fixed
level for all subjects. The video stream was displayed on a screen at a
rate of 25 images per second, the subject being positioned at about
50 cm from the screen. Participants were instructed to categorize
each target syllable by pressing on one key corresponding to /pa/
or /ta/ on a computer keyboard (with a counterbalanced order
between subjects) with their left hand.

EEG PARAMETERS
Electroencephalography data were continuously recorded from 64
scalp electrodes (Electro-Cap International, Inc., according to the
international 10–20 system) using the Biosemi ActiveTwo AD-box
EEG system operating at a 256 Hz sampling rate. Two additional
electrodes served as reference [common mode sense (CMS) active
electrode] and ground [driven right leg (DRL) passive electrode].
One other external reference electrode was put at the top of the
nose. Electro-oculogram measures of the horizontal (HEOG) and
vertical (VEOG) eye movements were recorded using electrodes
at the outer canthus of each eye as well as above and below the
right eye. Before the experiment, the impedance of all electrodes
was adjusted to get low offset voltages and stable DC.

ANALYSES
All EEG data were processed using the EEGLAB toolbox (Delorme
and Makeig, 2004) implemented in Matlab (Mathworks, Natick,
MA, USA). EEG data were first re-referenced off-line to the nose
recording and band-pass filtered using a two-way least-squares
FIR filtering (2–20 Hz). Data were then segmented into epochs of
600 ms including a 100 ms pre stimulus baseline, from –100 to
0 ms to the acoustic target syllable onset, individually determined
for each stimulus from prior acoustical analyses). Epochs with an
amplitude change exceeding ±100 μV at any channel (including
HEOG and VEOG channels) were rejected (<5%).

As previously noted, because of time limitations a visual-alone
condition was not incorporated in the study, while it is generally
included in EEG studies on AV perception. However, to attempt
to rule out the possibility that visual responses from the occip-
tal areas could blur and contaminate auditory evoked responses
in fronto-central electrodes, we performed various topography
analyses using EEGLAB to define the spatial distributions and
dynamics of the activity on the scalp surface. Fp1, Fz, F2, P10,
P9, and Iz electrodes were not included in this analysis because of
noisy electrodes or dysfunction of electrodes for at least one par-
ticipant. We studied the spatial distribution in two steps. Firstly, we
plotted the scalp maps for all six conditions (context × modality)
to confirm that the maximal N1/P2 auditory evoked potentials
were indeed localized around fronto-central sites on the scalp.

FIGURE 4 | Experimental sequence.
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The aim of the second step was to evaluate the presence and
amount of possible contamination in the auditory fronto-central
electrodes by the visual responses in corresponding cortical areas
dedicated to the processing of visual information. To do so, we
calculated scalp maps between conditions in the N1-P2 time
period.

Since the first part of the topographic analysis confirmed that
maximal N1/P2 auditory evoked potentials indeed occurred over
fronto-central sites on the scalp (see Figure 5; see also Scherg
and Von Cramon, 1986; Näätänen and Picton, 1987), and in line
with previous EEG studies on AV speech perception and auditory
evoked potentials (e.g., van Wassenhove et al., 2005; Stekelenburg
and Vroomen, 2007; Pilling, 2009; Vroomen and Stekelenburg,
2010; Treille et al., 2014a,b), an ERP analysis was then conducted

on six representative left, middle, and right fronto-central elec-
trodes (F3, Fz, F4, C3, Cz, C4) in which AV speech integration has
been previously shown to occur (note that Fz was replaced by the
average of F1 and F2 responses for two participants because of a
dysfunction of electrodes). For each participant, the peak laten-
cies of auditory N1 and P2 evoked responses were first manually
determined on the EEG waveform averaged over all six electrodes
for each context and modality. Two temporal windows were then
defined on these peaks ±30 ms in order to individually calculate
N1 and P2 amplitude and latency for all modalities, context and
electrodes. Peak detection was done automatically.

For P2 amplitude and latency it has to be noticed that the
N1-to-P2 latency could reach small values as low as 75 ms, with
double P2 peaks for many subjects. This is not unclassical: double

FIGURE 5 |The scalp topography of N1 and P2 for the six conditions (Coh AO, Coh AVC, Coh AVI, Incoh AO, Incoh AVC, Incoh AVI) in time steps of

50 ms. The range of the voltage maps is from –4 to 4 μv.
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peaks in the P2 time period have actually been found in a number
of studies in both adults, children, elderly and also in impaired
populations (e.g., Ponton et al., 1996; Hyde, 1997; Ceponiene
et al., 2008; Bertoli et al., 2011). Since the classical range for
P2 is 150–250 ms and since the first P2 peak was close to this
range, the analysis was focused on the first P2 peak for further
analyses.

Notice that we also tested another baseline earlier on in the
silence portion between context and target that is from –500 to
–400 ms to the acoustic target syllable onset, and we checked that
this did not change the results presented later, in any crucial way,
either in whole graphs or statistical analysis.

Repeated-measure analyses of variances (ANOVAs) were per-
formed on N1 and P2 amplitude and latency with context
(coherent vs. incoherent) and modality (A vs. AVC vs. AVI) as
within-subjects variables. Partial eta squared values were sys-
tematically provided to estimate effect sizes. Post hoc analyses
with Bonferroni correction were done when appropriate, and are
reported at the p < 0.05 level.

Concerning behavioral data, the proportion of responses coher-
ent with the auditory input was individually determined for each
participant, each syllable, and each modality. A repeated-measure
ANOVA was performed on this proportion with context (coherent
vs. incoherent) and modality (A vs. AVC vs. AVI) as within-subjects
variables. Post hoc analyses with Bonferroni correction were done
when appropriate, and are reported at the p < 0.05 level.

RESULTS
BEHAVIORAL ANALYSIS
On Figure 6 we display the behavioral scores, presented as per-
centage of responses coherent with the auditory input. The scores
were close to 100% in the A and AV conditions. They were lower
in the AVI conditions, since the visual input changes the percept
and produces some McGurk effect. The main effect of modality

FIGURE 6 | Mean percentage of responses coherent with the auditory

input in each modality and context presentation in the behavioral

experiment. Error bars represent standard errors of the mean.

of presentation was significant [F(2,36) = 6.14, p < 0.0.05], with
more correct responses in A and AVC than in AVI modalities (as
shown by post hoc analyses; on average, A: 98.2%, AV: 98.3%, and
AVI: 77.7%). There was no significant effect of context or interac-
tion. Contrary to our previous studies (Nahorna et al., 2012, 2013),
the amount of McGurk effect is hence very small and independent
on context. This is likely due to the specific procedure associated
with EEG experiments in which the number of different stimuli is
quite low (only five different target stimuli altogether) with highly
predictable targets.

EEG ANALYSES
N1 amplitude and latency (see Figures 7 and 8A,B)
In the following analysis, N1 amplitudes were reported in absolute
values, hence reduced amplitude means a reduction in absolute
value and an increase in real (negative) values. The repeated-
measures ANOVA on N1 amplitude displayed no significant effect
of context, but a significant effect of modality [F(2,36) = 13.29,
p < 0.001, η2

p = 0.42], with a reduced N1 amplitude observed
for the AVC and AVI modalities as compared to the A modality
(Figure 8A). The post hoc analysis shows that the amplitudes in
both AVC (–2.00 μV) and AVI (–1.64 μV) were indeed smaller
compared to A (–3.62 μV) irrespective of context. Interaction
between context and modality was not significant.

The repeated-measures ANOVA on N1 latency displayed no
significant effect of context (Figure 8B). The modality effect was
close to significance [F(2,36) = 3.20, p = 0.07, η2

p = 0.15], with a
shorter latency in the AVI (109 ms) compared to the A (115 ms)
and AVC (115 ms) conditions. Interaction between context and
modality was not significant.

In brief the results about N1 amplitude are similar to the pre-
viously mentioned EEG studies on AV speech perception, with a
visually induced amplitude reduction for both congruent (AVC)
and incongruent (AVI) stimuli irrespective of context. Regarding
N1 latency, the difference between auditory and AV modalities is
smaller than in few previous EEG studies, and consequently not
significant.

P2 amplitude and latency (see Figures 7 and 8C,D)
There was no significant effect of context or modality in P2
amplitude, but the interaction between context and modality
was significant [F(2,36) = 3.51, p < 0.05, η2

p = 0.16], which

is in line with our hypothesis (Figure 8C). To further exam-
ine the interaction effect between context and modality in P2
amplitude, pairwise comparisons were done using Bonferroni
corrections to test the effect of context separately for each modal-
ity. The post hoc analysis within modality provided a significant
difference between Coherent and Incoherent AVC conditions
(p = 0.01), showing that Coherent AVC (1.15 μV) has smaller
amplitude compared to Incoherent AVC (2.03 μV). Context pro-
vided no other significant differences either in the AVI or in the A
modality.

Concerning P2 latency (Figure 8D), there was a significant
effect of context [F(1,18) = 5.63, p < 0.05, η2

p = 0.23], the latency
in the Coherent context (176 ms) being smaller than in the Inco-
herent context (185 ms). There was also a significant effect of
modality [F(2,36) = 23.35, p < 0.001, η2

p = 0.56], P2 occurring

Frontiers in Psychology | Language Sciences November 2014 | Volume 5 | Article 1340 | 126

http://www.frontiersin.org/Language_Sciences/
http://www.frontiersin.org/Language_Sciences/archive


Ganesh et al. Neurophysiological correlate of binding

FIGURE 7 | Grand-average of auditory evoked potentials for the six electrodes (frontal and central) for coherent (top) and incoherent (bottom)

context and in the three conditions (AO, AVC, and AVI).

earlier in the AVC (178 ms) and AVI (167 ms) modalities com-
pared to AO (196 ms). As in the case of P2 amplitude, there
was a significant interaction effect between context and modal-
ity [F(2,36) = 8.07, p < 0.005, η2

p = 0.31]. The post hoc analysis
provided a significant difference between Coherent and Incoher-
ent AVC conditions (p = 0.002), showing that P2 in the Coherent
AVC condition occurred earlier (165 ms) than in the Incoherent
AVC condition (190 ms). Context provided no other significant
differences either in the AVI or in the A modality.

Therefore, contrary to the data for N1, we observed significant
effects of context for P2. These effects concern both amplitude and
latency. They are focused on the AVC condition with rather large
values (25 ms increase in latency and 0.88 μV increase in amplitude
from Coherent to Incoherent context in the AVC condition). They
result in removing the latency difference between AVC and A, in
line with our expectations. However, there appears to be no effect
of context in the AVI condition, neither for amplitude nor for
latency.
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FIGURE 8 | Mean N1 (A) and P2 (C) amplitude and mean N1 (B) and P2 (D) latency averaged over the six electrodes in the three conditions (AO, AVC,

and AVI) and the two contexts (coherent and incoherent). Error bars represent standard errors of the mean. *p = 0.05; **p = 0.005.

Scalp topographies and the potential role of a contamination from
visual areas (see Figures 9A–D)
To assess potential contamination of the previous responses by
visually driven responses from the visual cortex, we analyzed
scalp topographies in the N1-P2 time periods in various condi-
tions. Firstly we assessed whether visual areas could intervene in
the visual modulation of N1 and P2 responses in the congru-
ent and incongruent configurations, independently on context,
by comparing the AO condition (Figure 9A) with either the AVC
(Figure 9B) or the AVI (Figure 9C) condition (averaging responses
over context, that is combining Coherent AVC and Incoherent
AVC in Figure 9B and Coherent AVI and Incoherent AVI in
Figure 9C).

In the N1 time period (100–150 ms) it appeared that the neg-
ative peak value was more prominent in central than in occipital
electrodes (Figure 9A), but the decrease in N1 amplitude in cen-
tral electrodes in both AVC and AVI conditions, associated with

a negative amplitude in central electrodes in both AO-AVC and
AO-AVI maps (Figures 9B,C) was accompanied by an even larger
negative amplitude in occipital electrodes. This is due to a positive
peak in AV conditions corresponding to the arrival of the visual
response in this region. Therefore a possible contamination of the
visual influence on N1 response due to occipital activity cannot be
discarded at this stage.

In the P2 time period (175–225 ms), once again the positive
peak was more prominent in central than in occipital electrodes
(Figure 9A). The AO-AVC and AO-AVI scalp maps (Figures 9B,C)
displayed positive values in central electrodes, corresponding to a
decrease in P2 amplitude from AO to both AV conditions. Con-
trary to what happened for N1, the situation in occipital electrodes
was here completely reversed: there were indeed negative values of
AO-AVC and AO-AVI differences in the occipital region. There-
fore, the possible contamination of visual effects on P2 by visual
responses is much less likely than for N1.
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FIGURE 9 |Topographical distributions of the grand average ERPs for the AO (A), AO-AVC (B), AO-AVI (C) and Coh AVC-Incoh AVC (D) different waves

in time steps of 25 ms. The range of the voltage maps varies between maps, but is always expressed in μv.
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Finally, to directly assess possible contaminations on the major
effect of interest that is the difference between incoherent and
coherent contexts in the AVC condition, we computed scalp
topographies for the difference between coherent AVC and inco-
herent AVI conditions (see Figure 9D). The differences were rather
small all over these maps, and the topography differences were
globally relatively noisy and make difficult any clear-cut conclusion
from these topography.

Altogether, the results in the coherent context condition seem
partially consistent with previous findings of EEG studies, if we
assume that the Coherent context provides a condition similar to
previous studies with no-context. Visual speech in the congru-
ent AVC and incongruent AVI conditions is associated to both a
significant decrease in amplitude for N1 and in latency for P2.
Importantly we found a significant effect of context in the AVC
condition for both amplitude and latency in P2, in line with our
prediction. However, scalp topographies raise a number of ques-
tions and doubts on the possibility to unambiguously interpret
these data, in the absence of a visual-only condition. We will now
discuss these results in relation with both previous EEG studies
on AV speech perception and with our own assumptions on AV
binding.

DISCUSSION
Before discussing these results it is necessary to consider one
important potential limitation of the present findings. Testing
cross-modal interactions usually involves determining whether the
observed response in the bimodal condition differs from the sum
of those observed in the unimodal conditions (e.g., AV �= A + V).
In the present study, as previously noted, the visual-alone condi-
tion was not obtained because of time limitation. Although direct
comparison between AV and auditory conditions performed in
previous EEG studies on AV speech integration have provided fully
coherent results with other studies using an additive model (see
van Wassenhove et al., 2005; Pilling, 2009; Treille et al., 2014a,b),
this limitation is important, and will lead to a specific component
of our discussion.

COMPARISON OF THE COHERENT CONTEXT CONDITIONS WITH
PREVIOUS EEG STUDIES
A preliminary objective of the study was to replicate the results
of previous EEG studies on N1/P2 in coherent context (Klucharev
et al., 2003; Besle et al., 2004; van Wassenhove et al., 2005; Steke-
lenburg and Vroomen, 2007, 2012; Pilling, 2009; Vroomen and
Stekelenburg, 2010; Baart et al., 2014; Knowland et al., 2014; Treille
et al., 2014a,b). Concerning AV congruent stimuli AVC, our data
are partially in line with previous studies. For the N1 component,
we obtained an amplitude reduction in AVC compared to AO, as
in previous studies (Figure 8A), though this amplitude reduc-
tion was not accompanied by a latency reduction (Figure 8B),
contrary to previous studies. In the P2 component, the decrease
in amplitude and latency (Figures 8C,D) from AO to AVC is
also in line with previous studies (e.g., van Wassenhove et al.,
2005; Stekelenburg and Vroomen, 2007; Pilling, 2009; Vroomen
and Stekelenburg, 2010; Knowland et al., 2014). Concerning AV
incongruent (“McGurk”) stimuli AVI, there was an amplitude
reduction compared to the AO condition for N1 (Figure 8A)

and the two peaks also occurred earlier than in the AO condi-
tion, not significantly in N1 (Figure 8B) but significantly in P2
(Figure 8D). Here, the output of previous studies is more con-
trasted. As a matter of fact, the N1 amplitude and latency values
for incongruent stimuli are not available in the van Wassenhove
et al. (2005) study, whereas in the studies by Stekelenburg and
Vroomen (2007) and Baart et al. (2014) there is no difference
between incongruent and congruent conditions on both ampli-
tude and latency. However, the results for P2 are not consistent
with the previous studies that compared congruent and incon-
gruent stimuli, e.g., in the study by Stekelenburg and Vroomen
(2007) there is an effect of incongruent stimuli on amplitude but
no effect on latency whereas in the study by van Wassenhove et al.
(2005) there is no amplitude effect but a latency effect. On the
contrary, the recent study by Knowland et al. (2014) is in line
with the present findings in the incongruent condition for N1
and P2 amplitude, even though the stimulus for incongruency
differs from the present study. Of course, some of these differ-
ences could also be due to various methodological differences in
the analyses, including in the present case the specific choice to
systematically keep the first peak in the P2 region in the case
of double peaks responses, which occur for many subjects (see
Analyses).

COMPARISON OF THE COHERENT AND INCOHERENT CONTEXT
CONDITIONS IN THE PRESENT STUDY
The primary objective of the study was to test the possible role of
an incoherent context supposed to lead to unbinding (as robustly
displayed by behavioral data in Nahorna et al., 2012, 2013) and
hence decrease the effects of the visual input on N1/P2 latency and
amplitude.

We obtained no effect of context, either alone or in interaction
with modality, for both N1 amplitude and latency (Figures 8A,B).
However, we obtained a significant effect of context for P2, alone
for latency, and in interaction with modality for both latency and
amplitude. Post hoc tests showed that these effects could be due to
a suppression of the decrease in amplitude and latency from AO
to AVC when the context is incoherent (Figures 8C,D).

The fact that there is an effect of context for P2 but not for N1 is
coherent with the view that these components could reflect differ-
ent processing stages, AV effects on N1 possibly being not speech
specific and only driven by visual anticipation independently on
AV phonetic congruence, while P2 would be speech specific, con-
tent dependent and modulated by AV coherence (Stekelenburg
and Vroomen, 2007; Baart et al., 2014). In summary, the visual
modality would produce a decrease in N1 amplitude and pos-
sibly latency because of visual anticipation, independently on
target congruence and context coherence. A congruent visual input
(AVC) would lead to a decrease in P2 amplitude and latency in the
coherent context because of visual predictability and AV speech-
specific binding. This effect would be suppressed by incoherent
context because of unbinding due to incoherence.

As for AVI stimuli, there was no context effect, both in behav-
ioral and EEG results. Actually, it appears that there is almost no
AV integration in the present study for incongruent McGurk stim-
uli (as shown by behavioral data), which likely explains the lack
of a role of context on EEG for these stimuli. The discrepancy
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in behavioral data with previous experiments by Nahorna et al.
(2012, 2013) likely comes from differences in the nature and num-
ber of stimuli. The studies by Nahorna et al. (2012, 2013) involved
voiced stimuli “ba,” “da,” and “ga” whereas in the present study
the EEG requirement to avoid prevoicing, classical in the French
language, forced us to select unvoiced stimuli “pa,” “ta,” and “ka.”
More importantly, the previous studies were based on a larger level
of unpredictability, the subjects did not know when the targets
would happen in the films, and the coherent and incoherent con-
texts were systematically mixed. In the present study, because of the
constraints in the EEG paradigm, there were no temporal uncer-
tainty of the time when the target occurred, and the AV material
was highly restricted, with only 10 different stimuli altogether (five
different targets and two different contexts). A perspective would
hence be to use more variable stimuli in a further experiment.

The difference between AO and AVI conditions in P2 latency
and amplitude could be related to the fact that the subjects detect
an AV incongruence. Indeed, behavioral data in Nahorna et al.
(2012, 2013) consistently display an increase in response times for
McGurk stimuli compared with congruent stimuli, independently
on context, and this was interpreted by the authors as suggesting
that subjects detected the local incongruence independently on
binding per se, while binding would modulate the final decision.
In summary, AVI would produce (i) decrease in N1 amplitude and
possibly latency because of visual anticipation; (ii) decrease of P2
amplitude and latency because of incongruence detection; (iii) but
no integration per se, as displayed by behavioral data, and hence
no modulation by context and binding/unbinding mechanisms.

At this stage, and keeping for a while this global interpretation
compatible with the “binding” hypothesis, it is possible to come
back to the two-stage AV fusion process (Figure 1). The present
EEG data add some information about the way coherence could be
computed for congruent stimuli. If indeed the P2 AV modulation
in amplitude and latency is related to the binding mechanism as
supposed by, e.g., Baart et al. (2014), then the evaluation of coher-
ence, supposed by Nahorna et al. (2012, 2013) to take place in the
context period before the target, should apply for both congru-
ent and incongruent stimuli. Actually, modulation of binding by
context has been shown in behavioral data on incongruent stimuli
in previous studies, and in P2 data on congruent stimuli in the
present study. Altogether, this suggests that the two-stage process
described in Figure 1 could operate, at least in part, prior to P2.
These findings will have to be confirmed by future EEG exper-
iments on more variable stimuli able to provide P2 modulation
for both congruent and incongruent stimuli, and possibly in other
kinds of attentional processes.

POSSIBLE CONTAMINATION BY VISUAL AREAS AND SUGGESTIONS
FOR FUTURE STUDIES
A crucial limitation of the present work is the lack of a visual-
only condition. We consider that this was a necessary evil in such
a preliminary study, since it was the only way to be able to assess
both congruent and incongruent targets in coherent vs. incoherent
contexts. But this might have resulted in possible contamination
effects from visual regions that we will discuss now.

Firstly, contamination could be due to visual context. This is,
however, rather unlikely considering that the different contexts

finish 1000 ms before the target. We systematically compared
results obtained with two baseline conditions, one far from the
end of the context (–100 to 0 ms) and the other one closer (–500
to –400 ms). It appeared that this baseline change did not change
the current results in any crucial way, either in whole graphs or
statistical analysis, which suggests that the fluctuations in ERP
responses before the apparition of the auditory stimulus at 0 ms
do not intervene much in the further analysis of AV interactions
on N1 and P2.

It is more likely that contamination effects could be due to visual
responses to the visual component of the target. This appears par-
ticularly likely in the N1 time period, where scalp maps in the
AO-AVC and AO-AVI conditions (Figure 9) display larger nega-
tive values in occipital areas than in central electrodes. Therefore,
it cannot be ruled out that (some unknown) part of the visual
modulation of the auditory response could be due to propagation
of visual responses from the occipital region.

In the P2 time period this is much less likely, considering that
the pattern of responses is now completely inverse between cen-
tral and occipital electrodes, with a decrease of P2 amplitude from
AO to AVC or AVI in the first ones, and an increase in the second
ones. However, the pattern of scalp difference between coher-
ent and incoherent AVC conditions is complex and fuzzy, and
the amplitude differences between conditions are small. There-
fore, we cannot discard the possibility that the modulation of P2
response in the incoherent compared with coherent context is due
to propagation of the visual activity – though we must remind
that in these two conditions, the visual response actually corre-
sponds to exactly the same visual input, which makes the “visual
propagation” hypothesis more unlikely.

Altogether our interpretation of the observed results is that
(1) the pattern of EEG responses we obtained in the N1-P2 time
periods is compatible with classical visual effects on the auditory
response in this pattern of time, and with a possible modulation
of these effects by AV context, in line with our assumptions on AV
binding; (2) however, the lack of a visual-only condition impedes
to firmly discard other interpretations considering contamination
from visual regions due to responses to the visual component
of the stimulus; and (3) this suggests that more experiments
using the same kind of paradigm with AV context, incorporat-
ing visual-only conditions to enable better control of the visual
effects are needed to assess the possibility to exhibit electrophys-
iological correlates of the binding/unbinding mechanism in the
human brain.

CONCLUSION
We displayed a new paradigm for ERP AV studies based on the role
of context. We presented data about modulation of the auditory
response in the N1-P2 time periods due to the visual input, both
in the target and context portions of the stimulus. We proposed a
possible interpretation of the modulations of the N1 and P2 com-
ponents, associated to (1) a classical visual modulation generally
associated with predictive mechanisms (see e.g., van Wassenhove
et al., 2005) and (2) possible modifications of this effect due to
incoherent context, in the framework of the two-stage “binding
and fusion”model proposed by Nahorna et al. (2012). However, we
also discussed in detail a concurrent interpretation only based on
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the contamination by visual responses in the visual regions, due to
the impossibility in the present study to incorporate a visual-only
condition.

The search for electrophysiological correlates of attentional
processes possibly modifying AV interactions is an important chal-
lenge for research on AV speech perception (see e.g., the recent
study by Alsius et al. (2014) measuring the effect of attentional load
on AV speech perception using N1 and P2 responses as cues just
as in the present study). We suggest that binding associated with
context should be integrated in general descriptions of AV modu-
lations of the N1 and P2 components of auditory ERP responses to
speech stimuli, in relation with general and speech specific effects
and the role of attention.
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A change in talker is a change in the context for the phonetic interpretation of acoustic
patterns of speech. Different talkers have different mappings between acoustic patterns
and phonetic categories and listeners need to adapt to these differences. Despite this
complexity, listeners are adept at comprehending speech in multiple-talker contexts, albeit
at a slight but measurable performance cost (e.g., slower recognition). So far, this talker
variability cost has been demonstrated only in audio-only speech. Other research in single-
talker contexts have shown, however, that when listeners are able to see a talker’s face,
speech recognition is improved under adverse listening (e.g., noise or distortion) conditions
that can increase uncertainty in the mapping between acoustic patterns and phonetic
categories. Does seeing a talker’s face reduce the cost of word recognition in multiple-
talker contexts? We used a speeded word-monitoring task in which listeners make quick
judgments about target word recognition in single- and multiple-talker contexts. Results
show faster recognition performance in single-talker conditions compared to multiple-
talker conditions for both audio-only and audio-visual speech. However, recognition time
in a multiple-talker context was slower in the audio-visual condition compared to audio-
only condition. These results suggest that seeing a talker’s face during speech perception
may slow recognition by increasing the importance of talker identification, signaling to the
listener a change in talker has occurred.

Keywords: talker normalization, talker variability, audio-visual speech perception, multisensory integration, speech

perception

INTRODUCTION
In perceiving speech, we listen in order to understand what some-
one is saying as well as to understand who is saying it. Although
the message changes more often in a conversation, there can also
be changes between speakers that are important for the listener to
recognize. A change in talker can pose a perceptual challenge to
a listener due to an increase in the variability of the way acous-
tic patterns map on to phonetic categories – a problem of talker
variability. For different talkers, a given acoustic pattern may cor-
respond to different phonemes, while conversely, a given phoneme
may be represented by different acoustic patterns across different
talkers (Peterson and Barney, 1952; Liberman et al., 1967; Dorman
et al., 1977). For this reason, the speaker provides an important
context to determine how acoustic patterns map on to phonetic
categories (cf. Nusbaum and Magnuson, 1997). Additionally, a
change in talker may be important to recognize given that a lis-
tener’s interpretation of a message may depend not just on the
speech style of a speaker, but on the attributions about who
the speaker is as well (Thakerar and Giles, 1981). For example,
indirect requests are understood in the context of a speaker’s
status (Holtgraves, 1994). More directly relevant to speech per-
ception however, a listener’s belief about the social group to which
a speaker belongs can significantly alter the perceived intelligi-
bility of a speaker’s speech (Rubin, 1992). Additionally, dialect
(Niedzielski, 1999) and gender (Johnson et al., 1999) expecta-
tions can meaningfully alter vowel perception, highlighting that
social knowledge about a speaker can affect the relatively low-
level perceptual processing of a speaker’s message, much in the

same way that knowledge of vocal tract information can (Lade-
foged and Broadbent, 1957; although see Huang and Holt, 2012
for an auditory explanation of the mechanism that could underlie
this).

In general there have been two broad views regarding how
talker information is recognized. One account, called “talker
normalization” (Nearey, 1989; Nusbaum and Magnuson, 1997),
suggests that listeners use talker information to calibrate or frame
the interpretation of a given message in order to overcome the
considerable amount of uncertainty (e.g., acoustic variability,
reference resolution, etc.) that arises from talker differences.
This view has emerged from an attempt to address the lack
of invariance problem through the use of talker-specific infor-
mation either derived from the context of prior speech (Joos,
1948; Ladefoged and Broadbent, 1957; Gerstman, 1968) or cues
within the utterance (e.g., Syrdal and Gopal, 1986). The suffi-
ciency of such models has been demonstrated for vowel perception
(e.g., Gerstman, 1968; Syrdal and Gopal, 1986) for both types of
approaches. Further, perceptual evidence has come from demon-
strations of better recognition for speech from a single-talker
compared to speech from different talkers (e.g., Creelman, 1957;
Nearey, 1989) and that specific acoustic information can aid in
normalizing talker differences (e.g., Nusbaum and Morin, 1992;
Barreda and Nearey, 2012).

An alternative view regarding how talker information is rec-
ognized suggests that talker information is not used in direct
service of message understanding but for source understanding.
This view treats the identification of the talker as separate from
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the process of message comprehension (Pisoni, 1997; Goldinger,
1998). Traditionally, speech perception has been described as
a process whereby linguistic units (e.g., phonemes, words) are
abstracted away from the detailed acoustic information that
is putatively not phonetically relevant. The idea that acous-
tic information about a talker might be viewed as noise in
relation to the canonical linguistic units upon which speech
perception relies, has led to the assumption that talker infor-
mation is lost during this process (e.g., Joos, 1948; Summer-
field and Haggard, 1973; Halle, 1985; McLennan and Luce,
2005)1. However, the need for preserving talker-specific infor-
mation for other perceptual goals (Thakerar and Giles, 1981;
Holtgraves, 1994), along with evidence suggesting that the per-
ceptual learning of speech is talker-specific (Goldinger et al., 1991;
Schacter, 1992; Pisoni, 1993; Nygaard et al., 1994) prompted
researchers to adopt a talker-specific view of speech percep-
tion.

In the talker-specific view, auditory representations of utter-
ances are putatively represented in a more veridical fashion. As
such, both the indexical source auditory information is main-
tained along with any phonetically relevant auditory information
(e.g., Goldinger, 1998). While this view does separately pre-
serve talker-specific auditory information such as fundamental
frequency within the auditory-trace, the model has no impli-
cations for the representation or processing of other aspects of
talker information such as knowledge about the social group of the
talker, the dialect of the talker, or the gender of the talker. Further,
the echoic encoding account does not explain how talker-specific
information that is not in the acoustic channel affects speech pro-
cessing, as it focuses on the memory representation of auditory
patterns.

A number of studies have demonstrated that in a variety of
learning situations, variability is important in developing robust
perceptual categories that can benefit recognition in diverse listen-
ing conditions. In particular, variability in talker has been shown
to benefit the long-term memory representations of speech that
can facilitate recognition when there is noise or degraded sig-
nal or in learning a foreign contrast (Logan et al., 1991; Nygaard
et al., 1994; Zhang et al., 2009). However, these studies tend to
focus on the benefits of variability in the learning process dur-
ing which phonetic representations or lexical representations are
formed for use in recognition. But beyond this variability in the
process of learning speech representations, there is also variabil-
ity in the moment when one talker stops speaking and another
starts. This kind of variability has a short-term effect of slow-
ing recognition, shifting attention to different acoustic properties
and increasing activity consistent with an attentionally demand-
ing process (Mullennix and Pisoni, 1990; Nusbaum and Morin,
1992; Wong et al., 2004; Magnuson and Nusbaum, 2007). The
difference in these two kinds of situations is not simply that the
goal of one set of studies is learning (learning a talker or phono-
logical or lexical forms) vs. speeded recognition, but also that
the studies of learning are not designed to evaluate the nature

1Although, it is possible that talker information, even under a talker normalization
rubric, is preserved in parallel representational structures for other listening goals
(e.g., Hasson et al., 2007).

of processing that occurs in the first 10 ms of encountering a
new talker but instead focus on the nature of the representa-
tions ultimately developed. However, as has been discussed for
many decades from Ladefoged and Broadbent (1957) to Barreda
and Nearey (2012), variability in the mapping between acoustic
patterns and linguistic categories differs across talkers and this
variability has been shown to elicit worse performance across
a number of measures [slower response times (RTs), lower hit
rate, or higher false alarm rate; Wong et al., 2004; Magnuson
and Nusbaum, 2007]. Further, the evidence that these perfor-
mance costs are not mitigated by familiarizing listeners with
the talkers (Magnuson et al., 1994) suggests that there is a clear
separation between talker variability effects on the short-term
accommodation to speech and learning effects in a multi-talker
context.

While familiarity with a talker does not appear to influence the
talker variability effect found in the short-term accommodation
to speech, it remains unclear whether non-acoustic information
about a talker can moderate the effect of talker variability. Much
of the research regarding talker variability effects has examined
the notable acoustic variability found in a multiple-talker con-
text. However, a multiple-talker context can produce variability
in other sensory channels (beyond the acoustic), which could
impair talker identification and message comprehension. Given
that conversations can take place among several interlocutors in
a face-to-face context, it is reasonable to ask how the presence
of face information affects speech perception when the talker
changes. If watching a talking face provides cues for both talker
identification and message comprehension there are two poten-
tial effects. One possibility is that seeing a new talker will slow
recognition, as it will prompt the listener to enter into an attention-
demanding (Nusbaum and Morin,1992; Wong et al., 2004) process
by which the speech of the new talker is perceptually normal-
ized (Nearey, 1989; Nusbaum and Magnuson, 1997). Conversely,
the presence of face information may speed up recognition by
providing a converging source of phonetic information through
visemes that allows the listener to achieve faster and/or more
accurate word recognition (Sumby and Pollack, 1954; Summer-
field, 1987; Massaro and Cohen, 1995; Rosenblum et al., 1996;
Lachs et al., 2001).

Previous research has demonstrated that a person’s face is an
important source of information about social category member-
ship, which can also influence speech perception. As noted already,
the subjectively rated intelligibility of the same speech signal is
different depending on whether the speech is accompanied by
pictures of putative speakers from different racial groups (Rubin,
1992). Similarly, the classification of vowels can be changed by
seeing a different gendered face presented falsely as the speaker
(Johnson et al., 1999). In both cases, participants simply viewed
static photographs that identified the speaker. Given human face
expertise (e.g., Diamond and Carey, 1986; Gauthier and Nelson,
2001), observers are very accurate in recognizing faces (Bahrick
et al., 1975), even more so than in recognizing voices (Read
and Craik, 1995; Olsson et al., 1998; Wilding and Cook, 2000).
Thus, the presence of visual face information provides an eco-
logically reliable cue about speaker identity. Work by Magnuson
and Nusbaum (2007) has demonstrated that the effect of talker
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variability can be mediated entirely by expectations the listener
holds regarding talker differences. This study showed that when
an acoustic difference (a small F0 difference) was attributed to
normal production variability of a single-talker, variation in F0
did not slow recognition down any more than a constant F0.
However, when the identical acoustic difference was interpreted
(based on prior expectation) as a talker difference, the same
F0 variability led to slower recognition compared to a condi-
tion with a constant F0. This demonstrates that it is not the
acoustic variability that slows recognition but the knowledge of
what that variability means. Seeing a face change provides sim-
ilar knowledge to listeners, as it signals to the listeners that a
change in talker has indeed occurred. Therefore, it is reason-
able that visual face information may act to signal a change in
talker and therefore the need to calibrate perception through
normalization.

While there is evidence that a still photograph can give
clear information about the identity of a speaker, a video of
the speaker’s face provides additional information, as a talk-
ing face can additionally show visible articulatory gestures. For
example, the intelligibility of speech in noise (Sumby and Pol-
lack, 1954) as well as speech heard through cochlear implants
(Goh et al., 2001; Lachs et al., 2001) is significantly improved
by additionally seeing a speaker talk. However, there is clear
evidence that the visual information of mouth movements is
not simply redundant with the speech signal. The McGurk and
MacDonald (1976) effect clearly demonstrates that independent
articulatory information can be visually gleaned and integrated
with speech signals during perception. To engender the McGurk
and MacDonald (1976) effect, a participant is shown a video
of a mouth producing one place of articulation (e.g., /ka/)
while hearing acoustic information corresponding to a differ-
ent place of articulation at the same time (e.g., /pa/). This
presentation combination results in the perception of a third
illusory place of articulation (e.g., /ta/). Indeed, using neu-
roimaging during the presentation of McGurk stimuli, Skipper
et al. (2007) demonstrated that the pattern of brain activity in
the supramarginal gyrus starts out consistent with the acoustic
information (e.g., /pa/) but changes over time to be consis-
tent with the final percept (i.e., /ta/), whereas brain activity in
the middle occipital gyrus starts out consistent with the visual
mouth movements (e.g., /ka/) but ends up responding with a
pattern consistent with the final percept. However, the ventral
premotor region starts out coding the perceptual category and
maintains that activity pattern. The illusion along with the neu-
roimaging data suggests that different sensory systems initially
code different sources of perceptual information about speech in
interaction with divergent information represented in the motor
system. If seeing mouth movements improves recognition per-
formance as shown behaviorally by recruiting premotor cortex
and increasing superior temporal activity (Skipper et al., 2005,
2007), it is possible that slower recognition and/or worse accu-
racy associated with a change in talker might be ameliorated if
not eliminated, given that seeing mouth movements may pro-
vide additional information such as visemes that could be used
to limit or constrain phonetic interpretation from the acoustic
channel.

Thus seeing a talker can visually provide both message-
relevant and source-relevant information, just as the acoustic
pattern of an utterance does. On the one hand, a face can
convey clear talker identity information to an observer, which
can be important when listening to speech because it may sig-
nal a change in talker and the need to calibrate perception
through normalization. On the other hand, mouth movements
can additionally convey articulatory information that may help
constrain acoustic variability. Although Olsson et al. (1998) have
shown that speech is a much more effective cue to message
content than mouth movements, Rosenblum et al. (1996) have
demonstrated that even with the low accuracy of lip reading,
this information significantly boosts the recognition of spoken
words in noise. Given these two different possibilities for the
way that visual information is used by listeners, it is unclear
how seeing talkers would affect speech recognition when there
is talker variability. Visual talker information could act as a
strong signal of talker change (thereby requiring more percep-
tual analysis of the face and speech) ultimately slowing speech
recognition. Conversely, the presence of a face could speed
up recognition through the provision of concurrent viseme
information.

The present study was carried out to address how seeing a
talker would influence speech recognition in a multiple-talker
context. Listeners performed a speeded word recognition task,
listening for spoken words that were designated as a target. Targets
differed in several phonemes from other targets and distracters
to ensure that recognition did not depend on a single phonetic
contrast. Listeners were required to respond every time they rec-
ognized a target. On each trial, four occurrences of a target word
were presented randomly in a sequence along with 12 randomly
selected distracters. On single-talker trials, one talker produced
all the target and distracter speech, while in multiple-talker tri-
als, multiple-talkers produced both targets and distracters. In
the present study, one group (half of the participants) was pre-
sented with only the acoustic speech signal. This portion of the
study replicates the design of previous, audio-only talker vari-
ability studies using speeded target detection (e.g., Nusbaum
and Morin, 1992; Wong et al., 2004; Magnuson and Nusbaum,
2007). A second group (half of the participants) was presented
with audio-visual speech in which the listener could see and hear
the talker producing the utterance. Previous, audio-only, talker
variability studies have demonstrated better performance (fast
reaction times, higher hit rate, or lower false alarm rate) for single-
talker trials compared to multiple-talker trials (Wong et al., 2004;
Magnuson and Nusbaum, 2007).

There are two possible predictions regarding the way that see-
ing a talker will influence speech recognition speed in the present
study. If seeing a talker’s mouth movements provides viseme infor-
mation to reduce acoustic-phonetic uncertainty, then audio-visual
speech will have better performance than audio-only speech, inde-
pendent of how much talker variability is present. Further, viseme
information present when seeing a talker could also reduce, if
not eliminate the poorer recognition performance associated with
talker variability. Performance in the multiple-talker condition
could be improved if viseme information constrains the one-to-
many mapping of acoustic segments onto phonetic categories. If
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this is the case then recognition performance for single-talker tri-
als should not significantly differ from recognition performance
for multiple-talker trials in the audio-visual condition. Indeed,
the poorer performance found in multiple-talker trials in audio-
only studies may be an artifact of the “unnatural” (in the context
of evolution) situation of hearing speech without seeing the
talkers.

Another possible prediction however, is that seeing talkers may
be a much more powerful signal of talker identity than simply
hearing speech. If so, then seeing talkers might result in even
poorer performance than has been found in multiple-talker trials
compared to single-talker trials, if the face acts as a cue for lis-
teners to enter into a talker normalization process. If this is the
case then both audio-only and audio-visual speech should both
show poorer performance in the multiple-talker condition when
compared to single-talker condition. Further, if the presence of
the face does act as a more effective cue to talker change, then the
multiple-talker condition might show even poorer performance in
audio-visual condition compared to audio-only condition. This
would be the case if audio-only speech is a less effective cue to
talker change than audio-visual speech and as such, results in
producing more occurrences of talker normalization in the audio-
visual condition. As poorer performance could manifest as an
increase in reaction time, a decrease in hit rate, an increase in false
alarm rate or a drop in d-prime, every participant’s average RT,
hit rate, false alarm rate, and d-prime were measured for each
condition.

MATERIALS AND METHODS
PARTICIPANTS
Forty-six participants (31 female) were recruited from the Univer-
sity of Chicago undergraduate community and were between 18
and 26 years of age. One participant was dropped from analysis
due to a technical problem in collecting data, and a further partic-
ipant was excluded from analysis due to reported excessive fatigue
(her overall accuracy was 79%). Both of the excluded participants
were female. All of the participants were native speakers of Ameri-
can English, with no history of hearing, speech, or vision disorders
reported. Participants were compensated with course credit and
were debriefed upon the conclusion of the experimental session.
Additionally, informed consent, using a form approved by the Uni-
versity of Chicago Institutional Review Board, was obtained from
all subjects.

STIMULI
The stimuli consisted of audio-visual and audio-only versions of
the same recordings of words, produced by three talkers, as differ-
ent groups of listeners performed speeded word recognition for
different pairs of speakers. Specifically, half of the participants
performed the speeded word recognition with speech from two
male talkers (Talker CL and Talker SH), while the other half of
participants performed the speeded word recognition with speech
from a male and a female talker (the same stimuli by Talker SH
were used again, and Talker CL was replaced by Talker SK, a female
talker). This was done so as to ensure that any differences we found
were not due to a particular pair of speakers. The words used as
stimuli were selected from the Harvard phonetic-balanced word

list (IEEE Subcommittee on Subjective Measurements, 1969). We
selected the words used by Magnuson and Nusbaum (2007),
namely: “ball,” “bluff,” “cad,” “cave,” “cling,” “depth,” “dime,”
“done,”“gnash,”“greet,”“jaw,”“jolt,”“lash,”“knife,”“park,”“priest,”
“reek,” “romp,” and “tile.” Of these 19 words, “ball,” “cave,”
“done,” and “tile” were used as target words. The stimuli were
produced by all three speakers in front of a neutral green screen.
The video recording was made with a Canon GL-1 digital cam-
corder. The visual portion of the stimuli consisted of the speaker’s
face directly facing the camera. The size of each talker’s face was
equalized across all of that talker’s stimuli. Additionally, the rel-
ative differences in face size were maintained between the two
speakers.

High-quality sound recordings (32 kHz, 16 bit) were simulta-
neously recorded along with the video using an Alesis ML-9600
sound recorder. The high-quality sound recordings were then used
to replace the original soundtrack from the audio-visual recording
using Finalcut Pro. The audio component of all the stimuli were
RMS normalized to an average of 57.2 dB SPL. The duration of
each word (from sound onset to sound offset) was measured, and
the durations of words (both in terms of video and sound) pro-
duced by Talker CL and Talker SK were shortened to match the
duration of each corresponding word produced by Talker SH as
Talker SH had the shortest durations. Duration changes for the
sound portion were accomplished by applying the PSOLA algo-
rithm in Praat (Boersma, 2001). PSOLA was also applied to the
stimuli produced by Talker SH with the speed factor of 1, as a con-
trol. Duration changes for the video portion were accomplished
by altering the speed of the video in Finalcut Pro. Given that dura-
tion changes were identical for both audio and visual aspects of
the recording, the final audio-visual presentation sounded natu-
ral and was free from any asynchrony. In order for the stimuli
to be short enough for use in a speeded target-monitoring task,
the stimuli were edited down to a length of 666 ms. In order to
keep the audio portion of the audio-visual and audio-only stimuli
comparable and to match stimulus durations (AV and A) across
conditions, all the stimuli were edited to begin at the start of sound
onset. While previous research on the time course of audio-visual
speech perception has indicated that some visual cues can pre-
cede the acoustic onset by 80–100 ms (Smeele, 1994, Unpublished
Doctoral dissertation; Munhall and Vatikiotis-Bateson, 1998), a
gating study by Munhall and Tohkura (1998) suggests that the
visual information that precedes the acoustic onset is not nec-
essary to see a significant contributions of visual information in
speech perception. Further, pretesting indicated that the stimuli
were perceived as natural productions with no unnatural changes,
asynchronies, or jump-cuts perceived. As such, the audio-only
stimuli were equivalent to the audio-visual stimuli, except that the
video channel was stripped from the audio-visual stimuli.

PROCEDURE
The experiments consisted of a speeded target-monitoring task.
Before beginning the monitoring task, participants were informed
that an orthographic form of a target word would be presented
before every trial and that, depending on the modality condition,
a sequence of audio, or audio–video recordings of spoken words
would follow. Participants were instructed to press the space bar
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as quickly and as accurately as possible whenever they recognized
the target word. At the beginning of each trial, a fixation cross
was presented at the center of a black screen for 1 s. A blank black
screen was then presented for 250 ms before the printed target
word (for 1 s). Another 250 ms pause preceded the presentation
of the spoken stimuli. A stream of 16 spoken words was presented
for each trial; each stimulus was 666 ms, followed by a silent blank
screen for 84 ms before the next stimulus was presented (total
SOA 750 ms). Four word targets were pseudo-randomly placed at
ordinal positions between the 1st and 16th stimuli (i.e., positions
2 to 15) such that the targets were separated by at least one dis-
tractor. On each trial, one target was chosen from the set “ball,”
“done,” “cave,” and “tile.” Twelve distracter words were randomly
selected from the full set of stimuli, excluding the designated target
(see Figure 1). After one practice trial, a block of 12 test tri-
als followed, all with either stimuli from only one speaker (the
single-talker condition) or from two speakers (the multiple-talker
condition). In the latter condition, the talker for each of the 16
words in a trial was randomly determined. Each possible target
word appeared as the target for three trials within each of four
different conditions, and the order of which target was selected
for a particular trial was randomized. Each participant received
all four of the talker conditions (single-talker 1 condition, single-
talker 2 condition, and multiple-talkers conditions combining the
two talkers). Participants received either audio-visual or audio-
only stimuli depending on what modality condition to which

FIGURE 1 | Experimental format of an audio-visual trial. Each trial
started with a fixation cross that was presented at the center of a black
screen for 1000 ms. This was followed by a blank, black screen for 250 ms.
Participants were then shown a printed target word (ball, done, cave, or
tile) for 1000 ms. Another 250 ms pause preceded the presentation of the
spoken stimuli. A stream of 16 spoken words was shown on each trial. Each
stimulus was 666 ms, followed by a silent blank screen for 84 ms before
the next stimulus was presented. Four word targets were pseudo-randomly
placed at ordinal positions between the 1st and 16th stimuli (i.e., positions
2 to 15) such that the targets were separated by at least one distracter.
Participants were instructed to press the space bar as quickly and as
accurately as possible whenever they recognized the target word. Stimuli
either came from only one speaker (the single-talker condition) or from two
speakers (the multiple-talker condition) depending on the condition.

they were assigned. Every participant’s RT, hit rate, false alarm
rate, and d-prime were measured. Participants were always explic-
itly informed (both verbally and by printed instructions) of the
identity of each talker condition before they began trials in that
condition.

RESULTS
In order to examine the effect of audio-visual information on the
talker variability cost, a split plot analysis of variance (ANOVA)
was carried out [Talker Variability (Single-Talker vs. Multiple-
Talker) × Modality of Presentation (Audio-only vs. Audio-visual),
with Talker Variability as the within-subject factor and Modality
of Presentation as a between-subject factor], for the dependent
measures of RT, hit rate, false alarm rate, and d-prime. For the
dependent measure of RT, a significant main effect of Talker
Variability was found, indicating that listeners are faster to rec-
ognize speech from a single-talker (484 ms ± SEM) than from
multiple-talkers [502 ms; F(1,42) = 27.75, p < 0.001]. A planned
comparison indicates that the recognition time is significantly
slower in the multiple-talkers trials compared to the single-talker
trials in the audio-only condition [t(21) = 1.637, p = 0.05]. This
replicates other audio-only talker variability work that has used
this task previously (Wong et al., 2004; Magnuson and Nusbaum,
2007). There was no main effect of Modality of Presentation
[F(1,42) = 0.494, p = 0.48]. A significant interaction effect of
Modality × Talker Variability however, reveals that the perfor-
mance cost between multiple-talker trials and single-talker trials
was increased by 15 ms in the audio-visual condition (26 ms)
compared to the audio-only condition [11 ms; F(1,42) = 5.13,
p = 0.03]. This interaction effect, as seen in Figure 2 is clearly
driven by RT differences across modalities in the multiple-talker
trials (i.e., between the audio-only multiple-talker trials and
audio-visual multiple-talker trials), as there is little reaction time
difference between the audio-only and audio-visual single-talker
trials (mean RT in audio-only for single-talker trials was 482 ms.
and mean RT in audio-visual for single-talker trials was 485 ms).
Thus, it is unlikely that the interaction effect is due solely to the
presence of visual information in the task, as we would have seen
a similar delay in the single-talker audio-visual trials, but we did
not. For this reason, the increase in RT in the audio-visual trials
is likely due to extra talker information in the visual display. The
same analyses were carried out using hit rate, false alarm rate, and
d-prime2 but none of these analyses yielded any significant effects
or interactions (see Table 1 for a summary of results for the DV of
false alarm rate, Table 2 for a summary of results for the DV of hit
rate, and Table 3 for a summary of results for the DV of d-prime.).

DISCUSSION
Visual information showing a speaker’s mouth movements
together with speech production has been shown to improve intel-
ligibility of speech under adverse listening conditions (Sumby
and Pollack, 1954; Summerfield, 1987; Massaro and Cohen,

2To calculate d-prime, a hit rate or false alarm rate of 1 or 0 could not be used to
obtain actual z-scores (as probabilities of 1 and 0 would correspond to z-scores of
∞ and −∞, respectively). For this reason, the formula [(n ∗ 2) ± 1]/(t ∗ 2), where
n equals the total number of hits or false alarms, and t equals the total number of
trials, was used as an approximation.

www.frontiersin.org July 2014 | Volume 5 | Article 698 | 138

http://www.frontiersin.org/
http://www.frontiersin.org/Language_Sciences/archive


Heald and Nusbaum Talker variability in AV speech perception

Table 1 | Summary of results from the split plot ANOVA [Talker Variability (Single-Talker vs. Multiple-Talkers) × Modality of Presentation

(Audio-only vs. Audio-visual), withTalker Variability as a within-subject factor and Modality of Presentation as a between-subject factor] for the

dependent measure of false alarm rates.

Source F statistic p Estimated means (standard error)

Talker variability 0.409 0.526 0.010 (0.001) single-talker

0.009 (0.001) multiple-talkers

Talker Variability × Modality of Presentation 2.670 0.110 0.009 (0.002) audio only single-talker

0.010 (0.002) audio only multiple-talkers

0.011 (0.002) audio-visual single-talker

0.008 (0.002) audio-visual multiple-talkers

Modality of presentation 0.011 0.918 0.010 (0.002) audio-only

0.010 (0.002) audio-visual

Table 2 | Summary of results from the split plot ANOVA [Talker Variability (Single-Talker vs. Multiple-Talkers) × Modality of Presentation

(Audio-only vs. Audio-visual), withTalker Variability as a within-subject factor and Modality of Presentation as a between-subject factor] for the

dependent measure of hit rates.

Source F statistic p Estimated means (standard error)

Talker variability 0.199 0.658 0.964 (0.006) single-talker

0.962 (0.005) multiple-talkers

Talker Variability × Modality of Presentation 0.797 0.377 0.955 (0.008) audio only single talker

0.957 (0.007) audio only multiple-talkers

0.973 (0.008) audio-visual single-talker

0.967 (0.007) audio-visual multiple-talkers

Modality of presentation 1.897 0.176 0.956 (0.007) audio-only

0.970 (0.007) audio-visual

Table 3 | Summary of results from the split plot ANOVA [Talker Variability (Single-Talker vs. Multiple-Talkers) × Modality of Presentation

(Audio-only vs. Audio-visual), withTalker Variability as a within-subject factor and Modality of Presentation as a between-subject factor] for the

dependent measure of d-primes.

Source F statistic p Estimated means (standard error)

Talker variability 0.505 0.481 0 4.351 (0.101) single-talker

4.289 (0.089) multiple-talker

Talker Variability × Modality of Presentation 0.000 0.988 4.282 (0.143) audio only single-talker

4.221 (0.125) audio only multiple-talkers

4.420 (0.143) audio-visual single-talker

4.357 (0.125) audio-visual multiple-talkers

Modality of presentation 0.653 0.423 4.252 (0.120) audio-only

4.389 (0.120) audio-visual

1995; Rosenblum et al., 1996; Lachs et al., 2001). Research shows
that talker variability hurts recognition accuracy (e.g., Creelman,
1957) and recognition speed (Mullennix and Pisoni, 1990; Mag-
nuson and Nusbaum, 2007) providing what could be viewed
as an adverse listening situation. If this impairment of recog-
nition performance is a result of reduced intelligibility due to
phonetic uncertainty (cf. Magnuson and Nusbaum, 2007) then

converging information about phonetic identity from a speaker’s
visemes (Skipper et al., 2005) could improve performance. How-
ever, the results show that visual information that is coincident
with the acoustic information does not lead to faster recognition
in a multiple-talker context; rather the presence of a speaker’s
face appears to increase the talker variability effect. Listeners
who additionally saw a talker’s face concurrent with hearing a
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FIGURE 2 | Response times (RTs) for the single-talker and

multiple-talker conditions for both presentation modalities

(audio-only and audio-visual). Error bars represent 1 SE.

talker were significantly slower to recognize speech in multiple-
talker trials compared to single-talker trials and were slowed
in this more than listeners who could only heard the speak-
ers. This effect of slowing word recognition for multiple-talker
trials when listeners could see each talker however, is not due
to the presence of the face alone as there was little difference
between audio-only single-talker trials compared audio-visual
single-talker trials. For this reason, the exacerbation of the talker
variability effect in the audio-visual condition compared to the
audio-only condition is not simply a distraction effect of visual
information.

The current work only examines the benefits of visual infor-
mation that is coincident with acoustic information, as all the
stimuli across conditions (A and AV) were edited to begin at the
start of sound onset. While work by Munhall and Tohkura (1998)
demonstrates that visual information is continuously available and
incrementally useful to a listener, it is possible that the visual
information that precedes the acoustic onset may be helpful in
ameliorating the talker variability effect. Work by Smeele (1994,
Unpublished Doctoral dissertation) demonstrates that some visual
cues can precede the acoustic onset by 80–100 ms. As such, this
window may help to prime listeners that a talker change has indeed
occurred even before the acoustic signal begins, assuaging the per-
ceptual cost of talker variability. Still, the current work suggests
that while visual information that is coincident with acoustic infor-
mation can influence speech perception (Munhall and Tohkura,
1998), it does not mitigate the short-term accommodation to
variability found in a multiple-talker context.

These results are consistent with the perspective that seeing
a person speak provides more information about the speaker
and the speech than just listening to the speech alone. First, a
face conveys clear identifying information, as well as providing
information relevant to the message content. Visemes – visual

information from mouth shapes (Fisher, 1968) – provide pho-
netic information, which affects speech perception, and even
possess the ability to change what is heard in the acoustic signal
as in the McGurk effect. Why does seeing a talker slow recogni-
tion even more when there is talker variability? Clearly seeing
a talker increases the perception of variability. Even when lis-
teners do not perceive a talker difference in speech (Fenn et al.,
2011) seeing the face of a person change in this situation will
act as a robust cue that a change in speaker has occurred. When
a listener knows that there is a talker change, even when there
has been none, there are slowing effects on speech recogni-
tion times. Magnuson and Nusbaum (2007) showed that the
effect of talker variability is due to the knowledge of a talker
change or difference rather than the specifics of an acoustic dif-
ference. In the present study, the change in face makes absolutely
clear to listeners that there has been a change in talker. In this
respect the present results are entirely consistent with previous
research.

What is the mechanism by which talker variability inter-
acts with modality? Wong et al. (2004) argued that changes in
the talker increased demands on attention in speech process-
ing, showing increased superior parietal activity and increased
superior temporal activity. In addition, there was a trend
toward increased activity in the premotor system when there
was talker variability. Moreover, audio-visual speech percep-
tion increases brain activity in the premotor system as well
(Skipper et al., 2005). From these results, one could predict
that audio-visual talker variability might produce an interac-
tion in activation within perisylvian areas that are involved in
speech perception. Such increases in activity might correspond
to slower processing rather than faster processing, in that sup-
pression of neural activity by relevant information is usually
associated with priming and faster responses (Grill-Spector et al.,
2006).

While talker normalization accounts have suggested that slow-
ing due to talker variability is a consequence of using talker
vocal characteristics to calibrate phoneme processing in the
context of new talker, it has also been suggested that listen-
ers also need to identify talkers for more than just reducing
phonetic uncertainty. Labov (1986) has argued that listeners
need to understand the social context of a message in order to
understand it. For example, Holtgraves (1994) has shown that
speech is understood differently depending on the attributed
power of the speaker. Rubin (1992) demonstrated that a pic-
ture of a putative speaker displaying racial group membership
could change the perceived intelligibility of speech. Johnson
et al. (1999) have shown that changing expectations about a
speaker’s gender, just from a static picture of the speaker, can
change vowel perception. Niedzielski (1999) has shown that
changing listeners’ beliefs about a speaker’s dialect can change
vowel perception. All of these examples reflect the way that
knowledge about a speaker’s social identity can change speech
perception. Although a speaker’s social identity can be conveyed
through speech by dialect or voice differences, seeing a per-
son’s face conveys a great deal more social information. The
present results suggest that listeners will process this identifying
information even if there is a slight cost in recognition speed,
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which may reflect the importance of social information in speech
understanding.
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Using eye-tracking methodology, gaze to a speaking face was compared in a group of
children with autism spectrum disorders (ASD) and a group with typical development (TD).
Patterns of gaze were observed under three conditions: audiovisual (AV) speech in auditory
noise, visual only speech and an AV non-face, non-speech control. Children with ASD
looked less to the face of the speaker and fixated less on the speakers’ mouth than TD
controls. No differences in gaze were reported for the non-face, non-speech control task.
Since the mouth holds much of the articulatory information available on the face, these
findings suggest that children with ASD may have reduced access to critical linguistic
information. This reduced access to visible articulatory information could be a contributor
to the communication and language problems exhibited by children with ASD.

Keywords: autism spectrum disorders, audiovisual speech perception, eyetracking, communication development,

speech in noise, lipreading

INTRODUCTION
Autism spectrum disorders (ASD) refer to neurodevelopmental
disorders along a continuum of severity that are generally char-
acterized by marked deficits in social and communicative func-
tioning (American Psychiatric Association, 2000). A feature of the
social deficits associated with ASD is facial gaze avoidance and
reduced eye contact with others in social situations (Hutt and Oun-
stead, 1966; Hobson et al., 1988; Volkmar et al., 1989; Volkmar and
Mayes, 1990; Phillips et al., 1992). One implication of this reduced
gaze to other’s faces is a potential difference in face processing. A
number of studies have suggested that individuals with ASD show
differences in face processing, including impaired face discrimi-
nation and recognition (for a review see Dawson et al., 2005, but
see Jemel et al., 2006 for evidence that face processing abilities are
stronger in ASD than previously reported) and identification of
emotion (Pelphrey et al., 2002).

Along with identity and affective information, the face pro-
vides valuable information about a talker’s articulations. Visible
speech information influences what typically developing listen-
ers hear (e.g., increases identification in the presence of auditory
noise, Sumby and Pollack, 1954) and is known to facilitate
language processing (McGurk and MacDonald, 1976; MacDon-
ald and McGurk, 1978; Reisberg et al., 1987; Desjardins et al.,
1997; MacDonald et al., 2000; Lachs and Pisoni, 2004). Fur-
ther, typical speech and language development is thought to take
place in an audiovisual (AV) context (Meltzoff and Kuhl, 1994;
Desjardins et al., 1997; Lachs et al., 2001; Bergeson and Pisoni,
2004). Thus, differences in access to visible speech information
would have significant consequences for a perceiver. For exam-
ple, there is evidence that the production of speech differs in
blind versus sighted individuals (for example, sighted speakers
produce vowels further apart in articulatory space than those of
blind speakers, ostensibly because of their access to visible con-
trasts; Menard et al., 2009), suggesting that speech perception

and production is influenced by experience with the speaking
face.

Consistent with their difficulties with information on faces, a
growing body of literature indicates that children with ASD are
less influenced by visible speech information than TD controls
(De Gelder et al., 1991; Massaro and Bosseler, 2003; Williams et al.,
2004; Mongillo et al., 2008; Iarocci et al., 2010; Irwin et al., 2011,
but see Iarocci and McDonald, 2006 and Woynaroski et al., 2013).
In particular, children and adolescents with ASD appear to benefit
less from the visible articulatory information on the speaker’s face
in the context of auditory noise (Smith and Bennetto, 2007; Irwin
et al., 2011). Further, children with ASD have been reported to be
particularly poor at lipreading (Massaro and Bosseler, 2003).

Although avoidance of gaze to others’ faces has been noted
clinically, the exact nature of gaze patterns to faces in ASD has
been a topic of investigation. A varied body of research using
eye-tracking methodology has examined patterns of facial gaze
patterns in individuals with ASD, in particular with complex
social situations and with affective stimuli. A number of studies
find that individuals with ASD differ in the amount of fixa-
tions to the eye region of the face when compared to typically
developing (TD) controls (Klin et al., 2002; Pelphrey et al., 2002;
Dalton et al., 2005; Boraston and Blakemore, 2007; Speer et al.,
2007; Kleinhans et al., 2008; Sterling et al., 2008). In particular,
during affective or emotion based tasks, individuals with ASD
have been reported to spend significantly more time looking at
the mouth (Klin et al., 2002; Neumann et al., 2006; Spezio et al.,
2007). However, a recent review by Falck-Ytter and von Hofsten
(2011) calls into question whether individuals with ASD look less
to the eyes and more to the mouth when gazing at faces; they
argue that only limited support exists for this in adults and even
less evidence in children. Apart from gaze to eyes and mouth,
some studies show increased gaze at “non-core” features (e.g.,
regions other than the eyes, nose, and mouth) of the face by
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Irwin and Brancazio Gaze to a speaking face

individuals with ASD compared to TD controls, when gazing
at facial expression of emotion (Pelphrey et al., 2002). Reports
of differences in patterns of gaze to faces are not unequivocal,
however, with a number of studies reporting no group differ-
ences in certain tasks (Adolphs et al., 2001; Speer et al., 2007;
Kleinhans et al., 2008). Further, when assessing gaze to a face,
pattern of gaze may be a function of both language skill and
development. Norbury et al. (2009) report that pattern of gaze
to the mouth is associated with communicative competence in
ASD. Reported differences in gaze to faces in children with ASD
appear to vary depending on the age of the child (Dawson et al.,
2005; Chawarska and Shic, 2009; Senju and Johnson, 2009).
Moreover, recent work by Foxe et al. (2013) suggests that mul-
tisensory integration deficits present in children with ASD may
resolve in adulthood (although subtle differences may persist;
Saalasti et al., 2012).

Critically, little is known about gaze to the face during speech
perception tasks. A question that arises is whether the previously
reported deficit in visual speech processing in children with ASD
might simply be a consequence of a failure to fixate on the face.
However, recent findings by Irwin et al. (2011) provide evidence
against this possibility. Irwin et al. (2011) tested children with
ASD and matched TD peers on a set of AV speech perception
tasks while concurrently recording eye fixation patterns. The tasks
included a speech-in-noise task with auditory-only (static face)
and AV syllables (to measure the improvement in perceptual iden-
tification with the addition of visual information), a McGurk task
(with mismatched auditory and visual stimuli), and a visual-only
(speechreading) task. Crucially, Irwin et al. (2011) excluded all
trials where the participant did not fixate on the speaker’s face.
They found that even when fixated on the speaker’s face, children
with ASD were less influenced by visible articulatory information
than their TD peers, both in the speech-in-noise tasks and with
AV mismatched (McGurk) stimuli. Moreover, the children with
ASD were less accurate at identifying visual-only syllables than the
TD peers (although their overall speechreading accuracy was fairly
high).

Irwin et al.’s (2011) findings indicate that fixation on the face
is not sufficient to support efficient AV speech perception. This
could suggest differences in how visual speech information is pro-
cessed in individuals with ASD. However, it could also be due
to different gaze patterns on a face exhibited by individuals with
ASD. Perhaps if they tend to fixate on different regions of the
face than TD individuals, individuals with ASD have reduced
access to critical visual information. Consistent with this pos-
sibility is evidence that attentional factors can modulate visual
influences in speech perception in typical adults; visual influence
is reduced when perceivers are asked to attend to a distractor stim-
ulus on the speaker’s face (Alsius et al., 2005). Typically developing
adults have been shown to increase gaze to the mouth area of the
speaker as intelligibility decreases during AV speech tasks (Yi et al.,
2013). Further, Buchan et al. (2007) report that typically devel-
oping adults gaze to a central area on the face in the presence
of AV speech in noise, reducing the frequency of gaze fixations
on the eyes and increasing gaze fixations to the nose and the
mouth. If children with ASD do not have access to the same visible
articulatory information as the TD controls because their gaze

patterns differ, this may influence their perception of a speaker’s
message.

To assess whether there are differences in gaze that underlie
the AV speech perception differences in children with ASD as
compared to children with typical development, for the present
paper we conducted a detailed analysis of the eye-gaze patterns
for the participants and tasks reported in Irwin et al. (2011). In
particular, we examined patterns of gaze to a speaking face under
perceptual conditions where there is an incentive to look at the
face: (1) in the presence of auditory noise and (2) where no audi-
tory signal is present (speechreading). We tested whether children
with ASD differ from TD controls not only in overall time spent
on the face, but also in the relative amount of time spent fixat-
ing on the mouth and non-focal regions. We further examined
whether the two groups differ in the time-course of eye-gaze pat-
terns to these regions over the course of a speech syllable. Given
that the children with ASD in this sample exhibited poorer use
of visual speech information than the TD controls in percep-
tual measures (both for visual-only and AV speech), the analyses
reported here may shed some light on the basis for these differ-
ences: Is reduced use of visual speech information in perception
associated with differences in patterns of fixation on the talking
face?

Finally, as a control for the possibility that there are more gen-
eral group differences in gaze pattern unrelated to faces, we also
analyzed gaze patterns in a control condition with dynamic AV
non-face, non-speech stimuli.

MATERIALS AND METHODS
PARTICIPANTS
Participants in the current study were 20 native English speak-
ing monolingual children, 10 with ASD (eight boys, mean age
10.2 years, age range 5.58–15.9 years) and 10 TD controls (eight
boys, mean age 9.6, age range 7–12.6 years). Because the speech
conditions in this study required the child participants to report
what the speaker said, all participants in this study were verbal.
All child participants were reported by parents to have normal
or corrected-to-normal hearing and vision. The TD participants
had no history of developmental delays including vision, hearing,
speech or language problems, by parent report.

The TD controls were matched with the child ASD partic-
ipants on sex, age, cognitive functioning and language skill.
The TD controls were taken from a larger set of children
participating in a study of speech perception (n = 80). In
addition, the primary caregivers of children with ASD com-
pleted a diagnostic interview [autism diagnostic interview-revised
(ADI-R), Lord et al., 1994] about their children (n = 10 adult
females).

Prior to their participation in the study, child participants
with ASD received a diagnosis from a licensed clinician. Four
participants had a diagnosis of autism, four of Asperger syn-
drome and two were diagnosed with pervasive developmental
disorder not otherwise specified (PDD-NOS); these diagnoses all
fall within the classification of ASD. For characterization pur-
poses, participants with ASD were also assessed with the autism
diagnostic observation schedule (ADOS; Lord et al., 2000), and
their caregivers (n = 10) were interviewed with the ADI-R (Lord
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et al., 1994). All participants with ASD met or exceeded cut-
off scores for autism spectrum or autism proper on the ADOS
algorithm. Scores obtained from caregiver interviews showed
that the children with ASD met or exceeded cutoff criteria on
the language/communication, reciprocal social interactions and
repetitive behavior/interest domains on the ADI-R. Consistent
with the range of clinical diagnoses, there was heterogeneity in
the extent of social and communication deficits and presence of
restricted and repetitive behavior (for example, scores on the com-
bined communication and social impairment scales in the ADOS
ranged from 7 to 20, where 10 is the minimum cutoff score and 22
is the maximum possible score).

The mean age and standard deviations of the child ASD and
child TD participants, along with measures of cognitive and lan-
guage functioning, are presented in Table 1. The measures of
cognitive functioning were standardized scores for general con-
ceptual ability (GCA) on the Differential Abilities Scale (DAS); the
measures of language function were core language index scores
(CLI) from the clinical evaluation of language fundamentals-4
(CELF-4; Semel et al., 2003). Independent-samples t-tests on age,
GCA, and CLI did not reveal significant differences between the
groups, as shown in Table 1.

The sample included here represents a subset of the partici-
pants whose data were reported in Irwin et al. (2011). The data of
three children with ASD and one TD control were excluded from
the present analyses because they spent too little time fixating on
the face to permit statistical analysis. The data of two other TD
control participants were also removed due to the removal of their
respective matched ASD participants.

MATERIALS
Stimuli
Speech stimuli. The speech stimuli were created from a record-
ing of the productions of a male, monolingual, native speaker of
American English. This speaker was audio- and video-recorded in
a recording booth producing a randomized list of the consonant-
vowel (CV) syllables /ma/ and /na/. The video was centered on
the speaker’s face and was framed from just above the top of
the speaker’s head to just below his chin, and was captured at
640 × 480 pixels. The audio was simultaneously recorded to com-
puter and normalized for amplitude, and then realigned with the

Table 1 | Mean age and cognitive and language measures for the

children with ASD andTD.

ASD TD T -test

n 10 10

Age 10.2 (3.1) 9.6 (2.4) t (18) = −0.51, ns

General conceptual ability

(GCA)

92.1 (15.5) 98.9 (15.5) t (18) = 0.97, ns

Core language index scores

(CLI)

87.4 (17.3) 97.8 (15.1) t (18) = 1.4, ns

GCA and CLI are standardized scores. Standard deviations are in parentheses.

video in Final Cut Pro. Two tokens of /ma/ and /na/ were selected as
stimuli. The stimuli were trimmed to start with the mouth position
at rest, followed by an opening gesture, closing for the consonant,
and release of the consonant into the following vowel, and ended
with the mouth returning to rest at the end of the syllable. The
stimuli were approximately 1500 ms long, with the acoustic onset
of the consonant (for the AV stimuli) occurring at around 600 ms;
the acoustic portions of the stimuli were approximately 550 ms in
duration, on average.

For AV speech in noise, the stimuli were AV stimuli of /ma/ and
/na/. Three versions of each stimulus was created by setting the
mean dB of the syllables at 60 dBA, and then adding pink noise at
70, 75, and 70 dBA to the AV /ma/ and /na/ tokens to create stimuli
with a range of signal-to-noise levels from less to more noisy (i.e.,
−10, −15, and −20 dB S/N, respectively). Noise onset and offset
were aligned to the auditory speech syllable onset and offset.

The visual-only (speechreading) stimuli were identical to the
AV stimuli, except that the audio channel was removed.

Non-speech control stimuli. The AV non-speech stimuli consisted
of a set of figure-eight shapes that increased and decreased in size,
paired with sine-wave tones that varied in frequency and ampli-
tude. These stimuli were modeled on the speaker’s productions
of /ma/ and /na/ but did not look or sound like speech. To create
the visual stimulus, we measured the lip aperture in every video
frame of the /ma/ and /na/ syllables. We then used the aperture
values to drive the size of the figure: when the lips closed the figure
was small, and upon consonant release into the vowel the figure
expanded (see Figures 1C,D). The auditory stimuli were created
by converting the auditory /ma/ and /na/ syllables into sine-wave
analogs, which consist of three or four time-varying sinusoids,
following the center-frequency and amplitude pattern of the spec-
tral peaks of an utterance (Remez et al., 1981). These sine-wave
analogs sound like chirps or tones. Thus, the AV non-speech stim-
uli retained the temporal dynamics of speech, without looking or
sounding like a speaking face (see Figures 1A–E).

Visual tracking methodology
Visual tracking was done with an ASL Model 504 pan/tilt remote
tracking system, a remote video-based single eye tracker that uses
bright pupil, coaxial illumination to track both pupil and corneal
reflections at 120 Hz. To optimize the accuracy of the pupil coor-
dinates obtained by the optical camera, this model has a magnetic
head tracking unit that tracks the position of a small magnetic
sensor attached to the head of the participant, above their left eye.

Language assessment
Language ability was assessed with the CELF-4 (Semel et al., 2003).
The CELF-4 is reliable in assessing the language skills of chil-
dren in the general population and those with a clinical diagnosis
including ASD (Semel et al., 2003).

Cognitive assessment
Cognitive ability was assessed using the Differential Ability Scales
(DAS) School Age Cognitive Battery (Elliott, 1991). The DAS
provides a GCA score, which assesses verbal ability, non-verbal
reasoning ability, and spatial ability.
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Irwin and Brancazio Gaze to a speaking face

FIGURE 1 | Sample images of the speaker (top panels) during a

production of /ma/ and the corresponding non-speech figure-eight

shapes (lower panels) taken from each time bin. Panels A through E

illustrate, respectively, the initial rest position (A), opening prior to the
consonant closing gesture (B), the closure for /m/ (C), peak mouth opening
for the vowel (D), and the return to rest at the end of the vowel (E).

ADOS
Children with ASD were assessed with the ADOS generic (ADOS-
G). The ADOS is a semi-structured standardized assessment of
communication, social interaction, and play/imaginative use of
materials for individuals suspected of having an ASD (Lord et al.,
2002).

ADI-R
Caregivers of participants with ASD were given the ADI-R (Lord
et al., 1994). The ADI-R is a standardized, semi-structured inter-
view for caregivers of those with an ASD to assess autism
symptomatology.

PROCEDURE
After consent was obtained in accordance with the Yale Uni-
versity School of Medicine, all participants completed the
experimental tasks in the eye-tracker. Each participant was
placed in front of the monitor, after which calibration of
the participant’s fixation points in the eye-tracker was com-
pleted. Prior to any stimulus presentation for each task, direc-
tions appeared on the monitor. These directions were read
aloud to the participant by a researcher to ensure that they
understood the task. In addition, two practice items were
completed with the researcher present to confirm that the
participant understood and could complete the task. For all
conditions, if participants were unsure, they were asked to
guess.

Condition 1: AV speech in noise
Participants were told that they would see and hear a man saying
some sounds that were not words and to say out loud what they
heard. Each of the six stimuli (two different tokens of each /ma/
and /na/, at each of the three levels of signal-to-noise ratios) was
presented four times, for a total of 24 trials in a random sequence.

Condition 2: visual only (speechreading)
Participants were told that they would see a man saying some
sounds that they would not be able to hear, and then asked to say

out loud what they thought the man was saying. Each of the four
stimuli (two different tokens of each /ma/ and /na) was presented
five times, for a total of 20 trials in a random sequence.

Condition 3: non-speech control
For this task, two stimuli were presented in sequence on each trial.
The paired stimuli were either modeled on different tokens of
the same syllable (e.g., both /ma/ or both /na/) or on tokens of
different syllables (one /ma/ and one /na/). Participants were told
that they would see two shapes that would open and close and
should say out loud whether the two shapes opened and closed
in the same way (e.g., both modeled on /ma/ or both modeled
on /na/, although no reference was made to the speech origins
of the stimuli to participants) or if the way that they closed was
different (e.g., one modeled on /ma/ and one on /na/). Each pairing
was presented seven times, for a total of 28 trials in a random
sequence.

The three tasks were blocked and presented in random order.
The inter-stimulus interval for all trials within the blocks was
3 s. After every five trials, participants were presented with
a slide of animated shapes and faces, to maintain attention
to the task. All audio stimuli were presented at a comfort-
able listening level (60 dBA) from a centrally located speaker
under the eye-tracker, and visual stimuli were presented at a
640 × 480 aspect ratio on a video monitor 30 inches from the
participant.

After the experimental procedure participants were tested with
the battery of cognitive and language assessments and caregivers of
the ASD participants were interviewed separately with the ADI-R.

RESULTS
Participant gaze to the speaker’s face was examined by group for the
AV speech-in-noise and visual-only (speechreading) trials, as was
gaze on the figure-eight shape in non-speech trials. The eye tracker
recorded fixation position in x and y coordinates at approximately
8 ms intervals. (In cases where the coordinates were not recorded,
the x- and y-coordinates of the previous time point were applied).
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Each x-y coordinate was coded according to whether it was on-
screen or off-screen, and if it was on-screen, whether it was part
of an on-face fixation or not. Off-screen fixations were eliminated
from the data.

The on-face coordinates were coded according to face regions,
namely: forehead, jaw, cheeks, ears, eyes, mouth region (including
the spaces between the lower lip and the jaw and between the upper
lip and the nose), and nose. The primary regions of interest were
the mouth region and a collective set of non-focal regions (face areas
other than the mouth region, eyes, and nose), in light of reports
that children with ASD spend relatively more time fixating on
non-focal regions of the face (Pelphrey et al., 2002). The non-focal
regions encompassed the ears, the cheeks, the forehead, and all
other regions not otherwise labeled (primarily the space between
the eye and the ear, between the nose and cheek, and between the
eyes). The jaw area was not included in either the mouth region
or the non-focal regions; this is because the jaw, unlike the other
non-focal regions, has extensive movement that is time-locked to
the speech articulation – thus, jaw movement conveys information
about the kinematics of the speech act.

For the non-speech condition, the on-screen regions were
coded in an analogous manner, based on the extent of the
figure-eight shape. These regions are described below.

Data points were only included as fixations if they had less than
a 40 pixel movement from the previous time point, and occurred
within a contiguous 100 ms window of similar small movements
that did not cross into a different face region, as defined above. In
all, 14.5% of the time steps were eliminated across the AV speech-
in-noise and visual-only tasks for being either off-screen, saccades,
or blinks. Although the mean percentage of dropped data points
was higher for the ASD sample than for the TD sample, the differ-
ence was not statistically significant [for AV speech-in-noise, ASD:
M = 19.4%, SD = 13.3; TD: M = 11.8%, SD = 7.4; t(18) = 1.60,
ns; for visual-only, ASD: M = 17.0%, SD = 12.0; TD: M = 10.0%,
SD = 5.3; t(18) = 1.70, ns].

The individual time steps were collapsed into 300 ms time bins
(0–300 ms, 300–600 ms, 600–900 ms, 900–1200 ms, and 1200–
1500 ms); we thus calculated the total amount of time spent in
each region within each time bin. These time bin boundaries were
selected because they roughly corresponded to visual landmarks
in the speech signal. The first bin (0–300 ms) preceded the onset of
visible movement; the second bin (300–600 ms) included open-
ing of the mouth prior to the consonant and the initiation of
closing (either lips in /ma/ or upward tongue-tip movement in
/na/); the third bin (600–900 ms) included the consonantal clo-
sure and release, and the final two time bins (900–1200 ms and
1200–1500 ms, respectively) span production of the vowel until
the end of the trial (for an image of articulation in each of the
time bins paired with the corresponding figure-eight shape, see
Figure 1).

As a result, our dependent variables were the mean percentage
of time gazing on a given region within a time bin. Time spent
fixating on the face was calculated as a percentage of time fix-
ated anywhere on the computer monitor within each time bin. In
contrast, time spent fixating on specific face regions (mouth region
and non-focal areas) was calculated as a percentage of time spent
fixated on the face within each time bin.

First, we examined whether there were group differences in
the percentage of time spent fixating on the face of the speaker
out of time spent fixating on-screen. Figure 2 presents the mean
time spent on face by group and time bin separately for the AV
speech-in-noise and visual-only tasks. As the figure shows, the
ASD group on average spent consistently less time on the face
than the TD group in both tasks. A set of 2 (group: ASD, TD) by
5 (time bin: 0–300 ms, 300–600 ms, 600–900 ms, 900–1200 ms,
and 1200–1500 ms) mixed factor analyses of variance (ANOVAs)
were conducted for AV speech-in-noise and visual-only, respec-
tively. There was a significant main effect of group with less time
spent on the face by the ASD group than the TD group for AV
speech-in-noise with a marginal effect for visual-only [for AV
speech-in-noise, ASD: M = 60.8, SD = 25.0; TD: M = 82.3,
SD = 21.9; F(1,18) = 6.31, p = 0.02, η2

G = 0.22; for visual-
only, ASD: M = 74.3, SD = 20.7; TD: M = 84.2, SD = 14.9;
F(1,18) = 3.39, p = 0.08, η2

G = 0.12]. These mean differences
reflect moderate to large effect size estimates (Cohen, 1973; Olejnik
and Algina, 2003; Bakeman, 2005). There was also a main effect of
time bin in both analyses [AV speech-in-noise: F(4,72) = 26.48,
p < 0.0001, η2

G = 0.23; visual-only: F(4,72) = 42.7, p < 0.001,
η2

G = 0.41], reflecting a rapid increase in fixations on the face
from the first to second bins that leveled off by the third bin. The
interaction of group and time was not significant for either task.

Next, we examined whether there were group differences in
gaze to specific regions on the face. We chose the mouth region
and non-focal areas (as defined above) as regions of interest1. We
ran a set of 2 (group: ASD, TD) by 5 (time bin: 0–300 ms, 300–
600 ms, 600–1200 ms, 1200–1500 ms) ANOVAs on the percentage
of time spent in each region of interest out of time spent on the face,
with separate analyses for the AV speech-in-noise and visual-only
tasks, and separate analyses for the mouth region and non-focal
areas. Figure 3 presents the relative percentages of time spent in
each region of interest by group and time, separately for the AV
speech-in-noise and visual-only tasks.

First, consider the mouth region. There was a significant main
effect of group for both tasks, with a relatively smaller percentage
of time spent on the mouth region for the ASD group than the TD
group [for AV speech-in-noise, ASD: M = 26.0, SD = 24.1; TD:
M = 52.9, SD = 30.8; F(1,18) = 11.25, p < 0.005, η2

G = 0.29; for
visual-only, ASD: M = 35.0, SD = 29.5; TD: M = 56.1, SD = 32.6;
F(1,18) = 4.46, p = 0.05, η2

G = 0.14]. There was also a main
effect of time for both tasks [AV speech-in-noise: F(4,72) = 23.18,
p < 0.0001, η2

G = 0.32; visual-only: F(4,72) = 23.7, p < 0.0001,
η2

G = 0.30], with an overall increase in fixations on the mouth
region from the first to third bins before leveling off. Interestingly,
there was an interaction of group and time bin for AV speech-
in-noise [F(4,72) = 10.06, p < 0.0001, η2

G = 0.17], but not for
visual-only (F < 1). As shown in Figure 3, for AV speech-in-noise,
fixations on the mouth region were similar for the two groups in
the first time bin (0–300 ms, prior to the onset of mouth move-
ment), but the subsequent increase in mouth region fixations was

1In addition to the analyses of the mouth region and non-focal regions, we also
conducted statistical analyses of fixations on other major face areas, namely the eyes
and nose. However, each involved few fixations overall and the analyses did not
reveal reliable differences between groups; thus, they are not reported here.
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Irwin and Brancazio Gaze to a speaking face

FIGURE 2 | Mean time spent on the face region as a percentage of

time spent on-screen for each of the time bins and for the ASD

group (closed circles) and the TD group (open squares). The left and

right panels present results for AV speech in noise and visual-only,
respectively. Error bars represent standard errors, calculated
independently for each time bin.

FIGURE 3 | Mean time spent on the mouth region (solid lines) and

non-focal areas (dashed lines) as a percentage of time spent on the face

for each of the time bins and for the ASD group (closed circles) and the

TD group (open squares). The left and right panels present results for AV
speech in noise and visual-only, respectively. Error bars represent standard
errors, calculated independently for each time bin.

much more pronounced for the TD group than the ASD group. In
contrast, in the visual-only task the two groups’ trajectories across
time were similar, differing in overall percentage of time in the
mouth region.

Next, consider the non-focal regions. For AV speech-in-noise,
there was a significant main effect of group, with a relatively
higher percentage of time spent fixating on non-focal regions by
the ASD group than the TD group [ASD: M = 19.5, SD = 19.6;
TD: M = 7.3, SD = 10.5; F(1,18) = 6.48, p < 0.05, η2

G = 0.15].
There was not a significant main effect of time, F(4,72) = 1.11,
ns, but there was a significant interaction of group and time,
F(4,72) = 4.98, p < 0.005, η2

G = 0.12. Time spent on non-focal
regions was similar for the two groups in the first time bin, but
dropped off rapidly for the TD group while remaining relatively
frequent for the ASD group across the whole trial. For visual-only,
there was again a main effect of group [ASD: M = 17.3, SD = 16.9;
TD: M = 9.2, SD = 12.6; F(1,18) = 5.43, p < 0.05, η2

G = 0.11],

along with a significant main effect of time, F(4,72) = 17.64,
p < 0.0001, η2

G = 0.37, with a decrease in time spent on non-focal
regions from the first time bin to the subsequent bins. The inter-
action of group and time (F < 1) was not statistically significant
in the visual-only task2.

2We initially considered the jaw as a non-focal region, but removed it from the
category because of its extensive movement during the speech event (thus provid-
ing information about the kinematics of the speech act), which distinguished it
from other non-focal areas. However, we did repeat the analyses of the non-focal
regions with the jaw included. This inclusion did not change the outcome for AV
speech-in-noise, but it did for visual-only. In the visual-only task, there were con-
siderably more fixations in the jaw region by the TD participants than the ASD
participants (although, in an analysis of just fixations on the jaw, the difference was
not statistically reliable). As a result, including jaw in the non-focal category had the
effect of eliminating the statistically significant group difference in non-focal fixa-
tions. However, this obscures an interesting difference between the groups: The ASD
group spent relatively more time fixating on face areas that convey less information
about the kinematics of the speech articulations (e.g., the cheeks).
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FIGURE 4 | Mean time spent on the figure-eight shape region as a

percentage of time spent on-screen for each of the time bins and for

the ASD group (closed circles) and theTD group (open squares). Error
bars represent standard errors, calculated independently for each time bin.

The results in the speech tasks can be summarized as follows.
First, the ASD group spent, on average, less time gazing on the face
than the TD group, and this difference was more pronounced in
the AV speech-in-noise task than in the visual-only task. Second,
when fixating on the face, the ASD group spent relatively less time
fixating on the mouth region than the TD group, and relatively
more time fixating on non-focal regions. Finally, the two groups
differed in their relative pattern of fixations on the speech over
the course of a trial. Specifically, the TD group exhibited a pattern
of initially looking at non-focal regions but then shifting to the
mouth as the articulation unfolded. The ASD group had a similar
but reduced shift in the visual-only task, but did not exhibit this
shift in the AV speech-in-noise task.

NON-SPEECH CONTROL CONDITIONS
Finally, to assess whether there were group differences in gaze to
the non-speech stimuli, a series of independent 2 (group: ASD,
TD) × 5 (time bins: 0–300 ms, 300–600 ms, 600–900 ms, 900–
1200 ms, and 1200–1500 ms) ANOVAs were run on fixations to
the figure-eight shapes during time spent on screen. The earliest
time bin encompasses pre-movement (0–300 ms), the next time
bin (300–600 ms) an increase to maximum size; the third time
bin (600–900 ms) from maximum size to minimum size and the
final two time bins increasing until the end of the trial (900–
1200 ms, 1200–1500 ms, see Figure 1). We defined two regions of
interest: a narrow region encompassing an area around the outline
of the figure-eight shape at its smallest point (see Figure 1C),
and a broad region encompassing the area around the outline
of the shape at its largest point (see Figure 1D). We analyzed
percentage of trials with fixations in each region at the previously
defined time samples that incorporated the shape’s transition from
a small outline to a large one. The percentage of time spent in the
broad region, shown in Figure 4, had a main effect of time bin
[F(4,72) = 12.33, p < 0.0001, η2

G = 0.13], due to an increase from
the first bin (prior to movement) to the second, but no main effect
of group [F(1,18) = 1.09, ns] and no interaction of group and
time bin (F < 1). The percentage of time in the narrow region

also had a main effect of time bin [F(4,72) = 8.32, p < 0.001,
η2

G = 0.14], with less time in the inner region in the first bin (prior
to movement) and in the last two bins (when the shape was larger),
but again with no main effect of group (F < 1) and no interaction
of group and time bin [F(4,72) = 1.10, ns]. Overall, the TD and
ASD groups exhibited similar gaze patterns with the non-speech
stimuli.

DISCUSSION
The current study examined pattern of gaze to a speaking face
by children with ASD and a set of well-matched TD controls.
Gaze was examined under conditions that create a strong incentive
to attend to the speaker’s articulations, namely, AV speech with
background noise and visual only (speechread) speech. We found
differences in the gaze patterns of children with ASD relative to
their TD peers, which could impact their ability to obtain visible
articulatory information.

The findings indicated that children with ASD spent signifi-
cantly less time gazing to a speaking face than the TD controls,
which is consistent with diagnostic criteria for this disorder and
findings from previous research (Hutt and Ounstead, 1966; Hob-
son et al., 1988; Volkmar et al., 1989; Volkmar and Mayes, 1990;
Phillips et al., 1992). The reduction in gaze to the face of the
speaker was greater in the speech in noise than the visual-only
condition. This suggests that children with ASD gaze at the face of
the speaker when the task requires it, as in speechreading. This is
perhaps consistent with the finding that the difference in percep-
tual performance between the ASD and TD groups (Irwin et al.,
2011) was less pronounced in the visual-only condition than with
speech in noise.

Importantly, when fixated on the face of speaker, the children
with ASD were significantly less likely to gaze at the speaker’s
mouth than the TD children in the context of both speech in
noise and speechreading. This finding might appear to conflict
with previous findings of increased gaze to the mouth by indi-
viduals with ASD in comparison to TD controls (e.g., Klin et al.,
2002; Neumann et al., 2006; Spezio et al., 2007). However, this
disparity may arise from the specific demands of the respective
tasks. Findings of increased gaze on the mouth by children with
ASD have typically occurred when the task required emotional
or social judgments and when the mouth was not the primary
source of the relevant information. In contrast, our study involved
a speech perception task, so the mouth was the primary source
of relevant (articulatory) information. These findings in tandem
suggest that children with ASD paradoxically may be less likely
to attend to the mouth when it carries greater informational
value.

Instead of gazing at the mouth during the speech in noise task,
the children with ASD tended to spend more time directing their
gaze to non-focal areas of the face (also see Pelphrey et al., 2002).
Non-focal areas such as the ears, cheeks, and forehead carry little,
if any, articulatory information. For speech in noise, as the speaker
began to produce the articulatory signal, the TD children looked
more to the mouth than did the children with ASD, who continued
to gaze at non-focal regions.

Notably, the group differences were less prominent in the
visual-only condition, where visual phonetic information on the

www.frontiersin.org May 2014 | Volume 5 | Article 397 | 149

http://www.frontiersin.org/
http://www.frontiersin.org/Language_Sciences/archive


799

800

801

802

803

804

805

806

807

808

809

810

811

812

813

814

815

816

817

818

819

820

821

822

823

824

825

826

827

828

829

830

831

832

833

834

835

836

837

838

839

840

841

842

843

844

845

846

847

848

849

850

851

852

853

854

855

856

857

858

859

860

861

862

863

864

865

866

867

868

869

870

871

872

873

874

875

876

877

878

879

880

881

882

883

884

885

886

887

888

889

890

891

892

893

894

895

896

897

898

899

900

901

902

903

904

905

906

907

908

909

910

911

912

Irwin and Brancazio Gaze to a speaking face

mouth is fundamental to the task (in contrast to the speech-in-
noise task, where there is an auditory speech signal). In this case,
the two groups exhibited a similar pattern of shifting from non-
focal areas to the mouth region as the speaker began to produce
the syllable, even though the ASD group overall spent relatively
less time on the mouth and more time on non-focal regions than
the TD controls. This finding suggests that children with ASD may
be able to approximate a similar pattern of gaze to areas of the face
that hold important articulatory information when it is required
by the task.

Finally, there were no significant differences by group in pattern
of gaze for the non-speech, non-face control condition. This sug-
gests that the differences in gaze patterns between children with
ASD and TD do not necessarily occur for all AV stimuli, and are
consistent with the notion that these differences are specific to
speaking faces.

In the Introduction, we outlined two possible reasons for
why children with ASD are less influenced by visual speech
information than their TD peers, even when they are fix-
ated on the face (Irwin et al., 2011), namely, that they have
an impairment in AV speech processing, or that they have
reduced access to critical visual information. The present results
do not address the question of a processing impairment, but
they do offer insight into the issue of access to speech infor-
mation. Because the mouth is the source of phonetically rel-
evant articulatory information available on the face (Thomas
and Jordan, 2004), our results may help account for the lan-
guage and communication difficulties exhibited by children with
ASD.

To summarize, even with a sample of verbal children who were
closely matched in language and cognition to controls, we found
differences in pattern of gaze to a speaking face between chil-
dren with ASD and TD controls. However, these findings should
be interpreted with caution, given the small sample size, broad
age range and varied diagnostic category. Future research should
be conducted to assess how differences in each of these variables
impacts pattern of gaze. In particular, an interesting question is
whether pattern of gaze relates to communicative skill (e.g., as
in Norbury et al., 2009; also see Falck-Ytter et al., 2012). A larger
sample would allow for examination of this relationship. Fur-
ther, the speech stimuli in the current study were consonant-vowel
speech syllables; future research should also examine sentence level
connected speech.

Finally, future work should consider the possible implications
of the results for intervention. Our results in the speech-in-noise
task indicate that children with ASD may not spontaneously look
to critical areas of a speaking face in the presence of background
noise, even though it would improve comprehension. This is par-
ticularly problematic in light of findings that auditory noise is
especially disruptive for individuals with ASD in speech percep-
tion (Alcántara et al., 2004). However, the results in the visual-only
speechreading task, where children with ASD did tend to shift their
gaze from non-focal areas to the mouth (albeit to a lesser degree
than the TD controls), suggests that children with ASD can show
more typical gaze patterns when necessary. Therefore, interven-
tion to help individuals with ASD to gain greater access to visible
articulatory information may be useful, with the goal of increased

communicative functioning in the natural listening and speaking
environment.
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Speech perception is known to rely on both auditory and visual information. However,
sound-specific somatosensory input has been shown also to influence speech perceptual
processing (Ito et al., 2009). In the present study, we addressed further the relationship
between somatosensory information and speech perceptual processing by addressing
the hypothesis that the temporal relationship between orofacial movement and sound
processing contributes to somatosensory–auditory interaction in speech perception. We
examined the changes in event-related potentials (ERPs) in response to multisensory
synchronous (simultaneous) and asynchronous (90 ms lag and lead) somatosensory and
auditory stimulation compared to individual unisensory auditory and somatosensory
stimulation alone. We used a robotic device to apply facial skin somatosensory
deformations that were similar in timing and duration to those experienced in speech
production. Following synchronous multisensory stimulation the amplitude of the ERP was
reliably different from the two unisensory potentials. More importantly, the magnitude
of the ERP difference varied as a function of the relative timing of the somatosensory–
auditory stimulation. Event-related activity change due to stimulus timing was seen
between 160 and 220 ms following somatosensory onset, mostly around the parietal area.
The results demonstrate a dynamic modulation of somatosensory–auditory convergence
and suggest the contribution of somatosensory information for speech processing process
is dependent on the specific temporal order of sensory inputs in speech production.

Keywords: facial skin sensation, speech perception, speech production, electroencephalography, event-related
potentials

INTRODUCTION
Multiple sensory inputs seamlessly interact in the process of
speech perception. Information from a talker comes to a listener
by way of the visual and auditory systems. The McGurk effect
(McGurk and MacDonald, 1976) is a compelling demonstration
of how the influence of audio–visual (AV) information is used
in speech perceptual processing. Electrophysiological (Giard and
Peronnet, 1999; Foxe et al., 2000; Molholm et al., 2002) and
functional imaging studies (Macaluso et al., 2000; Calvert et al.,
2001; Foxe and Simpson, 2002) have provided evidence that
cortical multisensory integration can occur at early stages of
cortical processing. In addition, evidence for multisensory AV
processing has been identified over left central scalp which has
been hypothesized to reflect sensorimotor integration (Molholm
et al., 2002).

In contrast to the main focus of AV interactions, recent find-
ings of an orofacial somatosensory influence on the perception
of speech sounds suggest a potential role for the somatosensory
system in speech processing. For example, air puffs to the cheek
that coincide with auditory speech stimuli alter participants’
perceptual judgments (Gick and Derrick, 2009). In addition,
precise orofacial stretch applied to the facial skin while people

listen to words, alters the sounds they hear as long as the stim-
ulation applied to the facial skin is similar to the stimulation
that normally accompanies speech production (Ito et al., 2009).
Whereas these and other psychophysics experiments have exam-
ined somatosensory–auditory interactions during speech process-
ing in behavioral terms (Fowler and Dekle, 1991), neuroimaging
studies exploring the relation between multisensory inputs have
been limited to AV interaction (van Atteveldt et al., 2007; Pilling,
2009; Vroomen and Stekelenburg, 2010; Liu et al., 2011).

The temporal relationship between multiple sensory inputs
is one important factor for the tuning of multi-sensory interac-
tions (Vroomen and Keetels, 2010). At a behavioral level, mul-
tiple sensory inputs are not required to arrive exactly at the
same time, but some level of temporal proximity is needed to
induce an interaction. In AV speech, the visual inputs influence
speech perception even when the visual input leads the audi-
tory input by as much as 200 ms (Munhall et al., 1996; van
Wassenhove et al., 2007). Temporal relationships have also been
examined in somatosensory–auditory interactions (see review for
Occelli et al., 2011), but only in temporal perception of non-
speech processing. In speech production, the temporal relation-
ship between somatosensory inputs associated with articulatory
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motion and their acoustic consequences varies. For the most
part, somatosensory inputs due to articulatory motion occur
in advance of acoustic output (Mooshammer et al., 2012). If
the influence of somatosensation on speech perception is based
on the temporal mapping between somatosensory and auditory
inputs that is acquired in speech production, it is plausible
then that cortical potentials may be influenced in response to
the specific timing of somatosensory–auditory interactions dur-
ing speech processing. Moreover, the contribution of auditory–
somatosensory interactions during speech processing using
speech-production-like patterns of facial skin stretch, may yield
important insight into the link between speech production and
perception.

In the current study, we investigate auditory and somatosen-
sory interactions during speech processing using event-related
potentials (ERPs). A robotic device was used to generate patterns
of facial skin deformation similar in timing and duration to
those experienced during speech production, which induces an
interaction with speech sound processing (Ito et al., 2009; Ito and
Ostry, 2012). We observed somatosensory–auditory interactions
during speech sound processing as well as a dynamic modulation
of the effects of multisensory input as a result of relative timing
differences between the two sensory stimuli. ERPs using elec-
troencephalography (EEG) have benefits for the investigation of
temporal asynchronies because of their better temporal resolution
in comparison with the other brain imaging techniques. The find-
ings reveal neural correlates of multisensory temporal coding and
a dynamic modulation of multisensory interaction during speech
processing. The results have implications for understanding the
integral link between speech production and speech perception.

MATERIALS AND METHODS
PARTICIPANTS
Eighteen native speakers of American English participated in
the experiment (12 for ERP recording and 6 for the separate
behavioral control test). The participants were all healthy young
adults with normal hearing and all reported to be right-handed.
All participants signed informed consent forms approved by the
Yale University Human Investigation Committee.

EXPERIMENTAL STIMULATION AND TASK
We examined interaction effects between speech sound processing
and orofacial somatosensory processing. ERPs were recorded in
response to either individual or paired somatosensory and audi-
tory stimulation. The somatosensory and auditory pairs used in
the current study have been found previously to induce perceptual
modulation in speech sound perception (Ito et al., 2009) and
somatosensory judgment (Ito and Ostry, 2012).

A small robotic device (SenSable Technology, Phantom 1.0)
applied skin stretch loads for the purpose of orofacial somatosen-
sory stimulation. The details of the somatosensory stimulation
device have been described in our previous studies (Ito et al., 2009;
Ito and Ostry, 2010). Briefly, two small plastic tabs were attached
bilaterally with tape to the skin at the sides of the mouth. The
tabs were connected to the robotic device using monofilament
and skin stretch was applied in an upward direction. Skin stretch
consisted of a single cycle of a 3-Hz sinusoid with 4 N maximum

force. This temporal pattern has successfully induced somatosen-
sory ERPs in a previous study (Ito et al., 2013).

Audio stimulation was delivered binaurally through plastic
tubes (24 cm) and earpieces (Etymotic Research, ER3A). We used
a single synthesized speech utterance that was midway in a 10-step
sound continuum between “head” and “had.” The speech contin-
uum was created by shifting the first (F1) and the second (F2)
formant frequencies in equal steps (Purcell and Munhall, 2006).
The original sample sounds of “head” and “had” were produced
by a male native speaker of English. These same sounds were
used in a previous study demonstrating modulation of speech
perception in response to facial skin stretch (Ito et al., 2009).
We chose the center point of the continuum as an example of a
perceptually ambiguous sound. In the current study, participants
reported 68.5% of stimuli as “head” due to the ambiguity of the
stimulus.

We used three somatosensory–auditory conditions that varied
according to the time lag between the stimuli. The variations were
90 ms lead, simultaneous, and 90 ms lag of the somatosensory
onset relative to the auditory onset. A 90-ms temporal asyn-
chrony was chosen because a 90-ms somatosensory lead reliably
modulated speech perception in a previous study (Ito et al.,
2009). Figure 1A shows three temporal relationships between
somatosensory and auditory stimuli (lead, lag, and simulta-
neous). Two unisensory conditions (somatosensory alone and

FIGURE 1 | (A) Temporal relationship in paired somatosensory–auditory
stimulation. The top panel represents acoustic signal for auditory
stimulation. The bottom panel represents the temporal force pattern of
facial skin stretch for somatosensory stimulation. The horizontal rectangle
with error bars represents the temporal range of somatosensory onset
relative to auditory onset over which participants perceived somatosensory
and auditory stimuli as simultaneous for the behavioral control study. (B) A
representative example of two uni-sensory responses (aud and soma) and
the sum response at Cz for the simultaneous condition. Each line
represents the data averaged across all subjects.
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auditory alone) were also assessed. The stimulus condition was
changed every trial in random order. The inter-trial interval was
varied between 1000 and 2000 ms after each response in order to
avoid anticipation and habituation.

The participant’s task was to indicate whether the sound
they heard was “head” or not. The participants’ response was
recorded by key press. In the somatosensory alone condition, the
participants were instructed to answer not “head” since there was
no auditory stimulation. Participant judgments and the reaction
time from the onset of the stimulus to the key press constituted
the behavioral measures. The participants fixated their gaze on
a cross without blinking in order to eliminate artifacts during
ERP recording. The cross was removed every 10 trials and the
participants were given a short break.

EEG ACQUISITION AND DATA PROCESSING
Recording and pre-processing
Event-related potentials were recorded from 64 electrodes
(Biosemi ActiveTwo) in response to five stimulus conditions:
somatosensory stimulation alone (soma), auditory stimulation
alone (aud), and paired somatosensory and auditory stimulation
(pair: lead, simultaneous, lag). Hundred ERPs per condition were
recorded. Trials with blinks and eye movement were rejected
offline on the basis of horizontal and vertical electro-oculography
(over ±150 µV). More than 85% of trials per condition were
included in the analysis. EEG signals were filtered with a 0.5–
50 Hz band-pass filter and re-referenced to the average across all
electrodes. The effect of temporal manipulation was analyzed in
two ways: somatosensory and auditory viewpoint depending on
the alignment of the data at either the somatosensory or auditory
onset. In both analyses, a single epoch was extracted in the range
between −500 and 1000 ms relative to either somatosensory or
auditory stimulus onset. Bias levels were adjusted using the aver-
age amplitude in the pre-stimulus interval (−200 to−100 ms).

Somatosensory analysis
The ERPs in the “pair” condition were aligned at the somatosen-
sory onset. Neural response interactions were identified by com-
paring ERPs obtained using somatosensory–auditory stimulus
pairs with the algebraic sum of ERPs to the unisensory stimuli
presented separately by following the method applied in previous
studies of somatosensory–auditory interactions (Foxe et al., 2000;
Murray et al., 2005). The “sum” ERPs were calculated by summing
auditory-alone potentials (aud) with an appropriate temporal
shift (either 90 ms lead, 0 or 90 ms lag) with somatosensory-
alone potentials (soma; see Figure 1B as representative example
of the aud, soma, and sum ERP in the simultaneous condition).
This analysis is based on the assumption that the summed ERP
responses from the unisensory conditions should be equivalent to
the ERP from the same stimuli presented simultaneously, if neural
responses to each of the unisensory stimuli are independent
(Calvert et al., 2001). Accordingly, divergence between the “sum”
ERPs from the two unisensory conditions and “pair” ERPs from
paired somatosensory–auditory conditions indicates non-linear
interaction between the neural responses to the multisensory
stimuli. Note that this approach is limited in non-linear mul-
tisensory interaction and is not sensitive to linear multisensory

convergence wherein processes to two sensory modalities might
interact, but not show any additional activation in electro cortical
potentials.

We used the global field power (GFP) to compare the “pair”
and “sum” ERPs to identify general changes in electric field
strength over the entire head. GFP is the root mean square
computed over the average-referenced electrode values at a given
instant in time (Lehmann and Skrandies, 1980; Murray et al.,
2008). GFP is equivalent to the spatial standard deviation of the
scalp electric field, and yields larger values for stronger fields. The
use of a global measure was in part motivated by the desire to
minimize observer bias that can follow from analyses restricted to
specific selected electrodes. We determined GFP amplitude using
a temporal window that shows the changes in this measure over
the course of the response. The corresponding temporal intervals
were determined based on our observation across the three “pair”
conditions described in Section “Results.” ERP comparisons at the
representative electrodes (Fz, Cz, and Pz) follow. These electrodes
were chosen in order to sample the whole map, irrespective of
asymmetry and minimizing the number of comparisons.

A 60-ms time window was chosen for the statistical analysis of
the GFP amplitude and of the ERP amplitude at the representative
electrodes (Fz, Cz, and Pz). In the GFP analysis, we used repeated
measures two-way ANOVA to test for differences related to the
relative timing of the responses for the somatosensory and audi-
tory stimulation (90 ms lead and lag, and simultaneous) and for
the difference between the “sum” of the two unisensory ERPs and
“pair” somatosensory–auditory ERP. We also applied repeated
measures three-way ANOVA to three electrodes (Fz, Cz, and Pz).

We also compared the topographic map differences between
“sum” and “pair” ERPs across the three stimulus timing condi-
tions (lead, lag, and simultaneous). A difference in amplitude was
obtained by subtracting “sum” ERPs from “pair” ERPs at each
electrode. As an index of topographic difference between the two
electric fields, a global dissimilarity measures (DISS) was used
(Lehmann and Skrandies, 1980). This parameter is computed as
the square root of the mean of the squared difference between
the potentials measured at each electrode (versus the average
reference), each of which is first scaled to unitary strength by
dividing by the instantaneous GFP. This value can range from 0
to 2, where 0 indicates topographic homogeneity and 2 indicates
topographic inversion (Murray et al., 2008).

Auditory analysis
The ERPs in the “pair” condition were aligned at auditory
onset. We reconstructed auditory-like potentials by subtracting
somatosensory potentials (soma) from the “pair” potentials at
the corresponding temporal shift in each condition, instead of
applying the sum of two uni-sensory conditions as done in the
somatosensory analysis. Our rationale is that since the mechanism
of auditory ERPs in speech processing is well established (e.g.,
Näätänen and Picton, 1987; Martin et al., 2008 for review),
comparing auditory-like potentials in the “pair” condition with
the typical auditory ERP (aud) is a way to evaluate the poten-
tial multisensory interaction effect. As in the analyses using the
algebraic sum described above, we expected that “pair” ERPs with
the removal of the somatosensory potentials would be equivalent
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to the auditory-alone ERP, if neural responses to each of the
unisensory stimuli are independent. The subtracted potential
should be different from the auditory responses if there is a
non-linear interaction. The ERP results were also compared with
participants’ behavioral performance, that is, the probability that
the stimulus was identified as “head” during the test as mentioned
later.

We focused on the first negative peak (N1) and the following
positive peak (P2) at Fz and Cz because as a general tendency
the maximum amplitude of the auditory ERP is observed at these
electrodes and this was true of the current responses. Note that the
negative peak and positive peak do not mean negative or positive
value but the direction of electrical deviation, and hence N1 can
be a positive value as long as it is going in a negative direction (i.e.,
Ostroff et al., 1998). A 60-ms time window was used to calculate
the response amplitude. The analysis window was centered at
the ERP peak location for each participant and each condition.
The peaks associated with N1 and P2 were identified in the time
periods (100–200 ms for N1 and 200–300 ms for P2) following
stimulus onset. Repeated measures ANOVA was applied to assess
differences in the four conditions (three “pair” potentials and
one auditory potential). Pairwise comparisons with Bonferroni
correction followed.

BEHAVIORAL PERFORMANCE
Behavioral performance was evaluated using reaction time and
judgment probability separately. Reaction time was calculated as
the period between auditory onset and the behavioral response
(key press for the speech sound identification). Repeated mea-
sures ANOVA was used to assess differences in reaction time
across five conditions: three “pair” and two unisensory con-
ditions. We also calculated the probability that the participant
classified the sound as “head.” The somatosensory alone condi-
tion was not included in this analysis. Note that in more than
95% of somatosensory trials participants responded not “head”
as instructed. Repeated measures ANOVA was used to compare
judgment measures across conditions.

We also examined the extent to which the perceptual judg-
ments were correlated with ERP amplitude change that were
observed in response to changes in the relative timing of
somatosensory–auditory stimulation. The correlation analysis
was carried out between the participants’ judgment probability
and the auditory ERP amplitude obtained when the somatosen-
sory response was subtracted from “pair” responses and auditory-
alone response. For the purpose of this analysis, both variables
were transformed into z-scores in order to remove differences
in amplitude variability between individuals. The analysis was
applied independently at each electrode and for each response
peak. Note that we did not apply correlation analysis to the
data aligned at somatosensory onset because ERPs in each “pair”
condition during a specific period relative to somatosensory onset
represent different time periods in terms of auditory processing.

BEHAVIORAL CONTROL
As a separate control, simultaneity judgments were obtained
in order to determine whether participants perceived the tem-
poral difference (simultaneous, 90 ms lead and lag) between

somatosensory and auditory stimuli as simultaneous. We assessed
the perceived temporal range of somatosensory onset relative to
auditory onset when both stimuli were presented simultaneously.
Six individuals participated in the test. The participants were pre-
sented with auditory and somatosensory stimulation and asked
to report if stimuli were simultaneous or not. The test started
with two initial values of somatosensory stimulation relative to
auditory onset: (1) 300 ms lead and (2) 300 ms lag. The lead and
lag conditions were alternated in random order. The temporal
difference between the somatosensory and auditory stimulations
was reduced based on participants’ response according to the
Parameter Estimation by Sequential Testing (PEST) procedure
(Macmillan and Creelman, 2004) until they reached a threshold
level to detect the somatosensory–auditory stimulations as simul-
taneous or not.

RESULTS
SOMATOSENSORY-ALIGNED POTENTIALS
We first examined whether the timing difference between the sen-
sory stimulation conditions induced changes in GFP. Figure 2A
shows the GFP as the timing of stimulation varied (lead, lag, and
simultaneous). The red thick line shows the GFP for the paired
sensory condition and the black dashed line shows the sum of the
two unisensory conditions (soma + aud). The data are aligned at
somatosensory onset. The arrows represent the auditory onsets.
The vertical dotted lines are the temporal intervals used to assess
differences between conditions as a result of the timing of stim-
ulation. Two empirically determined intervals were used to assess
stimulus-timing effects after the end of the transient phase of the
GFP change. The first interval is between 160 and 220ms after
the somatosensory stimulus onset and the second is between 220
and 280ms. We found two pattern of differences in the target
intervals respectively. For the first interval, the response amplitude
difference between the “pair” and “sum” signals changed as a
function of stimulus timing. In the lead condition, the “pair”
GFP was marginally greater than the “sum” of the individual
GFPs. The sign of the difference was reversed in the same and
lag conditions. The difference in lag condition was greater than in
the simultaneous condition. These amplitude differences are sum-
marized in left panel of Figure 2B. Repeated measures ANOVA
indicated reliable change across the three temporal conditions
[F(2,22) = 7.76, p < 0.01]. For the second interval, the “pair”
GFP was consistently smaller than the “sum” GFP regardless of the
timing condition. These amplitude differences are summarized in
the right panel of Figure 2B. Repeated measures ANOVA revealed
that GFP in “pair” response was reliably smaller than GFP in
the sum of unisensory responses [F(1,11) = 6.81, p < 0.03].
Note that there was a difference between sum and pair conditions
before the transient phase (up to 80 ms after somatosensory
onset). This is most likely due to an added effect of noise in the
summed condition since this difference was not present for each
component individually (see Figure 2C). Overall, these results
suggest timing-related and timing-independent processing asso-
ciated with separate stages of the evoked response.

We further investigated the trend observed in the GFP
by examining the response patterns at individual electrodes.
At the first target interval, that is, in the interval when

Frontiers in Psychology | Language Sciences November 2014 | Volume 5 | Article 1198 | 156

http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences/archive


Ito et al. Auditory and somatosensory temporal coding

FIGURE 2 | (A) Global field power (GFP) for somatosensory and auditory
stimulation in the three timing conditions (lead, simultaneous, and lag).
Each line represents the data averaged across all subjects. The vertical
dotted lines define two intervals (i) 160–220 ms and (ii) 220–280 ms
after somatosensory onset in which differences between “pair” and
“sum” responses are assessed. Arrows represents auditory onset. (B)

Difference in z-transformed GFP amplitude in the temporal periods of (i)
and (ii) in panel (A). Error bars give standard errors across participants.
Each color represents a different experimental condition of relative
timing difference. (C) GFP noise level in the period before the
stimulation (−200 to −100 ms) in all conditions. Error bars represent
the standard error across all subjects.

somatosensory–auditory activation changed in a manner depen-
dent on the relative timing of paired stimulation, the topographic
configuration varied according to the relative timing of the stimu-
lation (lead, simultaneous, and lag). Figure 3 shows topographic
maps of the mean differences in amplitude between “pair” and
“sum” responses. In the lead case, most of the differences were in
the positive direction and were observed in the parietal electrodes.
Similar differences in the parietal electrodes were also seen in the
simultaneous condition, although the amplitude of the difference
was smaller compared to the lead condition. In the lag condition,
no difference was observed in the parietal electrodes, but several
frontal electrodes showed a positive difference.

The similarity of the topographic configuration was assessed
using global dissimilarity as a quantitative measure (DISS, review
in Murray et al., 2008). DISS values indicated that the lead and lag
conditions were topographically inverted (DISS = 1.41). On the
other hand, lead and simultaneous conditions were moderately
homogeneous (DISS= 0.82). The similarity between the simulta-
neous and lag conditions was not remarkable (DISS= 1.10), sug-
gesting that the topography for the simultaneous condition was
intermediate between the lead and lag conditions. The inverted
topographic configuration between the lead and lag condition
suggests that the topographic configuration was altered in con-
junction with the timing differences between somatosensory and
auditory stimulation onsets.

Event-related potential amplitude difference in the second
target interval (220–280 ms after somatosensory onset) showed
consistent change across the three “pair” condition in terms of
GFP (Figure 2B, right panel). The topographic configuration

FIGURE 3 | Topographic maps of differences in event-related potentials
between “pair” and “sum” conditions. The top three panels represent
the difference in the interval 160–220 ms and the bottom represents the
difference at 220–280 ms after somatosensory onset.

during the period 220–280 ms was quite similar across three
conditions (Figure 3, lower panels). We found that a broad
range of frontal areas showed a reduction of “pair” responses in
comparison to “sum” in all three temporal conditions, as was
observed in GFP (Figure 2). Global dissimilarity for all three
conditions is comparatively homogenous [DISS = 0.64 (lead
and simultaneous), 0.49 (simultaneous and lag), and 0.70 (lead
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and lag)], suggesting that the amplitude reduction was present
regardless of stimulus timing.

Temporal patterns of ERP in representative electrodes (Fz,
Cz, and Pz) are shown in Figure 4. As indicated in the GFP
analysis, two patterns of change across three stimulus conditions
were observed in the two temporal intervals respectively. In the
first interval between 160 and 220 ms, repeated measure three-
way ANOVA showed a reliable interaction effect across timing
(lead, simultaneous, and lag), condition (pair and sum), and
electrodes (Fz, Cz, and Pz) [F(4,44)= 3.175, p < 0.03]. In a more
detailed analysis with Bonferroni correction, the difference in Pz
amplitude between “pair” and “sum” ERPs changed as a function
of the three stimulation conditions [F(2,22)= 5.99, p < 0.03], but
there was no change and no difference in the other two electrodes
[Fz: F(2,22) = 1.73, p > 0.6; Cz: F(2,22) = 1.00, p = 1.0]. In
contrast, in the second interval between 220 and 280 ms there
was a reliable interaction effect between experimental condition
(pair and sum) and electrodes (Fz, Cz, and Pz) [F(2,22) = 9.812,
p < 0.001]. Following Bonferroni correction, ERP amplitude at Fz
and Cz in the “pair” condition was also consistently smaller than
the “sum” ERP amplitude in the three stimulation conditions [Fz:
F(1,11)= 8.32, p < 0.05; Cz: F(1,11)= 12.24, p < 0.02], but there
was no difference at Pz [F(1,11)= 0.87, p= 1.0].

AUDITORY-ALIGNED POTENTIALS
While we found a dynamical modulation of the ERP response
in the context of somatosensory processing, it is difficult to

FIGURE 4 | Event-related potentials for combined somatosensory and
auditory stimulation in the three timing conditions (lead,
simultaneous, and lag) at Fz, Cz, and Pz. Each line represents the data
averaged across all subjects. Bias levels were adjusted using the average
amplitude in the pre-stimulus interval (−200 to −100 ms). As in GFP
analysis, the vertical dotted lines define two intervals (i) 160–220 ms and (ii)
220–280 ms after somatosensory onset in which differences between
“pair” and “sum” responses are assessed. Arrows represents auditory
onset.

interpret this change relative to speech processing since the
observed modulation is not directly related to the timing of
auditory processing. In order to compare paired auditory and
somatosensory processing with that involved in speech percep-
tual processing, we examined these paired effects in relation to
auditory-related processing on its own. We extracted auditory-
related responses in the various paired conditions by subtract-
ing the somatosensory-alone response from that obtained in
the “pair” conditions. The logic is that if there is a non-linear
interaction between somatosensory and auditory processing, the
response after the subtraction should be different from the audi-
tory alone response.

For this analysis, all of the data were aligned at auditory
onset. The subtracted potentials and the auditory-alone potentials
showed a typical N1–P2 pattern with the first negative peak (N1)
between 100 and 200 ms after auditory onset followed by a second
positive peak (P2) between 200 and 300 ms (see Figure 5A). The
maximum response was observed along mid-line electrodes near
Cz (vertex electrode).

The peak amplitude at the Cz and Fz electrodes was quantified
using 60-ms temporal window in each of the three “pair” timing
conditions (lead, simultaneous, and lag) and for the auditory
response alone (Figure 5B). Each color represents a different con-
dition. Error bars represent the standard error across participants.
Two way-repeated measure ANOVA (timing condition × elec-
trodes) yielded reliable differences across timing condition (lead,
lag, and simultaneous) in N1 [F(3,77) = 3.056, p < 0.05] and
in P2 [F(3,77) = 6.18, p < 0.001]. By looking at ERPs in each
individual electrode, we found a consistent N1 response at Cz
in all four conditions (lead, simultaneous, lag, and auditory).
The peak amplitudes were not statistically different for the four
conditions [F(3,33)= 0.122, p > 0.9]. The peak amplitude of the
P2 response showed a graded change according to the stimulus
timing (lead, simultaneous, and lag), although the change was
statistically marginal as follows. Whereas repeated measures one-
way ANOVA showed reliable difference across the four conditions
[F(3,33) = 3.82, p < 0.04], post hoc testing did not reveal any
reliable paired comparisons.

In contrast, a reliable change was observed at Fz electrode in
both N1 and P2 amplitude (see right two panels in Figure 5B). N1
responses at Fz were reliably different across the four conditions
[F(3,33) = 5.95, p < 0.02]. Post hoc tests with Bonferroni correc-
tion showed that the lead condition was reliably different from lag
condition (p < 0.02) and marginally different from the auditory
response (p = 0.06). P2 response were also reliably different
across conditions [F(3,33) = 4.80, p < 0.02]. Comparing the
auditory alone responses with the other “pair” condition yielded
a reliable difference from the lead condition (p < 0.05) and
a marginal difference from simultaneous condition (p = 0.10).
The difference for the lag condition was not reliable (p > 0.9).
Overall, the results reveal that auditory ERPs show a change when
combined with temporally offset somatosensory stimulation. The
largest change occurs when somatosensory stimulation lead for
the speech sound. On the other hand, when somatosensory stim-
ulation lags speech onset, the amplitude of the auditory potentials
are no different from the potentials for auditory stimulation
alone.
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FIGURE 5 | (A) Temporal responses of auditory event-related potentials at
two mid-frontal electrodes (Fz and Cz). Each line represents the data
averaged across all subjects. Each color corresponds to the following four
conditions. “aud” represents the amplitude of auditory alone condition.
“lead,” “simultaneous,” and “lag” represent the amplitudes in the
corresponding three “pair” conditions after the removal of somatosensory
potentials. Bias levels were adjusted using the average amplitude in the
pre-stimulus interval (−200 to −100 ms). (B) Peak amplitude of N1 and P2
auditory event-related potentials at two mid-frontal electrodes. The left two
panels are for Cz, and the right two panels for Fz. Error bars give standard
errors across participants. The symbol “*” represents reliable difference
(p < 0.05) and “1” represents marginal difference (p ≤ 0.1). (C) Correlation
plots between peak amplitude of ERP and judgment probability for the
behavioral task (48 data points from 12 subjects × 4 conditions).

BEHAVIORAL PERFORMANCE
We also examined the behavioral results and their relationship
with EEG activity. There was no reliable change of judgment
probability in the three paired conditions in comparison to the
auditory alone condition [F(3,33) = 1.128, p > 0.3]. Correlation

analysis showed that the judgment probabilities in the four con-
ditions were reliably correlated with N1 amplitude at Fz (r = 0.3,
p < 0.05) and marginally correlated with P2 amplitude at Fz
(r = 0.28, p = 0.05). The peak amplitude of N1 and P2 at Cz
were not reliably correlated with the judgment probabilities (N1:
r = 0.18, p > 0.2; P2: r = 0.078, p > 0.6). Figure 5C shows the
correlation plots in each combination of N1 and P2 responses
at Cz and Pz. Thus, overall, although the magnitude of the
correlation was relatively low, the results suggest that perceptual
modulation as measured behaviorally may be represented to some
degree in the cortical response at Fz.

Reaction times across the five conditions: three “pair” con-
ditions and two uni-sensory conditions “soma” and “aud” were
evaluated. We did not find any reliable differences across all five
conditions [F(4,44) = 0.532, p > 0.70]. This is inconsistent with
typical responses due to multisensory stimulation conditions.
Reaction time to respond to stimuli typically becomes shorter
when two sensory modalities were stimulated simultaneously
than when single sensory modalities are stimulated. The differ-
ence from the typical multisensory reaction may presumably be
because the current task involved identification only.

BEHAVIORAL CONTROL
In order to examine if the time differences between stimuli in
the “pair” condition are perceived as simultaneous, we obtained
threshold values at which the participants determined whether or
not the somatosensory and auditory stimulations were simulta-
neous. The average threshold times for perception of simultaneity
were 210.6± 3.1 ms lead and 148.0± 3.9 lag of the somatosensory
onset relative to the auditory onset (see rectangle and error bar
in Figure 1A). The results indicates that the 90 ms difference
used in the current ERP recording is in a range where stimuli are
perceived to be simultaneous and suggests the participants did not
perceive a difference in stimulus timing in any of the three “pair”
conditions.

DISCUSSION
This study assessed the neural correlate of the temporal interac-
tion between orofacial somatosensory and speech sound process-
ing. The cortical activity associated with orofacial somatosensory–
auditory interaction was quantified using ERPs. We found two
types of non-linear interactions between somatosensory and
auditory processing. One form of sensory interaction was depen-
dent on the relative timing of the two sensory stimuli. The other
was constant regardless of stimulus timing. The two interac-
tions were observed at different electrodes sites: the stimulus
timing interaction was recorded over parietal electrodes and the
non-stimulus timing interaction was observed over the frontal
electrodes. From the viewpoint of auditory processing, we also
found a graded change in ERP amplitudes that was dependent
on the relative timing of stimuli for auditory processing. The
results demonstrate clear multisensory convergence and sug-
gest a dynamic modulation of these particular (somatosensory–
auditory) interactions during speech processing.

It is important to note that in the previous psychophysi-
cal study demonstrating an interaction between speech sound
processing and orofacial stimulation, perceptual judgments were
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influenced by speech-production-like patterns of facial skin
stretch (Ito et al., 2009). The current finding showing the largest
amplitude change in the multisensory evoked response occur-
ring with a somatosensory lead is also consistent with speech
production-like patterning affecting cortical evoked potentials.
Auditory input from self-generated speech is always preceded
by articulatory motion that generates somatosensory input in
advance of the acoustic signal. Interestingly, Möttönen et al.
(2005) showed that simple lip tapping during speech perceptual
processing did not change magnetoenchalographic evoked poten-
tials. It appears, consistent with the previous psychophysical study
(Ito et al., 2009), that the influence of somatosensory stimula-
tion on speech perceptual processing may be dependent on a
functional relationship between the somatosensory characteristics
of the stimulation and those accompanying speech production.
Hence, somatosensory inputs that are similar to those experienced
in speech production can interact effectively with speech sound
processing and the interaction is reflected in cortical potential
changes.

The timing of sensory stimulation is a key factor in multi-
sensory interaction. The effective time-window for multisensory
integration is known to be as long as 200 ms (Meredith et al.,
1987; van Wassenhove et al., 2007). At a behavioral level, this is
consistent with the results of our control test in which the par-
ticipants perceived the skin stretch perturbation and the speech
sound “head” as simultaneous in a comparable temporal range.
Although the neural correlates of AV interaction including that
involving speech stimuli has been previously investigated (Pilling,
2009; Vroomen and Stekelenburg, 2010; Liu et al., 2011), the
temporal range was larger than 200 ms, and hence it is not known
the extent to which multisensory interactions occur at shorter
temporal asynchronies. In the present study, dynamical modula-
tion at an electrocortical level was found at a range of 100 ms.
The current finding suggests cortical processing is sensitive to
temporal factors even within the time range at which events are
behaviorally judged simultaneous.

In AV speech, the effective temporal range between auditory
and visual stimulus onsets for effective multisensory interaction
is asymmetric in terms of onset timing. While AV speech phe-
nomena, such as the McGurk effect is induced with up to a
240-ms of visual lead, while for visual lag the time window is
much shorter (up to 40 ms; Munhall et al., 1996; van Wassenhove
et al., 2007). Our ERP findings may be comparable. N1 and P2
potential amplitudes in the 90 ms somatosensory lag relative to
auditory onset were not different from those in the auditory
alone response, whereas the lead and simultaneous condition
showed a difference between the “pair” and “sum” responses,
indicating that the somatosensory lead condition has affected
audio processing, but not in the lag condition. This can proba-
bly be attributed to the temporal relationship between orofacial
somatosensory inputs and acoustic output in speech production,
since articulatory motion mostly precedes acoustic output in
speech production (e.g., Mooshammer et al., 2012).

In addition to the differential cortical response dependent
on the asynchrony of the somatosensory–auditory stimulation,
we also found a consistent reduction in the cortical response
independent of the asynchrony of the stimulation in the later

period (220–280 ms after somatosensory onset). Interestingly this
reduction was seen only in the somatosensory analysis suggest-
ing that this later period of somatosensory processing consis-
tently interacts with the auditory input regardless of the timing
of auditory processing. While such an obligatory multisensory
interaction is a plausible interpretation, the reduction could be
influenced by non-stimulus-specific factors such as changing
attentional demands. However, the use of stimulus averaging over
a number of the responses time-locked to the onset of specific
stimulus would most likely eliminate or minimize any non-
stimulus-specific effects. Consequently, the possibility of a non-
specific effect to explain the consistent reduction in the cortical
response is unlikely.

Two different patterns of activation were observed depending
on the asynchrony of the stimulation and the specific time post-
stimulation onset. The asynchrony dependent modulation was
observed in a period between 160–220 ms after somatosensory
onset mostly at parietal electrodes. In contrast, frontal electrodes
showed a consistent multisensory change in activation in all
three temporal conditions during the 220–280 ms period after
somatosensory onset. Since multiple subcortical and cortical
locations are involved in auditory–somatosensory interactions in
non-speech processing (Stein and Meredith, 1993; Foxe et al.,
2002; Lütkenhöner et al., 2002; Fu et al., 2003; Kayser et al., 2005;
Murray et al., 2005; Schürmann et al., 2006; Shore and Zhou,
2006; Lakatos et al., 2007; Beauchamp et al., 2008), the present
results reflect the contribution of different and distributed cortical
sites in the somatosensory–auditory interaction during speech
processing. Given that the parietal area and planum temporale
is considered as a center of auditory–motor integration (Hickok
et al., 2011; Tremblay et al., 2013), the parietal site may also be
important for the temporal processing between somatosensory
and auditory inputs.

While we found a reliable difference for the timing manipula-
tion in the ERP changes, there was no such reliable result in the
behavioral measure. It appears that the nervous system is sensitive
to timing differences in the relatively early phase of speech pro-
cessing (N1 and P2), but this difference may be independent of the
ability to identify such differences. This is not surprising given the
additional cognitive process involved in perceptual judgments. It
appears that a more sensitive task is required to detect these subtle
timing differences behaviorally. The current experimental design
was optimized for identifying the influence of sensory input on
cortical potentials rather than on cognitive decisions.

A possible neural pathway for somatosensory influence on
speech perception is currently unknown. For language process-
ing, the posterior inferior frontal gyrus (Broca’s area) is known
to contribute to speech perception, and hence the neural con-
nections between the prefrontal and the temporal areas asso-
ciated with auditory processing have been well documented
(Geschwind, 1970; Margulies and Petrides, 2013). Given a con-
nection between the premotor and somatosensory cortex, and
the premotor cortex and Broca’s region (Margulies and Petrides,
2013), somatosensory inputs may influence auditory process-
ing via the prefrontal gyrus and the premotor cortex. On the
other hand, studies of non-speech processing have shown that
somatosensory inputs directly affect lower levels of auditory
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processing in the auditory cortex and/or the surrounding areas
(Foxe et al., 2002; Lütkenhöner et al., 2002; Fu et al., 2003; Kayser
et al., 2005; Murray et al., 2005; Schürmann et al., 2006; Lakatos
et al., 2007; Beauchamp et al., 2008). These non-speech studies
have shown a reciprocal somatosensory–auditory interaction that
is independent of motor involvement, in particular, change in
second somatosensory cortex in response to sound and changes
in auditory cortex in response to somatosensory stimulation.
In addition, there are somatosensory–auditory interactions in
subcortical areas (Stein and Meredith, 1993; Shore and Zhou,
2006). These results suggest a tight linkage and direct neural
connection between somatosensory and auditory system that is
separate from a motor–auditory connection mentioned above.
The current findings show a dynamic modulation of the effects
of somatosensory and auditory stimuli at the electrodes over the
parietal region. This is consistent with the idea of direct access
of somatosensory inputs to the auditory system. Since speech
and non-speech sounds are processed differently in the brain
(Kozou et al., 2005; Möttönen et al., 2006), it is unclear whether
pathways associated with somatosensory–auditory interactions
in non-speech processes are also involved in speech processing.
Further investigation is required.

The linkage between speech production and perception pro-
cessing has been a topic of interest for over five decades (Liberman
et al., 1967; Diehl et al., 2004; Schwartz et al., 2012). Whereas
the idea has been previously tested from the viewpoint of speech
production and motor function (Fadiga et al., 2002; Watkins et al.,
2003; Wilson et al., 2004; Meister et al., 2007; D’Ausilio et al.,
2009; Möttönen and Watkins, 2009), the role of somatosensory
function in speech perception has been overlooked. Previous psy-
chophysical findings have showed that orofacial somatosensory
inputs can influence speech processing (Ito et al., 2009). The
current findings further suggest that somatosensory stimulation
has access to cortical areas associated with speech processing. One
intriguing possibility is that somatosensory information may be
an important component in establishing the neural representa-
tions for both speech production and speech perception. Further
investigation of the manner in which orofacial somatosensa-
tion modulates speech perceptual processing may provide some
important clues to understanding the development of the linkage
between speech perception and production.
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Activity in anterior sensorimotor regions is found in speech production and some
perception tasks. Yet, how sensorimotor integration supports these functions is unclear
due to a lack of data examining the timing of activity from these regions. Beta (∼20 Hz)
and alpha (∼10 Hz) spectral power within the EEG µ rhythm are considered indices of
motor and somatosensory activity, respectively. In the current study, perception conditions
required discrimination (same/different) of syllables pairs (/ba/ and /da/) in quiet and
noisy conditions. Production conditions required covert and overt syllable productions
and overt word production. Independent component analysis was performed on EEG
data obtained during these conditions to (1) identify clusters of µ components common
to all conditions and (2) examine real-time event-related spectral perturbations (ERSP)
within alpha and beta bands. 17 and 15 out of 20 participants produced left and right
µ-components, respectively, localized to precentral gyri. Discrimination conditions were
characterized by significant (pFDR < 0.05) early alpha event-related synchronization (ERS)
prior to and during stimulus presentation and later alpha event-related desynchronization
(ERD) following stimulus offset. Beta ERD began early and gained strength across
time. Differences were found between quiet and noisy discrimination conditions. Both
overt syllable and word productions yielded similar alpha/beta ERD that began prior to
production and was strongest during muscle activity. Findings during covert production
were weaker than during overt production. One explanation for these findings is that
µ-beta ERD indexes early predictive coding (e.g., internal modeling) and/or overt and covert
attentional/motor processes. µ-alpha ERS may index inhibitory input to the premotor
cortex from sensory regions prior to and during discrimination, while µ-alpha ERD may
index sensory feedback during speech rehearsal and production.

Keywords: speech perception, speech production, EEG, mu rhythm, independent component analysis

INTRODUCTION
It remains critical to disentangle the neural networks that allow an
infinite array of co-articulated vocal tract gestures to be produced
by a speaker and effortlessly sensed, recognized, and understood
by a listener. Though these two complimentary and highly inte-
grated processes often are examined independently, considerable
recent effort has focused upon understanding how classical pro-
duction mechanisms (e.g., the motor system) are involved in
speech perception (D’Ausilio et al., 2012; Mottonen and Watkins,
2012; Murakami et al., 2013) and classical perception regions (i.e.,
auditory and somatosensory systems) are involved in production
(Burnett et al., 1998; Stuart et al., 2002; Purcell and Munhall,
2006). Sensorimotor integration (SMI) provides an interface for
speech perception and production and is fundamental to efficient
verbal communication (e.g., Perrier et al., 1996; Rogalsky et al.,
2011; Tourville and Guenther, 2011; Guenther and Vladusich,

2012; Moulin-Frier and Arbib, 2013). However, questions regard-
ing the nature and timing of SMI prevail and relatively few studies
address SMI in both speech perception and production within
the same experiment (Wilson et al., 2004; Pickering and Garrod,
2007; Hickok et al., 2011; Adank, 2012).

Neuroimaging techniques have identified the auditory dorsal
pathway (posterior temporal lobe, inferior parietal lobe, premo-
tor cortex; PMC) as playing a role in both speech perception and
production. In production, there is clear evidence of coopera-
tion between feedforward and feedback systems for motor control
(Houde and Nagarajan, 2011). Within speech perception, SMI is
explained through independent yet convergent “dual streams” of
neural activity (Scott and Johnsrude, 2003; Hickok and Poeppel,
2004; Hickok, 2009, 2012; Rauschecker, 2012; Specht, 2013).
The ventral stream (predominantly within auditory regions) pro-
vides speech decoding and comprehension. The dorsal stream
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(including activity from sensorimotor regions) is thought to
provide an audio-motor interface linking auditory to articula-
tory goals in speech perception. Though dorsal stream activity
has been reported to be left-lateralized, there is recent evidence
of bilateral organization (Cogan et al., 2014; Simmonds et al.,
2014).

Despite evidence that the motor system is relatively inac-
tive in non-degraded passive listening conditions (Scott et al.,
2009; Szenkovits et al., 2012) and lesions demonstrating that
damage to motor regions has little effect on the ability to per-
ceive speech (Rogalsky et al., 2011), a number of perception
tasks have been identified in imaging studies in which motor
regions are recruited. These conditions typically have been those
in which task demands are increased and include categorical dis-
crimination of foreign phonemes (Callan et al., 2006), phoneme
segmentation (Burton et al., 2000; Locasto et al., 2004; Burton
and Small, 2006), and speech in noise (Osnes et al., 2011; Alho
et al., 2012; D’Ausilio et al., 2012). Thus, motor system activity in
speech perception may be context dependent, in addition to being
variable across individuals (Szenkovits et al., 2012).

Given equivocal findings, the role of the motor system in
speech perception is hotly debated. Perhaps a more pertinent
question is the extent to which dorsal stream motor activity func-
tionally enhances the perceptual process (Gallese et al., 2011).
Hickok et al. (2011) maintain that contributions of the motor sys-
tem are strictly modulatory and depend on the cognitive demands
associated with a particular task. Others support a more func-
tional role (Binder et al., 2004; Meister et al., 2007; D’Ausilio
et al., 2009; Sato et al., 2009; Osnes et al., 2011; Grabski et al.,
2013; Mottonen et al., 2013). In these studies, dorsal stream
articulatory-motor based speech representations are associated
with accurate speech perception in some tasks. However, to
bolster understanding of the functional contributions of dorsal
stream motor activity in speech perception, it is necessary to
address the time-course of activity relative to acoustic stimulation
in addition to task performance.

For example, Callan et al. (2010) used a combination of fMRI
and magnetoencephalography (MEG), measuring PMC activ-
ity in a forced-choice, syllable discrimination in noise task. For
correct discriminations, activity in the PMC preceded and imme-
diately followed acoustic stimulation. These findings were inter-
preted as PMC activity functionally aiding in speech perception
and were explained from a Constructivist perspective. That is,
previous sensorimotor experiences bestow the motor system with
the capacity to provide early top-down influences (in the form of
predictive internal models) to help constrain sensory analysis and
aid in perception (Sohoglu et al., 2012). In a manner that is also
consistent with earlier analysis-by-synthesis theories (Stevens and
Halle, 1967), these data suggest motor activity should be main-
tained while the internal model (i.e., hypothesis) is compared to
the sensory consequences. Had motor activity in this study been
found in a different time frame, other explanations might arise.
For example, if motor activity only coincided directly with the
occurrence of acoustic stimuli and was not related to functional
performance, it might be interpreted from a Direct Realist view-
point (Fowler, 1986), as a motor reflection of sensory stimulation.
Similarly, motor activity that followed acoustic offset by 200 ms or

more might be interpreted as covert rehearsal while the acoustic
stimuli are kept in working memory (Callan et al., 2010).

Oscillatory models offer a time-sensitive means of examin-
ing neural processing of speech. These models posit a strong
relation among phases of delta, theta, and gamma oscillations,
and the temporal envelope of speech with respect to the encod-
ing of discrete speech units (e.g., syllables). This relation reflects
further evidence of auditory-motor coupling grounded in evo-
lutionary adaptation for efficiency (Ghitza et al., 2012; Giraud
and Poeppel, 2012). Measuring changes in spectral power across
beta (15–25 Hz) and alpha (8–13 Hz) frequency bands may offer
an additional method for understanding sensorimotor process-
ing. Beta suppression is often associated with the anticipation
of performance (Gladwin et al., 2006; Arnal, 2012; Bickel et al.,
2012; Zaepffel et al., 2013) of motor activity and predictive (i.e.,
a priori) top-down coding for sensory analysis. Alpha bands
dominate the human brain and the enhancement or suppression
of alpha band power often is considered an indicator of cor-
tical activation/inhibition (Klimesch, 2012). Event-related alpha
desynchronization (ERD) is considered a release from inhibition
for sensory gating and may also contribute to predictive coding.
In addition, alpha power generally is suppressed with increased
attentional and cognitive demands. Weisz and colleagues provide
evidence of an independent auditory alpha generator, implicating
a link to speech perception (Weisz et al., 2011; Obleser and Weisz,
2012). Additionally, in support of alpha sensitivity to speech per-
ception, they found that magnitude of alpha suppression across a
broad (prefrontal, temporal, parietal) network corresponded with
reductions in speech stimulus intelligibility.

The rolandic mu (µ) rhythm is characterized by an arc-shape,
alpha and beta band peaks, and typically localized to sensorimo-
tor regions (Pineda, 2005; Hari, 2006). Spectral power within the
µ-rhythm is often considered a down-stream measure of motor
activity from the PMC (Pineda, 2005). Suppression of the power
in the alpha band of the µ-rhythm (µ-alpha) has been used to
measure sensorimotor activity in response to viewing biologi-
cally relevant (i.e., reproducible) vs. non-relevant visual stimuli
such as hand (Oberman et al., 2005; Perry and Bentin, 2010) and
face (Muthukumaraswamy and Johnson, 2004) movements, visu-
ally presented speech (Crawcour et al., 2009), and motor imagery
tasks (Tamura et al., 2012; Holler et al., 2013). µ-alpha also sup-
presses to action-based sounds (Pineda et al., 2013), speech stim-
uli in segmentation tasks, and when identifying speech in noise
(Cuellar et al., 2012). Additionally, Tamura et al. (2012) reported
µ-alpha suppression to overt and imagined speech production
under various types of auditory feedback. Their findings suggest
that µ-alpha suppression in speech provides an index of feed-
back in audio-vocal monitoring. This interpretation seems logical
considering that µ-alpha suppression is thought to arise from
somatosensory activity when guidance is needed for ongoing
movement (Hari, 2006). Considering also that µ-beta suppres-
sion is indicative of motor activity, identifying patterns of µ-alpha
and µ-beta ERS/ERD across speech tasks is likely to reveal further
important information about the timing of motor and sensory
contributions to SMI in speech processing.

To this end, Bowers et al. (2013) recently employed an EEG
technique to study SMI during speech perception, adapting a
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similar design from an fMRI and MEG study (Callan et al., 2010).
Specifically, participants passively listened to and actively discrim-
inated (i.e., forced choice, same or different) between pairs of
syllables (/ba/ and /da/) and tone sweeps presented in different
signal-to-noise ratios (SNRs). Raw data from 30 EEG record-
ing channels were analyzed via independent component analysis
(ICA). ICA is blind-source separation (i.e., linear decomposition)
tool that can be used both as a strong filter and a means of inde-
pendent and spatially fixed sources of neural activity (Delorme
and Makeig, 2004; Makeig et al., 2004; Onton et al., 2006). Left
and right µ-rhythm component clusters with characteristic spec-
tral peaks at ∼10 Hz and ∼20 Hz (Hari, 2006), maximally local-
ized to the sensorimotor cortex with activation extending into the
PMC, were identified in most participants. Time-frequency anal-
ysis of µ components using event-related spectral perturbation
(ERSP) analysis showed ERD in the beta band that was strongest
when speech was accurately (>95% correct) discriminated in
noise with a SNR of + 4 dB. Most importantly, in this condi-
tion only, µ-beta suppression (i.e., motor activity) began prior
to speech perception and peaked immediately following stimulus
offset. The findings were interpreted in accord with Callan et al.
(2010) and others, suggesting that PMC/sensorimotor regions
can readily contribute to speech perception (e.g., Skipper et al.,
2007). From an oscillatory perspective, they were interpreted
as evidence of early top-down influences from the motor sys-
tem (i.e., internal models), helping to constrain auditory analysis
in shared channels between sensorimotor and auditory regions
(Arnal and Giraud, 2012).

Bowers et al. (2013) demonstrated that this event-related EEG
technique with subsequent ICA/ERSP analysis is suitable for mea-
suring SMI in speech perception. However, it is important to note
that all their conditions employed background noise. Mottonen
et al. (2013) used rTMS to impair motor representations from the
lips and found impaired speech discrimination, suggesting that
auditory-motor dorsal stream activity is important for speech dis-
crimination in normal as well as degraded conditions. Alho et al.
(2012) reported similar findings using evoked potentials. More
generally, µ suppression has been found in anticipation of cor-
rectly predicted visual targets suggesting functional support in the
task from attentional/motor networks (Bidet-Caulet et al., 2012).
Hence, a salient question that remains pertains to the extent to
which patterns of beta suppression in noisy speech discrimina-
tion tasks can disassociate the influences of a degraded listening
environment from those functionally related to accurate cate-
gorical perception (Specht, 2014). To further understand how µ

rhythms respond in speech discrimination tasks, it is necessary to
examine the time-course of µ ERS/ERD in a quiet discrimination
condition.

Regions within the dorsal stream help mediate sensorimo-
tor control in speech production (Houde and Nagarajan, 2011;
Hickok, 2012; Rauschecker, 2012). Feed-forward motor plans are
generated that, once properly trained, allow for fluid genera-
tion of co-articulated speech gestures at an appropriate speaking
rate (Tourville and Guenther, 2011). In addition, inverse for-
ward models (i.e., efference copies) of predicted sensory con-
sequences are sent from motor regions (i.e., premotor/motor
cortex) to higher order auditory (e.g., superior temporal sulcus)

and somatosensory (e.g., inferior parietal lobe) sites for dynamic
comparisons with auditory and somatosensory production, pro-
viding the neurophysiological basis for an ongoing feedback loop.
As forward prediction is compared with the intended targets
and subsequently integrated with the true sensory (i.e., acous-
tic) and somatosensory consequences of production, corrective
feedback is returned to motor control centers in a manner so
efficient as to allow for online correction should a mismatch
occur between predicted consequence and the articulatory goal.
According to dynamic state feedback control (SFC) models,
across the time course of any given speech production, complex
dynamic interplay can exist between feedforward and feedback
control in response to ongoing changes in vocal tract configura-
tions and acoustic/somatosensory perturbations (Ventura et al.,
2009; Houde and Nagarajan, 2011; Golfinopoulos et al., 2011;
Hickok, 2012, 2014). Hence, as in speech perception, the addi-
tion of temporal data from regions within dorsal stream networks
is likely to help foster a better understanding of the feedforward
and feedback dynamics in speech production.

The largest obstacle to deploying imaging techniques with high
temporal resolution such as EEG and MEG to speech production
is signal contamination from muscle artifact. It is well known
that myogenic activity from eyes (e.g., blinking), lips, head, and
jaw produces robust electrical activity in frequency ranges broad
enough to spuriously influence most neural activity. In addition,
due to volume conduction, the effects of myogenic activity are
not focal and can influence recordings from all cranial electrodes
(McMenamin et al., 2011). Due to this limitation, EEG and MEG
studies targeting language production networks have employed
a variety of experimental designs intended to circumvent overt
speech production. These designs have typically involved delayed
or covert speech production. As evidence exists showing similar-
ities in neural activity in overt and covert production tasks, Tian
and Poeppel (2010, 2012) including the generation of internal
models (Sams et al., 2005; Tian and Poeppel, 2010), covert pro-
duction often provides a viable substitute for overt production
tasks. However, in terms of SMI, the two tasks are different and
may not share all the same neurophysiology (Ganushchak et al.,
2011), especially in some pathological conditions with compro-
mised sensorimotor control such as stuttering (Max et al., 2003;
Loucks and De Nil, 2006; Watkins et al., 2008; Hickok et al.,
2011; Cai et al., 2014; Connally et al., 2014). Other studies have
stopped short of measuring activity during production, instead
relying on oscillatory data from a time window prior to actual
production. In this vein, a number of ERP studies have measured
‘lexical’ access and morphological encoding strategies (Hirschfeld
et al., 2008; Costa et al., 2009; Dell’acqua et al., 2010; Strijkers
et al., 2010). Whole head MEG data have revealed patterns of
µ-alpha suppression in auditory regions with µ-beta suppres-
sion in auditory-motor (i.e., dorsal stream) integration regions
(Gehrig et al., 2012). Similarly, Herman et al. (2013) measured
real-time changes in oscillatory data from syllable encoding and
pre-production time periods to identify discrete input/output
operations within the dorsal stream phonological loop, again
highlighting the value of temporal information.

Improvements in source estimations and data analysis tech-
niques, along with continued widespread availability appear to
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be contributing to a resurgence of EEG. ICA has been suggested
as an effective technique for separating neural from myogenic
activity on the basis of the assumption of temporal and spatial
independence of components. Therefore, especially when stereo-
typical in nature, myogenic activity can be separated from neural
activity in the unmixing process following ICA training on suffi-
cient data (Delorme and Makeig, 2004; Onton et al., 2006; Gwin
et al., 2010). The use of ICA in this capacity has been demon-
strated to remove movement artifact while performing hand
movements (Shou et al., 2012), walking and running (Gwin et al.,
2010; Lau et al., 2014), and in distinguishing distinct patterns
of electro-cortical activity in knee vs. ankle movements (Gwin
and Ferris, 2011). However, its application to speech production
has been limited. Though seemingly daunting, Tran et al. (2004)
reported successfully using ICA to remove artifact from stuttered
speech in children. In addition, other studies have demonstrated
that ICA can be used to reveal neural activity not evident in
univariate analyses (Geranmayeh et al., 2012; Simmonds et al.,
2014).

Though there is reason for optimism regarding the potential
use of EEG with ICA for measuring neural activity in speech
production tasks (Ganushchak et al., 2011), concerns remain
regarding the potential for ICA to adequately remove all mus-
cle artifact. These include reduced validity for localization in
intracerebral space, the fact that muscle artifact is often non-
stereotypical and therefore not always suited for identification via
ICA, and that a substantial portion of the variance in the whole
EEG signal (i.e., up to 67% of components) can be accounted
for by pure myogenic activity, reducing spectral power in neu-
ral components of interest (McMenamin et al., 2009; Shackman
et al., 2009; McMenamin et al., 2010, 2011). It is clear that pre-
liminary investigations using ICA in speech production should
proceed cautiously using simple productions.

As a launching point, the current study focuses on activity
from µ components for the following reasons. First, they are
ubiquitously found in EEG recordings, particularly when iden-
tified via ICA. Thus, the possibility of yielding µ components
in ICA decomposition remains high even when muscle compo-
nents predominate. Second, µ rhythms typically are localized
to primary motor/PMC regions, which are key sites within the
dorsal stream. The PMC, in particular, is bi-directionally con-
nected to higher-level auditory and somatosensory regions via
the arcuate and longitudinal fasciculi. Its location and connectiv-
ity allow it to serve as an important intermediary for integrating
forward prediction (internal modeling) and sensory feedback in
both perception and production (Houde and Nagarajan, 2011;
Rauschecker, 2012). Third, µ-ERS/ERD already has revealed real-
time data interpreted as predictive coding in speech perception
(Bowers et al., 2013). Alpha and slow beta bands which are con-
tained within the µ rhythm are the only frequency domains that
display ERS/ERD sensitivity to stimulus and/or task (Klimesch,
2012). Therefore, further time-frequency analyses of µ rhythms
potentially may reveal important information about SMI in
production.

There are two main goals in this study. The first is to bol-
ster understanding of the timing and function of dorsal stream
activity in speech perception by examining ERS/ERD patterns

in quiet and noisy discrimination conditions. The second is to
provide initial evidence that, via the application of ICA/ERSP,
the use of EEG can be extended into the realm of speech pro-
duction. Collectively, the intention is to show that ICA can be
used accurately to identify dorsal stream sensorimotor µ com-
ponents common to both speech perception and production. It
is first hypothesized that right and left µ components, localized
to sensorimotor/PMC regions, will be found across perception
and production conditions. By placing EMG electrodes on the
upper and lower lip, it also is anticipated that ICA will iden-
tify prominent perilabial muscular activity. Once µ components
are identified, the second hypothesis is that ERSP analyses will
provide differential time-frequency measures of alpha and beta
ERS/ERD. Real-time oscillatory changes in the spectral power of
alpha and beta bands of the µ rhythm are expected to provide
novel information regarding the timing of SMI in speech percep-
tion and production that may be interpreted via dual stream/SFC
models. Additionally, significant activity from perilabial compo-
nents is expected only in overt production, allowing it to be
mapped in real-time to SMI activity.

MATERIALS AND METHODS
PARTICIPANTS
Twenty right-handed English-speaking adults (17 female and
3 males) with a mean age of 23.94 years (range 21–39 years)
were recruited from audiology and speech pathology classes at
the University of Tennessee Health Science Center. Participants
reported no diagnosed history of communicative, cognitive, or
attentional disorders. Handedness dominance was assessed using
the Edinburgh Handedness Inventory (Oldfield, 1971). This study
was approved by the Institutional Review Board of the University
of Tennessee Health Science Center. Prior to the experiment,
participants provided signed informed consent on a document
approved by the Institutional Review Board.

STIMULI
Perception
/ba/ and /da/ syllables were created using AT&T naturally speak-
ing text-to-speech software which employs synthetic analogs of a
human male speaker. Syllable pairs were generated such that half
of the stimuli were composed of different syllables (e.g., /ba/ and
/da/) and the other half were identical (e.g., /ba/ and /ba/). The
stimuli were low-pass filtered below 5 KHz and normalized for
root-mean-square (RMS) amplitude. Each syllable was 200 ms in
duration. Each syllable pair was also separated by 200 ms, result-
ing in a total of 600 ms from the first syllable onset to the second
syllable offset (Figure 1).

For one condition (discrimination in noise; Ndis), syllable
pairs to be discriminated were embedded in white noise with
a SNR of +4 dB. This SNR was chosen as it has been shown
previously (Bowers et al., 2013) to produce discrimination accu-
racies > 95% in a similar group of participants. In the other
discrimination condition (discrimination in quiet; Qdis), syllable
pairs were presented without background noise. To prevent dis-
crimination response bias (Venezia et al., 2012), in both Qdis and
Ndis stimuli sets, there were equal numbers of syllable pairs that
were identical as there were different.
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FIGURE 1 | Single-trial timelines for perception and production

conditions. Timelines for 5000 ms (−3000 to 2000 ms) in passive noise
condition (Pasn), discrimination conditions (Qdis & Ndis), and production
conditions (Img, SylP, and WorP).

Production
Speech targets were syllable pairs, similar to those used in the dis-
crimination tasks above, and tri-syllable nouns (initiated with /b/
or /d/ and followed by a vowel). They were displayed centered in
Microsoft PowerPoint slides with plain black backgrounds in large
white Arial font (size 56). Figure 1 shows the timelines for epochs
in both perception and production conditions.

DESIGN
A 6-condition within-subject design was employed. Based on
extant literature, the conditions were created to increase motoric
demands incrementally (i.e., from the perceiving of white
noise to overtly producing tri-syllable words). Participants were
required to:

(1) passively listen to white noise (Pasn).
(2) discriminate (same or different) between pairs of syllables in

a quiet background (Qdis).
(3) discriminate (same or different) between pairs of syllables in

a noisy background (Ndis).
(4) imagine producing a pair of syllables (Img).
(5) overtly produce (i.e., say) a pair of syllables (SylP).
(6) overtly produce (i.e., say) tri-syllable nouns initiated by /b/

or /d/ and followed by a vowel (WorP).

Thus, condition 1 (Pasn) required no discrimination and was
a control task for the two discrimination conditions (Qdis
and Ndis). Conditions 2–5 employed /ba/ and /da/ syllables.
Conditions 2 and 3 (Qdis and Ndis) required same/different
discriminations of random /ba/ and /da/ combinations, while
conditions 4 and 5 required covert (Img) and overt (SylP) produc-
tion of randomly selected /ba/ and /da/ combinations. Condition
6 (WorP) also required overt production, but in this condition

tri-syllable nouns were used as opposed to the 2-syllable combi-
nations employed in the SylP condition. In the WorP condition,
words meeting these criteria were selected from Blockcolsky et al.
(2008). Examples of these words include “dialog,” “butterscotch,”
“daffodil,” and “buffalo.”

PROCEDURE
The experiment was conducted in an electronically and magneti-
cally shielded, double-walled, sound-treated booth. Participants
sat in a comfortable reclining armchair with their heads and
necks well supported. Compumedics NeuroScan Stim 2 version
4.3.3 software was used to present stimuli to participants via
a PC computer and record button-press responses. A button-
press response was required for all three perception conditions
because anticipation of a button-press has previously been known
to elicit µ-rhythm ERD (Makeig et al., 2004; Graimann and
Pfurtscheller, 2006; Hari, 2006). Hence, in the Pasn condition,
the button-press was used as a control for the required button-
press response in the discrimination conditions and to ensure
that participants were paying attention in each trial. The cue to
respond was a 100 ms, 1000 Hz tone that was presented at the end
of the epoch (i.e., +2000 ms). In the Pasn condition, participants
were instructed simply to listen passively to the noise and press
the designated button after hearing a pure tone cue in each trial.
Designation of button-press responses (right or left hand) was
counterbalanced across all subjects and experimental conditions.
Performance in the discrimination conditions was evaluated by
calculating the percentage of correct trials.

In the production conditions, stimuli appeared on a 69.5 ×
39.0 cm display placed 132 cm in front of the reclining chair.
The stimuli appeared on the screen for 1 s. Participants were
instructed to begin their production response immediately when
the stimulus disappeared from the monitor. In the Img condition
participants were told to imagine saying (i.e., covertly produc-
ing) the pair of syllables while refraining from making any overt
articulatory movements or vocalization. In the SylP and WorP
condition, participants were instructed to speak the syllable pair
or word in their normal speaking voice. All overt speech produc-
tions were easily completed in the time window (2 s) following
the cue to speak. All conditions were presented in two blocks of
40 trials each. The order of the 12 blocks (6 conditions × 2 blocks)
was randomized for each participant.

EEG ACQUISITION
Sixty-eight electrode channels were used to acquire whole-head
EEG data. These included two electromyography (EMG) and
two electrocardiogram (ECG) electrodes. Electrode configura-
tion was based upon the extended international standard 10–20
(Jasper, 1958) method using an unlinked, sintered NeuroScan
Quik Cap (Towle et al., 1993). All recording electrodes were refer-
enced to the common linked left (M1) and right (M2) mastoids.
The electro-oculogram (EOG) was recorded by placing electrodes
on the left superior orbit and the left inferior orbit (VEOG) as
well as the lateral and medial canthi of the left eye (HEOG)
to monitor vertical and horizontal eye movements, respectively.
The two surface electromyography (EMG) electrodes were placed
at midline above the upper lip and below the lower lip for the
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purposes of collecting perilabial EMG data related to speech
production.

EEG data were collected using Compumedics NeuroScan Scan
4.3.3 software and the Synamps 2 system. The raw EEG data
were filtered (0.15–100 Hz) and digitized via a 24-bit analog-to-
digital converter at a sampling rate of 500 Hz. Data collection was
time-locked to time point zero at the onset of acoustic stimuli
delivery in speech perception trials and the cue to begin speak-
ing in production trials. Thus, in the perception conditions, time
zero referenced the acoustic onset of the first syllable. In the
production conditions, syllable and word stimuli were ortho-
graphically displayed on the monitor between times -1000 ms and
zero. Hence, disappearance of the text at time zero was the cue for
participants to begin speaking (Figure 1).

EEG DATA PROCESSING
EEGLAB 12 open source software (Delorme and Makeig, 2004)
was used to process all EEG data by performing the following
steps for individual and group processing/analysis.

(1) Individual processing/analysis:

(a) 12 raw EEG files (6 conditions x 2 blocks) were pre-
processed for each participant.

(b) Independent component analysis (ICA) was performed
on all concatenated files across all conditions for each
participant.

(c) All neural and non-neural dipoles were localized for each
independent component (IC) identified.

(2) Group analysis:

(a) Using the STUDY module of EEGLAB 12, two separate
analyses were performed using ‘in head’ only (neural)
and ‘all’ (neural and non-neural) ICs.

(b) Principal component analysis (PCA) subsequently was
used to identify and cluster common components across
participants.

(c) Left and right µ clusters were identified from the ‘in-
head’ STUDY, whereas the EMG cluster representing
perilabial muscle activity was identified from the ‘all’
STUDY.

(d) µ clusters were localized using equivalent current dipole
(ECD) and current source density (CSD) analyses.

(e) Time-frequency analyses (measuring changes in spec-
tral power across time) were performed by measur-
ing event-related spectral perturbations (ERSP) in the
left and right µ clusters as well as in the EMG
cluster.

Details of each step in the data processing / analyses are described
below.

Processing/analysis of EEG data from each participant
Data pre-processing. Raw data from both 40-trial blocks in
each condition were: (1) appended to make a single 80 trial
data set for each condition; (2) downsampled to 256 Hz to
decrease computational requirements for ICA processing; (3)

FIGURE 2 | Stereotypic muscle activity from perilabial EMG electrodes.

Example of filtered and epoched EEG data from the WorP condition
showing stereotypical EMG activity during speech production.

epoched into 5000 ms segments with individual epochs span-
ning from −3000 to +2000 ms around time zero; (4) band-
pass filtered (3–34 Hz) to ensure that alpha and beta could be
identified while filtering muscle movement from surrounding
frequencies; (5) re-referenced to mastoid electrodes; (6) visu-
ally inspected for gross artifact (> 200 µV), which was man-
ually removed; and (7) pruned to remove trials with incorrect
responses or response latencies greater than 2 s in the Qdis and
Ndis conditions, although few trials were removed (see below).
A minimum contribution of 40 epochs per participant per con-
dition was required for inclusion in the experiment. However,
the average number of usable trials across participants per con-
dition far exceeded the minimum of 40 required for inclusion.
Figure 2 shows an example of EEG activity from 5 trials in
one participant in the WorP condition following filtering and
epoching. Critically, the muscle activity from the EMG com-
ponent appears to be relatively stereotypical in nature (e.g.,
Figure 2), thereby facilitating ICA efforts to separate the neural
activity from the muscle activity in the subsequent ICA signal
decomposition.

Independent component analysis (ICA). Prior to ICA training,
pre-processed EEG data for each participant were concatenated
across all 6 conditions so that a single set of ICA weights could
be obtained. This allowed for a comparison of activity to be made
across conditons within spatially fixed ICs. An extended Infomax
algorithm (Lee et al., 1999) was used to decorrelate the data
matrix prior to ICA rotation. ICA training was provided using the
“extended runica” algorithm in EEGLAB 12 with an initial learn-
ing rate set to 0.001 and a stopping weight of 10–7. Following
decomposition, 66 ICs were yielded for each participant reflecting
the total number of recording electrodes (68 – 2 reference elec-
trodes, M1 and M2). Scalp maps for each IC were obtained by
projecting the inverse weight matrix (W−1) back onto the spatial
EEG channel configuration.

Following ICA decomposition, equivalent current dipole
(ECD) models for each component were computed using a
boundary element model (BEM) in the DIPFIT toolbox, freely
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available at sccn.ucsd.edu/eeglab/dipfit.html (Oostenveld and
Oostendorp, 2002). Standard 10–20 electrode coordinates were
warped to the head model followed by automated coarse-
fitting to a BEM, yielding a single dipole model for each
of 1320 ICs (66 ICs × 20 participants). Dipole localiza-
tion requires back-projecting the signal to a source that may
have generated the scalp potential distribution for a given
IC, and then computing the best forward model to explain
the highest percentage of scalp map variance (Delorme et al.,
2012). Residual variance (RV) in dipole localizations were
also computed, referring to the potential mismatch between
the initial scalp map and the forward projection of the ECD
model.

Group data analyses
EEGLAB STUDYs. Group data analyses were conducted via the
EEGLAB STUDY module. The STUDY module allows ICA data
from multiple participants across conditions to be analyzed using
specified designs. In the current study, the designs specified were
dictated by the within-subjects conditional differences of inter-
est. The STUDY module allows further filtering to be applied
with respect to the RV in dipole localization and inclusion vs.
exclusion of out-of head dipoles. Thus, ICA files with dipole
information from each individual (see above) were applied to
the two separate STUDY modules. For the purposes of measur-
ing neural activity, only “in-head” dipoles with RV< 20% were
analyzed.

For the purposes of identifying perilabial EMG activity, a sec-
ond STUDY was conducted that included “all” dipoles from in
head and outside the head. In this second STUDY, the RV crite-
rion was raised to 50% (Gramann et al., 2010) dipoles because
EMG activity emanates from outside the head and by nature,
muscular movement incurs higher unexplained RV.

Principal component clustering of ICs. In both the “in head”
and “all” STUDYs, component pre-clustering was performed on
the basis of common scalp maps, dipoles, and spectra. The K-
means statistical toolbox (implemented in EEGLAB; Delorme
and Makeig, 2004) then used these criteria to group similar
components from each participant via PCA. After removal of
outliers (3 SD from any cluster mean), components from the
“in head” STUDY were assigned to 20 possible neural clus-
ters, which included left and right sensorimotor µ clusters.
Components in the “all” STUDY were assigned to 66 possible
clusters and included one non-neural cluster depicting perilabial
EMG activity.

Final component designation to left and right µ clusters was
based primarily on the PCA followed by individual inspection
of spectra, scalp maps, and dipoles of all components within
those clusters and neighboring clusters. Final inclusion criteria
for membership to µ clusters included localization to BA 1–4,
and 6 (i.e., somatosensory regions, primary motor and premo-
tor regions) and characteristic µ spectra, though over 90% of
components emanated from BA 6.

Components in the “all” STUDY were assigned to 66 possible
clusters, most of which, as expected, depicted non-neural activity.
The cluster characterizing perilabial EMG activity was found on

the basis of dipole location and ERSP analysis showing activity
only in overt production tasks (see below).

µ cluster source localization. ECD source localization is sim-
ply from the average (x, y, z) coordinate of all the IC dipoles
(identified via the DIPFIT module) within a given cluster.
Alternatively, standardized low-resolution brain electromagnetic
tomography (sLORETA) uses current source density (CSD) dis-
tribution from electrical potential measures across the scalp to
address the inverse problem and provide an estimate of source
localization (Pascual-Marqui, 2002). The head model uses a
Talairach cortical probability brain atlas, digitized at the Montreal
Neurological Institute (MNI). EEG electrode locations are cross-
registered between spherical and realistic head geometry (Towle
et al., 1993). Spatial resolution of 5 mm is achieved by sampling
6239 voxels in 3-D brain space. For each IC that contributed to
the two µ clusters, the inverse weight projections on the origi-
nal EEG channels were exported to the sLORETA. Cross-spectra
were computed and mapped to the standard Taliarach brain atlas
cross-registered with the Montreal Neurological Institute (MNI)
coordinates, yielding sLORETA estimates of CSD for left and
right µ dipoles in the “in-head” STUDY. To evaluate the statis-
tical significance of dipole locations across participants, statistical
comparisons relative to zero (i.e., no activation) were computed
(Grin-Yatsenko et al., 2010). Paired (Student) t-tests were con-
ducted on frequencies between 4 and 33 Hz (1000 frames) with
the smoothing parameter set to 1 (single common variance for all
variables), using 5000 random permutations yielding corrected
t-value thresholds and statistical significance (p < 0.001) for all
6239 voxels.

While these two methods of EEG source localization were
expected to produce similar results (Bowers et al., 2013), for
reliability purposes it was deemed useful to use both techniques.

Time-frequency analysis (change in spectral power across time).
ERSP analyses were used to compute changes (scaled in normal-

ized dB units) in power across time (i.e., time-frequency analysis)
within the spectral range of interest (4–33 Hz). Time-frequency
transforms were derived using a Morlet sinusoidal wavelet set
at 3 cycles at 3 Hz, rising linearly to 20 cycles at 40 Hz. The
1000 ms pre-stimulus period was selected from the silent inter-
trial interval to serve as a baseline for each trial. These baselines
were constructed from a surrogate distribution based on esti-
mates of spectral power from 200 randomly selected latency
windows from within the 1000 ms inter-trial interval (Makeig
et al., 2004). Subsequent individual ERSP changes from baseline
over time were computed using a bootstrap resampling method
(p < 0.05 uncorrected). The single trial current for all exper-
imental conditions for frequencies between 7 and 30 Hz and
times from −500 to 1500 ms were entered in the time-frequency
analyses.

In the “in-head” STUDY, differences in cross-conditional
ERSPs in right and left µ clusters were computed using per-
mutation statistics (2000 permutations) with a 95% confidence
interval (p < 0.05). The random distribution represents the
null hypothesis that no condition differences exist. Type I error
was controlled by correcting conservatively for false discovery
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rates (pFDR; Benjamini and Hochberg, 2000). Statistical anal-
ysis in the perception conditions used a 1 × 3 (Pasn, Qdis,
Ndis) repeated measures ANOVA design. Post-hoc comparisons
examined differences between Pasn vs. Qdis and Pasn vs. Ndis
conditions. In the production conditions, a 1 × 3 repeated mea-
sure ANOVA design examined differences in ERSP activity across
the Img, SylP, and WorP conditions. A post-hoc paired compari-
son examined differences between SylP and WorP conditions. In
the “all” STUDY, cross-conditional ERSPs were computed in the
production conditions using a 1 × 3 repeated measure ANOVA
design.

RESULTS
DISCRIMINATION ACCURACY
In participants that contributed to µ clusters, the average num-
ber of useable trials (out of 80) across participants in each
condition were: Pasn = 73.8 (SD = 7.2); Qdis = 74.8 (SD =
4.6); Ndis = 69.0 (SD = 11.4); Img = 75.0 (SD = 5.8); SylP
= 71.1 (SD = 7.4); WorP = 69.9 (SD = 8.0). In the Qdis con-
dition, all participants discriminated with 91–100% accuracy.
In the Ndis condition, all except one participant discriminated
with 84–100% accuracy. The remaining participant discriminated
with 65% accuracy. The average discrimination accuracies in the
Qdis and Ndis conditions were 97.3 and 94.4%, respectively. A
paired t-test indicated that mean discrimination performance
was not significantly different (p > 0.05) in these conditions.
The average response latencies in the Qdis and Ndis conditions
were 504 and 545 ms, respectively. A paired t-test again indi-
cated that these latencies were not significantly different (p >

0.05). Together, these findings suggest that both discrimination

tasks were performed with similar high levels of accuracy and
efficiency. It should be noted again that trials with incorrect dis-
criminations were eliminated from the data so the EEG analysis
was limited to correct productions only.

µ AND EMG CLUSTER CHARACTERISTICS
As predicted by the first hypothesis, 17/20 and 15/20 partici-
pants produced components with< 20% unexplained RV that
contributed to left and right µ clusters, respectively. For the left
µ cluster, the average Talaraich ECD location was [−41, 4, 46],
while on the right it was [46, 0, 39]. The percentage of unex-
plained RV in these single dipole models was 10.1 and 8.7%
for the left and right hemispheres, respectively. sLORETA anal-
yses revealed significantly activated voxels (p < 0.001) associated
with µ clusters. Maximum current source densities were found at
Talairach [−45, −10, 45] on the left vs. [45, −5, 40] on the right.
In accord with findings by Bowers et al. (2013), the two localiza-
tion techniques produced similar results, here allowing sources
of µ activity to be maximally localized within the precentral gyri
with activity spreading across the PMC and sensorimotor regions.
Figures 3 and 4 respectively display the scalp maps (A), spectra
(B), ECD dipole clusters (C) and CSD maxima (D) for left and
right µ clusters, respectively. The EMG cluster was characterized
by non-neural ICs with an average of 21.3% unexplained RV.

TIME-FREQUENCY ANALYSES IN PERCEPTION (Pasn, Qdis AND, Ndis)
CONDITIONS
Figure 5 shows Van Essen maps (generated using sLORETA)
of significant voxels contributing to left (A) and right (B) µ

clusters, followed by time-frequency (ERSP) analyses within

FIGURE 3 | Cluster results for left µ component. (A) mean scalp potential
distribution (W−1) scaled to RMS microvolts, (B) mean spectra of the
components within the cluster for each condition, (C) distribution of

equivalent current dipoles within the cluster, and (D) maximum current source
density voxels (t-values) with greater values in darker colors and smaller
values in lighter colors (at p < 0.001 corrected for multiple comparisons).

FIGURE 4 | Cluster results for right µ component. (A) mean scalp potential
distribution (W−1) scaled to RMS microvolts, (B) mean spectra of the
components within the cluster for each condition, (C) distribution of

equivalent current dipoles within the cluster, and (D) maximum current source
density voxels (t-values) with greater values in darker colors and smaller
values in lighter colors (at p < 0.001 corrected for multiple comparisons).
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FIGURE 5 | Mean left and right ERSPs and sLORETA solutions for

perception conditions. Rows A and B show sLORETA solutions for
left and right µ clusters, respectively, depicted on a 3D Van Essen
average template, followed by mean time-frequency ERSPs
(event-related spectral perturbations) as a function of perception

conditions, before, during, and after stimulus offset for (A) left µ

clusters with (1) contrasts between Pasn and Qdis and (2) contrasts
between Pasn and Ndis; and (B) right µ clusters (red, ERS, blue,
ERD). The last frame in each row shows significant differences across
conditions (pFDR< 0.05).

the 7–30 Hz bandwidth. The ERSP analyses show significant
ERS/ERD changes from baseline in the Pasn, Qdis, and Ndis
conditions. The last frame in each row shows statistical ERSP dif-
ferences across conditions (pFDR < 0.05), thus supporting the
second hypothesis.

For the left µ cluster, relative to the Pasn, alpha ERS began
prior to acoustic stimulation and gradually gave way to alpha
ERD beginning in low alpha frequencies (8–11 Hz) following
acoustic offset in both discrimination conditions (Qdis and

Ndis). Beta ERD in both discrimination conditions began in
a narrow bandwidth (17–19 Hz), growing stronger and spread-
ing across beta frequencies during and immediately following
the acoustic stimulation condition. Post-hoc analyses (shown in
Figures 5A1,A2) show differential patterns of significant beta
ERD and alpha ERS/ERD in Pasn vs. Qdis comparisons and Pasn
vs. Ndis comparisons.

Patterns of alpha/beta ERS/ERD were similar yet weaker and
more diffuse in the right µ cluster compared to those on the left.
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It followed that post-hoc ERSP comparisons of Qdis and Ndis to
Pasn comparisons for right µ activity did not yield additional data
of interest.

TIME-FREQUENCY ANALYSES IN PRODUCTION (Img, SylP AND, WorP)
CONDITIONS
Figure 6 shows Van Essen maps (generated using sLORETA)
of significant voxels contributing to left (A) and right (C) µ

clusters, followed by time-frequency (ERSP) analyses within
the 7–30 Hz bandwidth. The ERSP analyses show significant
ERS/ERD changes from baseline in the Pasn, Qdis, and Ndis
conditions. The last frame in each row shows statistical ERSP dif-
ferences across conditions (pFDR < 0.05), again supporting the
second hypothesis. Figure 6B shows the average ECD dipole loca-
tion for the EMG components followed by ERSP analyses with
statistical differences across conditions.

Significant EMG ERS (i.e., activity indicative of lip movement)
in the SylP and WorP conditions began ∼300 ms after the cue
to initiate speech. In both left and right µ clusters, alpha/beta
ERD relative to baseline began in all production conditions up
to 500 ms before the cue to speak. However, alpha/beta ERD in
SylP and WorP conditions was significantly stronger (pFDR <

0.05) than in the Img condition during overt speech production

(i.e., coinciding with EMG activity). Post-hoc analyses in both left
and right µ clusters showed no ERSP differences in SylP vs. WorP
conditions.

As µ-ERD was significantly weaker in Img relative to overt pro-
duction (SylP and WorP) conditions, ERSPs for all components
contributing to left and right µ clusters were examined in the
Img condition. On the left, only 8 of 17 participants displayed µ-
ERD in this condition. The others either showed ERS or negligible
change. On the right, 6 of 15 showed µ-ERD, 2 showed patterns
of alpha ERS with beta ERD, and the others showed either ERS or
negligible change.

DISCUSSION
In accord with the aims and hypotheses of this study, left
and right µ components were identified across perception and
production tasks. 85 and 75% of participants submitted com-
ponents with ∼10% unexplained RV in left and right µ com-
ponents, respectively. This proportion of useable µ components
is similar to that found in other studies (e.g., Nystrom, 2008;
Bowers et al., 2013), though the proportion of unexplained RV
is slightly higher, possibly due to the inclusion of motor tasks.
Bilateral localization of µ rhythm source maxima to the pre-
central gyrus with activity spreading across the premotor and

FIGURE 6 | Mean left and right ERSPs and sLORETA solutions for

production conditions. Rows A and C show sLORETA solutions for left and
right µ clusters, respectively, depicted on a 3D Van Essen average template,
followed by mean time-frequency ERSPs (event-related spectral

perturbations) as a function of production conditions, before, during, and after
stimulus offset. The last frame in each row shows significant differences
across conditions (pFDR < 0.05). Row B shows activity within the EMG
component from perilabial myogenic activity.
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sensorimotor cortices is consistent with accepted sources of the
rhythm (Pineda, 2005; Hari, 2006) and important roles in speech
perception/production (Skipper et al., 2007; Sato et al., 2009;
Callan et al., 2010; Houde and Nagarajan, 2011; Tourville and
Guenther, 2011). As these cortical sites are known to play impor-
tant roles in SMI for both speech perception and production and
µ rhythms are comprised of frequency bands that are sensitive
to the demands of speech processing, this finding supports the
subsequent examination of real-time activity within these clus-
ters for better understanding the temporal dynamics of activity in
the dorsal speech stream.

TIME-FREQUENCY ANALYSES IN PERCEPTION CONDITIONS
Similar to previous investigations (Makeig et al., 2004; Graimann
and Pfurtscheller, 2006; Hari, 2006), anticipation of a button-
press response in the Pasn condition yielded low-level increases
from baseline in bilateral µ-ERD that gained slightly in strength
with temporal proximity to the response. Discrimination con-
ditions herein (Qdis and Ndis) also employed button-press
responses, hence controlling for this effect in the statistical anal-
ysis. The Qdis and Ndis conditions produced similar highly
accurate syllable discriminations and response reaction latencies
such that differences between µ ERS/ERD in these conditions are
attributable to the presence or absence of noise. Both conditions
produced similar bilateral patterns of µ ERS/ERD that were gen-
erally stronger in the left hemisphere than the right, supporting
left hemisphere dominance for SMI in speech perception (Hickok
et al., 2011).

µ-alpha
Activity in the alpha band was characterized initially by ERS
occurring prior to stimulus onset. ERS gradually gave way to
ERD (Figure 5), with suppression first in low alpha (i.e., 8–10 Hz)
and then high alpha (11–13 Hz). Alpha ERS was stronger and
the transition occurred later in the Ndis condition than in the
Qdis condition. Alpha rhythms are found globally across the cor-
tex and their power can vary with numerous cognitive states and
processes (Klimesch, 2012). Therefore, it is necessary to interpret
alpha ERS/ERD relative to the tasks that induced them. Enhanced
alpha (i.e., ERS) often is associated with cognitive load in work-
ing memory and attention tasks (Leiberg et al., 2006; Jensen et al.,
2007; Haegens et al., 2010). It is thought to be an index of corti-
cal inhibition of sensory information irrelevant to a given task,
functioning to help sharpen attention to relevant information
(Klimesch, 2012; Wilsch et al., 2014). In speech perception, this
type of “active sensing” has been described in phenomena such as
in the “cocktail party” effect, where specific attention to relevant
speech cues helps filter similar competing background speech
(Schroeder et al., 2010; Zion Golumbic et al., 2012).

Weisz et al. (2011) provide compelling evidence for an inde-
pendently generated auditory alpha that is responsive to speech
perception. Parsimonious with notions of increased cognitive
load and consistent with the current findings, signal degradation
of speech by noise vocoding has also been shown to enhance alpha
activity (Obleser and Weisz, 2012). The observed differences in
early alpha ERS between the Qdis and Ndis conditions support
these notions. On the other hand, in speech perception tasks,

alpha ERD has been found while evaluating speech (Shahin et al.,
2009). Late occurring posterior alpha ERD has been related to
increased speech intelligibility (Obleser and Weisz, 2012). Both of
these findings are consistent with the notion of alpha ERD during
accurate performance of perceptual and memory tasks (Klimesch
et al., 2006). In addition, µ-alpha is suppressed in auditory speech
perception tasks (Cuellar et al., 2012; Pineda et al., 2013). Hence,
the current findings of late alpha ERD suggest that following stim-
ulus offset, the two syllables were being evaluated by participants
in the decision-making process.

µ-beta
In both discrimination conditions, significant beta ERD (rela-
tive to Pasn) was found across the time course of trials, prior to,
during, and after acoustic stimulation. Beta ERD spread from nar-
row (17–19 Hz) to wide (15–30 Hz) beta bands while gaining in
strength in both discrimination conditions. However, beta ERD
occurred earlier in the Qdis than the Ndis condition. Bowers et al.
(2013) previously showed that early beta ERD occurred when dis-
criminating speech but not tones. They suggested that in speech
perception tasks, early beta ERD also can be explained as a func-
tion of predictive coding. That is, internal models are posited to
be generated in motor regions that are delivered to higher order
auditory regions (i.e., superior temporal sulcus) to help constrain
analysis and functionally improve speech discrimination accuracy
(Callan et al., 2010; Bowers et al., 2013). These findings are also
consistent with those of Mottonen et al. (2013), in that degraded
conditions do no appear necessary to induce motor activity in
speech discrimination. These models are thought to be available
because of the considerable experience of humans generating the
movements that produce these sounds. In addition, this predic-
tive coding may have been fine tuned within the experiment. That
is, requiring participants to accurately discriminate syllables 160
times (80 per condition) may have elicited anticipatory attention
to speech processing.

µ-alpha and beta in discrimination conditions
The patterns of alpha and beta µ ERS/ERD found in quiet and
noisy accurate speech discrimination need to be considered in
combination. While similar patterns were observed in Qdis and
Ndis conditions, stronger early alpha ERS was observed in the
Ndis condition, which is consistent with the requirement of dis-
criminating in noise. That is, it is speculated that the inhibitory
mechanism was stronger when background noise was present.
Conversely, early beta suppression appeared to be stronger in the
Qdis than the Ndis condition. Though it is likely that internal
models were generated in both conditions since they both used
speech and were discriminated accurately (Bowers et al., 2013),
it appears that in this study, the strong alpha ERS may have
dominated the µ rhythm, extended into the low beta frequen-
cies in the Ndis condition, and perhaps negated some early beta
ERD. Together, these data suggest that alpha ERS and beta ERD
within the sensorimotor µ rhythms work in unison, co-operating
to functionally support accurate speech discrimination. This is
further evidence that examination of the µ-rhythm provides a
rich, time-sensitive, and relatively unique view of SMI in speech
discrimination from an oscillatory perspective.
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Dorsal stream motor activity in speech perception
The source location of µ clusters and their alpha and beta
ERS/ERD suggest that they provide important information
regarding sensorimotor dorsal stream activity in speech percep-
tion. The current findings suggest that beta activity may provide
a measure of predictive coding via internal models (Bowers et al.,
2013) generated in the PMC (Skipper et al., 2007; Houde and
Nagarajan, 2011; Tourville and Guenther, 2011; Rauschecker,
2012). Tamura et al. (2012) investigated µ rhythm activity in
various speech tasks, including covert production and produc-
tion under different types of auditory feedback. They found
differential activity within the alpha band and concluded that
the µ-alpha was an index of auditory monitoring for speech.
In line with this notion, it is speculated that µ-alpha might
index sensory feedback into the PMC. Thus, stronger alpha
ERS in the Ndis condition was observed, possibly due to a
stronger inhibition of auditory feedback to the PMC when speech
was presented in background noise. Furthermore, in the time
period following stimulus offset and prior to the button press
response, it seems likely that the two syllables were held in
working memory, while being compared and covertly replayed
during the decision-making process. These processes may require
the generation of internal speech models and the disinhibi-
tion of feedback to the PMC, which would support the current
findings of alpha and beta ERD in this time period within
trials.

TIME-FREQUENCY ANALYSES IN PRODUCTION CONDITIONS
The covert (Img) and overt (SylP and WorP) production condi-
tions yielded similar general patterns of alpha/beta ERD relative
to baseline across trials. However, both alpha and beta ERD were
significantly stronger in the overt production conditions than the
Img condition, with significant differences in ERD following the
cue to speak in both conditions. Across production conditions,
there appeared to be little difference between right and left µ ERD.
This is consistent with others that have found movement-induced
bilateral decreases in beta suppression across the sensorimotor
cortex (e.g., Salmelin and Hari, 1994; Pfurtscheller et al., 1996;
Stančák and Pfurtscheller, 1996; Leocani et al., 1997, 2001; Alegre
et al., 2003; Rau et al., 2003; Bai et al., 2005; Doyle et al., 2005;
Erbil and Ungan, 2007). No differences between SylP and WorP
conditions were observed. As expected, ERSP time-frequency
analysis of perilabial EMG activity showed little activity in the
Img condition, confirming that participants did not articulate the
target syllables. In the SylP and WorP conditions, EMG activity
following the “go” cue to speak was characterized predominantly
by strong ERS beginning ∼300 ms in both conditions. This time
lag from the “go” cue is consistent with a normal movement reac-
tion time. Hence, µ-alpha and µ-beta ERD showed temporal
alignment to lip muscle movements.

µ-alpha during production
µ-alpha ERD in speech production is again interpreted as an
index of feedback to the PMC while speech is being produced. By
only measuring activity in the sensorimotor µ, it is not possible
to differentiate between auditory and somatosensory feedback. µ-
alpha suppression is traditionally localized to the somatosensory

cortex and considered to reflect somatosensory activity (Hari,
2006). However, in light of recent findings in perception (Cuellar
et al., 2012; Tamura et al., 2012; Pineda et al., 2013), there is
mounting evidence that it also may reflect auditory feedback.
In speech production, this makes sense considering how both
auditory and somatosensory integration regions provide feed-
back to the PMC during speech production. Furthermore, the
feedback from the auditory system and somatosensory system
are generally consistent during speech production such that,
barring perturbation to either modality, SFC models allow for
them to often be considered unitarily (Houde and Nagarajan,
2011).

µ-beta during production
During overt production (SylP and WorP), beta µ-ERD is eas-
ily explained as a consequence of motor activity. Sensorimotor
beta power has been ubiquitously found to suppress to motor
activity from effectors including the fingers (Gaetz et al., 2010),
wrist (Alegre et al., 2003), shoulder (Stančák et al., 2000), foot
(Pfurtscheller and Lopes Da Silva, 1999), and tongue (Crone et al.,
1998). However, if SFC models are applied, beta ERD can be cau-
tiously interpreted as an index of PMC activity in the generation
of feedforward control to motor effectors and forward internal
models (efference copies) to the feedback loop. This interpreta-
tion is supported in a recent review (Engel and Fries, 2010; Kilavik
et al., 2013), suggesting the difficulty in determining a clear func-
tional role of sensorimotor beta suppression during movement,
but that it may reflect sensory and cognitive aspects (e.g., for-
ward modeling) in addition to pure motor processes. That said,
one limitation of the current interpretation is the inability of
beta ERD to distinguish between motor activity in feedforward
(i.e., muscle movements) and feedback (i.e., internal modeling)
mechanisms.

Covert speech production
The Img (covert production) produced significantly weaker
alpha/beta ERD than the overt production conditions. This
condition was incorporated into the design as previous work
examining motor imagery and covert speech production had
shown patterns of µ suppression and sensorimotor activity sim-
ilar to overt productions (Pfurtscheller and Lopes Da Silva,
1999; Neuper et al., 2006). However, there is also evidence that
responses in these covert conditions have been weaker than in
actual overt productions (Neuper et al., 2006). In a recent study,
Holler et al. (2013) investigated µ activity to real and imagined
hand movements and showed that only 11 of 18 participants pro-
duced differences in µ- alpha/beta power when imagining hand
movements. Of these 11, two showed µ enhancement rather than
the suppression that was shown in the real movement condi-
tions, suggesting variable responses to covert production tasks.
The results in the current Img condition showed similar vari-
ability, perhaps contraindicating future use of covert production
over a large number of repeated trials. This was the only condi-
tion in the experiment that required no overt response (either
button-press or speech production) and hence, it was impossi-
ble to monitor the extent of covert syllable productions that was
asked of participants 80 times in this condition.
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Early µ-ERD in overt production
Significantly strong µ-ERD (relative to Img) was found as speech
was being produced. Weaker µ-ERD was observed in SylP and
WorP conditions prior to production and even before the cue
to speak. This time period coincided with the preparation of the
speech network, during which similar oscillatory activity has been
reported (Gehrig et al., 2012; Herman et al., 2013). µ-ERD during
this time period prior to production was weaker than expected,
especially in light of the findings in the speech perception tasks,
and predictions from SFC models (Houde and Nagarajan, 2011).
This reduced neural ERD was most likely due to the influence of
EMG on overall EEG variance.

THE UTILITY OF ICA IN SPEECH PERCEPTION AND PRODUCTION
µ components were successfully identified from band-pass fil-
tered concatenated EEG data from perception and production
conditions. Though the unexplained RV of the average µ ECD
was slightly higher than has been found in other studies (e.g.,
Bowers et al., 2013), the combination of ECD/sLORETA CSD
techniques produced a reliable and valid estimate of µ sources
within the standard head model that was applied to all ICA data.

In the perception conditions, time-frequency analyses revealed
differential contributions from alpha and beta bands of the
µ rhythm that contributed to accurate syllable discrimination.
µ-alpha/beta ERD was also revealed in speech production syn-
chronized to muscle activity. This pattern of activity had not
been described previously and can be interpreted as being con-
sistent with “normal” sensorimotor control in speech production.
Future investigations involving auditory or somatosensory speech
perturbations (e.g., Bauer et al., 2006; Reilly and Dougherty,
2013) might be expected to reveal differences in alpha/beta ERD
in speech production. Similarly, different relative patterns of µ

ERS/ERD might be observed in clinical populations with com-
promised sensorimotor control such as in stuttering (Max et al.,
2003; Loucks and De Nil, 2006; Watkins et al., 2008; Hickok et al.,
2011; Cai et al., 2014; Connally et al., 2014).

In addition to the positive findings, there was also evidence
of drawbacks to using EEG/ICA in production tasks. It was
clear that ICA adequately separated neural from non-neural (e.g.,
myogenic) activity. Had this not been successfully accomplished,
µ-ERD/ERS during production would likely have been over-
whelmed by the EMG activity. However, it also appears that
overall spectral power in µ components was reduced in the pro-
duction tasks due to a greater proportion of the overall EEG vari-
ance that had to be accounted for by EMG activity. Considering
motor requirements, strongest µ-ERD (especially beta) would
have been expected in production conditions. However, even
when at their strongest, spectral powers during production did
not exceed those in perception. In addition, only weak µ-ERD
was noted in the time period prior to overt production, which
was expected to be stronger as the speech networks prepared to
articulate. Together, these findings indicate that overall spectral
power in production conditions was attenuated. As such, though
interesting general patterns of µ-ERD were revealed in speech
production, they should be interpreted with caution with respect
to their sensitivity and without making reference to function in
conditions without motor requirements.

Another limitation in the current methods was the inability to
observe µ activity following speech production. Though produc-
tion targets (i.e., syllables and words) were produced within the
time course of trials, EMG activity (e.g., lip movement) persisted
past production, such that the epoch length that did not allow
for the measurement of beta rebound (i.e., ERS), which is com-
monly observed following termination of a movement (Kilavik
et al., 2013).

CONCLUSIONS AND FUTURE DIRECTIONS
ICA successfully identified µ components in speech perception
and production. Time-frequency analyses using ERSP showed
real-time changes in alpha/beta power that provided indicators of
PMC/sensorimotor contributions to speech-based dorsal stream
activity. Localization of µ clusters and ERSP activity in percep-
tion and production are in agreement with Rauschecker’s (2011)
observation that, based on connections to the inferior parietal
lobe and posterior auditory cortex, the PMC provides “optimal
state estimation” for speech.

Sensitivity of the findings was somewhat reduced in produc-
tion conditions, most likely due to concomitant myogenic activ-
ity. Further applications in speech production might consider
additional filtering techniques in addition to ICA. Exquisite tem-
poral resolution combined with economy and availability warrant
further use of ICA particularly to understand speech processing
in normal and clinical populations. While measuring the tempo-
ral dynamics of the µ-rhythm provide rich information about
sensorimotor processing, future ICA studies may also investi-
gate multiple components within the speech processing network
in addition to measuring connectivity (i.e., coherence) between
components.

REFERENCES
Adank, P. (2012). The neural bases of difficult speech comprehension and speech

production: two Activation Likelihood Estimation (ALE) meta-analyses. Brain
Lang. 122, 42–54. doi: 10.1016/j.bandl.2012.04.014

Alegre, M., Gurtubay, I. G., Labarga, A., Iriarte, J., Malanda, A., and Artieda, J.
(2003). Alpha and beta oscillatory changes during stimulus-induced move-
ment paradigms: effect of stimulus predictability. Neuroreport 14, 381–385. doi:
10.1097/01.wnr.0000059624.96928.c0

Alho, J., Sato, M., Sams, M., Schwartz, J. L., Tiitinen, H., and Jaaskelainen, I. P.
(2012). Enhanced early-latency electromagnetic activity in the left premotor
cortex is associated with successful phonetic categorization. Neuroimage 60,
1937–1946. doi: 10.1016/j.neuroimage.2012.02.011

Arnal, L. H. (2012). Predicting “When” using the motor system’s beta-band
oscillations. Front. Hum. Neurosci. 6:225. doi: 10.3389/fnhum.2012.00225

Arnal, L. H., and Giraud, A. L. (2012). Cortical oscillations and sensory predictions.
Trends Cogn. Sci. 16, 390–398. doi: 10.1016/j.tics.2012.05.003

Bai, O., Mari, Z., Vorbach, S., and Hallett, M. (2005). Asymmetric spatiotempo-
ral patterns of event-related desynchronization preceding voluntary sequen-
tial finger movements: a high-resolution EEG study. Clin. Neurophysiol. 116,
1213–1221. doi: 10.1016/j.clinph.2005.01.006

Bauer, J. J., Mittal, J., Larson, C. R., and Hain, T. C. (2006). Vocal responses to
unanticipated perturbations in voice loudness feedback: an automatic mecha-
nism for stabilizing voice amplitude. J. Acoust. Soc. Am. 119, 2363–2371. doi:
10.1121/1.2173513

Benjamini, Y., and Hochberg, Y. (2000). On the adaptive control of the false discov-
ery rate in multiple testing with independent statistics. J. Educ. Behav. Stat. 25,
60–83. doi: 10.3102/10769986025001060

Bickel, S., Dias, E. C., Epstein, M. L., and Javitt, D. C. (2012). Expectancy-
related modulations of neural oscillations in continuous performance tasks.
Neuroimage 62, 1867–1876. doi: 10.1016/j.neuroimage.2012.06.009

www.frontiersin.org July 2014 | Volume 5 | Article 656 | 175

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Jenson et al. Sensorimotor integration in speech perception and production

Bidet-Caulet, A., Barbe, P. G., Roux, S., Viswanath, H., Barthelemy, C., Bruneau,
N., et al. (2012). Dynamics of anticipatory mechanisms during predictive
context processing. Eur. J. Neurosci. 36, 2996–3004. doi: 10.1111/j.1460-
9568.2012.08223.x

Binder, J. R., Liebenthal, E., Possing, E. T., Medler, D. A., and Ward, B. D.
(2004). Neural correlates of sensory and decision processes in auditory object
identification. Nat. Neurosci. 7, 295–301. doi: 10.1038/nn1198

Blockcolsky, V., Frazer, J., and Frazer, D. (2008). 40,000 Selected Words. San Antonio,
TX: Communication Skill Builders.

Bowers, A., Saltuklaroglu, T., Harkrider, A., and Cuellar, M. (2013). Suppression
of the mu rhythm during speech and non-speech discrimination revealed
by independent component analysis: implications for sensorimotor integra-
tion in speech processing. PLoS ONE 8:e72024. doi: 10.1371/journal.pone.
0072024

Burnett, T. A., Freedland, M. B., Larson, C. R., and Hain, T. C. (1998). Voice
F0 responses to manipulations in pitch feedback. J. Acoust. Soc. Am. 103,
3153–3161. doi: 10.1121/1.423073

Burton, M. W., and Small, S. L. (2006). Functional neuroanatomy of segment-
ing speech and nonspeech. Cortex 42, 644–651. doi: 10.1016/S0010-9452(08)
70400-3

Burton, M. W., Small, S. L., and Blumstein, S. E. (2000). The role of segmentation in
phonological processing: an fMRI investigation. J. Cogn. Neurosci. 12, 679–690.
doi: 10.1162/089892900562309

Cai, S., Beal, D. S., Ghosh, S. S., Guenther, F. H., and Perkell, J. S. (2014). Impaired
timing adjustments in response to time-varying auditory perturbation during
connected speech production in persons who stutter. Brain Lang. 129, 24–29.
doi: 10.1016/j.bandl.2014.01.002

Callan, A. M., Callan, D. E., Tajima, K., and Akahane-Yamada, R. (2006).
Neural processes involved with perception of non-native durational contrasts.
Neuroreport 17, 1353–1357. doi: 10.1097/01.wnr.0000224774.66904.29

Callan, D., Callan, A., Gamez, M., Sato, M. A., and Kawato, M. (2010).
Premotor cortex mediates perceptual performance. Neuroimage 51, 844–858.
doi: 10.1016/j.neuroimage.2010.02.027

Cogan, G. B., Thesen, T., Carlson, C., Doyle, W., Devinsky, O., and Pesaran, B.
(2014). Sensory-motor transformations for speech occur bilaterally. Nature 507,
94–98. doi: 10.1038/nature12935

Connally, E. L., Ward, D., Howell, P., and Watkins, K. E. (2014). Disrupted white
matter in language and motor tracts in developmental stuttering. Brain Lang.
131, 25–35. doi: 10.1016/j.bandl.2013.05.013

Costa, A., Strijkers, K., Martin, C., and Thierry, G. (2009). The time course
of word retrieval revealed by event-related brain potentials during overt
speech. Proc. Natl. Acad. Sci. U.S.A. 106, 21442–21446. doi: 10.1073/pnas.0908
921106

Crawcour, S., Bowers, A., Harkrider, A., and Saltuklaroglu, T. (2009). Mu
wave suppression during the perception of meaningless syllables: EEG
evidence of motor recruitment. Neuropsychologia 47, 2558–2563. doi:
10.1016/j.neuropsychologia.2009.05.001

Crone, N. E., Miglioretti, D. L., Gordon, B., Sieracki, J. M., Wilson, M. T.,
Uematsu, S., et al. (1998). Functional mapping of human sensorimotor cor-
tex with electrocorticographic spectral analysis. I. Alpha and beta event-related
desynchronization. Brain 121(Pt. 12), 2271–2299. doi: 10.1093/brain/121.
12.2271

Cuellar, M., Bowers, A., Harkrider, A. W., Wilson, M., and Saltuklaroglu, T. (2012).
Mu suppression as an index of sensorimotor contributions to speech processing:
evidence from continuous EEG signals. Int. J. Psychophysiol. 85, 242–248. doi:
10.1016/j.ijpsycho.2012.04.003

D’Ausilio, A., Bufalari, I., Salmas, P., and Fadiga, L. (2012). The role of the
motor system in discriminating normal and degraded speech sounds. Cortex
48, 882–887. doi: 10.1016/j.cortex.2011.05.017

D’Ausilio, A., Pulvermuller, F., Salmas, P., Bufalari, I., Begliomini, C., and Fadiga,
L. (2009). The motor somatotopy of speech perception. Curr. Biol. 19, 381–385.
doi: 10.1016/j.cub.2009.01.017

Dell’acqua, R., Sessa, P., Peressotti, F., Mulatti, C., Navarrete, E., and Grainger,
J. (2010). ERP evidence for ultra-fast semantic processing in the picture-
word interference paradigm. Front. Psychol. 1:177. doi: 10.3389/fpsyg.2010.
00177

Delorme, A., and Makeig, S. (2004). EEGLAB: an open source toolbox for anal-
ysis of single-trial EEG dynamics including independent component analysis.
J. Neurosci. Methods 134, 9–21. doi: 10.1016/j.jneumeth.2003.10.009

Delorme, A., Palmer, J., Onton, J., Oostenveld, R., and Makeig, S. (2012).
Independent EEG sources are dipolar. PLoS ONE 7:e30135. doi: 10.1371/jour-
nal.pone.0030135

Doyle, L. M., Yarrow, K., and Brown, P. (2005). Lateralization of event-
related beta desynchronization in the EEG during pre-cued reaction
time tasks. Clin. Neurophysiol. 116, 1879–1888. doi: 10.1016/j.clinph.2005.
03.017

Engel, A. K., and Fries, P. (2010). Beta-band oscillations–signaling the status quo?
Curr. Opin. Neurobiol. 20, 156–165. doi: 10.1016/j.conb.2010.02.015

Erbil, N., and Ungan, P. (2007). Changes in the alpha and beta ampli-
tudes of the central EEG during the onset, continuation, and offset of
long-duration repetitive hand movements. Brain Res. 1169, 44–56. doi:
10.1016/j.brainres.2007.07.014

Fowler, C. A. (1986). An event approach to the study of speech perception from a
direct-realist perspective. J. Phon. 14, 3–28.

Gaetz, W., Macdonald, M., Cheyne, D., and Snead, O. C. (2010). Neuromagnetic
imaging of movement-related cortical oscillations in children and adults:
age predicts post-movement beta rebound. Neuroimage 51, 792–807. doi:
10.1016/j.neuroimage.2010.01.077

Gallese, V., Gernsbacher, M. A., Heyes, C., Hickok, G., and Davis, M. H.
(2011). Mirror neuron forum. Pespect. Psychol. Sci. 71, 1138–1149. doi:
10.1177/1745691611413392

Ganushchak, L. Y., Christoffels, I. K., and Schiller, N. O. (2011). The use of elec-
troencephalography in language production research: a review. Front. Psychol.
2:208. doi: 10.3389/fpsyg.2011.00208

Gehrig, J., Wibral, M., Arnold, C., and Kell, C. A. (2012). Setting up the speech pro-
duction network: how oscillations contribute to lateralized information routing.
Front. Psychol. 3:169. doi: 10.3389/fpsyg.2012.00169

Geranmayeh, F., Brownsett, S. L., Leech, R., Beckmann, C. F., Woodhead, Z., and
Wise, R. J. (2012). The contribution of the inferior parietal cortex to spoken
language production. Brain Lang. 121, 47–57. doi: 10.1016/j.bandl.2012.02.005

Ghitza, O., Giraud, A. L., and Poeppel, D. (2012). Neuronal oscillations and
speech perception: critical-band temporal envelopes are the essence. Front.
Hum. Neurosci. 6:340. doi: 10.3389/fnhum.2012.00340

Giraud, A. L., and Poeppel, D. (2012). Cortical oscillations and speech processing:
emerging computational principles and operations. Nat. Neurosci. 15, 511–517.
doi: 10.1038/nn.3063

Gladwin, T. E., Lindsen, J. P., and de Jong, R. (2006). Pre-stimulus EEG effects
related to response speed, task switching and upcoming response hand. Biol.
Psychol. 72, 15–34. doi: 10.1016/j.biopsycho.2005.05.005

Golfinopoulos, E., Tourville, J. A., Bohland, J. W., Ghosh, S. S., Nieto-Castanon,
A., and Guenther, F. H. (2011). fMRI investigation of unexpected somatosen-
sory feedback perturbation during speech. Neuroimage 55, 1324–1338. doi:
10.1016/j.neuroimage.2010.12.065

Grabski, K., Tremblay, P., Gracco, V. L., Girin, L., and Sato, M. (2013). A mediating
role of the auditory dorsal pathway in selective adaptation to speech: a state-
dependent transcranial magnetic stimulation study. Brain Res. 1515, 55–65. doi:
10.1016/j.brainres.2013.03.024

Graimann, B., and Pfurtscheller, G. (2006). Quantification and visualization of
event-related changes in oscillatory brain activity in the time—frequency
domain. Prog. Brain Res. 159, 79–97. doi: 10.1016/S0079-6123(06)59006-5

Gramann, K., Gwin, J. T., Bigdely-Shamlo, N., Ferris, D. P., and Makeig, S. (2010).
Visual evoked responses during standing and walking. Front. Hum. Neurosci.
4:202. doi: 10.3389/fnhum.2010.00202

Grin-Yatsenko, V. A., Baas, I., Ponomarev, V. A., and Kropotov, J. D. (2010).
Independent component approach to the analysis of EEG recordings at
early stages of depressive disorders. Clin. Neurophysiol. 121, 281–289. doi:
10.1016/j.clinph.2009.11.015

Guenther, F. H., and Vladusich, T. (2012). A neural theory of speech acquisition and
production. J. Neurolinguist. 25, 408–422. doi: 10.1016/j.jneuroling.2009.08.006

Gwin, J. T., and Ferris, D. (2011). High-density EEG and independent com-
ponent analysis mixture models distinguish knee contractions from ankle
contractions. Conf. Proc. IEEE Eng. Med. Biol. Soc. 2011, 4195–4198. doi:
10.1109/IEMBS.2011.6091041

Gwin, J. T., Gramann, K., Makeig, S., and Ferris, D. P. (2010). Removal of move-
ment artifact from high-density EEG recorded during walking and running.
J. Neurophysiol. 103, 3526–3534. doi: 10.1152/jn.00105.2010

Haegens, S., Osipova, D., Oostenveld, R., and Jensen, O. (2010). Somatosensory
working memory performance in humans depends on both engagement and

Frontiers in Psychology | Language Sciences July 2014 | Volume 5 | Article 656 |176

http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences/archive


Jenson et al. Sensorimotor integration in speech perception and production

disengagement of regions in a distributed network. Hum. Brain Mapp. 31,
26–35. doi: 10.1002/hbm.20842

Hari, R. (2006). Action-perception connection and the cortical mu rhythm. Prog.
Brain Res. 159, 253–260. doi: 10.1016/S0079-6123(06)59017-X

Herman, A. B., Houde, J. F., Vinogradov, S., and Nagarajan, S. S. (2013). Parsing
the phonological loop: activation timing in the dorsal speech stream deter-
mines accuracy in speech reproduction. J. Neurosci. 33, 5439–5453. doi:
10.1523/JNEUROSCI.1472-12.2013

Hickok, G. (2009). The functional neuroanatomy of language. Phys. Life Rev. 6,
121–143. doi: 10.1016/j.plrev.2009.06.001

Hickok, G. (2012). Computational neuroanatomy of speech production. Nat. Rev.
Neurosci. 13, 135–145. doi: 10.1038/nrn3158

Hickok, G. (2014). The architecture of speech production and the role of
the phoneme in speech processing. Lang. Cogn. Process. 29, 2–20. doi:
10.1080/01690965.2013.834370

Hickok, G., Houde, J., and Rong, F. (2011). Sensorimotor integration in speech
processing: computational basis and neural organization. Neuron 69, 407–422.
doi: 10.1016/j.neuron.2011.01.019

Hickok, G., and Poeppel, D. (2004). Dorsal and ventral streams: a framework for
understanding aspects of the functional anatomy of language. Cognition 92,
67–99. doi: 10.1016/j.cognition.2003.10.011

Hirschfeld, G., Jansma, B., Bolte, J., and Zwitserlood, P. (2008). Interference
and facilitation in overt speech production investigated with event-
related potentials. Neuroreport 19, 1227–1230. doi: 10.1097/WNR.0b013e3283
09ecd1

Holler, Y., Bergmann, J., Kronbichler, M., Crone, J. S., Schmid, E. V.,
Thomschewski, A., et al. (2013). Real movement vs. motor imagery in healthy
subjects. Int. J. Psychophysiol. 87, 35–41. doi: 10.1016/j.ijpsycho.2012.10.015

Houde, J. F., and Nagarajan, S. S. (2011). Speech production as state feedback
control. Front. Hum. Neurosci. 5:82. doi: 10.3389/fnhum.2011.00082

Jasper, H. H. (1958). The ten twenty electrode system of the international federa-
tion. Electroencephalogr. Clin. Neurophysiol. 10, 371–375.

Jensen, O., Kaiser, J., and Lachaux, J. P. (2007). Human gamma-frequency oscilla-
tions associated with attention and memory. Trends Neurosci. 30, 317–324. doi:
10.1016/j.tins.2007.05.001

Kilavik, B. E., Zaepffel, M., Brovelli, A., Mackay, W. A., and Riehle, A. (2013). The
ups and downs of beta oscillations in sensorimotor cortex. Exp. Neurol. 245,
15–26. doi: 10.1016/j.expneurol.2012.09.014

Klimesch, W. (2012). alpha-band oscillations, attention, and controlled
access to stored information. Trends Cogn. Sci. 16, 606–617. doi:
10.1016/j.tics.2012.10.007

Klimesch, W., Doppelmayr, M., and Hanslmayr, S. (2006). Upper alpha ERD and
absolute power: their meaning for memory performance. Prog. Brain Res. 159,
151–165. doi: 10.1016/S0079-6123(06)59010-7

Lau, T. M., Gwin, J. T., and Ferris, D. P. (2014). Walking reduces sensorimotor
network connectivity compared to standing. J. Neuroeng. Rehabil. 11, 14. doi:
10.1186/1743-0003-11-14

Lee, T. W., Girolami, M., and Sejnowski, T. J. (1999). Independent com-
ponent analysis using an extended infomax algorithm for mixed sub-
gaussian and supergaussian sources. Neural Comput. 11, 417–441. doi:
10.1162/089976699300016719

Leiberg, S., Lutzenberger, W., and Kaiser, J. (2006). Effects of memory load on cor-
tical oscillatory activity during auditory pattern working memory. Brain Res.
1120, 131–140. doi: 10.1016/j.brainres.2006.08.066

Leocani, L., Toro, C., Manganotti, P., Zhuang, P., and Hallett, M. (1997). Event-
related coherence and event-related desynchronization/synchronization in the
10 Hz and 20 Hz EEG during self-paced movements. Electroencephalogr.
Clin. Neurophysiol. 104, 199–206. doi: 10.1016/S0168-5597(96)
96051-7

Leocani, L., Toro, C., Zhuang, P., Gerloff, C., and Hallett, M. (2001). Event-related
desynchronization in reaction time paradigms: a comparison with event-related
potentials and corticospinal excitability. Clin. Neurophysiol. 112, 923–930. doi:
10.1016/S1388-2457(01)00530-2

Locasto, P. C., Krebs-Noble, D., Gullapalli, R. P., and Burton, M. W. (2004). An
fMRI investigation of speech and tone segmentation. J. Cogn. Neurosci. 16,
1612–1624. doi: 10.1162/0898929042568433

Loucks, T. M., and De Nil, L. F. (2006). Anomalous sensorimotor integration in
adults who stutter: a tendon vibration study. Neurosci. Lett. 402, 195–200. doi:
10.1016/j.neulet.2006.04.002

Makeig, S., Debener, S., Onton, J., and Delorme, A. (2004). Mining event-
related brain dynamics. Trends Cogn. Sci. 8, 204–210. doi: 10.1016/j.tics.2004.
03.008

Max, L., Caruso, A. J., and Gracco, V. L. (2003). Kinematic analyses of speech,
orofacial nonspeech, and finger movements in stuttering and nonstutter-
ing adults. J. Speech Lang. Hear. Res. 46, 215–232. doi: 10.1044/1092-4388
(2003/017)

McMenamin, B. W., Shackman, A. J., Greischar, L. L., and Davidson, R.
J. (2011). Electromyogenic artifacts and electroencephalographic infer-
ences revisited. Neuroimage 54, 4–9. doi: 10.1016/j.neuroimage.2010.
07.057

McMenamin, B. W., Shackman, A. J., Maxwell, J. S., Bachhuber, D. R.,
Koppenhaver, A. M., Greischar, L. L., et al. (2010). Validation of ICA-based
myogenic artifact correction for scalp and source-localized EEG. Neuroimage
49, 2416–2432. doi: 10.1016/j.neuroimage.2009.10.010

McMenamin, B. W., Shackman, A. J., Maxwell, J. S., Greischar, L. L., and
Davidson, R. J. (2009). Validation of regression-based myogenic correction
techniques for scalp and source-localized EEG. Psychophysiology 46, 578–592.
doi: 10.1111/j.1469-8986.2009.00787.x

Meister, I. G., Wilson, S. M., Deblieck, C., Wu, A. D., and Iacoboni, M. (2007).
The essential role of premotor cortex in speech perception. Curr. Biol. 17,
1692–1696. doi: 10.1016/j.cub.2007.08.064

Mottonen, R., and Watkins, K. E. (2012). Using TMS to study the role of the artic-
ulatory motor system in speech perception. Aphasiology 26, 1103–1118. doi:
10.1080/02687038.2011.619515

Mottonen, R., Dutton, R., and Watkins, K. E. (2013). Auditory-motor processing
of speech sounds. Cereb. Cortex 23, 1190–1197. doi: 10.1093/cercor/bhs110

Moulin-Frier, C., and Arbib, M. A. (2013). Recognizing speech in a novel accent:
the motor theory of speech perception reframed. Biol. Cybern. 107, 421–447.
doi: 10.1007/s00422-013-0557-3

Murakami, T., Ugawa, Y., and Ziemann, U. (2013). Utility of TMS to understand the
neurobiology of speech. Front. Psychol. 4:446. doi: 10.3389/fpsyg.2013.00446

Muthukumaraswamy, S. D., and Johnson, B. W. (2004). Primary motor cor-
tex activation during action observation revealed by wavelet analysis of
the EEG. Clin. Neurophysiol. 115, 1760–1766. doi: 10.1016/j.clinph.2004.
03.004

Neuper, C., Wortz, M., and Pfurtscheller, G. (2006). ERD/ERS patterns reflecting
sensorimotor activation and deactivation. Prog. Brain Res. 159, 211–222. doi:
10.1016/s0079-6123(06)59014-4

Nystrom, P. (2008). The infant mirror neuron system studied with high density
EEG. Soc. Neurosci. 3, 334–347. doi: 10.1080/17470910701563665

Oberman, L. M., Hubbard, E. M., McCleery, J. P., Altschuler, E. L., Ramachandran,
V. S., and Pineda, J. A. (2005). EEG evidence for mirror neuron dysfunction
in autism spectrum disorders. Brain Res. Cogn. Brain Res. 24, 190–198. doi:
10.1016/j.cogbrainres.2005.01.014

Obleser, J., and Weisz, N. (2012). Suppressed alpha oscillations predict intelli-
gibility of speech and its acoustic details. Cereb. Cortex 22, 2466–2477. doi:
10.1093/cercor/bhr325

Oldfield, R. C. (1971). The assessment and analysis of handedness: the Edinburgh
inventory. Neuropsychologia 9, 97–113. doi: 10.1016/0028-3932(71)90067-4

Onton, J., Westerfield, M., Townsend, J., and Makeig, S. (2006). Imaging human
EEG dynamics using independent component analysis. Neurosci. Biobehav. Rev.
30, 808–822. doi: 10.1016/j.neubiorev.2006.06.007

Oostenveld, R., and Oostendorp, T. F. (2002). Validating the boundary element
method for forward and inverse EEG computations in the presence of a hole
in the skull. Hum. Brain Mapp. 17, 179–192. doi: 10.1002/hbm.10061

Osnes, B., Hugdahl, K., and Specht, K. (2011). Effective connectivity
analysis demonstrates involvement of premotor cortex during speech
perception. Neuroimage 54, 2437–2445. doi: 10.1016/j.neuroimage.
2010.09.078

Pascual-Marqui, R. D. (2002). Standardized low-resolution brain electromagnetic
tomography (sLORETA): technical details. Methods Find. Exp. Clin. Pharmacol.
24(Suppl. D), 5–12.

Perrier, P., Ostry, D. J., and Laboissiere, R. (1996). The equilibrium point hypoth-
esis and its application to speech motor control. J. Speech Hear. Res. 39,
365–378.

Perry, A., and Bentin, S. (2010). Does focusing on hand-grasping intentions
modulate electroencephalogram mu and alpha suppressions? Neuroreport 21,
1050–1054. doi: 10.1097/WNR.0b013e32833fcb71

www.frontiersin.org July 2014 | Volume 5 | Article 656 | 177

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Jenson et al. Sensorimotor integration in speech perception and production

Pfurtscheller, G., and Lopes Da Silva, F. H. (1999). Event-related EEG/MEG syn-
chronization and desynchronization: basic principles. Clin. Neurophysiol. 110,
1842–1857. doi: 10.1016/S1388-2457(99)00141-8

Pfurtscheller, G., Stancak, A. Jr., and Neuper, C. (1996). Post-
movement beta synchronization. A correlate of an idling motor area?
Electroencephalogr. Clin. Neurophysiol. 98, 281–293. doi: 10.1016/0013-4694(95)
00258-8

Pickering, M. J., and Garrod, S. (2007). Do people use language production to
make predictions during comprehension? Trends Cogn. Sci. 11, 105–110. doi:
10.1016/j.tics.2006.12.002

Pineda, J. A. (2005). The functional significance of mu rhythms: translating “see-
ing” and “hearing” into “doing.” Brain Res. Brain Res. Rev. 50, 57–68. doi:
10.1016/j.brainresrev.2005.04.005

Pineda, J. A., Grichanik, M., Williams, V., Trieu, M., Chang, H., and Keysers, C.
(2013). EEG sensorimotor correlates of translating sounds into actions. Front.
Neurosci. 7:203. doi: 10.3389/fnins.2013.00203

Purcell, D. W., and Munhall, K. G. (2006). Compensation following real-time
manipulation of formants in isolated vowels. J. Acoust. Soc. Am. 119, 2288–2297.
doi: 10.1121/1.2173514

Rau, C., Plewnia, C., Hummel, F., and Gerloff, C. (2003). Event-related desynchro-
nization and excitability of the ipsilateral motor cortex during simple self-paced
finger movements. Clin. Neurophysiol. 114, 1819–1826. doi: 10.1016/S1388-
2457(03)00174-3

Rauschecker, J. P. (2011). An expanded role for the dorsal pathway in sensorimo-
tor control and integration. Hear. Res. 27, 16–25. doi: 10.1016/j.heares.2010.
09.001

Rauschecker, J. P. (2012). Ventral and dorsal streams in the evolution of speech and
language. Front. Evol. Neurosci. 4:7. doi: 10.3389/fnevo.2012.00007

Reilly, K. J., and Dougherty, K. E. (2013). The role of vowel perceptual cues in com-
pensatory responses to perturbations of speech auditory feedback. J. Acoust. Soc.
Am. 134, 1314–1323. doi: 10.1121/1.4812763

Rogalsky, C., Love, T., Driscoll, D., Anderson, S. W., and Hickok, G. (2011). Are
mirror neurons the basis of speech perception? Evidence from five cases with
damage to the purported human mirror system. Neurocase 17, 178–187. doi:
10.1080/13554794.2010.509318

Salmelin, R., and Hari, R. (1994). Spatiotemporal characteristics of sensorimotor
neuromagnetic rhythms related to thumb movement. Neuroscience 60, 537–550.
doi: 10.1016/0306-4522(94)90263-1

Sams, M., Mottonen, R., and Sihvonen, T. (2005). Seeing and hearing oth-
ers and oneself talk. Brain Res. Cogn. Brain Res. 23, 429–435. doi:
10.1016/j.cogbrainres.2004.11.006

Sato, M., Tremblay, P., and Gracco, V. L. (2009). A mediating role of the
premotor cortex in phoneme segmentation. Brain Lang. 111, 1–7. doi:
10.1016/j.bandl.2009.03.002

Schroeder, C. E., Wilson, D. A., Radman, T., Scharfman, H., and Lakatos, P. (2010).
Dynamics of active sensing and perceptual selection. Curr. Opin. Neurobiol. 20,
172–176. doi: 10.1016/j.conb.2010.02.010

Scott, S. K., and Johnsrude, I. S. (2003). The neuroanatomical and func-
tional organization of speech perception. Trends Neurosci. 26, 100–107. doi:
10.1016/S0166-2236(02)00037-1

Scott, S. K., McGettigan, C., and Eisner, F. (2009). A little more conversation, a little
less action–candidate roles for the motor cortex in speech perception. Nat. Rev.
Neurosci. 10, 295–302. doi: 10.1038/nrn2603

Shackman, A. J., McMenamin, B. W., Slagter, H. A., Maxwell, J. S., Greischar,
L. L., and Davidson, R. J. (2009). Electromyogenic artifacts and electroen-
cephalographic inferences. Brain Topogr. 22, 7–12. doi: 10.1007/s10548-009-
0079-4

Shahin, A. J., Picton, T. W., and Miller, L. M. (2009). Brain oscillations
during semantic evaluation of speech. Brain Cogn. 70, 259–266. doi:
10.1016/j.bandc.2009.02.008

Shou, G., Ding, L., and Dasari, D. (2012). Probing neural activations from
continuous EEG in a real-world task: time-frequency independent compo-
nent analysis. J. Neurosci. Methods 209, 22–34. doi: 10.1016/j.jneumeth.2012.
05.022

Simmonds, A. J., Wise, R. J., Collins, C., Redjep, O., Sharp, D. J., Iverson, P.,
et al. (2014). Parallel systems in the control of speech. Hum. Brain Mapp. 35,
1930–1943. doi: 10.1002/hbm.22303

Skipper, J. I., Van Wassenhove, V., Nusbaum, H. C., and Small, S. L. (2007). Hearing
lips and seeing voices: how cortical areas supporting speech production mediate

audiovisual speech perception. Cereb. Cortex 17, 2387–2399. doi: 10.1093/
cercor/bhl147

Sohoglu, E., Peelle, J. E., Carlyon, R. P., and Davis, M. H. (2012). Predictive top-
down integration of prior knowledge during speech perception. J. Neurosci. 32,
8443–8453. doi: 10.1523/jneurosci.5069-11.2012

Specht, K. (2013). Mapping a lateralization gradient within the ventral
stream for auditory speech perception. Front. Hum. Neurosci. 7:629. doi:
10.3389/fnhum.2013.00629

Specht, K. (2014). Neuronal basis of speech comprehension. Hear. Res. 307,
121–135. doi: 10.1016/j.heares.2013.09.011
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Co-speech hand gestures are a type of multimodal input that has received relatively
little attention in the context of second language learning. The present study explored
the role that observing and producing different types of gestures plays in learning
novel speech sounds and word meanings in an L2. Naïve English-speakers were taught
two components of Japanese—novel phonemic vowel length contrasts and vocabulary
items comprised of those contrasts—in one of four different gesture conditions: Syllable
Observe, Syllable Produce, Mora Observe, and Mora Produce. Half of the gestures
conveyed intuitive information about syllable structure, and the other half, unintuitive
information about Japanese mora structure. Within each Syllable and Mora condition, half
of the participants only observed the gestures that accompanied speech during training,
and the other half also produced the gestures that they observed along with the speech.
The main finding was that participants across all four conditions had similar outcomes
in two different types of auditory identification tasks and a vocabulary test. The results
suggest that hand gestures may not be well suited for learning novel phonetic distinctions
at the syllable level within a word, and thus, gesture-speech integration may break down
at the lowest levels of language processing and learning.

Keywords: multimodal, gesture, speech, L2, phoneme, vowel length contrast

INTRODUCTION
The present study explored the question of whether vocabulary
and auditory learning in a second language (L2) can be aided
by different types of multimodal training, particularly, involv-
ing observing or imitating different types of bodily actions. The
study is guided by the general view that language processing and
learning is fundamentally a whole body experience. Indeed, as the
current special issue highlights, speech is inherently and system-
atically embedded within a variety of multimodal behaviors—
visual, tactile, and proprioceptive—that are not merely peripheral
parts of language, but together with speech, holistically consti-
tute language (Clark, 1996; Calvert et al., 2004; McNeill, 2005).
There is a rich tradition of research exploring this question in
the context of how mouth and lip movements contribute to lan-
guage processing and learning (sparked by the classic work on the
McGurk effect), but more recently, researchers have begun to con-
sider the role that other parts of the body play as well. The present
study focuses on one such prominent behavior: hand gesture.

Co-speech gestures are spontaneous hand movements that
naturally and ubiquitously accompany speech across different
ages, languages, and cultures. Researchers have theorized that
gesture and speech stem from the same conceptual starting
point in language production, and thus form a fundamentally
integrated system of communication (McNeill, 1992; Kendon,
2004). In addition to their role in producing language, co-speech
gestures play an active role for language comprehension at

various linguistic levels, such as pragmatic, semantic, and
syntactic levels (Kelly et al., 2010; Hostetter, 2011; Holle et al.,
2012), and this integrated relationship manifests in learning and
memory as well (Thompson, 1995; Kelly et al., 1999; Feyereisen,
2006; Straube et al., 2009). Moreover, the role of hand gestures
is not limited to one’s native language, but they assist in adults’
L2 learning as well (Quinn-Allen, 1995; Sueyoshi and Hardison,
2005; Kelly et al., 2009). Kelly et al. (2009), for example, exam-
ined the role of iconic gestures in L2 vocabulary learning, and
found that English-speakers learned Japanese words better when
iconic gestures, such as a drinking gesture, accompanied spoken
Japanese words, e.g., nomu “drink,” compared to when those
words were presented alone.

Although most of the research on the integration of gesture
and speech focuses on higher levels of analysis (e.g., semantic
and pragmatic), there is evidence that the two modalities may
also be integrated at lower phonological levels as well (Gentilucci,
2003; Bernardis and Gentilucci, 2006; Krahmer and Swerts, 2007;
Hubbard et al., 2008; Biau and Soto-Faraco, 2013). For example,
Krahmer and Swerts (2007) showed that, when people produced
particular words with beat gestures (which convey rhythmic and
prosodic information) in a sentence, they produced those spe-
cific words with increased duration and increased pitch height. In
addition, when the same spoken words were dubbed into video
stimuli with or without those beat gestures, listeners-viewers
perceived those words to be more acoustically prominent when
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presented with the gestures than without them. Moreover, even
within the processing of a single word, gestures affect acous-
tic features of speech. For example, Gentilucci (2003) showed
that viewing different sized gestures made toward different sized
objects modulated lip aperture and voice peak amplitude of a
speaker producing individual syllables of “BA” and “GA.” In this
way, gestures can have a significant impact on speech production
and comprehension—both in a sentence and word context—even
at pre-semantic stages of processing.

Returning to the domain of L2 learning, this opens up an inter-
esting new line of inquiry. Given that other types of visual input
(e.g., lip and mouth movements) are well known to help with
novel L2 speech perception and learning (Hardison, 2003, 2005;
Wang et al., 2008; Hirata and Kelly, 2010), it makes sense to ask
what role that hand gestures play in this process as well. In one of
the only studies on the topic, Hirata and Kelly (2010) examined
the role of co-speech gestures in auditory learning of Japanese
vowel length contrasts. Vowel length is phonemic in Japanese, e.g.,
[kedo] “but” with a short vowel [e] vs. [ke:do] “slight degree”
with a long vowel [e:], and L2 learners have difficulty distinguish-
ing these vowel length contrasts (Hirata et al., 2007; Tajima et al.,
2008). In Hirata and Kelly (2010), English-speaking participants
saw videos of Japanese speakers producing Japanese short and
long vowels with and without hand gestures that represented the
rhythm of those vowels, i.e., the Syllable gesture in Figure 1. A
short vertical chopping movement was used for a short vowel,
and a long horizontal sweeping movement was used for a long
vowel1. Contrary to their predictions, participants in the speech-
gesture condition did not learn to perceive the short/long vowel
contrasts any better than those in the speech alone condition.
The authors interpreted this result as hand gestures not play-
ing a role at the segmental phonology level, suggesting a lower
limit of speech-gesture integration. However, as the authors also
pointed out, it is possible that there might be more effective types
of gestures and methods of training. Therefore, the present study

1These gestures were described as “beats” in the Kelly and Hirata paper
because of their rhythmic properties. However, these gestures could also be
described as “metaphoric” because they cross-modally mapped lengths of
visual movements onto lengths of auditory distinctions. Although the gestures
used in the present study could also be categorized as both of these types of
gesture, we will refer to them as metaphorics.

FIGURE 1 | Two types of hand gestures used in the present experiment.

explored effects of another type of gesture, i.e., the Mora gesture
in Figure 1.

The mora is a fundamental unit of timing for Japanese, and
a series of moras create temporal beats of roughly equal inter-
vals. The mora is like the syllable but is duration sensitive: long
vowels are represented in two moras, or two equal rhythmic beats
(Ladefoged, 1975; Port et al., 1987; Vance, 1987; Han, 1994). This
mora rhythm is counter-intuitive for English speakers because a
long vowel is still one syllable, or one beat. However, the Mora
gestures that visually represent two short beats, rather than one
extended one, for a long vowel might actually help native-English
speakers learn this new mora-based rhythmic system, and ulti-
mately help them hear the short and long vowel distinction better.
Indeed, given research showing that “mismatching gestures” com-
plement speech to facilitate learning (Goldin-Meadow, 2005),
these counter-intuitive Mora gestures, which hint at a different
rhythmic concept, may promote learning by highlighting new and
useful strategies.

Another consideration for the design of the present study was
that, while Hirata and Kelly (2010) asked learners to observe hand
gestures, there is a good reason to believe that observing and
imitating, i.e., producing, gestures oneself may have a more direct
impact on learning than just observing them. There is tradition
of research, now labeled “embodied cognition,” showing that
physically producing actions leads to better learning and memory
than just observing them alone (Saltz and Donnenwerth-Nolan,
1981; Cohen, 1989), and recent research has demonstrated
that producing gestures is better than just observing them in
various instructional settings (Goldin-Meadow et al., 2009;
Goldin-Meadow, 2014). In the context of learning an L2,
researchers have shown that gesture and speech interact during
L2 speech production (for reviews, see Gullberg, 2006; Gullberg
et al., 2008) and producing gestures plays a facilitative role in
the learning process (Asher’s, 1969, “Total Physical Response”
technique). A more recent study showed that imitating iconic
co-speech gestures helps adults to remember the meaning of
words in an invented language more than imitating unrelated
hand movements (Macedonia et al., 2011).

With specific regard to Japanese vowel length contrasts,
Roberge et al. (1996) taught learners of Japanese to produce
hand gestures to differentiate Japanese short and long vowels
and observed that these gestures helped learners make signif-
icant progress in their short and long vowel production. The
explanation of this finding was that by extending the muscles
of the arm, the motor system of the arm “resonated” with the
vocal motor system, and this made it easier to produce the
novels sounds after training. Indeed, research in neuroscience
has revealed direct and facilitative connections between produc-
ing one’s own speech sounds and manual gestures, and this
link is also systematically related to the comprehension of the
same sounds and gestures produced by others (Bernardis and
Gentilucci, 2006; Montgomery et al., 2007; Willems and Hagoort,
2007). These findings suggest that although Hirata and Kelly
(2010) showed no unique effect of observing gestures on L2
learners’ auditory abilities, producing them, in contrast, may be
more effective in enabling learners to distinguish the vowel length
contrasts.
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What role do these new methods of training with co-speech
hand gestures play in the process of learning to hear difficult
L2 sound distinctions and mapping them onto the meaning of
new words? Although L2 researchers have traditionally stud-
ied phoneme and semantic learning separately, it is important
to note that there are close ties between these two abilities
when learning an L2. For example, Bundgaard-Nielsen et al.
(2011) examined the relationship between the ability to perceive
Australian English vowels and vocabulary size by Japanese learn-
ers of English, and found that the more accurate their perception,
the larger the size of vocabulary. Wong and Perrachione (2007)
examined the auditory-vocabulary relationship with learning of
Mandarin pseudo words by native English speakers, and found
that the learners’ ability to attach meaning to the sounds of
Mandarin tones (i.e., high-level, rising, and falling) depended on
their initial auditory ability to identify non-lexical pitch patterns.
For Japanese vowel length contrasts, a preliminary finding sug-
gested that a group of learners’ very early auditory identification
of these contrasts—even before learning meaning of words—
enabled greater vocabulary learning as compared with those who
learned word meanings first and then were trained to hear these
contrasts later (Hirata, 2007).

The ability to hear isolated syllables or words as tested in
the above studies, however, might not be a complete measure
of learners’ ability to perceive fluent sentences. In order to accu-
rately perceive short and long vowels of Japanese, for example,
learners must be able to normalize speaking rate of utterances
and compare duration of a target vowel with other vowels in a
sentence because the duration of “short” or “long” is a relational
concept (Hirata, 2004a; Hirata et al., 2007). This generalized audi-
tory ability may not necessarily develop if learners are trained only
on words in isolation (Hirata, 2004b). Thus, the extent to which
various auditory abilities relate to attaching meaning to novel L2
words in a sentence context is still unclear in extant literature.

Given this background, the present study examined effects of
multimodal L2 training on auditory abilities through two tasks:
the first was an auditory identification test in which participants
were asked to identify the words they had learned in training
(e.g., [seki] “seat” with two short vowels and [se:ki] “century”
with one long and one short vowel) vs. untrained words that
were similar in syllable compositions but differed in the length
of vowels (e.g., [seki:] (nonsense word) with one short and one
long vowel). The second task was an auditory generalization test
in which participants were asked to identify the length of vow-
els in novel words that they did not hear during training in
sentences of different speaking rates. In addition to these two
auditory tests, we conducted a vocabulary test consisting of the
trained words, e.g., [seki]/[se:ki], and the novel words that differ
in vowel length, e.g., [seki:]. This vocabulary test measured how
well learners remembered the translation of the trained words,
as well as their ability to detect distractor words that differed in
length of one of the vowels. The present study examined these
three measures in four groups that each went through a differ-
ent type of multimodal training, (1) Syllable-Observe, in which
participants observed the Syllable gesture, (2) Syllable-Produce,
in which they observed and produced the Syllable gesture, (3)
Mora-Observe, in which they observed the Mora gesture, and

(4) Mora-Produce, in which they observed and produced the
Mora gesture. The study explored the extent to which these dif-
ferent training types yielded differential results in the above three
measures.

In summary, the present study examined the following
questions:

(1) Given Goldin-Meadow’s (2005) work on gesture-speech
“mismatches,” does the mora gesture yield a greater auditory
and vocabulary learning than the syllable gesture?

(2) Given the literature in embodied learning (Saltz and
Donnenwerth-Nolan, 1981; Cohen, 1989), does imitating
gestures yield a greater amount of L2 auditory and vocabu-
lary learning than just observing them?

(3) How do effects of the different types of multimodal L2 train-
ing manifest in the ability to learn meaning of new words in
relation to various auditory abilities, such as differentiating
trained and untrained words in a memory task, and identify-
ing short and long vowels in novel words in sentences spoken
at different speaking rates?

There are several scenarios as to how our multimodal train-
ing may manifest among our different learning measures. For
example, if producing gestures contributes to more robust and
generalized auditory learning than observing gestures, we predict
that participants with the former training would show signifi-
cantly higher scores on all of these tests. Alternatively, the former
group might show significantly higher auditory sentence test
scores than the latter group, while both groups score the same on
the vocabulary test. There are other possible outcomes as well, but
because these were exploratory analyses, we did not have specific a
priori predictions about how the four groups’ performance would
differ on the different dependent measures. However, administer-
ing these multiple tests may help tease apart the precise effects of
the multimodal input they had received.

METHODS
PARTICIPANTS
Eighty-eight undergraduate students at a liberal arts college in the
Northeastern U.S. participated in the study. They were mono-
lingual native speakers of English (males and females) with no
knowledge of Japanese language, with an age rage of 18–23. None
of these participants had extensive auditory input of Japanese or
grew up in bilingual family environments. Participants’ formal
study of foreign languages included less than 6 years of French,
Spanish, German, Italian, Russian, Mandarin Chinese, Arabic,
Hebrew, Latin, and Greek. Any participant who had more than
6 years of continuous music training (as screened by a question-
naire) was not included because such musical training is known
to affect auditory learning of foreign languages (Sadakata and
Sekiyama, 2011). Participants were also screened to be right-
handed because the training involved using the right hand in
imitating the hand gesture on the computer screen.

Participants were randomly assigned to one of the four train-
ing conditions: Syllable-Observe (SO), Syllable-Produce (SP),
Mora-Observe (MO), and Mora-Produce (MP) (n = 22 in each
condition).
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OVERALL STRUCTURE OF THE EXPERIMENT
The overall structure of the experiment for all participants was as
follows:

• Day 1—an auditory generalization pre-test
• Days 2 and 3—four sessions of training
• Day 4—a vocabulary test and an auditory identification

test. (During the auditory identification test, Event Related
Potentials (ERPs) were measured, but these results are not
reported in the present paper).

• Day 5—an auditory generalization post-test

For Days 1, 4, and 5, all participants took the identical tests. For
Days 2 and 3, each participant went through only one of the four
types of training. At least 1 day and no more than 3 days separated
any 2 Days of the experiment. For example, a participant had to
schedule the first day of training (Day 2) at least 1 day but no more
than 3 days after the auditory generalization pre-test (Day 1).

TRAINING MATERIALS
Training stimuli were ten pairs of Japanese words that contrasted
in length of vowels [e e: o o: u u:] (Table 1). The materials
included the contrast in the first syllable of the five word pairs and
in the second syllable in other five word pairs. To increase variabil-
ity of stimuli, these words were spoken (in isolation) twice, each
with slow and fast speaking rates by two female native speakers of
Japanese. The following instructions of the slow and fast speak-
ing rates were given to the speakers: “a slow rate is slower than
one’s normal rate, clearly enunciating,” and “a fast speaking rate is
faster than one’s normal rate, but still comfortable and accurate.”
To ensure naturalness, the actual rate of speech was determined by
each speaker. A total of 80 audio files (10 word pairs × 2 lengths ×
2 repetitions × 2 speakers) were used in the auditory portion of
training (Step A in the training procedure section).

In addition, 40 video clips (10 word pairs × 2 lengths × 2
speakers) were created by the same two speakers above to pro-
vide the visual dimension of our multimodal training (Steps D,
F). For each video clip presenting short vowel words (e.g., [seki]

or [joko]), the speaker spoke words and made the hand gesture of
two small downward chopping movements. For words with long
vowels (e.g., [se:ki] or [joko:]), two types of clips were made, one
for the syllable condition and the other for the mora condition.
For the syllable condition, the speaker’s hand made one horizon-
tal sweep for a long vowel (as in Roberge et al., 1996), followed or
preceded by a small downward chopping movement for a short
vowel, as they spoke a long-short or short-long word. For the
mora condition, in contrast, the speaker’s hand made two small
downward chopping movements for a long vowel. Thus, they
made three short vertical hand movements in long-vowel words
(e.g., [se:ki] or [joko:]), and this hand gesture corresponds with
the number of moras in those words. Note that gestures for short
vowels are identical for the two conditions, with long vowels being
the only part where the conditions diverge. Refer to Figure 1.

The two native Japanese speakers made 40 total video clips in
which the 20 training words (Table 1) were spoken and gestured
at slow and fast rates. The speaking rate was determined in the
same way as when their audio recordings were made. The speak-
ers used their right hand to gesture, and the videos were digitally
flipped so that it appeared to be the left hand in order for partic-
ipants to mirror the gestures they see with their own right hand.

The video clips showed the speaker’s face speaking the word
and the upper half of the body so that viewers could see hand
movements and the face at the same time. In Hirata and Kelly
(2010), visual information conveyed through lip movements
played a significant role in auditory learning of Japanese vowel
length contrasts, and although we did not isolate the lips as a vari-
able in the present study, we wanted to explore the additive role
of hand gesture by having both the mouth and hand visible in all
conditions.

After auditory and video stimuli were created separately, the
audio in the original video was deleted, and new audio clips
(spoken without any hand gestures) were dubbed onto the video
stimuli. It is known that the acoustic properties of speech are
affected by co-speech hand gesture (Krahmer and Swerts, 2007),
so it is possible that making the syllable and mora gestures would
also alter their speech in subtle ways. By having identical auditory

Table 1 | Training stimuli.

Contrasts in the first syllables Contrasts in the second syllables

Word Length Meaning Word Length Meaning

seki SS Seat CaRe SS Joke

se:ki LS Century CaRe: SL Honorarium

kedo SS But goke SS Widow

ke:do LS Slight degree goke: SL Word form

toCo SS Book joko SS Side

to:Co LS At the beginning joko: SL Rehearsal

koéýi SS Orphan iso SS Seashore

ko:éýi LS Construction iso: SL Transport

kuRo SS Black éýiCu SS To turn yourself in

ku:Ro LS Air path éýiCu: SL Self-study

Words are written in an International Phonetic Alphabet phonetic transcription. Length SS refers to words with two short vowels; LS, words with a long vowel and

a short vowel; SL, words with a short vowel and a long vowel.
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information across the four conditions, we assured that any dif-
ferences in training would be attributed to gesture and not actual
differences in the acoustic speech signal.

TRAINING PROCEDURE
Four sessions of training were conducted in Days 2 and 3 (see
the overall structure section). At least 1 day and no more than
3 days separated Days 2 and 3 (consistent with the procedure
in Hirata and Kelly, 2010). In each training session, participants
went through 80 trials, i.e., the 20 words spoken by the two
speakers repeated twice in a randomized order. Participants were
exposed to only slow rate stimuli in Session 1, only fast rate
stimuli in session 2, and both slow and fast rate stimuli in a
randomized order in sessions 3 and 4.

The following steps were involved for each of the 80 trials
(Figure 2):

Step A: Press the space bar to listen to the audio file of the word
(produced by one of the two Japanese speakers), and
choose one of the three alternatives that corresponded
with what they heard: “short-short” (as in [koji] or
[joko]), “long-short” (as in [ko:ji]), and “short-long” (as
in [joko:]) on the computer screen.

Step B: Watch a video clip in which the speaker said the word
along with the accompanying hand gestures (which is
indirect feedback regarding the correct answer to par-
ticipants’ response in Step A). Participants in Syllable
and Mora conditions saw the syllable and mora gestures,
respectively.

Step C: See an English translation of the word written on the
screen, e.g., “That means ‘construction’.”

Step D: See a count down “3,” “2,” and “1” on the screen for 3 s.
Step E: Watch the same videos as in Step B. The partici-

pants in Syllable-Observe and Mora-Observe groups

quietly observed the respective videos, and those in
Syllable-Produce and Mora-Produce groups mimicked
the respective gestures in the videos.

Step F: See the translation of the word again as in Step C.

The participants were instructed to be silent the whole time. Step
A (to play the audio and to choose one of the three alternatives)
was self-paced, but the other steps were automated by a computer
program.

During training, the experimenters monitored the partici-
pants through a live video camera to assure that they adhered
to their expected tasks in the four conditions. To motivate
participants, they were told at the beginning of the first training
session that the person who improved most in the test scores
would receive a prize.

VOCABULARY TEST (ON DAY 4)
The vocabulary test consisted of 30 words, including the 20
trained words and 10 distractor words. The distractors contained
a phonetic composition of consonants and vowels that was iden-
tical to the trained words except for the length of the vowels. For
example, [seki] “seat” and [se:ki] “century” were trained words,
and the distractor was [seki:] (which is a nonsense word because
of the length of the two vowels are switched). Materials were made
up of (1) the identical audio files used in training, spoken at the
slow rate by one of the speakers, and (2) the additional audio files
of the distractor words, which were also spoken at the same slow
rate by the same speaker. These 30 individual words were orga-
nized in a set randomized order, and each word was presented
three times with a self-paced pause following each triplet.

The format of the vocabulary test was a free recall task, in
which participants were asked to write down the meaning of
words in English on a piece of paper, and to write down an “X”
if they heard words that sounded similar to the trained words but

FIGURE 2 | Training steps. (A) Listen to the target word audio, e.g.,
[ko:ji], and click one of the three alternatives, e.g., “Long + Short”;
(B) Watch the instructor speaking the target word, e.g., [ko:ji], and
showing syllable or mora gestures along with speech; (C) See the

translation of the target word, e.g., “Construction”; (D) See the count
down “3, 2, 1”; (E) Watch the same video as (B) and either observe
or produce the respective gesture along with the video; (F) See the
translation again.
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that had different vowel length (i.e., distractor words). The test
was self-paced, but participants were told not to go back to previ-
ous answers once they moved on to the later trials. The test took
about 15 min for each participant to complete.

AUDITORY IDENTIFICATION TEST (ON DAY 4)
Participants’ auditory abilities were measured in two tests: an
auditory identification test (on Day 4) and an auditory gener-
alization test (on Days 1 and 5). The purpose of the auditory
identification test was to measure participants’ ability to immedi-
ately recognize the set of words that they had learned in training
and to differentiate them from ones that sounded similar but were
different from the trained words in terms of length of the vow-
els. An example of an untrained word would be [seki:] for the
word pair [seki] and [se:ki], which was the same as the distractor
words in the vocabulary test. The auditory identification test also
included untrained words in which both syllables had long vow-
els, e.g., [se:ki:]. Thus, there was a total of 40 words used in this
test, consisting of 20 trained and 20 untrained words.

These 40 words were each presented five times in a randomized
order through a speaker. An automated program was created so
that the inter-stimulus intervals were at random intervals between
2 and 3 s. The task for participants was a speeded 2-alternative
forced identification: participants were asked to press one button
as quickly as possible for words they had learned during training,
and to press another button for new words that were not trained.
This “old-new” format was chosen so that it was compatible with
the method of measuring Event Related Potential (ERP) responses
at the same time in order to examine how the brain responded to
the trained vs. untrained words. Results from the ERP measure,
however, will be reported in a separate paper.

AUDITORY GENERALIZATION TESTS (ON DAYS 1 AND 5)
Auditory generalization tests consisted of a pre-test that was
conducted before training on Day 1 and a post-test that was
conducted after training on Day 5. The purpose of the auditory
generalization tests was to measure changes in participants’ gen-
eralized auditory ability to identify vowel length of novel words,
rather than to accurately recognize the trained stimuli. Therefore,
the words in the generalization tests were all different from those
used in training, and each was presented in various carrier sen-
tences produced by a novel female speaker of Japanese who was
different from the speakers in the training sessions. The pre- and
post-test each contained a total of 120 stimuli. There were 10 tar-
get disyllable pairs. For five of the word pairs, the vowel length
contrasts were in the first syllable, e.g., [eki] “station” (short +
short) vs. [e:ki] “energetic spirit” (long + short), and for the
other five word pairs, the contrasts were in the second syllable,
e.g., [mizo] “ditch” (short + short) vs. [mizo:] “unprecedented”
(short + long). These 20 words were the same for both of the
pre-test and the post-test, but were spoken in different carrier
sentences, e.g., sore wa ___ da to omou “I think that is ___.” Two
carrier sentences used for the pre-test were different from those
used for the post-test. Each of these materials was spoken at slow
and fast speaking rates.

In order to eliminate any response bias, we needed to match
the number of the following three types of words: “short + short,”

e.g., [eki] and [mizo], “long + short,” e.g., [e:ki], and “short +
long,” e.g., [mizo:]. Of the 120 stimuli in each pre- or post-test,
there were 40 “short + short” words (10 words × 2 rates × 2
sentences × 1 repetition), 40 “long + short” words (5 words × 2
rates × 2 sentences × 2 repetitions), and 40 “short + long” words
(5 words × 2 rates × 2 sentences × 2 repetitions). By doing this,
each item had an equal 33.33% chance of appearing. Half of par-
ticipants in each of the four conditions heard carrier sentences 1
and 2 at the pre-test, and carrier sentences 3 and 4 at the post-test,
and this order was switched for the other half of participants.

For each test, the stimuli described above were randomly pre-
sented across word pairs, carrier sentences, and speaking rates.
Within each trial, a carrier sentence (e.g., “sore wa ___ da to
omou”) was written on the computer screen. The participants’
task was to listen to varying words inserted in the underlined loca-
tion and to choose one of three alternatives, i.e., “short + short,”
“long + short,” and “short + long,” that matched the vowel length
pattern of those varying words. The trials were divided into six
blocks for each test, and participants took a short break between
blocks. Participants received no feedback on their performance
at any time. The task was self-paced, and each test took about
20–30 min to complete. Participants took the auditory post-test
within 1–3 days after their final training session.

RESULTS
VOCABULARY SCORES
Although participants learned the vocabulary words in all four
conditions (chance performance is 5%), a one-way factorial
ANOVA revealed that there were no significant differences across
the instruction groups, F(3, 84) = 0.436, ns. Refer to Table 2.

AUDITORY IDENTIFICATION SCORES AND REACTION TIMES
The accuracy rates and reaction times (RTs) were subjected to two
separate 2 (trained, untrained) by 4 (SO, SP, MO, MP) mixed
ANOVAs2. For the accuracy rates, there was no main effect of
instruction condition, F(3, 79) = 0.24, ns, but there was a sig-
nificant main effect of word type, F(1, 79) = 281.27, p < 0.001,
η2

p = 0.78, with trained items (M = 0.91, SD = 0.10) produc-
ing higher accuracy rates than untrained items (M = 0.59, SD =
0.18) across all instruction conditions. Within each instruction
condition, these differences were all significant at the p < 0.001
level. There was no significant word type by instruction condition
interaction, F(3, 79) = 0.84, ns. Refer to Figure 3.

2Five participants were excluded from this analysis because of technical
difficulties with the program collecting the error rates and RTs.

Table 2 | Vocabulary scores across the four instruction conditions.

Syllable Syllable Mora Mora

observe produce observe produce

Vocabulary score 0.73 (0.28) 0.67 (0.31) 0.77 (0.23) 0.72 (0.33)

The numbers are proportion correctly recalled, followed by the SDs (in

parentheses).
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For the RTs, there was a main effect of instruction condi-
tion, F(3, 79) = 3.32, p = 0.024, η2

p = 0.11. Visual inspection of
the data suggested that the two Mora conditions (M = 1633 ms,
SD = 169 ms) produced slower RTs than the two Syllable con-
ditions (M = 1512 ms, SD = 204 ms), and this difference was
significant F(1, 81) = 8.68, p = 0.004, η2

p = 0.10. In addition,
there was a significant main effect of word type, F(1, 79) =
507.06, p < 0.001, η2

p = 0.86, with trained items (M = 1401 ms,
SD = 180 ms) producing faster RTs than untrained items (M =
1745 ms, SD = 233 ms) across all instruction conditions. Within
each instruction condition, these differences were all significant
at the p < 0.001 level. There was no significant word type by
instruction condition interaction, F(3, 79) = 1.83, ns. Refer to
Figure 4.

AUDITORY GENERALIZATION SCORES
The scores on the auditory generalization test were subjected
to two a 2 (pre-test, post-test) by 4 (SO, SP, MO, MP) mixed
ANOVA. There was a main effect of test time, F(1, 84) = 66.34,
p < 0.001, η2

p = 0.44, with participants in all instruction groups

FIGURE 3 | Accuracy rates for trained and untrained words across the

four instruction conditions in the auditory identification test.

FIGURE 4 | Response times for trained and untrained words across the

four instruction conditions in the auditory identification test.

improving from pre- (M = 0.70, SD = 0.15) to post-test (M =
0.80, SD = 0.14). Within each instruction condition, these dif-
ferences were all significant at the p < 0.001 level. However,
there was no significant main effect of instruction, F(3, 84) =
0.02, ns, or interaction of test time and instruction condition,
F(3, 84) = 0.04, ns. Refer to Table 3.

CORRELATIONS AMONG VOCABULARY AND AUDITORY SCORES
In order to investigate whether participants actually applied their
auditory learning to performing the vocabulary task, we ran cor-
relations among the vocabulary scores, RTs and accuracy scores
for the auditory identification test, and the pre- and post-test
auditory generalization scores. In general, vocabulary scores were
positively correlated with almost all measures of auditory pro-
cessing. In particular, note that performance in the auditory
identification test accounts for much variance (over 40% for accu-
rately identifying trained items) in the vocabulary performance.
Also note that the auditory generalization scores, to a lesser
extent, accounts for a sizeable portion of that variance as well3.
Although both the pre- and post-test both account for significant
variance in vocabulary performance (∼25 and 20%, respectively),
the post-test accounts for significantly more variance when com-
paring betas in a multiple-regression analysis, pre-test beta: 5.42,
t = 1.01, ns; post-test beta: 16.39, t = 2.82, p = 0.006. Refer to
Table 4.

DISCUSSION
LIMITED ROLE OF HAND GESTURES
We did not find support for our first two predictions in
any of the three sets of dependent measures. In none of
our measures—vocabulary, auditory identification, and audi-
tory generalization—did the mora and produce conditions out-
perform the syllable and observe conditions, respectively. This
null finding is interesting in light of the fact that our phoneme
and vocabulary training was, overall, highly effective. Participants
learned vocabulary at a high rate (roughly 70% correct recall),
far exceeding chance performance, and all groups improved from
pre- to post-test in their ability to distinguish novel phoneme
contrasts in the auditory generalization task [similar to previ-
ous work, see Hirata et al. (2007)]. Finally, the positive cor-
relations between the two auditory tasks and the vocabulary

3When pitted against each other in a multiple regression analysis, accuracy in
identifying trained items accounts for significantly more variance than pre-
and post-test generalization scores.

Table 3 | Pre- and post-test scores from the generalization auditory

test across the four instruction conditions.

Condition Pre-test Post-test

Syllable observe 0.70 (0.14) 0.79 (0.13)

Syllable produce 0.70 (0.16) 0.80 (0.13)

Mora observe 0.71 (0.18) 0.80 (0.15)

Mora produce 0.70 (0.14) 0.79 (0.16)

The numbers are proportion correct, followed by the SDs (in parentheses).
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Table 4 | Correlation coefficients among the vocabulary scores, response times (RT trained, RT untrained) and accuracy scores for the auditory

identification scores (Accuracy trained, Accuracy untrained) and the pre- and post-test auditory generalization scores (Pre-test auditory,

Post-test auditory).

Pre-test auditory Post-test auditory Accuracy trained Accuracy untrained RT trained RT untrained

Vocabulary score 0.454** 0.515** 0.640** 0.395** 0.021 0.270*

Pre-test auditory – 0.764** 0.422** 0.441** 0.101 0.196

Post-test auditory – – 0.451** 0.458** −0.013 0.178

Accuracy trained – – – 0.263* 0.006 0.299**

Accuracy untrained – – – – −0.194 −0.218*

RT trained – – – – – 0.803**

*p < 0.05; **p < 0.01 (two-tailed).

task suggest that participants were using their newly acquired
phoneme discrimination abilities to remember word meanings,
which requires, at a fundamental level, the ability to discriminate
long and short vowels. These significant effects also rule out the
possibility that we simply did not have enough power to uncover
differences across our training conditions. To the contrary, we
had moderate-to-large effect sizes in the comparison between
pre- and post-tests for the auditory generalization task and very
large effect sizes for the RTs and error rates in correctly identi-
fying trained and untrained words in the auditory identification
task.

Although one needs to be careful when interpreting null
results, the present findings seem to tell a clear story: observing
and producing different types of hand gestures does not help with
learning Japanese long and short vowel distinctions and word
meanings comprised of those distinctions. This story is consis-
tent with similar result from a previous study using a comparable
training paradigm (Hirata and Kelly, 2010). As described in the
introduction, participants in that study were trained to make
short and long vowel distinctions in Japanese by observing the
same sorts of “syllable gestures” used in this study. The “Observe
Syllable” condition in that study (called the Audio + Mouth +
Hands condition) produced an improvement of 5% points, which
was statistically indistinguishable from a baseline condition of
Auditory Only training, which produced a 7% improvement. It
is difficult to compare across studies, but it is interesting that the
average improvement for all training conditions in the present
study (∼9%) was very similar to the Auditory Only improvement
in the Hirata and Kelly study.

At first blush, the findings from these two studies are sur-
prising in light of the well-established research—much of it
discussed in this special issue—on the benefits of multimodal
processing and learning (Calvert et al., 2004). For example, focus-
ing on mouth movements and speech perception, neuroimaging
research has shown that visual information from the lips inter-
acts with speech perception at early stages (Klucharev et al., 2003;
Besle et al., 2004) and enhances processing in primary visual and
auditory cortices compared to visual and auditory input alone
(Calvert et al., 1999). With specific regard to L2 learning, research
has shown that language learners benefit from instruction that
includes speech and visual mouth movements compared to just
speech alone (Hardison, 2005; Wang et al., 2008; Hirata and Kelly,
2010).

More recently, researchers have expanded their focus on mul-
timodal communication to include not just the face, but the
whole body as well. Indeed, there is growing research on the role
of observing and producing hand gestures in language process-
ing and learning (Kelly et al., 2008; Goldin-Meadow, 2014). For
example, beat gestures (quick flicks of the hand emphasizing cer-
tain words) can change how listeners perceive words (Krahmer
and Swerts, 2007; Biau and Soto-Faraco, 2013), and this change
in perception is caused by increased activity in auditory brain
regions (Hubbard et al., 2008). Moreover, in the context of L2
learning, observing (Kelly et al., 2009) and producing (Macedonia
et al., 2011) iconic hand gestures helps to learn and remember
new vocabulary in a foreign language.

Given this work on the benefits of multimodal input in lan-
guage processing and learning, why would observing and pro-
ducing different types of gesture not help in the present study?
We hypothesize that gestures may not be “built for” work at the
level in which we applied them. Our gestures were designed to be
a visual metaphor of a subtle auditory distinction within a syllable
at the segmental level. This “within syllable” auditory distinction
may be better captured by lip movements, which have a more nat-
ural and direct correspondence to the speech they produce. In
contrast, gestures may not be easily mapped onto to such small
units within a word. Things change when one moves beyond the
word level to the sentence level. Indeed, gestures work very well
to emphasize the semantically most relevant words within the
context of a sentence (Krahmer and Swerts, 2007).

Of course, another explanation for our results is that that
gestures do function to make phonemic distinctions within syl-
lables, but just not the phonemic length distinctions studied in
the present experiment. Recall that the reason English speakers
struggle with distinguishing long and short vowels in Japanese
is that in English, vowel length is not phonemic—that is, the
length of a vowel alone does not change the meaning of a
word (Vance, 1987). Indeed, Hirata (2004b) has shown that, for
novice English-speaking learners of Japanese, these length dis-
tinctions are very hard to learn. Considering this, the auditory
contrast may simply be just too foreign and unusual to the novice
ear of an English speaker. In contrast, it would be interesting
to explore whether gestures play a significant role in learning
other types of L2 phonemic contrasts. For example, tones are
phonemic in Mandarin, and it would be interesting to exam-
ine whether hand gestures that exploit rising and falling space
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imitating the tonal contours would help L2 learners to hear the
tonal distinction. Another example might be the distinction of
different vowel types such as English vowels in collar vs. color,
and it would be interesting to examine whether L2 learners
of English would benefit from training with fingers wide open
vs. closer together to represent the relative size of the mouth
opening.

MORA vs. SYLLABLE GESTURES
One unexpected finding was that for the auditory identification
task, people were significantly slower (across the Observe and
Produce conditions) to correctly identify trained and untrained
words in the two Mora conditions compared to the two Syllable
conditions. This finding is notable for a few reasons. First, it
demonstrates that there was indeed enough power to uncover
significant effects of our training conditions for our differ-
ent dependent measures. Second, it suggests that, if anything,
the mora gestures made the task of identifying trained and
untrained words more difficult than syllable gestures—indeed,
participants in the two Mora instruction conditions were over
100 ms slower in correctly identifying words than the Syllable
condition. This finding provides validation that Mora gestures
may indeed be “non-intuitive” to English-speakers, but contrary
to this “mismatching” information helping learners, processing
them appears to slow learners down. In this way, the Mora ges-
tures act less like the “mismatching” gestures that have been
shown to help with learning (Goldin-Meadow, 2014) and more
like the “incongruent” gestures that have been shown to slow
processing of speech information (Kelly et al., 2010) and dis-
rupt memory for newly learned L2 vocabulary (Kelly et al.,
2009).

It would be interesting to explore how more advanced learn-
ers of Japanese would react to mora and syllable gestures. Given
their more extensive experience with Japanese and better grasp
of phonemic distinction between long and short vowels, one
might predict that they may have an easier time processing words
learned with mora gestures. This raises the interesting possibility
that L2 learners may benefit from different types of multimodal
input at different stages of learning.

IMPLICATIONS AND CONCLUSION
These findings have important implications for L2 language
instruction. We already know from previous research that mul-
timodal input can be very useful when teaching L2 learners novel
speech sounds (Hardison, 2003, 2005; Wang et al., 2008; Hirata
and Kelly, 2010). These studies have all shown that presenting
congruent lip movements with auditory phoneme instruction
helps people learn novel phoneme contrasts above and beyond
auditory input alone. However, there is evidence that layering
too much multimodal information onto novel speech sounds may
over-load the system and actually produce decrements in percep-
tion and learning (Hirata and Kelly, 2010; Kelly and Lee, 2012).
For example, Hirata and Kelly (2010) showed that whereas seeing
lip movements with speech helped English learners to distin-
guish Japanese long and short vowels better than speech alone,
adding hand gestures to lip and audio training actually removed
the positive effects of the mouth.

The present findings add an interesting layer to these studies.
When learners have difficulty mapping the meaning of gestures
onto novel speech sounds (as with metaphoric gestures conveying
information about length of phonemes), it may be wise to elimi-
nate this form of multimodal input from the instruction process,
and instead, provide visual input only from the lips and mouth.
In contrast, when learners have better mastery with L2 speech
sounds, it may be helpful to add gestural input, especially when
teaching vocabulary (Quinn-Allen, 1995) and grammar (Holle
et al., 2012). So it appears that more multimodal input is not
always better in L2 instruction (Hirata and Kelly, 2010; Kelly and
Lee, 2012). It will be important to continue this sort of systematic
research to carefully demarcate not only what components of sec-
ond language learning benefit from multimodal input, but also
what types of multimodal input optimally enhance those specific
components.

Finally, these results are useful in fleshing out claims that ges-
ture and speech constitute an integrated system (McNeill, 1992,
2005; Kendon, 2004). For example, McNeill argues that gesture
and speech are deeply intertwined and both stem from the same
“Growth Point,” which he identifies as the conceptual origin of
all utterances. When someone gestures, that gesture manifests the
most relevant (or “newsworthy,” to use McNeill’s term) imagistic
information contained in that starting point, whereas the speech
handles the more traditional functions of language, i.e., the lin-
ear, segmentable, and conventional components. Thus, gestures
visually highlight information that is conceptually essential to the
meaning of an utterance. There is support for this relationship
of gesture to speech in the literature on language comprehension
(Kelly et al., 2004; Willems et al., 2007; Hostetter, 2011), but the
present study suggests that this integrated system may not operate
at lower levels of language processing. Perhaps because gestures
are so well suited for highlighting semantically relevant infor-
mation at the utterance level, it is unnatural for them to draw
attention to lower level phonemic information at the segmental
timing level. It will be important for future research on gesture
comprehension to more carefully delineate what aspects of ges-
tures form a tightly integrated system with speech—and what
aspects do not.
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This psychophysics study used musicians as a model to investigate whether musical
expertise shapes the temporal integration window for audiovisual speech, sinewave
speech, or music. Musicians and non-musicians judged the audiovisual synchrony of
speech, sinewave analogs of speech, and music stimuli at 13 audiovisual stimulus onset
asynchronies (±360, ±300 ±240, ±180, ±120, ±60, and 0 ms). Further, we manipulated
the duration of the stimuli by presenting sentences/melodies or syllables/tones. Critically,
musicians relative to non-musicians exhibited significantly narrower temporal integration
windows for both music and sinewave speech. Further, the temporal integration window
for music decreased with the amount of music practice, but not with age of acquisition. In
other words, the more musicians practiced piano in the past 3 years, the more sensitive
they became to the temporal misalignment of visual and auditory signals. Collectively, our
findings demonstrate that music practicing fine-tunes the audiovisual temporal integration
window to various extents depending on the stimulus class. While the effect of piano
practicing was most pronounced for music, it also generalized to other stimulus classes
such as sinewave speech and to a marginally significant degree to natural speech.

Keywords: multisensory, temporal synchrony, audiovisual integration, plasticity, speech, music

INTRODUCTION
Music training provides a rich multisensory experience that
requires integrating signals from different sensory modalities
with motor responses. Thus, the musician’s brain provides an
ideal model to study experience-dependent plasticity in humans
(Munte, 2002; Zatorre et al., 2007). Previous research has shown
that musicians develop an enhanced auditory system, both at the
structural and functional levels (Schlaug et al., 1995; Munte et al.,
2002; Schneider et al., 2005; Hannon and Trainor, 2007; Baumann
et al., 2008; Imfeld et al., 2009) that seems to benefit linguistic
and non-linguistic skills (Magne et al., 2006; Marques et al., 2007;
Moreno et al., 2009; Tzounopoulos and Kraus, 2009; Kraus and
Chandrasekaran, 2010). Specifically, musicians proved to be bet-
ter than non-musicians at segmenting speech from background
noise (Parbery-Clark et al., 2013), pitch (Besson et al., 2007), and
prosodic tasks (Thompson et al., 2004).

Since practicing a musical instrument for an extensive period
of time involves precise timing of several hierarchically organized
actions, musical expertise may in particular influence the tempo-
ral binding of signals across the senses during perception. Even
though sensory signals do not have to be precisely synchronous,
they have to co-occur within a certain temporal integration win-
dow in order to be integrated into a unified percept (Stein et al.,
1993; Spence and Squire, 2003; Noesselt et al., 2007, 2008; Lewis
and Noppeney, 2010; Stevenson et al., 2011). Recent studies have
shown that the temporal integration window can be narrowed
or shifted via long-term musical training (Petrini et al., 2009),

short-term perceptual learning (Powers et al., 2009), or short-
term audiovisual exposure (Fujisaki et al., 2004). Conversely, it
can be widened by exposure to asynchronous stimuli (Navarra
et al., 2005).

One critical question is to which extent the impact of musi-
cal expertise on audiovisual synchrony perception is specific to
the practiced music or whether it generalizes to other stimulus
domains. In support of more generic effects, previous studies on
auditory processing demonstrated earlier, larger and more robust
brainstem responses for musicians relative to non-musicians for
both speech and music stimuli (Musacchia et al., 2008; Bidelman
and Krishnan, 2010; Bidelman et al., 2011). Moreover, viewing the
corresponding videos of the musical instrument in action or facial
movements enhanced the temporal and frequency encoding in
musicians (Musacchia et al., 2007). Collectively, these results sug-
gest that musical expertise may improve audiovisual processing in
a generic fashion at very early processing stages in the brainstem.
Based on these results, we may expect that musical expertise fine-
tune the temporal integration window generically across multiple
stimulus classes such as speech and music.

By contrast, a recent combined psychophysics-fMRI study
demonstrated that musicians relative to non-musicians have a sig-
nificantly narrower temporal integration window for music but
not for speech stimuli (Lee and Noppeney, 2011a). Moreover, at
the neural level, musicians showed increased audiovisual asyn-
chrony responses and effective connectivity selectively for music
but not for speech in a circuitry including the superior temporal
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sulcus, the premotor cortex and the cerebellum. These results
suggest that music practicing may mold audiovisual temporal
binding not only via generic mechanisms of perceptual learning
but also via more stimulus-specific mechanisms of sensory-motor
learning. More specifically, piano music practicing may fine-tune
an internal forward model mapping from action plans specific
for piano playing onto visible finger movements and sounds.
As this internal forward model furnishes more precise estimates
of the relative audiovisual timings of music actions, it sensitizes
musicians specifically to audiovisual temporal misalignments of
music stimuli. Yet, one may argue that natural speech is not
an ideal stimulus class to test whether music expertise transfers
from music to other stimulus classes, because both musicians
and non-musicians are “speech experts” thereby minimizing any
additional effects of musical expertise on audiovisual temporal
synchrony perception.

To further investigate whether musical expertise shapes
temporal binding of non-music stimuli, we presented 21
musicians and 20 non-musicians participants with natural
speech, intelligible sinewave analogs of speech, and piano
music stimuli at 13 audiovisual stimulus onset asynchronies
(±360, ±300 ±240, ±180, ±120, ±60, and 0 ms) (Dixon and
Spitz, 1980; Alais and Burr, 2003; Grant et al., 2004; Zampini
et al., 2005; Vatakis and Spence, 2006a,b, 2007, 2008a,b; van
Wassenhove et al., 2007; Love et al., 2013). On each trial, par-
ticipants judged the audiovisual synchrony of natural speech,
sinewave speech, and piano music stimuli. We have included
these three classes of stimuli to elucidate the main factors that
determine whether musical expertise generalizes to other classes
of stimuli: Natural speech/sinewave speech and piano music are
linked to different motor effectors (mouth vs. hand) and thereby
rely on different sensori-motor transformations. By contrast,
natural speech and intelligible sinewave speech are identical in
the visual facial movements and linguistic representations, but
differ in their spectrotemporal structure of the auditory input
(Remez et al., 1981; Lee and Noppeney, 2011b; Vroomen and
Stekelenburg, 2011; Stekelenburg and Vroomen, 2012; Baart et al.,
2014). As sinewave speech is generated by replacing the main
speech formants with sinewave analogs, sinewave speech obtains
a more musical character. Critically, neither musicians nor non-
musicians have been exposed to sinewave speech in their natural
environment, so that neither of them are sinewave speech experts.
Hence, as with other speech transformations such as rotated
speech, both groups should have less precise temporal predic-
tions, and hence, yield a wider temporal integration window for
sinewave speech than for piano music or natural speech stimuli
(see Maier et al., 2011). These aspects render sinewave speech
an ideal stimulus to test for transfer effects from music to other
stimulus classes.

Finally, previous studies have demonstrated that humans accu-
mulate statistical information over time for deciding whether
auditory and visual signals are synchronous or asynchronous (see
Vatakis and Spence, 2006a; Maier et al., 2011). We therefore inves-
tigated whether the effect of musical expertise on audiovisual
synchrony judgments depends on the stimulus duration by pre-
senting participants with short (piano tones, speech syllables) and
long stimuli (piano melodies, speech sentences). In our natural

environment human observers are predominantly exposed to
connected natural speech and piano music (e.g., melodies), thus,
musicians should be familiar with the statistical structure of nat-
ural speech and piano music stimuli. Therefore, we expected that
the effects of musical training would be more pronounced for
long duration stimuli (melodies, speech sentences) as compared
to short duration stimuli (piano music tones, speech syllables).

MATERIALS AND METHODS
PARTICIPANTS
Forty-one German native speakers gave informed consent to par-
ticipate in the study (mean age ± SD = 26 ± 4.9 years). Twenty-
one subjects were amateur pianists (mean age ± SD = 24.4 ± 5.1
years) with an average of 16.1 (SD = 5.3) years of experience
of piano practicing (mean age of acquisition ± SD = 8.2 ± 2.0
years), and they reported that they practiced the piano for an
average of 3.48 (SD = 1.79) hours per week for the last 3 years.
In the non-musicians group, all except three subjects (less than
3 months of music training in drums, bass guitar or flute) had
no experience with practicing a musical instrument (mean age ±
SD = 27.8 ± 4.2 years). The study was approved by the joint
human research review committee of the Max Planck Society and
the University of Tübingen. A subset of these data (i.e., results
for natural speech sentences and melodies) have previously been
reported in Lee and Noppeney (2011a, 2014).

DESCRIPTION OF STIMULI
Synchronous audiovisual stimuli were recorded from one speak-
ing actress uttering short sentences or one male hand playing
on the piano keyboard (showing one octave) using a camcorder
(HVX 200 P, Panasonic Corporation, Osaka, Japan; video at 25
frames per second, PAL 768∗567 pixels) for the visual modal-
ity and analog recording for the auditory modality (2 channels,
48 kHz). The speech sentences were short neutral statements in
German (4–5 words, 7–9 syllables). The music melodies were gen-
erated to match the rhythm and number of syllables to those
of the speech sentences. The syllables were “do,” “re,” “mi,” “fa,”
“so,” “la,” “di,” “to,” “bo,” “he,” “zi,” “ka,” “lo,” “ga,” “fi,” “po.” The
piano music tones were “do,” “re,” “mi,” “fa,” “so,” “la,” “te,” “to.”
Supplementary Material shows the list of speech sentences used
in the experiment.

The visual and audio recordings were then digitized into
MPEG-4 (H.264) format files. The visual file was first cropped
to one single complete visual stimulus (speech or music), pre-
ceded and followed by 15 frames of neutral facial expression or
a still hand image using Adobe Premier Pro (Adobe Systems, San
Jose, CA, USA). We added the additional still images to be able
to manipulated audiovisual asynchrony without changing the AV
length of the stimuli (please see below and Maier et al., 2011).

To transform the auditory modality of natural speech into
sinewave speech, the audio tracks were separated from the
video tracks. The auditory natural speech was transformed into
sinewave speech by replacing the three formants with sinu-
soid complexes of three sinusoids that were based on the
first three vowel formants (www.lifesci.sussex.ac.uk/home/Chris_
Darwin/Praatscripts/SWS). The auditory tracks of sinewave
speech were re-combined with the video tracks to create
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audiovisual movies of sinewave speech. Four sets of stimuli (24
stimuli per set; 8 stimuli per stimulus class) were created; two sets
were stimuli of short duration (i.e., syllables or piano tones) and
the other two sets were stimuli of long duration (i.e., sentences or
melodies). The sets were counter balanced in time across subjects
and across groups.

EXPERIMENTAL DESIGN
The experimental paradigm manipulated: (1) stimulus class:
audiovisual speech, sinewave analogs of speech with visual utter-
ance movements of natural speech, audiovisual piano music (i.e.,
piano music with associated hand movements), (2) stimulus
duration: short (single syllables and single piano tones; mean
duration ± SD = 2.38 ± 0.37 s; please note that the duration also
include the 15 frame of still images before and after the action
sequence), long (sentences and piano melodies; mean duration ±
SD = 3.56 ± 0.34 s), and (3) audiovisual stimulus onset asyn-
chronies (AV-SOA; ±360, ±300, ±240, ±180, ±120, ±60, 0 ms).
Positive values indicated that the visual modality was presented
first, whereas negative values indicated that the auditory modal-
ity was presented first. More specifically, in synchronous stimuli
the temporal relationship between the video and the sound track
was kept as obtained from recording and thus reflected the
natural audiovisual temporal relationship. In other words, it com-
plied with the natural statistics of audiovisual speech or music.
Audiovisual asynchronous stimuli were generated by temporally
shifting the onset of the auditory track with respect to the video.
Moreover, audiovisual synchrony or asynchrony was then deter-
mined by the onset of the facial movements and sound rather
than the onset of the video (for similar approach and rationale
see Maier et al., 2011).

On each trial, subjects judged whether the audiovisual stim-
uli were synchronous or asynchronous, in an un-speeded fashion.
They completed 8 sessions on 2 separate days. Each stimulus was
presented 4 times per session in a randomized manner amount-
ing to 2496 (=4 sessions for each stimulus duration ∗ 4 times for
each stimulus ∗ 8 stimuli per stimulus class ∗ 3 stimulus classes ∗
13 AV-SOA) trials. The AV-SOA and stimulus class were random-
ized in each experiment. The stimuli of short and long duration
were presented in separate sessions, and the order was counterbal-
anced across subjects and days. Prior to the experiment, subjects
were presented with all stimuli (2 presentations per stimulus), and
then tested on their comprehension of the SWS speech sentences
by writing down each sentence that they hear.

EXPERIMENTAL PROCEDURE
The AV-SOA of the separate audio and video files was manip-
ulated using Psychophysics Toolbox version 3 (PTB-3) under
Matlab 2007b (MathWorks Inc., MA, USA). Visual stimuli (size
8.89◦ ∗ 7◦ visual angle) were projected using a CRT monitor
(Sony Trinitron, Tokyo, Japan) at refresh rate of 100 Hz, and sub-
jects’ heads were stabilized using a chin rest. Auditory stimuli were
presented at ∼75 dB SPL via headphones.

DATA ANALYSIS
For each subject and condition, the proportion of synchronous
responses (PSR) was computed for each of the 13 AV-SOA

levels. To refrain from making any distributional assumptions,
the psychometric function was estimated using a non-parametric
approach based on local linear fitting methods (Zychaluk and
Foster, 2009). The bandwidth for the local quadratic fitting was
optimized individually for each subject in a cross-validation pro-
cedure. We characterized the psychometric functions by the width
of the temporal integration window, as determined by the inte-
gral of the psychometric function between −360 and +360 ms
(after subtracting the difference between one and the maximum
from all values of the fitted psychometric function, so that the
maximum of all functions was set to one).

To evaluate whether there are any differences in the widths
of the temporal integration window between groups, stimulus
duration and stimulus class, mixed design ANOVAs were per-
formed with stimulus duration (short, long) and stimulus class
(natural speech, sinewave speech, piano music) as within-subject
factors, and group (non-musicians, musicians) as a between-
subject factor. The results of the ANOVAs are reported after
Greenhouse-Geisser correction (when applicable).

RESULTS
After presenting subjects with all stimuli twice (before the main
study), we tested them on the comprehension of sinewave speech
sentences and syllables. Participants obtained 100% accuracy
before the start of the experiment. This ensured that the intelligi-
bility of sinewave speech stimuli could be considered speech-like
for the main experiment.

Subjects’ PSR for each condition was computed, and psycho-
metric functions were estimated using a non-parametric local
quadratic fitting method (Zychaluk and Foster, 2009). Figure 1
shows the psychometric functions (averaged across subjects) sep-
arately for each condition in the musician and non-musician
groups. Figure 2 shows the bar plots of the mean (across sub-
jects’ mean) widths of the temporal integration windows for
each condition in the musician and non-musician groups. The
2 (group: non-musicians, musicians) × 2 (stimulus duration:
short, long) × 3 (natural speech, sinewave speech, piano music)
mixed design ANOVA on the widths of the temporal integration
windows (Table 1) revealed a main effect of stimulus duration.
Thus, as previously suggested, participants accumulate infor-
mation over time and thereby obtain more precise temporal
estimates for long (i.e., melodies or sentences) relative to short
duration stimuli (i.e., piano music tones or syllables) (Maier et al.,
2011). Another previous study has reported the opposite find-
ing, i.e., smaller temporal integration windows for syllables as
compared to sentences (Vatakis and Spence, 2006a). Vatakis and
Spence (2006a) have attributed their results to increased low-level
spatiotemporal correlations or increased likelihood of binding
attributable to the assumption of “unity” for long relative to short
stimuli. However, this previous study differs from the current
study in many aspects: (i) they used a temporal order judg-
ment task, (ii) they included only very few stimuli (e.g., only two
particular sentences), which makes generalization and interpreta-
tion difficult, and (iii) they investigated syllables and sentences
in distinct sets of subjects and did not report a formal statis-
tical comparison. For further discussion regarding the issue of
stimulus duration, please refer to our previous study that aimed
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FIGURE 1 | The psychometric functions for speech, sinewave speech, and piano music in non-musicians and musicians for (A) short duration

stimulus (syllables or single music tones), and (B) long duration stimulus (sentences or melodies).

to address the influence of stimulus duration on audiovisual
temporal integration window (Maier et al., 2011).

Critically, we also observed main effects of stimulus class
and group, as well as an interaction between stimulus class and
group. As expected, music practice influenced musicians’ tem-
poral integration window in a stimulus-dependent fashion and
had the strongest effect on piano music stimuli. Thus, as shown
in Figure 3, the difference in widths of the temporal integra-
tion windows for musicians and non-musicians (i.e., the musical
expertise effect) was the largest for piano music stimuli. Contrary
to our initial hypothesis, we did not observe a significant three-
way interaction of stimulus duration, stimulus class and group, a
two-way interaction between group and duration, or a two-way
interaction between stimulus class and duration. Therefore, we
pooled the widths of the temporal integration windows across
stimulus duration for natural speech, sinewave speech and piano
music, and examined the effect of musical expertise for each

stimulus class by computing the difference of the mean widths of
the temporal integration windows for musicians relative to non-
musicians (i.e., musicians – non-musicians). Figure 3 depicts
the bar plots for the difference (musicians – non-musicians)
of the mean widths of temporal integration windows for nat-
ural speech, sinewave speech and piano music. Specifically, we
tested whether the musical expertise effect (i.e., the difference
for musicians – non-musicians) on the widths of temporal inte-
gration windows was significantly greater than zero. Post-hoc
two samples t-tests (one-tailed) for each stimulus class revealed
that musicians relative to non-musicians exhibited significantly
narrower temporal integration windows for sinewave speech
[t(39) = 2.34, p = 0.025; one-tailed p = 0.01] and piano music
[t(39) = 4.74, p < 0.001], and a marginal significance for natural
speech [t(39) = 1.49, p = 0.14; one-tailed p = 0.07]. Further, as
illustrated in Figure 3, we observed a gradient of musical expertise
effects for piano music > sinewave speech > natural speech. This
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FIGURE 2 | Bar plots showing mean (across subjects’ mean) of the

widths of the temporal integration windows for speech, sinewave

speech, and piano music in non-musicians and musicians for (A) short

duration stimulus (syllables or single music tones), and (B) long

duration stimulus (sentences or melodies). Error bars represent 1 SD
(standard deviation).

Table 1 | Results of the mixed ANOVA on the widths of temporal

integration windows with stimulus duration (short, long) and

stimulus class (speech, sinewave speech, music) as within-subject

factors, and group (non-musicians, musicians) as between-subject

factor.

Main effects of:

Group F (1, 39) = 10.08 p = 0.003

Stimulus duration F (1, 39) = 129.5 p < 0.001

Stimulus class F (1.48, 57.8) = 53.5 p < 0.001

Interactions of:

Group * stimulus duration F(1, 39) = 2.20 p = 0.146

Group * stimulus class F (1.48, 57.8) = 22.0 p < 0.001

Stimulus duration * stimulus class F(1.46, 56.9) = 1.60 p = 0.215

Group * stimulus duration * stimulus
class

F(1.46, 56.9) = 1.44 p = 0.243

Significant effects are indicated in bold.

observation was confirmed statistically by post-hoc testing for the
three interactions that selectively compare the musical expertise
effect across two stimulus classes (e.g., musicians – non-musicians
for piano music – natural speech). These tests demonstrated that
musicians relative to non-musicians exhibited narrower temporal
integration windows for piano music > natural speech [t(39) =
5.41, p < 0.001] and music > sinewave speech [t(39) = 4.58, p <

0.001], and a marginal significance for sinewave speech > natural
speech [t(39) = 1.51, p = 0.14; one-tailed p = 0.07]. A one-tailed
t-test can be adopted, because we would expect a stronger musical
expertise effect for sinewave speech than natural speech stimuli
(see Introduction).

Collectively, these results demonstrate that the effect of musi-
cal expertise was most pronounced for piano music stimuli, and it
also generalized to sinewave speech and to a marginally significant

extent to natural speech stimuli. However, contrary to our expec-
tations, the musical expertise effect did not depend on stimulus
duration. This suggests that even short stimuli provided suffi-
cient statistical structure that enabled musicians to generate more
precise estimates of the relative timing of the audiovisual signals.

CORRELATION ANALYSES OF THE WIDTHS OF AUDIOVISUAL
TEMPORAL INTEGRATION WINDOWS WITH AGE OF ACQUISITION AND
AMOUNT OF PRACTICE
The narrowing of the temporal integration window for musi-
cians may result from innately specified (e.g., genetic) differ-
ences between musicians and non-musicians. Alternatively, it may
reflect plasticity induced by long-term musical training (Munte,
2002; Zatorre et al., 2007). In the latter case, the narrowing of
the temporal integration may depend on the amount of time that
musicians spent on piano practicing. Further, the effect of music
practice may also interact with neurodevelopment and be most
pronounced when children start practicing a musical instrument
early in life. In this case, the effect of music practicing should
depend on the age at which musicians started piano practicing.
Effects of age of acquisition would for instance be observed if
piano practicing relies on mechanisms that need to be fine-tuned
during sensitive periods in neurodevelopment.

To test whether the narrowing of temporal integration window
results from training-induced plasticity, we performed separate
correlation analyses testing for a correlation between the width
of the psychometric function with (i) age of acquisition or (ii)
amount of weekly music practice (in hours) during the past 3
years as predictors. As the widths of temporal integration win-
dows were highly correlated across the different conditions over
subjects, we first performed a principal component analysis on
the subject-specific widths across all conditions for data reduc-
tion. The first component explained 76.3% of the total variance
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of all the widths, while the second component explained 9.1%
and the third component explained 6.2% of the total variance
of all the widths. Thus, as the 2nd component explained only
a negligible amount of variance in the data, we extracted and

FIGURE 3 | Bar plots showing the musical expertise effect, i.e.,

difference of the mean widths of the temporal integration windows for

musicians vs. non-musicians (musicians – non-musicians; a negative

value indicated that musicians relative to non-musicians exhibited a

narrower temporal integration window). Error bars represent 1 SD
(standard deviation). Significance was calculated using one-tailed two
samples t-tests on the difference of the mean widths of the temporal
integration windows for musicians vs. non-musicians (∗p < 0.05;
∗∗p < 0.001). Additionally, p-values (one-tailed) of one-tailed two samples
t-tests of the musical expertise effects for sinewave speech > natural
speech, piano music > sinewave speech, and piano music > natural speech
are shown.

correlated only the first component with age of acquisition and
amount of weekly piano music practice during the past 3 years.
A significant correlation was found for the first component and
amount of weekly piano music practice during the past 3 years
[r(21) = −0.46, p = 0.037] (Figure 4A), whereas no significant
correlation was found for the first component and age of acquisi-
tion [r(21) = 0.116, p = 0.617] (Figure 4B). Specifically, the more
the musicians practiced piano, the narrower their temporal inte-
gration windows were (i.e., the more sensitive they became to the
temporal misalignment of auditory and visual signals).

DISCUSSION
Our results demonstrate that long-term music training shapes
the temporal integration window in a stimulus-dependent fash-
ion. Musicians, relative to non-musicians, exhibited a narrower
temporal integration window predominantly for piano music
and to some extent also for sinewave speech with a marginally
significant trend for natural speech. Moreover, the amount of
weekly piano music practice in the past 3 years correlated with
the widths of the temporal integration windows across all stim-
ulus classes. In other words, the more musicians practiced piano
in the past 3 years, the more sensitive they became to audiovisual
temporal misalignments for natural speech, sinewave speech, and
music. Collectively, our results demonstrate that music practice
furnishes more precise estimates regarding the relative timings of
the audiovisual signals predominantly for music, yet this effect
also transferred partly to speech.

Accumulating evidence suggests that music practicing and per-
ceptual learning can influence how human observers temporally
bind signals from multiple senses. For instance, a recent psy-
chophysics study demonstrated that musical expertise narrows
the temporal integration window for music (Petrini et al., 2009).
Yet, this study included only music stimuli. Thus, an unresolved
question is to what extent these music or perceptual learning
effects are specific to the particular stimulus class trained or
whether they can generalize to other stimulus classes. In support

FIGURE 4 | Scatterplots showing correlations of the first component of the widths of temporal integration windows across all stimulus classes with

(A) amount of piano music practice over the past 3 years and (B) age of acquisition.
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of generic mechanisms of musical expertise, electrophysiological
recording demonstrated earlier and larger brain stem responses
for musicians relative to non-musicians for both speech and
music (Musacchia et al., 2007, 2008; Bidelman and Krishnan,
2010; Bidelman et al., 2011). By contrast, a recent neuroimaging
study demonstrated that music practice fine-tunes the temporal
integration window predominantly for piano music via engage-
ment of a premotor-cerebellar circuitry (Lee and Noppeney,
2011a).

The current study therefore revisited the question of whether
music practice influences audiovisual temporal integration not
only of the trained piano music stimuli but also untrained
stimulus classes. To this aim, we included natural speech and
intelligible sinewave speech signals where the main speech for-
mants have been replaced by sinewave analogs, thereby giving
sinewave speech a musical character. Critically, even though the
sinewave speech transformation preserved stimulus intelligibility,
it introduced a novel mapping between auditory and visual sig-
nals. Indeed, as expected, this novel audiovisual mapping made
it harder for participants to discriminate between synchronous
and asynchronous audiovisual sinewave speech as indicated by a
broader integration window for sinewave speech as compared to
natural speech (for related findings on rotated speech, see Maier
et al., 2011). Thus, the comparison of piano music, sinewave
speech and natural speech stimuli enabled us to better charac-
terize to which extent music practice effects transfer to other
stimulus classes.

Our results replicate that music expertise shapes temporal
binding of audiovisual signals in a stimulus-dependent fashion
as indicated by a significant interaction between stimulus class
and group. Thus, we observed a gradient of musical expertise
effects decreasing from piano music > sinewave speech > nat-
ural speech. Nevertheless, the effects of musical expertise on the
temporal integration window of other stimulus classes such as
sinewave speech or natural speech were still significant. The gra-
dient of musical expertise effect across stimulus classes may be
accounted for by two different explanatory frameworks:

First, audiovisual temporal perception may be mediated by
only one domain-general mechanism that is engaged by all stimu-
lus classes. Since this domain-general system can be fine-tuned via
training to the statistics of a particular stimulus class, the musical
expertise effect varies across stimulus classes in a gradual fash-
ion. Thus, pianists would be particularly sensitive to audiovisual
asynchronies of piano music stimuli, because the domain-general
system has been fine-tuned to the audiovisual temporal statis-
tics of piano music. Yet, transfer effects of musical expertise
also emerge, because other stimulus classes can benefit from the
fine-tuning of a domain-general system.

Alternatively, the gradient in musical expertise effects may
be explained by the concurrent engagement of domain-general
and stimulus-specific mechanisms. Domain-general mechanisms
have been proposed by a vast number of studies showing musical
expertise effects that generalize across music and speech stim-
uli at the behavioral (Chandrasekaran et al., 2009; Elmer et al.,
2012, 2013; Marie et al., 2012; Asaridou and Mcqueen, 2013)
or neural level (Musacchia et al., 2008; Bidelman and Krishnan,
2010; Bidelman et al., 2011; Elmer et al., 2012, 2013; Marie et al.,

2012). Conversely, we recently showed that music practice sharp-
ens the temporal integration window predominantly for music
via premotor-cerebellar circuitry (Lee and Noppeney, 2011a) and
proposed that piano practicing may mold the audiovisual tempo-
ral integration by training an internal forward model that maps
from motor actions (e.g., piano practicing) to its sensory con-
sequences in vision (i.e., finger movements) and audition (e.g.,
piano sound when hitting the key). Thus, a combination of such a
domain-general and a stimulus-dependent sensory-motor mech-
anism may better explain the transfer of musical expertise effects
to other stimulus classes such as sinewave speech in a gradual
fashion.

The comparison of musicians and non-musicians cannot
resolve ambiguities about whether or not the mechanisms are
innately specified or truly reflect experience-dependent plastic-
ity. For instance, amateur musicians may have chosen to practice
a musical instrument, because they were inherently better at tem-
poral perception via innate mechanisms. Yet, if musical expertise
depends on experience-dependent mechanisms, we would expect
that the temporal integration window decrease with the amount
of practice. Moreover, if these experience-dependent mechanisms
interact with development (e.g., sensitive periods), the integra-
tion window should also be influenced by the age at which
participants started practicing a musical instrument. Our results
demonstrate that indeed the amount of weekly piano practic-
ing in the past 3 years correlates negatively with the musicians’
widths of the temporal integration windows—more specifically
the first principal component over widths across all conditions.
In other words, the more musicians practiced piano, the more
sensitive they were to audiovisual temporal misalignments of
speech and piano music stimuli. Surprisingly, the age at which
musicians started piano practicing did not correlate significantly
with the widths of their temporal integration windows. This
dissociation suggests that piano practicing shapes audiovisual
temporal integration and sensitivity to temporal misalignments
via experience-dependent mechanisms that either do not criti-
cally interact with neurodevelopment or are bound to sensitive
periods in very early development (i.e., before the age of four
when the first of our participants started piano practicing). Yet,
our results are based on correlative methods. To further substanti-
ate our conclusions, prospective longitudinal studies are required
that investigate the change in the temporal integration window as
a function of piano music practicing [e.g., 2 (piano practicing vs.
other activity) × 2 (before, after training) factorial design].

In conclusion, our results suggest that piano music practic-
ing shapes the temporal integration of audiovisual signals via
experience-dependent plasticity. While musical expertise strongly
narrows the width of the temporal integration window for piano
music, the effect transfers to non-music stimuli such as sinewave
speech and a non-significant trend to natural speech. Thus, piano
music practicing affects temporal binding either via mechanisms
that are specialized predominantly for music but transfer at
least in part to other stimulus classes. Alternatively, piano music
practicing influences temporal binding of audiovisual signals via
multiple mechanisms including stimulus-specific (i.e., special-
ized for music stimuli) and generic mechanisms (e.g., perceptual
learning).
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Audiovisual speech perception of children with specific language impairment (SLI) and
children with typical language development (TLD) was compared in two experiments
using /aCa/ syllables presented in the context of a masking release paradigm. Children
had to repeat syllables presented in auditory alone, visual alone (speechreading),
audiovisual congruent and incongruent (McGurk) conditions. Stimuli were masked by
either stationary (ST) or amplitude modulated (AM) noise. Although children with SLI
were less accurate in auditory and audiovisual speech perception, they showed similar
auditory masking release effect than children with TLD. Children with SLI also had
less correct responses in speechreading than children with TLD, indicating impairment
in phonemic processing of visual speech information. In response to McGurk stimuli,
children with TLD showed more fusions in AM noise than in ST noise, a consequence
of the auditory masking release effect and of the influence of visual information. Children
with SLI did not show this effect systematically, suggesting they were less influenced
by visual speech. However, when the visual cues were easily identified, the profile of
responses to McGurk stimuli was similar in both groups, suggesting that children with
SLI do not suffer from an impairment of audiovisual integration. An analysis of percent
of information transmitted revealed a deficit in the children with SLI, particularly for the
place of articulation feature. Taken together, the data support the hypothesis of an intact
peripheral processing of auditory speech information, coupled with a supra modal deficit
of phonemic categorization in children with SLI. Clinical implications are discussed.

Keywords: multisensory speech perception, specific language impairment, McGurk effects, audio-visual speech

integration, masking release

INTRODUCTION
Children with specific language impairment (SLI) experience
difficulties in understanding and producing spoken language,
despite normal intelligence, normal hearing, and normal oppor-
tunities to learn language. Although linguistic deficits funda-
mentally characterize SLI (Bishop and Snowling, 2004), theories
diverge on the causes of SLI, from grammatical deficit to general
or specific limitations in processing capacities (Leonard, 1998,
2004). At the behavioral level, children with SLI are character-
ized by deficiencies in phonology (Bortolini and Leonard, 2000;
Maillart and Parisse, 2006), morphosyntax (Leonard, 1998, 2009)
and phonological short-term memory, especially in non-word
repetition (Archibald and Gathercole, 2007).

The role of auditory perceptual deficits in explaining the etiol-
ogy of SLI has been strongly debated. There is much controversy
about whether general auditory processing deficits are impor-
tant in the genesis of specific language disorders (Tallal and
Piercy, 1973; Tallal, 1980) or whether the deficit is specific to
speech sounds (Mody et al., 1997). Recent work suggest that there
are individual differences among children with SLI regarding

auditory deficits (Rosen, 2003), and that the deviants may be
linked to maturity of auditory processing (Bishop and McArthur,
2004; McArthur and Bishop, 2005). A robust finding in the lit-
erature is that even if children with SLI show either no or only
subtle speech perception deficits in optimal listening conditions
(i.e., in quiet), they exhibit a stronger impairment than children
with typical language development (TLD) in speech-in-noise per-
ception. A speech-in-noise deficit in children with SLI has been
demonstrated in English (Brady et al., 1983; Robertson et al.,
2009; Ferguson et al., 2011) as well as in French (Ziegler et al.,
2005, 2009).

Several hypotheses have been advanced to explain the speech-
in-noise deficit (Nittrouer et al., 2011). According to a first
hypothesis, children with SLI would have an auditory deficit
in recovering phonetic structures because of poor sensitivity to
formant transitions (Tallal, 1980; Tallal et al., 1993). This idea
has been contradicted by several researchers (Sussman, 1993;
Bishop et al., 1999; Nittrouer et al., 2011). A second hypothe-
sis is that children with SLI experience more masking of these
speech-relevant acoustic properties than children with TLD.
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According to Ziegler et al. (2009), children with language prob-
lems lack “speech robustness,” meaning that they do not have
phonological representations as stable as children with TLD.
Enhanced masking for speech in children with language prob-
lems could be due to those weak representations (Brady et al.,
1983; Studdert-Kennedy and Mody, 1995; Johnson et al., 2009;
Rosen et al., 2009; Ziegler et al., 2009). The acoustic properties
needed for recovering phonetic structure could simply be masked,
explaining why phonological representations are so weakly estab-
lished in the first place (Wright et al., 1997). A third hypothesis
is that children with SLI have more difficulties than listeners with
TLD at creating well-defined and robust categories in speech as
in non-speech. A phonetic category refers to the way various
components of the speech signal are combined to form a lin-
guistically meaningful percept. Creation of phonetic categories is
related to phonological coding: the language users need to cre-
ate well-defined categories from sensory information in the signal
(Nittrouer et al., 2011).

The difficulties of children with SLI in perceiving speech
sounds have been mainly studied in the auditory modality. It
appeared that the reception of voicing, place, and manner is
impaired in children with SLI compared to age-matched and
language-matched children with TLD (Ziegler et al., 2005; but see
Collet et al., 2012, for a training of voicing perception in children
with SLI).

In face-to-face communication, speech perception is a mul-
timodal process involving both auditory and visual modalities
(Sumby and Pollack, 1954; Grant and Seitz, 2000). In noisy
contexts, speech detection and comprehension are better in
audio-visual conditions (AV), where audition is accompanied
by speechreading, than in auditory-only conditions (AO), where
only the auditory stimulus is present. During speech percep-
tion, auditory and visual cues are merged into a unified per-
cept, a mechanism known as audio-visual (AV) integration.
The enhancement afforded by the visual cues in speech-in-
noise is largely due to the fact that vision conveys place of
articulation, while audition primarily conveys voicing and man-
ner (Summerfield, 1987). The McGurk effect (McGurk and
MacDonald, 1976) that occurs when audition and vision pro-
vide incongruent tokens illustrates AV integration. For example,
when presented with visual velar /ka/ and auditory bilabial /pa/,
normally hearing individuals tend to report the illusory fusion
alveo-dental /ta/.

Place of articulation is acoustically conveyed by formant tran-
sitions, more precisely by the second and third formants, located
in high frequencies. The perception of place of articulation is dif-
ficult when the acoustic signal is masked by noise (Miller and
Nicely, 1955), but is well improved when visual speech cues are
added to the signal. When speakers produce /apa/, /ata/, or /aka/,
the place of articulation is visually distinguishable by the lis-
tener by virtue of the lip movements. Visual information from
a talker’s face can facilitate speech perception when the environ-
ment is less than optimal (Sumby and Pollack, 1954; MacLeod
and Summerfield, 1987) or when the listener is hearing impaired
(Erber, 1972; Huyse et al., 2012).

Surprisingly, the effect of visual information on speech per-
ception in noise by children with SLI has been little studied up

to now. As children with SLI demonstrated a deficit in auditory
categorical perception of place of articulation feature (Sussman,
1993; Ziegler et al., 2005; Gerrits and de Bree, 2009), they might
take advantage of visual cues, maybe to a greater extent than chil-
dren with TLD. A few studies examined this question. It appeared
that visual articulatory cues influenced adults and children with
language impairment to a lesser extend than participants with
TLD (Ramirez and Mann, 2005; Norrix et al., 2007; Leybaert and
Colin, 2008; Meronen et al., 2013). Ramirez and Mann (2005)
compared adults with dyslexia and with auditory neuropathy
(AN) to adults with TLD. Participants were presented with nat-
ural speech stimuli that were masked with speech-shaped noise
at various intensities, in an auditory only (AO), or in an audio-
visual (AV) condition. Noise masked the perception of stimuli
in AO more in dyslexic and AN participants than in participants
with TLD. Patients with AN benefitted from the pairing of visual
articulatory cues to auditory stimuli, indicating that their speech
perception impairment reflects a peripheral auditory disorder. In
contrast, dyslexic participants showed less effective use of visual
articulatory cues in identifying masked speech stimuli as well as
a lower speechreading capacity relative to control participants. To
sum up, language impairment extends beyond the AO modality,
and participants with language problems (here: dyslexics) have
impoverished AV perception, due to their deficit in speechread-
ing abilities (see also Blau et al., 2010, for a discussion about
letter-speech sound integration in developmental dyslexia).

Norrix et al. (2007) presented pre-school children with TLD
and with SLI with three syllables /bi/, /di/ and /gi/ in AO, AV
congruent and AV incongruent McGurk stimuli (A/bi/ V/gi/ for
example). Speechreading ability was not measured. Both groups
were at ceiling when asked to identify tokens in AO and AV con-
gruent modalities. A stronger McGurk effect was found for the
TLD group compared to the SLI group, indicating that children
with SLI were less impacted by the processing of visual speech
cues.

Leybaert and Colin (2008) presented French-speaking SLI and
TDL children matched for chronological age with video clips of
a man speaking /bi/ and /gi/, in optimal listening conditions (no
noise). Children with SLI were less likely than TLD children to
correctly identify /bi/ and /gi/ syllables in AO as well as in VO
modalities. Children with SLI also showed a smaller visual gain
(VG), as measured as the improvement of accuracy between AO
and AV congruent conditions. When perceiving McGurk incon-
gruent stimuli (e.g., A/gi/V/bi), children with SLI reported more
auditory-based responses, fewer visually based responses and
fewer combination responses than children with TLD. To sum up,
when auditory information is contradicted by visual information
such as in McGurk stimuli, children with SLI are less influenced
by visual information than children with TLD.

In a recent paper, Meronen et al. (2013) investigated the effect
of signal-to-noise ratio (SNR) on the perception of audiovi-
sual speech in 8-year-old children with developmental language
disorder and a sample of children with TLD. Performance was
measured for /apa/, /ata/, /aka/ presented in AO modality, VO
modality, and in AV incongruent (A/p/ V/k/). Three sound inten-
sities (24, 36, and 48 dB) and noise levels (−12, 0, and +6 dB)
were used. Both groups achieved similar performance in the AO
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condition, but children with developmental language disorders
reached lower performances than children with TLD in the VO
modality. In response to McGurk stimuli, children with develop-
mental language disorders showed more auditory /p/ responses
and less visual /k/ responses than children with TLD. In addition,
SNR significantly impacted the proportion of auditory and visual
responses in children with TLD, who gave more visual responses
when the SNR was more adverse. In contrast, the pattern of
responses of children with developmental language disorders was
not influenced by SNR. To sum up, the less accurate recognition
of visual speech can explain the weaker McGurk effect in the chil-
dren with developmental language disorders, as well as the lack of
impact of SNR on their pattern of auditory and visual responses.
This conclusion is in agreement with Norrix et al. (2007) and
Leybaert and Colin (2008).

In the current study, we extended the previous investigation
by examining the impact of visual cues in the context of a mask-
ing release paradigm, in school aged children with and without
SLI. The release from masking phenomenon refers to the fact
that listeners presented with syllables embedded in noise show
increased speech intelligibility in fluctuating noise (i.e., modu-
lated in amplitude) compared to stationary noise (Nelson et al.,
2003; Füllgrabe et al., 2006). This is an adaptative mechanism
since many natural background noises are temporally fluctuat-
ing (e.g., surrounding conversations). The masking release phe-
nomenon suggests that listeners are able to “listen in the noise
dips” that is, in short temporal minima present in fluctuating
noise but absent in stationary noise.

Although children with SLI have lower performances in
perceiving auditory syllables masked by either stationary or fluc-
tuating noise, they show an auditory masking release effect com-
parable to children with TLD (Ziegler et al., 2005). In the present
study, we used a new audio-visual masking release paradigm,
in which 6 consonants (/apa/, /afa/, /ata/, /asa/, /aSa/, /aka/)
were presented in AO, in VO, and in AV conditions. All stimuli
were covered either by stationary or fluctuating noise. AV stimuli
were either congruent (e.g., A/apa/ V/apa/) or incongruent (e.g.,
A/apa/ V/aka/). In previous studies, adults and children with TLD
showed larger visual gains when the syllables were masked by sta-
tionary noise than when they were masked by fluctuating noise.
For incongruent AV stimuli, they gave a majority of visually-based
responses when syllables were masked by stationary noise, and
more fusions and auditory-based responses when syllables were
presented with fluctuating noise (Huyse et al., 2012; Huyse et al.,
in revision).

As in our previous research, we expected to observe a strength-
ening of the McGurk effect with fluctuating noise compared to
stationary noise in children with TLD. Our main interest was to
test whether children with SLI would also show a strengthening
of the McGurk effect with fluctuating noise, meaning that their
performance would approach that of the TLD children in the
conditions of an auditory masking release. We used two types
of McGurk stimuli: the plosives A/apa/ V/aka/, giving rise to the
fusion /ata/, and the fricatives A/afa/ V/aSa/, leading to the fusion
/asa/ (Berthommier, 2001). The interest of A/afa/ V/aSa/ is that a
dominance of the video responses / S / is observed (Berthommier,
2001; Huyse et al., 2012). If children with SLI recognize /aSa/

in VO condition, their responses to A/afa/V/aSa/ would show
clear influence of visual information, as it is the case in the TLD
children.

Unisensory auditory (AO stimuli) and lipreading (VO stim-
uli) performances, as well as audio-visual speech perception (AV
congruent stimuli) were also measured. In AO, we expected a
larger speech-in-noise deficit in children with SLI compared to
TLD children, but a similar masking release effect in both groups
(Ziegler et al., 2005). In VO, children with SLI would experience
more difficulties than TLD children. The visual gain measures the
improvement of speech identification in AV compared to AO, due
to efficient use of visual cues to recover place of articulation and
manner features. Compared to children with TLD, children with
SLI would experience less influence of visual cues, and a reduced
visual gain.

These hypotheses were tested in two experiments. In
Experiment 1, six voiceless consonants were presented in a /aCa/
context, masked by either stationary or amplitude modulated
noise (8 Hz and 128 Hz). The stimuli were presented in Audio-
only (AO), Visual Only (VO), and Audio-visual (AV) congruent
and AV incongruent conditions.

In Experiment 2, larger groups of children with SLI and chil-
dren with TLD were recruited. Twelve consonants (six voiceless
and six voiced) masked either by stationary or by amplitude
modulated noise (at 8 Hz) noise were presented in AO, VO, AV
congruent conditions, and four McGurk stimuli (two with plo-
sives, two with fricatives) were used. The first aim of Experiment
2 was to replicate the results of Experiment 1 with a large set of
consonants. The second aim was to evaluate the specific reception
of voicing, place and manner by information transmission (IT)
analyses performed on the basis of confusion matrices (Miller and
Nicely, 1955). Specifically, we expected an increase of IT in AV
compared to AO for the reception of manner and place of artic-
ulation, but not for voicing, which has no visible correlate. For
the same reason, the percent of IT would be higher than 50% for
manner and place of articulation in VO, but around 50% for voic-
ing. Compared to children with TLD, we expected to observe a
lower percent of IT across the three features in children with SLI,
with a possible enhanced deficit for place of articulation.

EXPERIMENT 1
MATERIAL AND METHOD
Participants
Fifteen French-speaking children with SLI (8 boys) were recruited
in special language classes and through an association of par-
ents of children with SLI. The participants met the following
criteria: (1) presence of a long-lasting and severe impairment
of expressive and/or receptive language, diagnosed as SLI by a
neuro-pediatrician in a multi-diciplinary team; (2) no history
of hearing loss and no malformation of speech organs; (3) a
score > 132 points on the pragmatic component (scales C to
G) of the Children’s Communication Checklist (Bishop, 1998);
(4) a non-verbal IQ > 85 on the French version of the Wechsler
Intelligence Scale for children (Wechsler, 1996); and (e) at least
1.5 SD below the age-appropriate mean on the three language
tests described below. One child was excluded from our sample,
due to the absence of a recent assessment of persistant language
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impairment. The final sample included 14 children (7 boys) rang-
ing in age from 8 years 7 months to 14 years 5 months (mean age:
138 months; SD = 25 months). All children had measured read-
ing and spelling levels corresponding at least to the end of first
grade.

Language assessment tests included: (a) reading aloud of pseu-
dowords and phonically regular and irregular frequent words of
the Odedys Test (Jacquier-Roux et al., 2005); (b) Repetition of
Difficult Words from the L2MA (Chevrie-Muller et al., 1997); (c)
receptive lexical knowledge (EVIP, French version of the PPVT,
(Dunn et al., 1993): children have to listen to a word said by the
experimenter and to designate the picture corresponding to that
word, among four pictures.

A control group of French-speaking children with TLD was
recruited. None of them had any history of language or hearing
disorders or used hearing aids. Each child with TLD was matched
with a child with SLI, based on chronological age and gender. The
control group included 14 children (7 boys) ranging in age from
9 years 1 months to 14 years 6 months (mean age: 141 months;
SD 25 months). The scores of the children with TLD were within
normal limits for the three language tests.

The characteristics of the participants and a summary of the
language test scores of the children with SLI and those with TLD
are found in Table 1. All participants had normal or corrected-
to-normal vision and none of them reported any difficulties with
viewing the visual stimuli presented in this study.

The project has been reviewed and approved by the University
research ethic board. Informed consent was obtained from the

Table 1 | Characteristics of children with SLI and of TLD

controls—Experiment 1.

SLI TLD Group effect

F (1, 26) =
p-value

Age in years, months (range) 11.6 11.9 (9.1–14.6) Ns

(8.7–14.5) (9.1–14.6)

Word repetition (SD) 20.07 29.86 F = 54.02

(4.97) (0.36) p < 0.001

Vocabulary EVIP (SD) 91.14 132.71 F = 29.81

(22.65) (17.28) p < 0.001

Irregular words (SD) 7.71 19.07 F = 37.63

(6.68) (1.82) p < 0.001

Regular words (SD) 10.29 19.86 F = 28.62

(6.67) (0.53) p < 0.001

Pseudo words (SD) 7.07 17.50 F = 40.34

(5.89) (1.74) p < 0.001

Word repetition values indicate number of correct responses (out of 30) on the

repetition test taken from the L2MA language battery; Values for Vocabulary

indicate raw score on the EVIP test; Irregular Words, Regular Words and Pseudo

Words values indicate number of correct responses (out of 20) on the reading

tests for frequent items taken from Odedys battery. Standard deviations are in

brackets.

parents of all participants, and children provided a verbal accep-
tance prior to their participation. They were informed that they
could interrupt their participation if they felt any problem during
the experiment.

Stimuli
Stimuli were composed of vowel-consonant-vowel (VCV) sylla-
bles with the consonants /p, t, k, s, f, S/ interposed between two
/a/ vowels. A male speaker of French was videotaped while say-
ing these syllables. He was filmed from the bottom of the nose
to the chin. The production of each stimulus began and ended
in a neutral position, with the mouth closed. Videos (Quicktime
movie files, 21 by 21 cm) were displayed centered on a 15-inch
MacBook Pro laptop on a black background. Three productions
of each /aCa/ stimulus were digitally recorded and audio tracks
were equalized in level. Eighteen stimuli (six syllabes × three rep-
etitions) were used to create the AV, AO and VO trials. Stimuli
were delivered through Sennheinser HD 121 Pro headphones.

The congruent AV stimuli included digital audio-video files of
the speaker saying and articulating the /aCa/ stimuli. For the AO
condition, an image of the speaker, appearing neutral and with
mouth closed was presented along with the auditory stimulus. For
the VO condition, the audio was turned off. Finally, incongruent
AV McGurk stimuli were created by carefully combining audio
files with non-corresponding video files and matching their onset.
We used three repetitions of the two following stimuli: audio /apa/
with visual /aka/ (fusion /ata/) and audio /afa/ with visual /aSa/
(fusion /asa/).

The total number of items was 180 stimuli (six syllables ×
three repetitions × three modalities × three types of noise +18
McGurk stimuli, randomly mixed). Four blocks of 45 items were
constructed. In each block, the order of appearance of the stimuli
was fixed and identical for all participants.

Auditory noise. Each signal was digitalized at a 22,050 Hz sam-
pling frequency. Throughout all conditions of the experiment,
stimuli were embedded in noise which was either stationary (i.e.,
unmodulated), either modulated in amplitude. Modulation in
amplitude was achieved by using a white Gaussian noise low-
pass filtered at 500 Hz (WGNf). The expression describing the
sine-wave modulator, m(t), was

m(t) = [1 + cos(2π fmt)∗WGNf ]

where the 1st-order modulation frequency fm was 8 and 128 Hz.
The noise was then added to the signal. The SNR was fixed at
−23 dB (prior to the 500 Hz filtering). This SNR was determined
in a preliminary experiment so as to yield a consonant identifi-
cation performance of about 40% correct under stationary noise
(in AO condition).

Procedure
The experiment was conducted in a dimly-lit quiet room.
Participants were seated in front of the laptop and fitted with
headphones. Stimuli were presented on a monitor positioned at
eye level, 70 cm from the participant’s head. Participants were
given verbal and written instructions to watch the computer
monitor and listen for speech sounds that would be heard over
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headphones. They were informed about the identity of the six
syllables that would be presented. They were instructed that for
some trials, there would be a speech sound but the face would not
move (i.e., the AO stimuli), sometimes the face would move but
there would be no speech sound (the VO stimuli) and sometimes
there is a speech sound and a moving face (i.e., the AV stim-
uli). No information was given about the presence of the McGurk
incongruent stimuli.

Participants were instructed to designate a letter correspond-
ing to the consonant they thought the speaker had said. The
six letters were taken from a speech therapist kit (La planète
des Alphas, Huguenin and Dubois, 2006) which was unknown
both from the children with SLI and the children with TLD.
Sometimes, children also spontaneously repeated the syllable
aloud. Their responses were recorded by the experimenter. They
were given 20 practice trials, including AO, VO, and AV congruent
stimuli, during which they were provided with feedback regard-
ing the correct responses. Prior to beginning the experimental
trials, they were informed that they would no longer receive any
feedback.

Following the practice session, participants were presented
with the four experimental blocks. The sequence of presentation
of the blocks was counterbalanced across participants. After the
four experimental blocks, they were given a block of 54 stimuli
presented without noise. This quiet block consisted of the six syl-
lables × three repetitions × three modalities (AO, VO, and AV
congruent). In a second session, they were submitted to the three
language tests.

Participant’s percent-correct identification of the VCV sylla-
bles presented in each of these conditions served as the dependent
measure. For McGurk stimuli, the percent responses correspond-
ing to Audio, Visual and Fusion responses were recorded.

The experiment took place in two 30 min sessions. The first
session was devoted to the collection of language measures, and
the second one to the experimental data. The experimenter was
careful about the attention and concentration of the children, and
proposed breaks if necessary.

RESULTS
Results in noise modulated at 8 Hz and noise modulate at 128 Hz
were averaged for more clarity and because they were not signifi-
cantly different.

Single modality conditions
First, results were analyzed in the AO modality in order to ascer-
tain whether our experimental design generated a masking release
effect, i.e., higher performances in AM noise than in ST noise. The
percentage of correct identification of children with SLI and with
TLD for quiet, AM noise, and ST noise, and the masking release
effect are presented in Table 2. A clear masking release effect was
observed for both groups: performance was about 30% better in
AM noise than in ST noise.

An ANOVA with repeated measures on Noise (3 levels: quiet,
AM, and ST) and Group (children with SLI, children with TLD)
was run on these data. The analysis yielded a significant effect of
Noise, [F(2, 52) = 327.94, p < 0.001], and of Group, [F(1, 26) =
4.94, p < 0.05]. The Group × Noise interaction was not signifi-
cant. Orthogonal contrasts were made on the effect of Noise. The

first contrast, comparing the results in quiet on the one hand, and
in AM and ST Noise on the other hand, was highly significant,
[F(1, 26) = 566.51, p < 0.001]. The second contrast, comparing
the results in AM noise and ST noise, was highly significant too,
[F(1, 26) = 198.27, p < 0.001]. None of these contrasts interacted
with the Group effect. To sum up, performance was better in
modulated noise than in stationary noise, and better in quiet
than in noisy conditions. The 4.4% difference of masking release
between children with SLI and TLD was not significant.

Second, results were analyzed in the VO modality. As expected,
children with TDL achieved better performances in VO than chil-
dren with SLI, regardless of whether the stimuli were presented
in quiet, in AM noise, or in ST noise (see Table 3). These data
were entered in a repeated measures ANOVA, with Group as
between subjects factor, and Noise (3 levels: quiet, AM, and ST)
as within subjects factor. Only the Group effect was significant,
[F(1, 26) = 16.86, p < 0.001]. Neither the Effect of Noise, nor the
Group × Noise interactions were significant. To sum up, children
with SLI achieved lower performance in identification of syllables
presented in speechreading; as expected, auditory noise had no
significant effect on the performance in VO.

Congruent AV modality (AV)
Percentages of correct identification of children with SLI and of
children with TLD for AV in quiet, in AM noise, and in ST noise
are presented in Table 4. The performance of children with SLI
was significantly lower than the performance of children with
TLD in all three conditions.

A repeated measures ANOVA with Noise (3 levels: quiet, AM,
and ST) as within-subjects factor and Group (children with SLI,
children with TLD) as between-subjects factor was run on these
data. The analysis yielded significant effects of Noise, [F(2, 52) =
31.58, p < 0.001], and of Group, [F(1, 26) = 7.35, p < 0.05]. The
Group × Noise interaction was not significant. Orthogonal con-
trasts were made on the effect of Noise. The first contrast, com-
paring the results in quiet on the one hand, and in AM and ST

Table 2 | Mean percent correct responses for AO in quiet, AM noise

and ST noise, and mean value for the masking release effect.

SLI TLD

Silence 97.2 (8.9) 100

AM noise 76.2 (11.4) 85.4 (8.2)

ST noise 47.6 (9.2) 52.3 (10.4)

Masking release 28.6 (10.1) 33.0 (12.9)

Standard deviations are in brackets.

Table 3 | Mean percent correct responses for VO in quiet, AM noise

and ST noise.

SLI TLD

Silence 54.4 (17.4) 74.5 (7.8)

AM noise 56.7 (12.4) 69.4 (8.0)

ST noise 56.8 (12.4) 71.0 (9.3)

Standard deviations are in brackets.
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Table 4 | Mean percent correct responses for AV in quiet, in AM noise,

and ST noise, and mean value for Visual Gains (VG).

SLI TLD

AV (quiet) 97.6 (3.6) 100

AV/AM 89.1 (10.2) 95.3 (4.7)

AV/ST 83.8 (9.8) 91.3 (6.5)

VG/AM 56.0 (36.7) 61.2 (50.2)

VG/ST 69.1 (17.7) 81.3 (15.3)

Standard deviations are in brackets.

Noise on the other hand, was highly significant, [F(1, 26) = 55.08,
p < 0.001]. The second contrast, comparing the results in AM
noise and ST noise, was highly significant too, [F(1, 26) = 10.19,
p < 0.005]. None of these contrasts interacted with the Group
effect.

We calculated the visual gains (VG) in both groups. Visual gain
refers to relative increase in AV speech perception performance
due to the addition of visual information to the auditory signal
(Sumby and Pollack, 1954). We computed VG in ST and AM noise
using the following formula:

VG/ST = (AVST − AOST)/(100 − AOST)

VG/AM = (AVAM − AOAM)/(100 − AOAM)

The values of the VG are displayed in Table 4. An ANOVA with
repeated measures on Noise and Group as between subjects factor
yielded no effect of Noise, Group and no interaction.

Overall, the data showed that children with SLI had lower per-
formance on AV syllable identification than children with TLD.
However, children with SLI did not differ from children with TLD
in masking release effect, nor in visual gain.

McGurk effect
The percentages of auditory, visual and fusion responses were
computed relative to the total amount of responses to McGurk
stimuli. The distribution of responses is shown in Figure 1 for
children with SLI and TLD children. First, the response pattern
of each group was examined to evaluate the impact of noise
condition (ST vs. AM) on AV speech integration. Second, the
groups were compared in order to examine the effect of language
impairment.

In ST noise, children with TLD mainly gave a low rate of audi-
tory responses (5.9%; SD: 10.6), and fusion responses (15.4%;
SD: 16.5), and a high rate of visual responses (71.5%; SD:
30.3). Compared to ST noise, children with TLD gave signifi-
cantly more auditory responses [15.5%; SD: 21.9; F(1, 13) = 6.63,
p < 0.05], a higher number of fusion responses [52.4%; SD:
22.6; F(1, 13) = 20.2, p = 0.001], and significantly less visually
responses [29.1%; SD: 19.3; F(1, 13) = 39.97, p < 0.001] in AM
noise.

In ST noise, children with SLI gave 13.0% (SD: 18.7) of audi-
tory responses, 22.5% (SD: 14.0) of fusion responses, and 48.9%
(SD: 23.2) of visual responses. In AM noise, they gave more audi-
tory responses [28.5%; SD: 27.9; F(1, 13) = 13.76, p < 0.005] than
in ST noise. The percent of fusion responses (33.3%; SD: 25.6)

FIGURE 1 | Experiment 1. Auditory, fusion, and visual responses to
McGurk stimuli for SLI and TLD groups in ST and AM noise conditions.
∗p < 0.05; ∗∗p < 0.01; ∗∗∗p < 0.001.

and of visual responses (32.1%; SD: 23.0) was not significantly
different from that in ST noise.

Compared to children with TLD, children with SLI had a lower
rate of visual responses in ST noise, F(1, 26) = 4.92, p < 0.05,
and less fusions in AM noise, F(1, 26) = 4.36, p < 0.05. No other
difference was significant.

To sum up, the pattern of responses to McGurk stimuli
was clearly modified by the degree of degradation of audi-
tory information in children with TLD: AM noise decreased
the rate of visual responses, and increased auditory, and fusion
responses. For children with SLI, AM noise increased auditory
responses, confirming children’s intact auditory masking release
effect; however, AM noise has no impact for fusion and visual
responses, coherently with SLI’s deficit in processing visual speech
information.

DISCUSSION
The present study examined the impact of SLI on AV speech
perception with a masking release paradigm, already used to
study audiovisual integration in TLD children and children with
cochlear implants (Huyse et al., 2012). Several results are to be
emphasized, in relation to our predictions. First, in AO modal-
ity, children with SLI showed a deficit in consonant perception
presented in quiet, stationary noise or modulated noise. Despite
their speech-in-noise deficit, children with SLI experienced a clear
masking release effect, which was not significantly different from
that of TLD children: their speech intelligibility was increased in
the modulated noise compared to the stationary noise (Ziegler
et al., 2005). The average size of the effect was around 30%, which
is relatively high compared to the 10% found by Ziegler et al.
(2005). Difference between the SNR used in these two studies
could be an explanation. Ziegler et al. (2005) used a SNR of 0 dB
so as to yield an auditory performance of approximately 50% cor-
rect with ST noise. We wanted to obtain a lower level of correct
responses in AO/ST, in order to observe both an auditory mask-
ing release effect and a visual gain, and we used a SNR of −23 dB.
With a lower rate of correct responses in AO/ST as a baseline, it is
easier to obtain larger masking release values.
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Second, in VO modality, children with SLI were less accurate
than TLD children in identification of the six consonants belong-
ing to different visemes. This result is coherent with the notion
that children with SLI experience difficulties in perceiving place
of articulation (Sussman, 1993; Gerrits and de Bree, 2009), and
reveals that this deficit is not specific to auditory processing but
could be extended to visual processing (Meronen et al., 2013).

Third, children with SLI performed less well than TLD chil-
dren in AV congruent modality, indicating that the difficulty of
processing of acoustic cues in the AO modality, also impacted
audio-visual processing. Surprisingly, the visual gains of children
with SLI did not significantly differ from those of the control
group.

Fourth, children with TLD were clearly influenced by the
degree of degradation of auditory information in AV incongruent
modality. In ST noise, when little auditory information is avail-
able, participants with TLD mainly relied on visual information.
When the speech signal is more available thanks to the exis-
tence of noise dips (AM noise), participants with TLD increased
their number of auditory responses and their number of fusions
even more impressively, while their number of visually-based
responses decreased. To sum up, when both auditory and visual
information are available (as in AM noise), and participants are
able to process them (as are children with TLD), conditions
needed to generate McGurk fusions are met. The response pattern
of children with SLI to McGurk stimuli was different from that
of children with TLD, and coherent with their lower speechread-
ing skills in VO. In ST noise, they gave less visual responses than
children with TLD, and in AM noise they reported less fusions
than children with TLD. The McGurk effect for the classical pair
A/p/V/k/, characterized by a backward shift of the percept from
/p/ to /t/ does not work for them to the same degree as for chil-
dren with TLD. These observations indicate a smaller influence of
the visual speech cues on their speech perception processes.

Taken together, the results of Experiment 1 confirm that the
difficulties in building accurate phonemic categories is not lim-
ited to the auditory modality but is supra-modal in children with
SLI. This deficit appears in their responses to stimuli in VO con-
dition, but also to McGurk stimuli. However, the redundancy
between visual and auditory information helps children with SLI,
as indicated by their visual gain not different from that of children
with TLD. Therefore, a more in-depth analysis of how children
with SLI process manner, voicing and place of articulation seems
necessary in order to get a clearer picture.

Limits of Experiment 1 are the reduced sample of children with
language impairment, as well as the number of stimuli used to
evaluate the McGurk effect. Therefore, we carried out a second
experiment, using a larger set of stimuli. In order to better com-
pare the use of phonetic cues by children with SLI and children
with TLD, we also computed the percent of information trans-
mitted for place of articulation, manner, and voicing in AO, AV,
and VO.

EXPERIMENT 2
Experiment 2 aimed at generalizing the outcomes of Experiment
1, on a new and larger sample of participants. We introduced
several changes in our methodology in order to better evaluate

the use of visual information by children with SLI. We included
six voiceless and six voiced consonants corresponding to the
six visemes used in Experiment 1. Auditory, fusion and visual
responses given to McGurk stimuli were measured separately
for plosive stimuli A/apa/V/aka/ and A/aba/V/aga/, and fricative
stimuli A/afa/V/aSa/ and A/ava/V/aja/. The interest of the frica-
tive stimuli is that a dominance of the visual responses /S/ or /j/
is observed (Berthommier, 2001; Huyse et al., 2012). If children
with SLI recognize /aSa/ and /aja/ in VO condition, their responses
in incongruent AV would show clear influence of visual informa-
tion, as it is the case in the TLD children. In order to maintain the
duration of testing in a reasonable amount of time, only ST noise
and AM noise at 8 Hz were used.

In addition to measuring the performance for AO, VO, AV
congruent and incongruent stimuli, we computed the specific
reception of phonetic features (voicing, place, and manner) by
analyses of information transmission (IT) (Miller and Nicely,
1955). Analyses of IT in auditory recognition of speech-in-noise
have revealed that children with SLI have a deficit in place, man-
ner, and even more in voicing perception (Ziegler et al., 2005).
The present study will allow us to extend these results by examin-
ing IT for place, manner and voicing features, in AO, VO, and AV
modalities.

We recruited new and larger groups of children with SLI and
TDL children whose language performances were examined in a
more detailed way (as in Ziegler et al., 2005). We systematically
proposed all children to name aloud the syllables in Experiment 2.

MATERIAL AND METHOD
Participants
Fifty-four children, all native and monolingual speakers of
French, were recruited as participants. Twenty-seven children (13
boys and 14 girls) constituted the TLD group, and 27 children
(17 boys and 10 girls) constituted the group of children with SLI.
The two groups were matched as closely as possible by gender,
chronological age and by score at the Raven matrices intelligence
test (Raven, Court and Raven, 1998). The mean age was 10 years
8 months (range: from 7 years 4 months to 12 years 9 months)
for the children with SLI, and 10 years 2 months (from 7 years 6
months to 13 years 8 months) for the TLD children (see Table 5).
In order to include a child as a participant with SLI, he/she had
to present the characteristics outlined in the methodology of
Experiment 1.

Hearing and visual abilities of the children with TLD were
assessed through a questionnaire filled in by their parents.
Children whose parents reported a hearing acuity problem, or
who were followed in speech therapy, were removed from the
sample.

All children were submitted to the Progressive Matrices Color
Raven test (Raven et al., 1998). Language assessment tests
included: (a) receptive lexical knowledge (EVIP, French version of
the PPVT, Dunn et al., 1993); (b) a standardized test of morpho-
syntax, l’E.CO.S.SE (French version of the TROG test, Lecocq,
1996), and (c) Repetition of Difficult Words from the L2MA
(Chevrie-Muller et al., 1997). All TLD children presented results
comprised between −1.5 SD and +1.5 SD to the three lan-
guage tests. Reading assessment involved reading aloud Regular
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Table 5 | Characteristics of children with SLI and TLD controls in

Experiment 2.

SLI TLD Group effect

F (1, 26) =
p-value

Age in years, months (range) 10.9 10.2 Ns
(7.4–12. 9) (7.6–13.9)

Raven (SD) 28.44 30.37 F = 4.06
(4.24) (3.56) p < 0.05

EVIP (SD) 89.15 116.81 F = 14.25
(26.91) (26.95) p < 0.001

Morpho-syntax (SD) 14.29 6.00 F = 33.94
(6.06) (4.24) p < 0.001

Word repetition (SD) 15.74 28.11 F = 122.66
(5.51) (1.84) p < 0.001

Irregul. words (SD) 8.67 18.19 F = 74.82
(5.37) (1.96) p < 0.001

Regular words (SD) 12.03 19.41 F = 47.11
(5.48) (1.05) p < 0.001

Pseudo words (SD) 8.15 17.26 F = 79.76
(4.89) (2.03) p < 0.001

Values for Vocabulary indicate raw score on the EVIP, the French version of

the PPVT test; Morpho-syntax indicates the number of errors on the ECOSSE

picture/sentence word comprehension test. Word repetition values indicate

number of correct responses (out of 30) on a sub-test taken from the L2MA

language battery. Irregular Words, Regular Words and Pseudo Words values indi-

cate number of correct responses (out of 20) on the reading tests for frequent

items taken from Odedys battery.

and Irregular frequent words, and Pseudowords from the battery
Odedys-2 (Jacquier-Roux et al., 2005). The characteristics of the
participants and a summary of the language test results are found
in Table 5.

The project has been reviewed and approved by the University
research ethic board. Informed consent was obtained from the
parents of the participants, and children provided a verbal accep-
tance prior to their participation. They were informed that they
could interrupt their participation if they felt any problem during
the experiment.

Stimuli
Movie files of digital AV stimuli were extracted from the same
database as those of Experiment 1: /apa/, /afa/, /ata/, /asa/, /aka/,
/aSa/, /aba/, /ava/, /ada/, /aza/, /aga/, and /aZa/. Three produc-
tions of each /aCa/ stimulus were used. The AV (congruent and
incongruent), AO, and VO stimuli were constructed in the same
way as in Experiment 1. We used four different AV incongruent
McGurk stimuli. Two were the classical stimuli with plosive con-
sonants: A/apa/ V/aka/ (→fusion /ata/), and the A/aba/ V/aga/
(→ fusion /ada/). The other two were new combinations based
on the fricative pairs: A/afa/ V/aSa/ (→ fusion /asa/) and A/ava/
V/aZa/ (fusion /aza/) (Berthommier, 2001). As the recognition

of /S/ and /Z/ are generally good in speechreading, these fricative
pairs offer a new opportunity to examine the processing of visual
speech cues by children with SLI.

The AO, VO, and AV stimuli were presented masked by either
stationary noise (ST, i.e., unmodulated), or amplitude modulated
noise (AM at 8 Hz). The SNR was fixed at −23 dB.

The total amount of items was 252 stimuli (12 syllables × 3
repetitions × 3 modalities × 2 types of noise + 36 McGurk stim-
uli) randomly mixed and divided in four blocks. In each block,
the presentation order of the stimuli was fixed and similar for all
participants. In addition, a last bloc containing 120 stimuli (12
syllables × 3 repetitions, × 3 modalities + 12 McGurk stimuli)
was presented in quiet, i.e., without noise.

Procedure
The procedure was the same as in Experiment 1, except that
participants were instructed to answer by verbally repeating the
syllable they perceived. Verbal repetition is an immediate response
and is resistant to decay from phonological short-term memory.
When the understanding of the syllable was difficult because of
articulatory problems, children were encouraged to use a lexical
evocation: for example, a child perceiving correctly the syllable
/aka/ but pronouncing it /ata/, said I heard /ata/ as in /tamjÕ/—
the real pronunciation of this word is /kamjÕ/ (truck in English).
A series of 12 pictures, beginning with the 12 consonants, was
prepared to help children to answer. The experimenter recorded
the responses. The stimuli in the practice session were representa-
tive of the conditions participants would experience in the actual
experimental trials, except the McGurk stimuli. For practice tri-
als, subjects were provided with feedback regarding the correct
responses. Before beginning the experimental trials, subjects were
told that they would no longer receive any feedback.

Following practice, participants were presented with the four
experimental blocks. The order of the blocks was counterbal-
anced across participants. After the four experimental blocks,
participants were given a block of 120 stimuli presented in quiet.
In a second session, participants were submitted to the Raven
matrices, the language and the reading tests.

Participant’s percent-correct identification of the syllables pre-
sented in each of these conditions served as dependent measure.
For McGurk stimuli, we recorded the percent of Auditory, Visual,
and Fusion responses.

RESULTS
Single modality conditions
The percentage of correct identification of children with SLI and
of the TLD children for stimuli in quiet, AM noise, and ST noise
in the AO modality is presented in Table 6. Visual inspection of
the data revealed that the children with SLI differed from the
TLD children in the three conditions. A masking release effect was
observed: performance was about 35% better in AM noise than in
ST noise for children with SLI, and 39% for children with TLD.

The data were entered in an ANOVA with Noise (quiet, AM,
and ST) as within-subjects factor and Group as between-subjects
factor. The analysis yielded significant effects of Noise, F(2, 104) =
2154.92, p < 0.001, and Group, F(1, 52) = 26.37, p < 0.001. The
Noise × Group interaction was just below significance level,
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F(1, 104) = 3.01, p = 0.054. The data corresponding to the mask-
ing release effect were analyzed with a separate ANOVA, with
Group as between-factor: no effect of Group was found (p =
0.11). To sum up, children with SLI achieved poorer recognition
of auditory speech, but a similar masking release effect as children
with TLD.

The percentage of correct identification for stimuli in VO in
quiet, AM noise and ST noise is presented in Table 7. Children
with TLD better identified stimuli in the three conditions than
children with SLI. The percent of correct responses for VO stimuli
was entered in a repeated measures ANOVA with Noise (quiet,
AM noise and ST noise) as within subjects factor, and Group as
between subjects factor. The analysis yielded a significant effect
of Group, F(1, 52) = 7.69, p < 0.01; and of Noise, F(2, 104) = 5.24,
p < 0.01. No interaction was found. To sum up, children with SLI
had poorer lipreading performance than children with TLD.

Congruent AV modality (AV)
The percentages of correct identification of children with SLI and
of TLD children for AV in quiet, AM noise, and ST noise are
presented in Table 8. The performance of children with SLI was
lower than that of TLD children in the three conditions. The
data were entered in a repeated measures ANOVA with Group as
between subjects factor and Noise (Quiet, AM Noise, ST Noise) as
within subjects factor. The analysis yielded a significant effects of
Group, F(1, 52) = 33.41, p < 0.001, and Noise, F(2, 104) = 1.060,
p < 0.001. The interaction between Group and Noise was also
significant, F(2, 104) = 6.76, p < 0.005. The effect of Noise was
further analyzed with two orthogonal contrasts. The first one,
comparing the performance in Quiet to the mean performance
for AM and ST noise, was highly significant, F(1, 52) = 1589,
p < 0.001, as was the interaction with Group, F(1, 52) = 11.95,
p < 0.005. The second contrast, comparing performance in AM
noise and in ST noise was highly significant, F(1, 52) = 394.05
p < 0.001, and did not interact with Group. To sum up, the effect

Table 6 | Mean percent correct responses for AO in quiet, AM noise

and ST noise, and mean values for the masking release effect.

SLI TLD

Quiet 94.65 (6.11) 98.87 (1.77)

AM noise 51.65 (9.87) 61.52 (7.17)

ST noise 16.56 (7.76) 22.63 (6.20)

Masking release 35.08 (9.47) 38.89 (7.47)

Standard deviations are in brackets.

Table 7 | Mean percent correct responses for VO in quiet, AM noise

and ST noise.

SLI TLD

Quiet 28.09 (9.72) 34.88 (9.60)

AM noise 26.85 (8.95) 33.85 (7.90)

ST noise 26.03 (8.69) 30.04 (9.65)

Standard deviations are in brackets.

of Noise on AV speech perception was larger in children with SLI
than in children with TLD.

We computed VG/ST and VG/AM noise using the same for-
mula as in Experiment 1. A repeated measures ANOVA with Noise
as within subjects factor, and Group as between subjects factor
yielded significant effects of Noise, F(1, 52) = 14.46, p < 0.001,
and of Group, F(1, 52) = 6.54, p < 0.05. The Group × Noise
interaction was not significant. To sum up, children with SLI had
lower standardized VG than TLD children, both in ST and AM
Noise.

McGurk effects
The percentages of auditory, visual, and fusion responses were
computed relative to the total amount of responses to McGurk
stimuli. The data have been averaged over the two plosive stimuli,
and over the two fricative stimuli.

Plosive McGurk stimuli. The distribution of responses is shown
in Figure 2. In ST noise, TLD children gave 6.2% (SD: 11.5%)
auditory responses, 29.6% (SD: 26.3%) of fusions, and 44.4%
(SD: 33.3%) of visual responses. Compared to ST noise, their
percent of auditory responses (10.2%, SD: 13.3%) did not
change; their percent of fusion responses (43.8%, SD: 27.4%)
increased, F(1, 26) = 8.03, p < 0.01; their percent of visual
responses (34.9%, SD: 26.5%) significantly decreased, F(1, 26) =
4.2, p = 0.05.

In ST noise, children with SLI gave 6.2% (SD: 12.4%) of audi-
tory responses, 18.5% (SD: 24.6%) of fusions, and 37.6% (SD:
31.6%) of visual responses. Compared to ST noise, their auditory
responses increased in AM noise, [12.0%; SD: 13.9%, F(1, 26) =
5.46, p < 0.05], but their rate of fusions (20.4%; SD: 19.2%) and
visual responses (35.2%, SD: 24.3%) remained unchanged.

Compared to children with TLD, children with SLI had lower
fusion responses in AM noise, F(1,52) = 13.25, p < 0.001.

Fricative McGurk stimuli. The distribution of responses to frica-
tive McGurk stimuli in the children with SLI group and the
children with TLD is shown in Figure 3. In ST noise, TLD chil-
dren gave 1.2% (SD: 4.4%) of auditory responses, 29.0% (SD:
19.4%) of fusions, and 61.7% (SD: 25.2%) of visual responses.
Compared to ST noise, TLD children gave a larger number of
auditory responses in AM noise [10.5%, SD: 12.1%, F(1, 26) =
11.93, p < 0.005], and a larger number of fusion [68.2%,
SD: 23.2%, F(1, 26) = 132.04; p < 0.001]; their rate of visual

Table 8 | Mean percent correct responses for AV in quiet, AM noise

and ST noise, and mean value for Visual Gains (VG).

SLI TLD

AV/Quiet 96.91 (5.57) 99.38 (1.78)

AV/AM 64.40 (7.10) 74.07 (7.22)

AV/ST noise 44.96 (7.35) 52.57 (7.02)

VG/AM 25.33 (13.11) 32.11 (15.98)

VG/ST 33.71 (8.74) 39.92 (9.42)

Standard deviations are in brackets.
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FIGURE 2 | Experiment 2. Auditory, fusion, and visual responses to
McGurk plosive stimuli for SLI and TLD groups in ST noise, AM noise and
quiet conditions. ∗p < 0.05; ∗∗p < 0.01.

FIGURE 3 | Experiment 2. Auditory, fusion, and visual responses to
McGurk fricative stimuli for SLI and TLD groups in ST noise, AM noise and
quiet conditions. ∗∗p < 0.01; ∗∗∗p < 0.001.

responses significantly decreased [17.9%, SD: 22.0%, F(1, 26) =
125.12; p < 0.001].

In ST noise, children with SLI gave 9.3% (SD: 14.1%) of audi-
tory responses, 19.5% (SD: 17.9%) of fusions, and 54.9% of visual
responses (SD: 26.5%). Compared to ST noise, they gave signif-
icantly more auditory [27.2%; SD: 28.3%; F(1, 26) = 9.66; p <

0.005], and fusion responses [40.1%; SD: 28.9%; F(1, 26) = 16.22;
p < 0.001]; their rate of visual response significantly decreased
[20.9%; SD: 19.25%; F(1, 26) = 61.37; p < 0.001].

Compared to children with TLD, children with SLI gave more
auditory responses in ST and AM noise, F(1, 52) = 7.93; p < 0.01
and F(1, 52) = 7.88, p < 0.01 respectively, and less fusions in AM
noise, F(1, 52) = 15.42, p < 0.001. No difference appeared for
visual responses.

Finally, in quiet, there was no difference between children
with SLI and children with TLD for any kind of response (see
Figures 2, 3).

To sum up, the pattern of responses to both plosive and frica-
tive McGurk stimuli was clearly modified by the degree of degra-
dation of auditory information in children with TLD. Compared

to ST noise, AM noise decreased the rate of visual responses,
and increased auditory and fusion responses. For children with
SLI, the pattern was more mixed. AM noise increased the rate
of auditory responses for both plosive and fricative, in coher-
ence with their intact auditory masking effect. AM noise increased
the rate of fusions, and decreased the rate of visual responses
only in the context of fricatives, when the visual information is
easily identified. These latter observations are indicative of the
audiovisual integration ability of children with SLI.

Phonetic feature information transmission (IT)
The reception of place, manner and voicing features was eval-
uated by information transmission (IT) analyses performed on
the basis of the individual confusion matrices. The percent of IT
was averaged over quiet, ST noise and AM noise, and displayed in
Figure 4.

Because IT was very different in AO or AV than in VO, two
separate analyses were run. A repeated measures ANOVA with
Feature (place, manner, voicing) and Modality (AO, AV) as within
subjects factor, and Group as between subjects factor yielded
significant effects of features, F(2, 104) = 111.41 p < 0.001, of
Modality, F(1, 54) = 925.33, p < 0.001, and of Group, F(1, 52) =
35.15, p < 0.001. The Modality × Features interaction was sig-
nificant, F(2, 104) = 102.22, p < 0.001: IT increases from AO to
AV was 17.4% for place, 14.9% for manner, and 8.7% for voicing.
No other interaction was significant.

The percent of IT in VO was analyzed with a repeated mea-
sures ANOVA with Features (place, manner, voicing) as within
subjects factor, and Group as between subjects factor. The anal-
ysis yielded a significant effect of Features, F(2, 104) = 190.86,
p < 0.001, and of Group, F(1, 52) = 11.58, p < 0.001. The Group
by Feature interaction was also significant, F(2, 104) = 9.42, p <

0.001: the difference between groups was large for place of articu-
lation (12.0%), intermediate for manner (6.6%) and almost null
for voicing (1.7%).

DISCUSSION
In Experiment 2, new groups of children with SLI and children
with TLD matched as closely as possible for gender, chronological
age and non-verbal intelligence were tested with an audio-visual
masking release paradigm. The identification of syllables in noise
was clearly more difficult in Experiment 2 than in Experiment
1. Two reasons may be invoked. A more extensive protocol con-
sisting of voiced and voiceless syllables was administered, and the
voiced syllables were more difficult to identify than the voiceless
ones. In addition, children with SLI of Experiment 2 could be
more language impaired than those of Experiment 1, as indicated
by their lower scores on the Word Repetition test.

Despite these differences, the main results of Experiment 2
remarkably replicated the findings of Experiment 1. Children
with SLI showed a speech-in-noise deficit, but a masking release
effect comparable in size to that of children with TLD. A clear
speechreading deficit appeared in children with SLI compared to
TLD children. Children with SLI also had less accurate audio-
visual speech perception than TLD children. With no surprise,
the standardized visual gains of children with SLI were lower than
those of TLD children, coherently with the tendency observed
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FIGURE 4 | Percent of information transmitted for place, manner, and voicing, as a function of group (SLI vs. TLD) and modality (auditory,

audiovisual, and visual).

in Experiment 1 (see Table 4). Taken together, the results sug-
gest intact processes at peripheral hearing, but impairment in
supra-modal phonemic categorization in children with SLI.

The analysis of percent of information transmitted (IT) is use-
ful to better understand the dynamics of speech perception. A
significant increase of percent of IT in AV compared to AO was
observed for place of articulation and manner in both groups
of children. The complementarity between auditory and visual
information is maximal for place of articulation. The frica-
tives /aZa/ and /aSa/, which are highly visible, contribute to the
improvement of visual transmission of both manner and place of
articulation. Surprisingly, the perception of voicing was improved
in AV although voicing was not transmitted by speechreading
itself, as indicated by the 50% of IT in the VO modality. It is
possible that seeing the movement of the articulators enhances
children’s attention to the coming sound.

Interestingly, children with SLI showed lower IT percent than
children with TLD in the three modalities. This demonstrates
that their deficit of IT already found in AO (Ziegler et al., 2005)
extends to AV and VO modalities. In VO, the larger difference
between the two groups was for place of articulation.

The responses to McGurk stimuli showed an interesting con-
trast between plosives and fricatives. In the case of plosives
A/apa/V/aka/ and A/aba/V/aga/, the visual syllables were poorly
identified: 48% by TLD children, and 42% by SLI children. V/aka/
and /aga/ are often confused with V/ata/ and /ada/ (19% in TLD,
and 15% in SLI), as well as with V/asa/ and /aza/ (17% in TLD
and 19% in SLI). Therefore, the visual information transmitted
is reduced and the percent of visual responses is low for both
groups. When more auditory information became available, TLD

children showed an increase of fusions. SLI children did not but
increased their rate of auditory responses.

In the case of fricatives A/afa/V/aSa/ and A/ava/V/aZa/, the
visual information is easily identified: 84% in TLD and 65% in SLI
children. Both groups showed a large amount of visual responses
in ST noise (62% for TLD and 55% for SLI children), which
significantly decreased in AM noise (18% in TLD and 21% in SLI
children). Both groups also showed an increase of auditory and
fusion responses in AM, when more auditory was available. The
data thus suggest that when children with SLI get access to visual
information, they are able to integrate it with auditory informa-
tion. In other words, the pattern of responses of SLI children is the
result of their poorer lipreading skills, but not of a deficit in AV
integration. Taken together, the data illustrate the interest of using
two types of McGurk stimuli, varying by the degree of availability
of the visual information (Berthommier, 2001).

GENERAL DISCUSSION
The aim of the present studies was to test to what extend children
with SLI make use of visual articulatory cues to improve their
speech-in-noise perception. We used a masking release paradigm,
with syllables embedded in ST and AM noise, to which we added
the visual information of a talking face (Huyse et al., 2012).
Syllables were presented to the participants in three modalities:
AO, VO, and AV (congruent and incongruent). We also mea-
sured the consonant identification in AO, VO, and AV in quiet.
We used child-friendly procedures to elicit the responses to the
syllables, i.e., to designate a letter corresponding to the consonant
they thought the speaker had said, or to immediately repeat the
syllable.
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Children with SLI and their age-matched control children per-
formed at, or near, ceiling level when asked to identify syllables
in AO or in AV congruent when stimuli were presented in quiet.
Our results clearly demonstrate an absence of (or only subtle)
difficulty for children with SLI in discriminating /aCa/ syllables
under optimal listening conditions. These data confirm previous
studies testing AO (Ziegler et al., 2005) or AV speech perception
(Norrix et al., 2007; Meronen et al., 2013). Our speech stim-
uli were produced naturally. Natural speech is rich in redundant
acoustic cues and may be easier for children with SLI to per-
ceive than synthetic stimuli (Evans et al., 2002). The good results
obtained by children with SLI under optimal conditions also val-
idate our response procedures, which are resistant to decay from
phonological short-term memory. Thus, we might be confident
that the simple task demands, combined with natural speech,
allow us to accurately assess the identification of /aCa/ tokens by
SLI and age-control children.

We predicted that children with SLI would experience a
speech-in-noise deficit but an intact masking-release effect in the
auditory modality (Ziegler et al., 2005). Both expectations were
confirmed in Experiments 1 and 2. Contrasting with their good
performance under optimal listening conditions, children with
SLI show a marked deficit in noisy conditions, confirming their
difficulties in separating speech from noise (Sperling et al., 2005;
Hornickel et al., 2009; Ziegler et al., 2009). Children with SLI
showed a masking release effect of the same size (around 30%)
than that of control children. An intact masking release effect is
usually taken as a signature of appropriate use of the short tempo-
ral minima in the fluctuating background to perceive speech cues,
suggesting that the “sensory and cognitive processes known to be
involved in masking release, such as auditory grouping based on
stimulus spectral and fine-structure cues, perceptual restoration,
and informational masking, are functional in children with SLI”
(Ziegler et al., 2005, p. 14113). Our data thus support the claim
that an intact masking release despite a deficit in speech-in-noise
constitutes a robust effect in children with SLI.

If developmental SLI reflects a dysfunction in phonemic
categorization as opposed to a purely auditory disorder, we
could expect to observe a speechreading deficit. The results of
Experiments 1 and 2 clearly showed that children with SLI were
less accurate than TLD children in identifying the consonants
belonging to six different visemes. Therefore, when speech-in-
noise deficit is due to central processing dysfunctioning (rather
than to peripherally based auditory problem as in cochlear
implantees, see Huyse et al., 2012), the deficit is amodal, and
children are less accurate in identifying visual articulatory cues
(De Gelder and Vroomen, 1998; Ramirez and Mann, 2005;
Norrix et al., 2007; Leybaert and Colin, 2008; Meronen et al.,
2013).

Not surprisingly, children with SLI were less influenced by the
visual speech cues than TLD children. Clear differences appeared
in how participants effectively used visual cues to recover place of
articulation when /aCa/ syllables were masked by noise. Children
with SLI had lower visual gains both in ST and AM noise (sig-
nificantly in Experiment 2 and quantitatively in Experiment 1).
Again, this result dismisses the idea that the speech perception
deficit of children with SLI has a purely auditory basis. Should

that be the case, the deficit in the auditory processing domain
could be partially circumvented by reliance on visual speech.

The speechreading deficit of SLI children also impacts their
response pattern to McGurk stimuli. As expected, TLD children
gave mainly visual responses in ST noise, and significantly more
auditory and fusions responses in AM noise. In other words,
TLD children exhibited a release from masking of the McGurk
fusions (Huyse et al., 2012). Children with SLI gave significantly
less visual responses than the controls in ST noise (Experiment
1), and less fusions in AM noise (Experiments 1 and 2), confirm-
ing previous data (Norrix et al., 2007; Leybaert and Colin, 2008;
Meronen et al., 2013).

How to explain the pattern of responses of SLI children to
McGurk stimuli ? Do the responses of SLI children result from
their lower speechreading skills, or, alternatively, are they the con-
sequence of an atypical integration process itself? On one hand,
when visual information is clearly available (as in the fricatives of
Experiment 2), children with SLI seem able to integrate auditory
and visual information adequately, even if they showed less influ-
ence of visual speech. This result is compatible with the “deficit
in speechreading skills” hypothesis. On the other hand, it may
be that the visual articulatory gestures are processed more inde-
pendently of the auditory information for children with SLI than
for children with TLD. Green (1998) suggested that young chil-
dren might weight auditory dimensions differently than older
children, and alternative weighting might result in reduced inter-
action with the visual information. Thus, children with SLI may
differ from their peers with TLD in terms of how they weight
the visual dimensions of the articulated speech segments. We are
presently running a new experiment to test more directly these
two hypotheses.

The data obtained by children with SLI contrast with those
obtained by children with cochlear implant assessed with a simi-
lar paradigm (Huyse et al., 2012). In deaf children fitted with a CI,
a peripherally based disorder underlies deficits in auditory speech
processing in noise; this deficit could be partially circumvented
by the introduction of visual articulatory cues. By contrast, a
central, amodal deficit in phonemic categorization prevents chil-
dren with SLI from effectively utilizing these visual articulatory
cues. In future, it would be interesting to investigate whether this
difference helps identify CI children with SLI.

There are several limitations to the present studies. Children
with SLI are a heterogeneous group. It would be interesting to
examine whether their speechreading ability and use of visual
cues to improve audiovisual speech perception is also variable.
Do they differ in linguistic processing of visible articulatory ges-
tures, or do they differ in attentional processes ? Is there a relation
between impairment in visible speech processing and potential
temporal processing deficits in SLI (see Ten Oever et al., 2013, for
a discussion about how AV timing information on articulatory
cues aids in syllable identification)?

In addition, the deficit in speech-in-noise perception, poor
perception of visual speech, difficulties in fusing auditory and
visual stimuli in classic McGurk stimuli could be related to cor-
tical and sub-cortical responses in future studies. According to
Hornickel et al. (2009), abnormal encoding of the place of artic-
ulation feature of stop consonants should appear in the auditory
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brainstem in children with SLI. Such a deficit in the encoding of
formant information would lead to representations less resistant
to noise, and, possibly, to an under-development of the process-
ing of place of articulation in visual speech, and of integration of
auditory and visual speech. In addition, audio-visual integration
also has a corresponding cortical response (Colin et al., 2002),
which could be absent or reduced in children with SLI.

We can only speculate as to whether or not language training
may modify the ability of children with SLI to process the visual
speech cues. A long-term study on how speech and language
remediation training can help children with SLI more effectively
utilize visual articulatory cues in identifying impoverished speech
elements may help address this issue better. It would also be
interesting to investigate whether their reduced ability to com-
bine auditory and visual information is speech specific, or also
occur for other types of integration auditory and visual non-
speech, or audio-tactile information. This issue is at the agenda
for future research. The outcomes of these types of research will
help to better understand the causes of reduced audio-visual
speech integration in children with SLI, and to design more
adapted rehabilitation programs.
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Perceiving speech engages parts of the motor system involved in speech production. The
role of the motor cortex in speech perception has been demonstrated using low-frequency
repetitive transcranial magnetic stimulation (rTMS) to suppress motor excitability in the
lip representation and disrupt discrimination of lip-articulated speech sounds (Möttönen
and Watkins, 2009). Another form of rTMS, continuous theta-burst stimulation (cTBS),
can produce longer-lasting disruptive effects following a brief train of stimulation. We
investigated the effects of cTBS on motor excitability and discrimination of speech and non-
speech sounds. cTBS was applied for 40 s over either the hand or the lip representation of
motor cortex. Motor-evoked potentials recorded from the lip and hand muscles in response
to single pulses of TMS revealed no measurable change in motor excitability due to cTBS.
This failure to replicate previous findings may reflect the unreliability of measurements
of motor excitability related to inter-individual variability. We also measured the effects of
cTBS on a listener’s ability to discriminate: (1) lip-articulated speech sounds from sounds
not articulated by the lips (“ba” vs. “da”); (2) two speech sounds not articulated by the lips
(“ga” vs. “da”); and (3) non-speech sounds produced by the hands (“claps” vs. “clicks”).
Discrimination of lip-articulated speech sounds was impaired between 20 and 35 min after
cTBS over the lip motor representation. Specifically, discrimination of across-category ba–
da sounds presented with an 800-ms inter-stimulus interval was reduced to chance level
performance. This effect was absent for speech sounds that do not require the lips for
articulation and non-speech sounds. Stimulation over the hand motor representation did not
affect discrimination of speech or non-speech sounds.These findings show that stimulation
of the lip motor representation disrupts discrimination of speech sounds in an articulatory
feature-specific way.

Keywords: continuous theta-burst stimulation (cTBS), transcranial magnetic stimulation (TMS), primary motor

cortex, auditory discrimination, sensorimotor, categorical perception

INTRODUCTION
Our ability to categorize acoustic speech signals is integral to
accurate speech perception. Rather than perceiving continuous
variations in speech in a linear fashion, variations along an acous-
tic continuum tend to be perceived categorically. A hallmark of
categorical perception is that listeners are better at discriminating
two sounds from opposite sides of the phonetic category bound-
ary compared to two sounds with an equivalent acoustic distance
that fall on the same side of the category boundary (Liberman
et al., 1957; Repp, 1984). According to Liberman’s motor theory of
speech perception (Liberman et al., 1967; Liberman and Mattingly,
1985) the listener perceives speech by simulating the “intended
articulatory gestures” of the speaker and this affects the ability to
categorize speech sounds.

This proposed link between speech perception and produc-
tion remains a topic of active investigation and debate (e.g., Scott
et al., 2009; Pulvermüller and Fadiga, 2010; Hickok et al., 2011).
A series of studies have shown that listening to speech activates
parts of the premotor and primary motor (M1) cortex in the
brain that are important for speech production (e.g., Fadiga et al.,

2002; Watkins et al., 2003; Wilson et al., 2004; Pulvermüller et al.,
2006; Roy et al., 2008; Murakami et al., 2011). Functional imag-
ing activity is observed in the lip and tongue representations in
M1 during listening to speech sounds produced using the lip and
tongue articulators (e.g., the phonemes /p/ and /t/), respectively
(Pulvermüller et al., 2006). Studies using single pulses of transcra-
nial magnetic stimulation (TMS) over the lip representation of
the left M1 to elicit motor-evoked potentials (MEPs) in the lip
muscles found that listening to speech enhanced motor excitabil-
ity (Watkins et al., 2003; Murakami et al., 2011). Similarly, MEPs
recorded from the tongue in response to single-pulse TMS showed
facilitation specifically when participants listened to words that
included speech sounds produced by the tongue (Fadiga et al.,
2002).

Despite this growing body of evidence, the functional role
of motor representations of articulators in speech perception
remains unclear. Brain imaging and single-pulse TMS studies
that demonstrate increased activity or excitability of motor areas
during speech perception cannot answer key questions about
whether these changes contribute to speech perception or are
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merely correlates of it. It is possible to examine whether these
regions contribute to speech perception by using repetitive TMS
(rTMS) to temporarily disrupt activity in the motor cortex. Inter-
fering with the function of a specific cortical area (i.e., using
TMS to create a “virtual lesion”) allows exploration of causal
relationships between the stimulated brain region and behav-
ioral performance (see Devlin and Watkins, 2007; Möttönen et al.,
2014). Several previous studies using such methods demonstrated
the contribution of the left premotor or primary motor cortex
(M1) to performance in speech perception tasks (e.g., Meister
et al., 2007; D’Ausilio et al., 2009; Sato et al., 2009; Bartoli et al.,
2013). For instance, low-frequency rTMS has been shown to
suppress motor excitability of the lip representation in left M1 tem-
porarily (e.g., Möttönen and Watkins, 2009). This TMS-induced
disruption of the motor lip representation also impaired the abil-
ity of listeners to categorically perceive and discriminate speech
sounds drawn from acoustic continua ranging between lip- and
tongue-articulated phonemes (e.g., “ba” vs. “da” and “pa” vs. “ta”;
Möttönen and Watkins, 2009). The disruption did not impair
the ability to categorically perceive or discriminate sounds from
acoustic continua that are not articulated by the lips (e.g., “ka”
vs. “ga” and “da” vs. “ga”). The effect was also specific to the
site of stimulation, since disruption of the hand representation
within left M1 had no effect on behavioral performance. These
findings suggest that the motor representation of the articulators
in left M1 contributes to discrimination of speech sounds in an
articulator-specific way.

One methodological limitation of low-frequency rTMS, how-
ever, is that the duration of the observed modulatory effect is
roughly equivalent to the length of stimulation (i.e., the effects
last approximately 15 min following 15 min of rTMS). Another
form of rTMS, continuous theta-burst stimulation (cTBS), has
been shown to produce long-lasting (e.g., 60 min) suppression of
motor excitability following only a short train (e.g., 40 s) of stim-
ulation with maximum effects occurring between 20 and 40 min
after cTBS (Huang et al., 2005). During cTBS, low-intensity bursts
of high-frequency (50 Hz) rTMS are repeated at 5 Hz (i.e., the
theta-frequency). Even though adverse effects attributed to theta-
burst stimulation (TBS) are reported to be extremely mild and
infrequent (e.g., Grossheinrich et al., 2009; Oberman et al., 2011),
safety guidelines regarding the use of TBS have yet to be published.
A degree of caution in its application is advised, therefore. Here,
we used cTBS to stimulate the motor representation of the lips in
M1, which allowed us a longer window of time during which we
could test auditory discrimination abilities for a wider range of
stimuli than tested in previous studies.

In the current study, we delivered 40 s of cTBS over the lip
or hand representation of left M1. We assessed changes in corti-
cal excitability within each target region over time by recording
MEPs from the lips and hand before and after cTBS. The main
aim of the experiment was to replicate and extend our previ-
ous findings using low frequency rTMS (Möttönen and Watkins,
2009), by assessing whether cTBS over the lip representation in
M1 also impairs discrimination of speech sounds that require the
lips for articulation. It has been suggested that rTMS-induced
impairments in behavioral performance observed previously in
the context of a same-different paradigm (e.g., Möttönen and

Watkins, 2009) may reflect changes in response bias rather than
perceptual processes important for speech (Hickok, 2010). A
potential disadvantage of the same–different paradigm is that lis-
teners may favor one of the response alternatives, resulting in
a subjective bias towards “same” or “different” responses (Ger-
rits and Schouten, 2004; Macmillan and Creelman, 2005). We
aimed to avoid this potential confound by using a variant of the
ABX-discrimination task, AXB, the prototypical discrimination
test used for assessing categorical perception. In an AXB-type task,
the second stimulus (X) is identical to either the first (A) or the
third (B) stimulus. All stimuli in this study were presented at two
different inter-stimulus intervals (ISIs; 200 and 800 ms). Previ-
ous studies have shown that variations are retained in acoustic
short-term memory if a short ISI (200–300 ms) is used (Pisoni
and Lazarus, 1974; Pisoni and Tash, 1974; Pisoni, 1977; Massaro
and Cohen, 1983). If the ISI exceeds the life span of auditory
memory then an abstract, phonetic label based on pre-established
categories is used to discriminate speech sounds (Massaro and
Cohen, 1983; Gerrits and Schouten, 2004). Manipulating the ISI
between sounds provided an opportunity to assess potential dif-
ferences in discrimination strategy related to auditory memory
versus phonetic-categorization. An impairment in discrimination
resulting from TMS over the lip representation in M1, particularly
at the longer ISI (800 ms), would also be consistent with findings
from previous TMS studies demonstrating a role for the motor
system in phonological segmentation and verbal working mem-
ory processes (Romero et al., 2006; Sato et al., 2009). The current
study also differed further from our previous work in that the
stimuli included recordings of natural speech sounds from which
high-quality place-of-articulation continua were generated using a
channel-vocoder (“Straight”; Kawahara et al., 1999). The continua
ranged from lip- to tongue-articulated phonemes (“ba”–“da”) and
phonemes that do not involve the lips in their articulation (“da”–
“ga”). In addition to speech sounds, we also aimed to determine
whether cTBS-induced disruption of the hand motor represen-
tation affected discrimination of non-speech sounds produced
by the hands. The non-speech stimuli comprised auditory con-
tinua ranging from “clap” sounds (both hands clapped together)
to “click” sounds (generated by striking the thumb on the middle
finger).

The main aim of the current study was to further investigate
the specificity of TMS-induced motor disruptions on auditory
discrimination. We predicted that cTBS over the lip representa-
tion of M1 would impair discrimination of lip-articulated speech
sounds (i.e., “ba” vs. “da”) but not of sounds that did not require
the lips in their production. We also predicted that disruption of
the lip motor representation would not affect discrimination of
the non-speech control sounds produced by the hands. However,
we anticipated a possible double-dissociation whereby cTBS over
the hand motor representation would impair discrimination of
non-speech but not speech sounds.

MATERIALS AND METHODS
PROCEDURE
Continuous TBS was applied over the left primary motor cortex at
the level of either the lip or the hand representation. We assessed
the behavioral effects of cTBS on the ability of participants to
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discriminate speech and non-speech sounds. The sound stimuli
were drawn from three acoustic continua ranging between lip- and
tongue-articulated phonemes (“ba”–“da”), another three continua
created from phonemes that do not involve the lips in their artic-
ulation (“ga”–“da”) and three non-speech continua created from
recordings of sounds made by the hands (“clap”–“click”).

Participants attended two testing sessions on separate days.
During the first session, an identification task was carried out (see
below for details). This allowed us to determine subject-specific
logistic curves and category boundaries for the test continua
prior to the second session. During the first session participants
were also familiarized with the TMS equipment and set-up. This
ensured that MEPs could be measured in both the contracted lip
and hand muscles using single-pulse TMS. In the second session,
participants performed an AXB-type discrimination task on the
sound stimuli before and after receiving cTBS to either the hand or
the lip representation. MEPs from the target muscle (lip or hand)
were elicited using single pulse TMS to assess the effect of TBS on
motor excitability (Figure 1).

PARTICIPANTS
Twenty-seven right-handed native English speakers participated
in this experiment. One participant withdrew due to discomfort
during testing. Two participants did not complete the second ses-
sion because they did not show categorical perception of either
the speech or the non-speech sound continua in the first session.
Data obtained from a fourth participant were excluded because
the MEPs recorded during the second session were unreliable
indicating a problem with the coil placement. Data from the
remaining twenty-three participants were analyzed; hand stim-
ulation group (n = 11, 18–45 years, 5 female), lip stimulation
group (n = 12, 18–45 years, 5 female). All participants were
medication-free with no personal or family history of seizures
or other neurological disorders. All had normal or corrected-
to-normal vision and reported no hearing problems. Informed
consent was obtained from each participant before the experi-
ment. All experiments were performed under permission from
Oxfordshire NHS Research Ethics Committee B (REC Reference
Number 10/H0605/7).

FIGURE 1 | Experimental procedure: cTBS applied for 40 s. 12 MEPs
recorded from the target (lip or hand) and non-target (lip or hand) muscle (24
in total) before cTBS (T0) and 5 (T1), 10 (T2), 20 (T3), 25 (T4), 35 (T5), and 45

(T6) min after cTBS. The pre-cTBS discrimination task was completed before
TMS set-up began. The post-cTBS discrimination task began 8 min after
theta-burst stimulation. aMT = active motor threshold.
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BEHAVIORAL TASKS
Behavioral tasks were controlled and presented using Presentation
software (Neurobehavioural systems) with all stimuli delivered
through insert earphones (Etymotic Research). The earphones
also served to protect the participant’s hearing during TMS.
Participants were familiarized with all tasks and stimuli before
testing.

Stimuli
Time-aligned averaging of periodic, aperiodic and F0 repre-
sentations in the “Straight” channel-vocoder (Kawahara et al.,
1999) was used to generate 10-step audio-morphed con-
tinua between pairs of naturally recorded speech (/ba/–/da/
and /ga/–/da/ speech syllables) and non-speech (/clap/–/click/)
sounds (eight 10-step speech continua and four 10-step non-
speech continua). To ensure that equivalent positions in
the pairs of sounds were averaged, dynamic-time warp-
ing (www.ee.columbia.edu/∼dpwe/resources/matlab/) was used
implemented in Matlab (The Mathworks, Natick, MA, USA). This
ensured that anchor points placed at evenly spaced positions in
sound token 1 (at 50-ms intervals) could then be mapped onto a
maximally similar corresponding position in sound token 2. This
provides an automated means of creating high-quality, natural-
sounding continua and allows us to use the proportion of sound
token 1 compared to sound token 2 as a dependent measure when
combining responses to different continua. For instance, for each
pair, we generated 10 intermediate tokens as 10% acoustic steps
from 5% (highly similar to sound 1, e.g., “ba” or “ga” or a “clap”
sound) through to 95% (highly similar to sound 2, e.g., “da” or a
“click” sound). A 45 or 55% sound token is likely to be heard as
perceptually ambiguous, and may, for example, be interpreted as
“ba” or “da” depending on the listener and the context.

Pilot experiment
The final stimuli were three “ba”–“da” continua produced by two
male speakers and one female speaker, three “ga”–“da” continua
spoken by one male speaker and two female speakers and three
non-speech “clap”–“click” continua. These continua were chosen
based on identification responses and category boundary values
obtained from a pilot identification task. Sixteen native-English
speaking participants (none of whom subsequently participated
in the experiment described here) heard each of the 120 gener-
ated sound tokens (10 tokens for each of the 12 sound continua;
eight 10-step speech continua and four 10-step non-speech con-
tinua) five times (600 tokens altogether split evenly across four
blocks). They were then provided with a visual prompt 500 ms
after stimulus offset highlighting two possible alternatives (e.g.,
“ba” or “da”) and responded with a key-press to indicate which
of the two-alternatives they heard. A third-response alternative
was also offered if participants believed they heard something
other than the two-alternatives presented on the screen. Propor-
tions of responses for each token were averaged over participants
and transformed such that a logistic function could be fitted to
the data for each pair and the position of the category bound-
ary (i.e., the estimated morphing percentage for which equal
numbers of sound token 1 and 2 responses might be expected)
could be computed. Selecting the stimulus continua in this way

ensured that (1) the category boundary was close to 50% for
both speech and non-speech sounds and (2) that there was no
significant difference in boundary position across the different
stimulus continua [F(2,30) = 1.41, p > 0.1]. Analysis of occa-
sions when listeners reported hearing something other than the
two-alternatives presented on the screen revealed an average of
2.75% “other” responses (range 0.88–5.13%) for the nine chosen
stimulus continua, (F < 1).

Identification task
In the identification task (first session), participants were pre-
sented with 12 repetitions of the 10 sound tokens from each of
the nine continua (1080 trials in total split across four blocks)
in a pseudo-randomized sequence. Participants saw a prompt
500 ms after stimulus offset indicating two possible alternatives
(“ba”–“da”, “ga”–“da” or “clap”–“click”; left or right side stim-
ulus presentation counterbalanced across trials) and responded
with a key-press to indicate which of the two-alternatives they
heard. Order of presentation of trials from each stimulus pair was
pseudo-randomized across each of the blocks using MIX software
(van Casteren and Davis, 2006). This ensured that no more than
three exemplars from one stimulus pair (i.e., “clap”–“click”, “ba”–
“da” or “ga”–“da”), no more than two exemplars from the same
speaker and no more than two exemplars from the same point
along the continuum were heard in succession. Interrogation of
the subject-specific responses obtained during the identification
task ensured that the category boundary position was between 35
and 65% for all participants and for all speech and non-speech
continua.

Analysis of identification data
Logistic regression was used to fit curves to each participant’s iden-
tification data and obtain slopes (gradient) and the position of
the category boundary for each acoustic continuum (i.e., “ba”–
“da”, “ga”–“da” and “clap”–“click”). These were computed using
the formula:

y = eβ0+β1

1 + eβ0+β1

where e is the exponent function and β0 + β1 refers to the regres-
sion line, with β0 representing the constant and β1 representing
the gradient/regression coefficient. The higher the value of β1 the
steeper the logistic curve (i.e., category boundary). By calculating
the parameters of β0 (constant) and β1 (gradient) for this fitted
function it is also possible to compute the position of the cat-
egory boundary along the blended stimulus continuum, which
corresponds to 50% accuracy on the y-axis.

Discrimination task
In the discrimination task (second session), participants heard
triplets of sounds one of which differed from the other two by
three steps (i.e., 30%) along the acoustic continuum from which
the sounds were drawn. The 30% change along the continuum
could be either within-category (5% vs. 35% or 65% vs. 95%) or
across-category (35% vs. 65%). Participants were required to indi-
cate as accurately as possible with a left-hand button press whether
the first (A) or the last sound (B) was different to the middle sound
(X) in a triplet. An equal number of AAB and ABB type trials were
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presented with the stimulus pairs presented in both a forward (e.g.,
“ba”–“ba”–“da”, “ba”–“da”–“da”) and backward (e.g., “da”–“da”–
“ba”, “da”–“ba”–“ba”) direction. This ensured that the position of
the “different” sound in the triplet was not predictable. Thus there
were three triplets (two within category and one across category)
for each of the nine generated continua (three continua per con-
trast; three contrasts) that were presented as AAB or ABB, forwards
and backwards (3 × 9 × 2 × 2 = 108 triplets). Each triplet was
repeated three times with an inter-stimulus interval (ISI) between
sounds in each triplet that was either 200 or 800 ms (six times in
total; 648 stimuli; see Figure 2).

The AXB-type discrimination task was performed before and
after cTBS. Before cTBS, the task was split into three blocks
between which participants rested. Participants also received a 15-
min break after completion of the discrimination task and prior to
receiving cTBS. The post-rTMS discrimination task began 8-min
after cTBS. At fixed time-points after cTBS, visual cues appeared
on screen alerting the participant to “STOP. Take a break.” And
the experimenter was cued to “Apply TMS now.” Single pulses
of TMS were applied during the breaks over both the hand and
the lip representation to elicit MEPs in the target and non-target
muscles. All participants completed the discrimination task prior
to the 45-min time-point at which the final set of 24 MEPs was
recorded or by 50 min (shortly after the final set of 24 MEPs).

ELECTROMYOGRAPHY (EMG)
Electromyography (EMG) activity was recorded from the lip and
hand muscle site via surface electrodes (22 mm × 30 mm Kendall®

ABRO neonatal electrocardiogram electrodes). The electrodes
were attached to the right corners of the upper and lower lip (orbic-
ularis oris) and to the first dorsal interosseous (FDI) muscle and
index finger of the right hand. The ground electrode was attached
to the right temple in all cases. EMG signals were amplified, band-
pass filtered (0.1–1000 Hz) and sampled (5000 Hz) via a CED
1902 four-channel amplifier, a CED 1401 analog-to-digital con-
verter and a PC running Spike2 software (version 7; Cambridge
Electronic Design).

All participants completed an initial “training period” during
which they were required to produce a constant level of contraction
of the lip or hand muscles via visual feedback indicating the level
of online EMG activity displayed as power spectra. This training
period continued for approximately 5 min or until a satisfactory
level of 20–30% maximum voluntary contraction was reached as
determined by two experimenters. Participants produced this level
of contraction whilst single pulses of TMS were applied over the
cortex to determine the active motor threshold (aMT) at the hand
or lip representation “hot spot” (Möttönen et al., 2014).

TMS
Magnetic stimulation was given over the hand or lip area of motor
cortex and delivered using a hand-held 70 mm figure-eight coil
(Magstim Co., Whitland, Camarthenshire, UK). Monophasic sin-
gle pulses were generated by a Magstim 200 stimulator and used
to elicit MEPs. Biphasic pulses were generated by a Magstim
Super Rapid2 and used to define the aMT and deliver cTBS.
The coil was placed tangentially to the scalp with the induced

FIGURE 2 | Experimental design for the discrimination (AXB) task used pre and post stimulation. The across- and within-category sound triplets were
heard at two ISIs (200 and 800 ms). Responses were made via a button-press response with the left hand. After 3 s without response the next trial began.
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current flowing posterior–anterior under the junction of the two
wings of the coil. The position and angle of the coil over the lat-
eral surface was adjusted until a reliable MEP was observed in
the targeted contralateral muscle (Möttönen et al., 2014). TMS
was applied according to current safety guidelines (Wassermann,
1998; Rossi et al., 2009) with all participants required to com-
plete a TMS safety screening form based on recommendations
from Rossi et al. (2009). As there are no safety guidelines for the
use of cTBS currently, the protocol of Huang et al. (2005) was
followed.

Continuous theta-burst stimulation (cTBS)
Theta-burst TMS was applied continuously for 40 s over either
the lip or hand representation of M1 cortex. The train of stim-
ulation comprised 600 pulses, in high-frequency (50 Hz) triplets
repeated at 5 Hz. The aMT for each participant was determined
using the Magstim Super Rapid2 stimulator as the intensity at
which single TMS pulses elicited more than 5 out of 10 MEPs
with amplitude of at least 200 μV when the muscle was con-
tracted at 20–30% of the maximum. The aMT was determined
whilst participants maintained voluntary contraction of the hand
or lip muscle at 20–30% of the maximum for 5 min. This was
based on previous findings revealing that continuous contrac-
tion of the target muscle for 5 min influences the after-effects
of cTBS (e.g., Gentner et al., 2008; Iezzi et al., 2008). Using the
MagStim Super Rapid2, the average aMT (percentage of max-
imum stimulator output, ± SEM) for the lip area was 65.17%
(±2.41%) and for the hand area was 51.55% (±2.15%). cTBS was
delivered at an intensity of 80% aMT while participants relaxed
their lip and hand muscles. This ensured that intensities used
were sub-threshold and, therefore, not strong enough to elicit
MEPs at rest. This was confirmed by administering 10 single-
pulses of TMS at 80% aMT while the lip and hand muscles were
relaxed. No MEPS were observed in participants at the inten-
sity of stimulation used to apply cTBS. The maximum possible
theta-burst intensity of 50% maximum stimulator output was
applied if the intensity at 80% aMT was greater than 50%. The
mean intensity used during cTBS over the lip area of M1 was
49.08% (±0.47%). The mean intensity used during cTBS over
the hand area was 41.18% (±1.7%). Following cTBS, participants
were told not to contract their lip or hand muscles until after the
experiment had finished as activation during or following cTBS
has previously been shown to alter the after-effects (Huang et al.,
2008).

Single pulse TMS
To assess the suppressive effects of cTBS on cortical excitability,
single-pulse TMS was used to elicit MEPs from the target (lip or
hand) and non-target (lip or hand) muscle before cTBS and 5, 10,
20, 25, 35, and 45 min later for comparison with MEPs collected
pre-cTBS. Twenty-four MEPs were acquired prior to cTBS and at
each time point post-cTBS (12 MEPs per muscle) with an inter-
pulse interval ranging from 5 to 6.5 s (M = 5.75, SD = 0.65).
MEPs were acquired from the lip muscle first followed by the
hand muscle in all cases. The intensity used to administer the
single pulses of TMS in each participant was determined using
a MagStim200 prior to the aMT described above. The intensity

was defined as that which produced MEPs with average peak-to-
peak amplitude of 0.3 mV or 1 mV on 10 consecutive trials for
the lip and hand muscles, respectively (Möttönen and Watkins,
2009; Murakami et al., 2011; Möttönen et al., 2014). All MEPs
before and after cTBS were recorded from the relaxed muscles.
The average intensity (±SEM) used to elicit MEPs in the lip mus-
cle was 64% (±1.59%) and 53% (±3.86%) in the hand muscle.
We note that the stimulator outputs differ between the Magstim
200 that generates monophasic pulses and the Super Rapid2 that
generates biphasic pulses. Therefore, the percentage (%) of stim-
ulator output used to elicit MEPs in a relaxed muscle and for the
aMT in a contracted muscle on each of these stimulators is not
comparable.

STATISTICAL ANALYSIS
For the behavioral data from the discrimination task, anticipa-
tion responses that were shorter than 200 ms were removed from
the data (0.35% of total responses). If the participant did not
respond within three seconds, then the next trial began (1.3% of
responses were missed). Percent correct AXB responses for the
across- and within-category stimuli were calculated for each con-
trast and each ISI separately. The scores post-cTBS were averaged
across three time-bins; an early time bin (8–20 min post cTBS),
a middle time-bin (20–35 min post cTBS) and a late time bin
[35 min post cTBS–completion of the experiment (between 45
and 50 min)]. Missing data were replaced with the group mean
for that contrast and ISI to allow the full ANOVA to be car-
ried out (missing data occurred only at the late post-cTBS time
point; 5/144 responses for the lip group and 12/132 responses
for the hand group). For the two groups of participants who
received lip (n = 12) and hand (n = 11) stimulation, two sep-
arate repeated-measures ANOVAs were carried out for the across-
and within-category data. Within-subject effects of time (four
levels: pre-cTBS, early, middle and late post-cTBS), ISI (200
vs. 800 ms), and stimulus type (three types: lip- and tongue-
articulated and non-speech continua) were evaluated. Post hoc
pairwise comparisons were used to compare time-points for the
separate continua and ISI and were corrected using Bonferroni
correction.

For the MEP data, MEPs with peak-to-peak amplitude greater
than two SDs from the mean at each separate time point were
removed as outliers (2.8% of responses). The remaining MEPs
were averaged for the pre-cTBS time point, and the early post-
cTBS (5 and 10 min), middle post-cTBS (20 and 25 min) and
late post-cTBS (35 and 45 min) time points. A repeated-measures
ANOVA with time (four levels: pre-cTBS, early, middle and late
post-cTBS) as a within-subject factor was used to evaluate the
effects of cTBS on motor cortex excitability for the lip and the
hand data separately.

RESULTS
CATEGORICAL PERCEPTION OF SPEECH AND NON-SPEECH SOUNDS
Categorical perception of audio-morphed speech and non-speech
continua averaged across all participants tested in session 1
(n = 23) is shown in Figure 3. The category boundary position
for all stimulus continua in all participants was between the 35%
and 65% along the acoustic continuum. Analysis of the slopes (β1)
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FIGURE 3 | Performance in the identification task (first session) across all

participants. A logistic curve was fit to the raw data points across
participants. The circles depict the points along the continuum defined as

within- or across-category. Lines on the x - axis mark the position of the
category boundary for each stimulus pair. Error bars represent the SE of the
mean.

across stimulus continua revealed no significant difference in the
steepness of the logistic curves (F < 1; “ba”–“da” = 0.90 ± 0.02;
“ga”–“da” = 0.90 ± 0.02; “clap”–“click” = 0.92 ± 0.02). There
was no significant difference in boundary position across stimulus
pair (F < 1), (“ba”–“da”: mean = 43.12 ± 1.18% da; “ga”–“da”:
mean = 44.39 ± 1.07% da; “clap”–“click”: mean = 42.33 ± 1.01%
click).

The data from the discrimination task that was performed
before cTBS was combined for both groups of participants
(n = 23) and analyzed using ANOVA with within-subjects fac-
tors of contrast (three types: ba–da, ga–da, and click–clap),
stimulus type (across vs. within category) and ISI (200 vs.
800 ms); the between-subject factor of group was included but
was not expected to be a main effect or interact significantly
with any of the other factors. As expected for stimuli that are
perceived categorically, accuracy on discrimination of across-
category stimuli was significantly better than for within-category
stimuli that had an equivalent acoustic difference (i.e., 30%)
between them [F(1,22) = 83.30, p < 0.0005]. This main effect
of stimulus type interacted significantly with the contrast, how-
ever [F(2,42) = 4.83, p = 0.013]; the main effect of contrast
was significant also [F(2,42) = 17.27, p < 0.0005] due to signif-
icantly lower performance on the ga–da contrast compared with
the other two contrasts (ba–da, p = 0.002, clap–click, p < 0.0005,
corrected). The interaction between stimulus type and contrast
was explored with separate ANOVAs for within and across cat-
egory stimuli. This revealed a significant difference among the
three contrasts for the scores on the within-category stimuli

[F(2,42) = 21.24, p < 0.0005] but no difference among the scores
for the across-category stimuli. The within-category stimuli were
discriminated significantly more accurately for the non-speech
clap–click contrast relative to the other two contrasts (ba–da:
mean difference = 6.96 ± 2.00%, p = 0.007; ga–da: mean differ-
ence = 11.95 ± 1.85%, p < 0.0005); the within-category stimuli
were also discriminated more accurately for the ba–da contrast
relative to the ga–da contrast (mean difference = 5.00 ± 1.66%,
p = 0.020; corrected; see Figure 4). The non-speech contrast
was also the only one to show a significant difference in accu-
racy according to ISI [F(1,22) = 5.58, p = 0.027]; performance on
the longer ISI was better than for the shorter ISI. The interaction
between ISI and stimulus type was not significant, however.

In sum, all three types of contrast (ba–da, ga–da, and clap–
click) were perceived categorically before cTBS was applied to
either the hand or the lip representation in M1. Although there
were no significant differences among the slopes of the iden-
tification functions for the three different contrasts, the better
performance on the within-category discrimination of the clap–
click contrast relative to the other two contrasts suggests that
the non-speech contrast was perceived less categorically than the
speech contrasts (see Figure 4).

THE EFFECT OF cTBS ON DISCRIMINATION OF SPEECH AND
NON-SPEECH SOUNDS
Discrimination of across-category stimuli
Change in discrimination accuracy due to cTBS for across-
category stimuli was evaluated using ANOVA with within-subject
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FIGURE 4 | Pre-stimulation discrimination accuracy for across and

within-category stimuli. Bars represent the group mean (n = 23); error bars
represent the SE of the mean. The three contrasts each showed the typical

pattern associated with categorical perception wherein across category pairs
are discriminated more robustly than within-category pairs. This pattern is
weakest for the non-speech contrast but was still significant.

factors of contrast (three types: ba–da, ga–da, clap–click), time
(four time-points: pre-cTBS, early, middle, and late post-cTBS),
and ISI (200 vs. 800 ms). For the group of participants that
received cTBS over the lip representation (n = 12), there was a
close to significant three-way interaction following a Greenhouse–
Geisser correction to the degrees of freedom because of non-
sphericity of data (Mauchly’s test of sphericity, p = 0.036;
F(3.46,38.03) = 2.258, p = 0.089). The two-way interaction
between contrast and time was significant [F(6,66) = 2.355,
p = 0.040] as was the main effect of time [F(3,33) = 6.144,
p = 0.002]. Separate ANOVAs for the three different contrasts
revealed that the two-way interaction between contrast and time
was due to a significant effect of time for the “ba”–“da” speech
contrast [F(3,33) = 9.291, p < 0.0005] and not for the other two
contrasts (ga–da and clap–click). Post hoc pairwise comparisons
revealed the main effect of time in the “ba”–“da” contrast was
due to a significant reduction in performance at the middle post-
cTBS time point relative to all others (mean difference ± SEM for
middle post-cTBS compared with: pre-cTBS = 15.54 ± 2.83%,
p = 0.001; early post-cTBS = 18.29 ± 3.98%, p = 0.005; late
post-cTBS = 15.34 ± 4.07%, p = 0.019; p-values corrected).
This effect was greater for triplets presented with ISI of 800 ms
than for those with ISI of 200 ms at the middle time point
[t(11) = 3.18, p = 0.009; Figure 5A]. Note, however, that
the time by ISI interaction for the “ba”–“da” contrast did not
quite meet the p < 0.05 cutoff for significance [F(3,33) = 2.748,
p = 0.058]. One-sample t-tests were also used to test if discrimi-
nation of “ba”–“da” stimuli was above chance (50%) at the middle
time point. Only the discrimination of “ba”–“da” stimuli pre-
sented with a short ISI (200 ms) was significantly above chance
[t(11) = 5.90, p < 0.0005]; discrimination of triplets presented
with a longer ISI (800 ms) did not differ from chance performance
(p = 0.140).

For the group of participants that received cTBS over the
hand representation (n = 11), there were no significant main
effects or interactions (Figure 5B); there was a close-to-
significant interaction between contrast and ISI [F(2,20) = 3.40,
p = 0.054], which appears to be due to better performance
at the longer ISI for the non-speech (“clap”–“click”) contrast
across all time-points (see also results above for the pre-TBS data
analysis).

Discrimination of within-category stimuli
Change in discrimination accuracy due to cTBS for within-
category stimuli was evaluated using ANOVA as described above
with within-subject factors of contrast (three types: ba–da, ga–
da, clap–click), time (four time-points: pre-cTBS, early, mid-
dle, and late post-cTBS), and ISI (200 vs. 800 ms). For the
group of participants that received cTBS over the lip represen-
tation (n = 12), there was a significant interaction between
contrast and time [F(6,66) = 2.37, p = 0.039] and a signif-
icant main effect of contrast [F(2,22) = 10.50, p = 0.001].
The main effect of contrast was due to lower performance on
the within-category discrimination for the “ga”–“da” contrast
compared to the non-speech “clap”–“click” contrast (mean dif-
ference = 6.97 ± 1.37%, p = 0.001), which suggests a more typical
categorical perception performance for the speech compared to
the non-speech stimuli (see results above for the pre-TBS data
analysis). Separate ANOVAs for each of the three different con-
trasts showed a significant main effect of time [F(3,33) = 6.83,
p = 0.001] for the “ga”–“da” contrast but not for the other
speech (“ba”–“da”) nor the non-speech (“clap”–“click”) contrasts.
The discrimination of within-category stimuli was significantly
better at the late post-cTBS time point compared to the pre-
cTBS time point (mean difference = 9.29 ± 1.99%, p = 0.004,
corrected) and the early post-cTBS time point (mean differ-
ence = 7.97 ± 2.38%, p = 0.039, corrected), indicating improved
performance over the course of the experiment in discriminat-
ing within-category stimuli for the “ga”–“da” speech contrast (see
Figure 6A). For the group of participants that received cTBS
over the hand representation (n = 11), there was a significant
main effect of contrast [F(2,20) = 12.22, p < 0.0005]; none of
the other main effects or interactions were significant, though
the main effect of ISI was close [F(1,10) = 4.01, p = 0.073;
Figure 6B].

Summary of discrimination results
In sum, cTBS over the lip but not the hand representation in M1
significantly reduced the ability of participants to discriminate
speech sounds that are lip articulated from those that are tongue
articulated but not their ability to discriminate speech sounds
from different phonetic categories that are both tongue articu-
lated nor non-speech sounds made by the hands. The reduction
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FIGURE 5 | Effects of cTBS on discrimination of across-category pairs.

Mean percent correct scores for the participants in the (A) Lip stimulation
group (n = 12) and (B) Hand stimulation group (n = 11). Data are plotted
separately for each contrast. The graphs show the data for each time point in

the experiment with the two ISI plotted as separate lines. Error bars
represent the SE of the mean. The only significant reduction in performance
was seen for the data obtained between 20 and 35 min post-cTBS to the lip
representation for the lip-articulated “ba”–“da” contrast.

FIGURE 6 | Effects of cTBS on discrimination of within-category pairs.

Mean percent correct scores for the participants in the (A) Lip stimulation
group (n = 12) and (B) Hand stimulation group (n = 11). A significant
improvement in discrimination accuracy for the “ga”–“da” contrast in the

group who received cTBS to the lip representation can be seen in the middle
graph of the top row. In the hand stimulation group, the performance on the
“ga”–“da” contrast was significantly lower than that for the non-speech
contrast.
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in discrimination ability was observed only at a time point occur-
ring 20 min after the stimulation and was not seen in the data
obtained earlier at 5 and 10 min post stimulation or later at 35
and 45 min post stimulation. Discrimination of the lip-articulated
speech sounds dropped to chance level at this middle time-point
when they were presented with an ISI of 800 ms, whereas dis-
crimination performance for stimuli presented with an ISI of
200 ms was slightly reduced but remained significantly above
chance.

THE EFFECT OF cTBS ON MOTOR EXCITABILITY
For the data obtained from the lip target muscle, there was no sig-
nificant effect of cTBS on MEP size [F(3,33) = 1.34, p = 0.277].
Similarly, cTBS over the hand representation, had no signifi-
cant effect on MEP size recorded from the hand target muscle
[F(3,30) = 2.11, p = 0.120; Figure 7]. Analysis of MEPs recorded
from the non-target muscle also revealed no significant change in
motor excitability, F < 1. In sum, for the group data, 40-s cTBS
over either the lip or hand representation in M1 did not signifi-
cantly change motor excitability in either area as indexed by the size
of MEPs elicited by single pulse TMS. Nevertheless, we wished to
explore whether the reduction in discrimination ability seen at the
time point occurring 20 min after the stimulation was related to
the efficacy of cTBS to reduce MEP size in some of the participants.
Five participants showed a decrease in MEP size at the middle time
point relative to the pre-cTBS MEP size (3.5–16% reduction) and
seven participants did not. Performance of these two subgroups on
the discrimination of the “ba”–“da” speech contrast at the two ISIs
was compared using independent t-tests. There were no signifi-
cant differences. However, the subgroup showing decreased motor
excitability had a lower mean performance (49.8%; i.e., chance)
on discrimination of the stimuli at the longer ISI compared to the
subgroup that did not show a reduction in MEP size (63.2%).

FIGURE 7 | Effect of cTBS on motor excitability. Group mean MEP sizes
at each time point (pre-cTBS, early, middle and late post-cTBS) are shown
for the target muscle in response to single-pulse TMS over either the Lip
(dashed line) or the Hand (solid line) representation in M1. Error bars
represent SEs of the mean. There was no significant change in excitability
due to cTBS in either the Lip (n = 12) or the Hand (n = 11) group. The
difference in amplitudes for the MEPs elicited in the Lip compared to the
Hand muscle was expected as this was used in determining the thresholds
separately for each muscle (see Section “Materials and Methods” for
details).

DISCUSSION
To our knowledge, this is the first study to assess the effects of cTBS
on discrimination of naturally recorded speech and non-speech
sounds. By applying 40 s of cTBS over the lip representation in
the motor cortex, we temporarily impaired the ability of listen-
ers to discriminate syllables from different phonetic categories on
a continuum that varied in place of articulation from the lips
to the tongue (“ba” to “da”); the ability to discriminate sylla-
bles from within a phonetic category was unaffected by cTBS.
The impairment observed was maximal between 20 and 35 min
after the stimulation for the across-category “ba”–“da” stimuli
presented with a longer ISI (800 ms) and, in fact, discrimi-
nation performance at this time was reduced to chance levels.
Discrimination of the same stimuli presented with a short ISI
(200 ms) at the same time-point was slightly less affected by the
cTBS and remained above chance. The finding that the impair-
ment occurred during a 15-min time period starting 20 min after
cTBS was applied is consistent with the time period at which
the maximum inhibitory effects of cTBS on motor excitabil-
ity have been previously reported (Huang et al., 2005). Data
obtained earlier (i.e., in the first 20 min following stimulation)
and later (i.e., more than 35 min after the stimulation) did not
show any changes in discrimination ability relative to the pre-
stimulation baseline data. This impairment in discrimination of
speech sounds was not seen when the hand representation of
the motor cortex was stimulated. These results support previ-
ous studies that have shown a mediating role of the motor system
in speech perception with performance in speech tasks signifi-
cantly affected following TMS over the motor regions (e.g., Meister
et al., 2007; D’Ausilio et al., 2009; Sato et al., 2009; Bartoli et al.,
2013). These findings also replicate our previous results using
low frequency (0.6 Hz) repetitive TMS for 15 min to temporarily
disrupt function in the lip representation of primary motor cor-
tex, impairing categorical perception and discrimination of speech
syllables that involved the lips in their production (Möttönen
and Watkins, 2009). There were a number of important differ-
ences between the two studies, however, and these are discussed
below.

Firstly, 40-s of cTBS was used in the current study because
we anticipated that this would induce a longer-lasting disruptive
effect than that induced by 15 min of low frequency repetitive
TMS, which we used previously. We found that the short train
of high-frequency stimulation was well tolerated by participants
and the behavioral disruption lasted for about 15 min occurring
20 min after the train had ended. The timing and duration of the
behavioral effect requires replication but the technique in general
offers some useful potential applications in future studies on the
neural basis of speech processing. For example, TBS has been
used successfully in combination with paired pulse TMS to study
connectivity during speech processing (Murakami et al., 2012). It
might also be combined usefully with neuroimaging techniques
to further investigate auditory-motor processing of speech sounds
(see Möttönen et al., 2013, 2014).

Another important difference from our previous study is that
in the current study we used natural speech sounds recorded from
three different speakers and audio-morphed into continua using
the“Straight”channel-vocoder (Kawahara et al., 1999). Previously,
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we used computer-generated artificial speech syllables and created
a single continuum for each contrast by changing the slope of the
formant transitions. Also, in the current experiment we included
a novel non-speech contrast, creating three continua based on
sounds made by the hands (“clapping”) and fingers (“clicking”),
which were also perceived categorically. Including these stimuli
allowed us to test for a possible double dissociation, whereby stim-
ulation over the hand area might disrupt categorical perception of
sounds made with the hands and not speech sounds whilst stim-
ulation over the lip area might disrupt categorical perception of
sounds made with the lips and not those made with the hands.
Unfortunately, our findings are consistent with a single dissocia-
tion only, namely that the lip stimulation affected perception of
speech sounds that were lip articulated and had no effect on the
perception of sounds made by the hands; the hand stimulation did
not impair discrimination of any auditory stimuli.

In the current study, the behavioral testing implemented used
an AXB-type discrimination design with all stimulus sounds pre-
sented in a random order mixing the contrasts and continua tested.
These included two different speech continua each from three
speakers and three non-speech continua. Using the AXB discrim-
ination task addresses criticism of our previous findings using
low frequency rTMS and a same-different paradigm (Möttönen
and Watkins, 2009) relating to the possibility that response bias
changed rather than speech perception (Hickok, 2010). The previ-
ous study did not include identical pairs in the same–different
task, which meant we could not evaluate changes in response
bias using signal detection theory. The impaired discrimination of
speech sounds reported in the current study cannot be explained
by a change in response bias lending further support to our orig-
inal claim that stimulation of the motor cortex impairs speech
perception.

A final difference between the two studies was that we tested
two different ISIs in the current experiment (200 vs. 800 ms),
whereas we used 500 ms between stimulus pairs in our previ-
ous same-different task. Discrimination accuracy of lip- (“ba”)
versus tongue-articulated (“da”) speech syllables was reduced
to chance level 20 min after the cTBS over the lip representa-
tion only when the sound stimuli were presented at the longer
ISI of 800 ms. Note, however, that the three-way interaction
between contrast, time, and ISI was not quite significant and
that discrimination of the same stimuli presented at this time-
point with 200 ms ISI was slightly affected by cTBS also. This
is a novel finding and is consistent with evidence suggesting
that once auditory memory has faded listeners must rely on
pre-established phonetic representations to distinguish between
speech sounds (Pisoni, 1973; Massaro and Cohen, 1983; Ger-
rits and Schouten, 2004). We propose this difference reflects
phonetic vs. acoustic perception; at the shorter ISI, partici-
pants are more reliant on auditory “echoic” memory whilst at
the longer ISI the auditory information is lost and participants
are reliant on pre-established phonetic categories. It is this abil-
ity that is impaired when discriminating between lip- (“ba”)
versus tongue-articulated (“da”) speech sounds following cTBS
over the lip motor representation. This is consistent with stud-
ies assessing the role of verbal working memory and articulatory
rehearsal in phonological discrimination (Boatman, 2004; Gough

et al., 2005; Romero et al., 2006; Sato et al., 2009). Compared to
sham stimulation, rTMS applied over left ventral premotor cortex
significantly disrupted the ability to perform phoneme discrimi-
nation (Romero et al., 2006) and phonemic segmentation (Sato
et al., 2009). One interpretation is that rTMS temporarily dis-
rupts the recruitment of articulatory-based motor representations
during phonological processing that are dependent on phone-
mic segmentation cues and a phonological short-term working
memory store (Baddeley, 1990; Zatorre et al., 1992; Burton et al.,
2000).

We report no effect of cTBS over the lip motor representation
on discrimination accuracy for sounds that do not require the
lips for articulation (“da” vs. “ga”) and for non-speech sounds
(“clap” vs. “click”). This shows that the impairment was spe-
cific to the articulatory features of the speech sounds. cTBS over
the hand motor representation also had no effect on discrimi-
nation accuracy of speech or non-speech sounds showing that
the temporary inhibition was specific to the lip rather than the
hand motor representation. These results support previous stud-
ies investigating the contribution of articulatory motor cortex
to perceptual speech processing and are consistent with claims
that the lip motor representation contributes to speech perception
in an articulator-specific manner (e.g., Möttönen and Watkins,
2009).

We also investigated the effects of applying 40 s of cTBS over
the lip and hand representation of M1 on motor excitability,
with 40 s of continuous stimulation shown to be more robust
in inducing an inhibitory effect than protocols using 20 s of cTBS
(e.g., Gentner et al., 2008). We found no significant inhibitory
or facilitatory effect of cTBS over the lip or hand motor repre-
sentation on MEPs recorded from the lip or hand target muscle.
Thus, we did not replicate findings from previous studies reveal-
ing an inhibitory effect of 40 s of cTBS on motor excitability
(e.g., Huang et al., 2005, 2008; Gentner et al., 2008). One possi-
ble account for why no effect of cTBS on the size of MEPs was
observed in our study is that we recorded MEPs alongside the
discrimination responses. Whilst all behavioral responses were
made with the left hand, ipsilateral to the site of stimulation to
avoid motor excitability changes due to hand movements, inter-
hemispheric inhibition from the right motor cortex cannot be
ruled out as affecting the left motor cortex excitability in an
unexpected way. Increased attentional demands present during
discrimination of the speech and non-speech sounds may also
have contributed to the absence of an effect of cTBS on motor
excitability.

A more likely explanation of our failure to replicate previous
findings of reduced motor excitability following cTBS relates to
recent reports of highly variable responses to cTBS across pro-
tocols and across participants. For example, applying cTBS for
20 s over left M1 facilitated rather than suppressed the ampli-
tude of MEPs recorded from the contralateral hand (Gentner et al.,
2008). Suppressed motor excitability occurred only when volun-
tary muscle contraction was performed before cTBS. By doubling
the duration of stimulation (applying cTBS for 80 s instead of
40 s). Gamboa et al. (2010) found a reversed facilitatory rather than
inhibitory effect showing that the latter is not increased by sim-
ply prolonging the period of stimulation. Recently, Hamada et al.
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(2013) also failed to replicate the suppression of motor excitabil-
ity in a large group of healthy volunteers. They reported high
inter-individual variability, which has been attributed to potential
differences among individuals in the excitability of populations
of neurons activated following cTBS (Day et al., 1987; Roth-
well, 1997; Ridding and Ziemann, 2010; Hamada et al., 2013).
A number of potential factors have been suggested that con-
tribute to this variability including age, gender, time of day,
hormonal influence (e.g., changes in cortisol levels), neuromod-
ulators and genetics (Ridding and Ziemann, 2010). A systematic
investigation of inter-individual variability for theta-burst proto-
cols reported no consistent pattern of response among individuals
related to age, gender, time of day or initial differences in stimu-
lation intensity thresholds and baseline MEP amplitude (Hamada
et al., 2013). Rather, Hamada et al. (2013) suggested that the
inter-individual variation observed reflects differences between
people in the population of neurons activated by theta-burst
stimulation that might be determined by differences in cortical
anatomy.

In the current study, we examined whether individuals who
showed a reduction in motor excitability (as indexed by MEP
amplitude changes) also showed a greater behavioral impairment.
There was a trend in the data to support this view but the two sub-
groups of “responders”(n = 5) and“non-responders”(n = 7) were
not significantly different in their ability to discriminate stimuli at
the middle post-cTBS time-point when as a group they showed
a significant decrement in task performance. Taking into account
our own experience and the confusion in the literature, it is possi-
ble that MEPs are not always reliable indicators of the efficacy of
cTBS on motor excitability.

CONCLUSION
Using cTBS, we replicated our previous findings that temporary
disruption of the lip motor representation impairs the perception
of speech sounds that rely on the lips for their production. This
impairment is not explained by a change in response bias as it
was obtained using an AXB discrimination task. Furthermore, we
found that the effect of the TMS-induced disruption occurs pre-
dominantly for discrimination that relies on pre-existing phonetic
categories and affects discrimination that relies on shorter-term
acoustic representations to a lesser extent. This novel finding
arose from a longer behavioral testing session with a larger
number of natural speech and non-speech continua that was
afforded by the anticipated longer-lasting effects of cTBS rel-
ative to low-frequency rTMS. A further advantage of TBS is
that this longer-lasting effect is brought about by a very brief
stimulation train (40 s compared to 15 min of low frequency
rTMS). The use of TBS for further studies of speech process-
ing holds promise, therefore. The effect of cTBS on motor
excitability in our study was negligible, however. Although this
failure to replicate previous effects was unexpected, the literature
supports a picture of high inter-individual variability in motor
excitability changes in response to TBS. It is as yet unknown
whether similar variability affects behavioral responses. Our find-
ings suggest, however, that cTBS over the motor cortex can
affect behavior even when changes in motor excitability are not
reliable.
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One classical argument in favor of a functional role of the motor system in speech
perception comes from the close-shadowing task in which a subject has to identify and to
repeat as quickly as possible an auditory speech stimulus. The fact that close-shadowing
can occur very rapidly and much faster than manual identification of the speech target is
taken to suggest that perceptually induced speech representations are already shaped in
a motor-compatible format. Another argument is provided by audiovisual interactions often
interpreted as referring to a multisensory-motor framework. In this study, we attempted
to combine these two paradigms by testing whether the visual modality could speed
motor response in a close-shadowing task. To this aim, both oral and manual responses
were evaluated during the perception of auditory and audiovisual speech stimuli, clear or
embedded in white noise. Overall, oral responses were faster than manual ones, but it also
appeared that they were less accurate in noise, which suggests that motor representations
evoked by the speech input could be rough at a first processing stage. In the presence of
acoustic noise, the audiovisual modality led to both faster and more accurate responses
than the auditory modality. No interaction was however, observed between modality and
response. Altogether, these results are interpreted within a two-stage sensory-motor
framework, in which the auditory and visual streams are integrated together and with
internally generated motor representations before a final decision may be available.

Keywords: speech perception, speech production, audiovisual speech perception, close-shadowing, sensorimotor

interactions

INTRODUCTION
An old and classical debate in speech communication concerns
the possible motor implication in speech perception and, more
generally, the auditory vs. motor nature of the speech code. The
heart of the debate relies in the existence and possible func-
tional link between auditory and motor representations in both
speech perception and speech production. Auditory theories of
speech perception, such as the “Acoustic Invariance Theory” from
Stevens and Blumstein (1978) or the “Adaptative Variability The-
ory” from Lindblom and Maddieson (1988) and Lindblom (1990)
assume that speech perceptual processing and categorization are
based on acoustic cues and auditory representations, with no
need to call for any knowledge about the way the articulatory
system produces the sound (Diehl et al., 2004). Conversely, the
motor theory of speech perception (Liberman and Mattingly,
1985) and its direct realist variant (Fowler, 1986) claim that
there is a crucial role of the motor system in speech percep-
tion, and consider that speech perception involves recovery of
the stimulus cause, either physically (recovering the configuration
of the vocal tract, in Fowler’s direct realist theory) or biologi-
cally/cognitively (inferring motor commands in Liberman and
Mattingly, 1985). More recently, a number of perceptuo-motor
theories attempted various kinds of syntheses of arguments by
tenants of both auditory and motor theories, proposing that
implicit motor knowledge and motor representations are used
in relationship with auditory representations and processes to

elaborate phonetic decisions (Skipper et al., 2007; Schwartz et al.,
2012).

It is worth noting that the question of whether articulatory
processes mediate speech perception under normal listening con-
ditions still remains vigorously debated (e.g., Hickok and Poeppel,
2007; Lotto et al., 2009; Scott et al., 2009; D’Ausilio et al., 2012;
Schwartz et al., 2012). On the one hand, damage to motor speech
areas in Broca’s aphasic patients does not produce clear deficits
in speech perception (e.g., Hickok et al., 2011) and studies using
transcranial magnetic stimulation (TMS) also challenge a possible
mediating role of the motor system in speech processing under
normal listening conditions (Sato et al., 2009; D’Ausilio et al.,
2011). On the other hand, an increasing number of neuroanatom-
ical and neurophysiological studies suggest that there is indeed an
active relationship between auditory and motor areas, both in
speech perception and speech production. Indeed, brain imaging
studies [functional magnetic resonance imaging (fMRI) or mag-
netoencephalography (MEG)] repeatedly showed the involvement
of areas typically engaged in the speech production process (the
left inferior frontal gyrus, ventral premotor cortex, primary motor
cortex, somatosensory cortex) during various speech perception
tasks (e.g., Binder et al., 2004; Möttönen et al., 2004; Wilson and
Iacoboni, 2006; Grabski et al., 2013a), particularly in adverse con-
ditions (e.g., noise: Zekveld et al., 2006; or foreign accent: Callan
et al., 2004). TMS experiments confirmed the involvement of the
motor system in speech perception, both auditory and audiovisual
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(Fadiga et al., 2002; Wilson et al., 2004). However, evidence for a
perceptuo-motor link in the human brain is not a proof that this
link plays a functional role for processing speech inputs. Some
neurophysiological evidence based on the use of TMS provided
some evidence that perturbations of the motor system could lead
to slight but significant modifications of the speech perceptual
decision process (e.g., Meister et al., 2007; D’Ausilio et al., 2009;
Möttönen and Watkins, 2009, 2012; Sato et al., 2009; Grabski et al.,
2013b), but the perturbations are small and sometimes difficult to
interpret.

In an influential review about the motor theory of speech per-
ception, Galantucci et al. (2006) summarize different arguments
to argue that “perceiving speech is perceiving gestures.” One first
argument comes from co-articulation effects and the fact that the
acoustic properties of speech sounds are not invariant but con-
text dependent. Since the correspondence between sounds and
phonemes can be far from transparent, this led researchers to pro-
pose intended gestures as less invariant and as the ultimate objects
of speech perception (see Liberman and Mattingly, 1985). Other
arguments derive from close-shadowing effects and multisensory
speech perception. Let us focus on these last two arguments, which
will provide the basis for the present study.

Close-shadowing, which is an experimental technique in which
subjects have to repeat speech immediately after hearing it, pro-
vides a natural paradigm for displaying perceptuo-motor links.
In their pioneer study, Porter and Castellanos (1980) compared
reaction times (RTs) in two speech perception tasks involving
vowel-consonant-vowel (VCV) syllables (/aba/, /apa/, /ama/, /aka/,
/aga/): in the first task, participants had to shadow the VCV they
heard, that is to reproduce it orally as quickly as possible. They
first produced the initial vowel and then shifted to the consonant
as soon as they could perceive and identify it. The second task was
a simple choice task: subjects had to shadow the initial vowel and,
when stimulus changed into any consonant, they had to shift to
/ba/ whatever the consonant, as quickly as possible. The authors
found that RTs were of course faster in the simple task than in
the shadowing task involving decision, but this difference was not
very large (between 30 and 60 ms). Galantucci et al. (2006) com-
pared those results with RTs found in Luce (1986), who used the
same kind of paradigms (simple choice vs. multiple choice task,
with comparable stimuli), but in responding by pressing a key
rather than orally producing a response (in the choice task, par-
ticipants had to press the key corresponding to the syllable they
heard, and in the simple choice task they had to press a given key,
whatever they heard). In Luce (1986) differences between RTs in
the two tasks were larger than those in Porter and Castellanos’s
(1980) close-shadowing tasks (100/150 vs. 30/60 ms). This differ-
ence was interpreted by Galantucci et al. (2006) the assumption
that, since perceiving speech is perceiving gestures, gesture per-
ception will directly control speech response and make it faster.
Later on, Fowler et al. (2003) published a study based on Porter
and Castellanos’s (1980) work, in which the participants had to
shadow syllables in a “one choice task” and in a “multiple choice
task” with three types of stimuli: /apa/, /aka/, and /ata/. In the “one
choice task,” participants were assigned to one of the three VCVs,
shadowing the initial /a/ and instructed to switch toward their
own consonant as soon as the stimulus consonant was presented,

but independently of the identity of the stimulus consonant. In the
“multiple choice task,” participants simply had to shadow all VCVs.
As in Porter and Castellanos (1980), they found that participants
had shorter RTs in the simple choice task than in the multiple
choice task. In the simple choice task, they also compared RTs
between the three groups of subjects (one per assigned syllable)
and they found that participants had shorter RTs when presented
stimuli matched with their own syllable. These results are inter-
preted by Fowler et al. (2003), as well as by Galantucci et al., 2006,
as suggesting that acoustic stimuli perceived as articulatory ges-
tures would provide a prior “response goal” therefore modulating
response times depending on the compatibility between stimulus
and requested response.

Concerning multisensoriality on speech perception, it is known
since long that lip-reading is helpful for understanding speech.
Apart from the importance of lip-reading for hearing impaired
subjects, normal-hearing subjects are able to lip-read (Cotton,
1935) and we know at least since Sumby and Pollack (1954)
that the visual modality enhances auditory speech comprehen-
sion in noise. Shadowing experiments have actually also been
exploited to assess audiovisual interactions in speech percep-
tion, though with no temporal constraint. Indeed, Reisberg
et al. (1987) studied the audiovisual benefits in shadowing for-
eign language stimuli or linguistically complex utterances. In
two experiments, he tested two groups of English participants
to measure accuracy in production; participants were supposed
to shadow French or German sentences, in audio vs. audiovisual
conditions. Participants obtained significantly better scores – in
terms of global accuracy of repetition – in the audiovisual con-
dition compared with the audio condition. Then he tested one
group of English participants who had to shadow English stimuli
spoken with a Belgian accent, in audio and audiovisual condi-
tions, in three experiments: one with simple phrases, one with
more complex phrases and one with rare words. Once again, par-
ticipants had better scores in the audiovisual condition. Then,
Davis and Kim (2001) tested accuracy scores in repetitions of
Korean phrases, by naïve English speakers, in a delayed shad-
owing experiment. Participants had to repeat stimuli at the end
of the signal, in an audio and an audiovisual condition. After
the repetition task, participants listened to a number of stimuli
and had to decide whether they had already heard the stimuli
or not. In both tasks, accuracy was better in the audiovisual
condition.

However, all the audiovisual shadowing experiments do not
deal with close-shadowing, hence they lack information about the
dynamics of the decision process in relation with perceptuo-motor
relationships. On the other side, close-shadowing experiments
never involve audiovisual inputs, hence they lack information
about the relationship between audiovisual interaction processes
and perceptuo-motor interaction processes in phonetic catego-
rization. Therefore audiovisual close-shadowing is the purpose of
the present study in order to test audiovisual and perceptuo-motor
interactions in an integrated paradigm.

One experiment was performed by two groups of French partic-
ipants and focused on a comparative assessment of the accuracy
and speed of oral vs. manual responses to auditory vs. audio-
visual speech stimuli (VCV syllables). The speech stimuli were
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presented without acoustic noise for the first group (Group A in
the remainder of this paper) or with acoustic noise in the second
one (Group B in the remainder of this paper). Our hypothe-
ses were that (1) oral responses should be faster than manual
responses, in agreement with previous studies on close-shadowing
reported here above, and that (2) responses to audiovisual stim-
uli should be faster and more accurate than those to audio-only
stimuli, at least in noise. An additional question concerns the
possibility of interaction between these two components, evalu-
ating whether the effect of vision is different from one modality
of response (oral) to the other (manual). The responses to these
questions will then be discussed in relationship with the debates
about multisensory and perceptuo-motor interactions in speech
perception.

MATERIALS AND METHODS
PARTICIPANTS
Two groups of respectively 15 and 14 healthy adults, native French
speakers, participated in the experiment (Group A: 10 females;
mean age: 29 years, age range: 20–39 years – Group B: 11 females;
mean age: 24 years, age range: 19–34 years). All participants had
normal or corrected-to-normal vision and reported no history of
speaking, hearing or motor disorders. The experiment was per-
formed in accordance with the ethical standards laid down in the
1964 Declaration of Helsinki.

STIMULI
Multiple utterances of /apa/, /ata/, and /aka/ VCV syllables were
individually produced by a male native French speaker (who did
not participate in the experiment) in a sound-attenuated room.
These three syllables were selected according to the distinct place
of articulation of the consonant (stop bilabial /p/, alveolar /t/, and
velar /k/) and to ensure a gradient of visual recognition between
these syllables (with notably the bilabial /p/ consonant known to be
more visually salient than alveolar /t/ and velar /k/ consonants).
The syllables were audiovisually recorded using an AKG 1000S
microphone and a high-quality digital video camera placed in
front of the speaker zooming his face.

The corpus was recorded with the objective to obtain four dif-
ferent occurrences of /apa/, /ata/, and /aka/ with various durations
of the initial /a/ vowel (i.e., 0.5s, 1s, 1.5s, and 2s). This was done
in order to present participants with stimuli in which the onset
of the consonant to categorize would occur at an unpredictable
temporal position. To this aim, the speaker was asked to maintain
the production of the initial vowel while expecting a visual “go”
signal. The speaker produced 48 stimuli (4 initial durations × 3
types of syllables × 4 repetitions). One utterance was selected
for each stimulus type and each initial vowel duration so as to
obtain 12 stimuli. Then, to remove potential irrelevant acoustic
differences between the stimuli, the occurrences of /apa/, /ata/,
and /aka/ for a given expected initial duration were cut at their
onset to equalize duration of the first vowel. Similarly, dura-
tion of the final vowel was equalized at 240 ms for all the 12
stimuli.

The audio tracks of the stimuli were sampled at 44.1 kHz and
presented without noise in Group A. In Group B, the 12 stimuli
were mixed with white noise, low pass filtered at −6 dB/oct, with

a signal to noise ratio at −3 dB (the signal energy being defined
from burst onset to the end of the vowel). In the audiovisual
modality of the experiment, the video stream consisted in 572-by-
520 pixel/images presented at a 50 Hz rate with the speaker’s full
face presented with blue lips to enhance lips movement perception.

EXPERIMENTAL PROCEDURE
The experiment consisted of two categorization tasks: close-
shadowing in one case, where the responses were provided orally,
by repeating as quickly as possible the presented speech syllables;
manual decision in the other case, where the responses were pro-
vided manually, by pressing as quickly as possible the appropriate
key. The stimuli to categorize consisted in /apa/, /ata/, and /aka/
syllables.

Participants were told that they would be presented with /apa/,
/ata/, or /aka/ syllables, displayed either auditorily or audiovisually.
In the close-shadowing task they were instructed to categorize and
repeat each syllable as quickly as possible. To do so, they were asked
to shadow the initial /a/ vowel and, when the stimulus changed to
consonant, to immediately categorize and repeat the perceived CV
syllable (/pa/, /ta/, or /ka/; see Figure 1). In the manual decision
task, participants were instructed to categorize each syllable by
pressing as quickly as possible with their dominant hand one of
three keys respectively corresponding to /apa/, /ata/, or /aka/. The
order of keys was counterbalanced across participants.

For each task (oral vs. manual response) and each modality
(auditory vs. audiovisual), 16 occurrences of /apa/, /ata/, and
/aka/syllables were presented in a fully randomized sequence of
48 trials. The order of task and modality of presentation was fully
counterbalanced across participants.

Both groups performed the experiment in a soundproof room.
Participants sat in front of a computer monitor at a distance of
approximately 50 cm. The acoustic stimuli were presented at a
comfortable sound level, with the same sound level set for all par-
ticipants. While in Group A, the presentation of acoustic stimuli
was done with a loudspeaker, the presentation of acoustic stimuli
was done with earphones in Group B. This was required because of
noisy stimuli, making acoustic processing complex and inaccurate
if stimulus and response were mixed. The Presentation software
(Neurobehavioral Systems, Albany, CA, USA) was used to control
the stimulus presentation and to record key responses in the man-
ual task. All participants’ productions were recorded using an AKG
1000S microphone for off-line analyses, with a system ensuring
synchrony between the stimulus presented to the participant and
the participant’s response. A brief training session preceded each
task. The total duration of the experiment was around 30 min.

ACOUSTIC ANALYSES
In order to calculate RTs and the percentage of correct responses
in the speech shadowing task, acoustic analyses of participants’
productions were performed using Praat software (Boersma and
Weenink, 2013). A semi-automatic procedure was first devised for
segmenting participants’ recorded productions. Based on mini-
mal duration and low intensity energy parameters, the procedure
involved the automatic segmentation of each utterance based on
an intensity and duration algorithm detection. Then, for each
presented stimulus, whatever the modality of presentation and
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FIGURE 1 | Experimental design. Reaction times where measured between stimulus’ and responses’ burst (plosion release) for oral responses and between
stimulus’ burst and key pushing for manual responses.

response, an experimenter coded the participant’s response and
assessed whether it was correct or not.

Reaction times were estimated in reference to the burst onset of
the stop consonant to categorize. In the manual decision task, the
response instant was provided by the Presentation software, giv-
ing the instant when the key was pressed. In the close-shadowing
tasks, the response time was provided by the burst onset of the
stop consonant uttered by the participant in response to the stim-
ulus, burst detection being realized by looking at the subject’s
production and inspecting waveform and spectrogram informa-
tion with the Praat software. RTs were computed only for correct
responses: omissions or any types of errors (replacing a consonant
by another or producing two consonants or two syllables in the
close-shadowing task) were excluded. The timelines of stimuli and
responses, including description of the way response times were
measured in both tasks, are displayed in Figure 1.

DATA ANALYSES
For each group, the percentage of correct responses and median
RTs were individually determined for each participant, each task,
each modality, and each syllable. Two repeated-measure ANOVAs
were performed on these measures with the group (Group A with
clear stimuli vs. Group B with noisy stimuli) as a between-subject
variable and the task (close-shadowing vs. manual decision), the
modality (auditory vs. audiovisual AV) and the syllable (/apa/ vs.
/ata/ vs. /aka/) as within-subjects variables.

RESULTS
For all the following analyses, the significance level was set at
p = 0.05 and Greenhouse–Geisser corrected (in case of viola-
tion of the sphericity assumption) when appropriate. All reported
comparisons refer to post hoc analyses conducted with Bonferroni
tests.

REACTION TIMES
As expected, the main effect of group was significant
[F(1,27) = 24.38; p < 0.001], with faster RTs observed for clear

stimuli in Group A compared to noisy/ambiguous stimuli in
Group B (351 vs. 484 ms). Crucially, the main effects of task
[F(1,27) = 151.70; p < 0.001] and modality [F(1,27) = 14.79;
p < 0.001] were also found to be reliable. For the task, oral
responses were faster than manual responses (286 vs. 545 ms).
Regarding the modality, responses were faster in the audiovisual
compared to the auditory modality (405 vs. 425 ms). Importantly,
a significant group × modality [F(1,27) = 21.74; p < 0.001] fur-
ther show that the beneficial effect of audiovisual presentation
occurred with noisy stimuli in Group B (461 vs. 507 ms) but not
with clear stimuli in Group A (354 vs. 349 ms; see Figure 2 and
Table 1).

In sum, the above-mentioned results thus replicate and extend
previous studies on speech shadowing (references) by demon-
strating a clear advantage of oral responses with both clear and
noisy stimuli. In addition, compared to unimodal auditory stim-
uli, audiovisual stimuli led to faster RTs but only with noisy stimuli.
Interestingly, no interaction was found between these two effects
thus suggesting they occurred independently.

It should be however, mentioned that these effects also appear
dependent on the perceived speech syllable. Overall, signifi-
cant differences were found between syllables [F(2,54) = 9.66;
p < 0.001], with faster RTs for /apa/ (383 ms) than for /ata/
(438 ms) and /aka/ (424 ms). In addition, a significant syl-
lable × modality interaction was observed [F(2,54) = 10.88;
p < 0.001]. Post hoc analyses showed that RTs for /apa/ were
faster in the audiovisual compared to the auditory conditions
(357 vs. 410 ms), while RTs for /ata/ and /aka/ did not dif-
fer in the two modalities (/ata/: 441 vs. 435 ms; /aka/: 418 vs.
430 ms). Finally, a task × modality × syllable interaction was
found [F(2,54) = 6.49; p < 0.005].In the auditory modality, no
significant RT differences were observed between syllables for both
oral (/apa/: 282 ms; /ata/: 308 ms; /aka/: 312 ms) and man-
ual responses (/apa/: 538 ms; /ata/: 563 ms; /aka/: 549 ms).
However, in the audiovisual modality, faster oral RTs occurred
for /apa/ compared to /ata/ and /aka/ (/apa/: 237 ms; /ata/:
283 ms; /aka/: 291 ms) while faster manual RTs occurred for
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FIGURE 2 | Mean RTs (in ms) of correct identification for /apa/, /ata/, and /aka/ syllables in each group (Group A without noise vs. Group B with

noise), task (oral vs. manual response) and modality of presentation (auditory vs. audiovisual). Error bars represent standard errors of the mean.

Table 1 | Significant effects and interactions for all variables.

Reaction times Percentage of

correct responses

Group effect p < 0.001 p < 0.001

Task effect p < 0.001 p < 0.001

Modality effect p < 0.001 p < 0.001

Group × Modality p < 0.001 p < 0.001

Goup × Task p < 0.001 p < 0.001

Syllable effect p < 0.001 p < 0.001

Syllable × Modality p < 0.001 n.s.

Syllable × Group n.s. p < 0.001

Syllable × Task n.s. p < 0.001

Group × Task × Syllable n.s. p < 0.001

Modality × Task × Syllable p < 0.005 n.s.

/apa/ compared to /aka/ and for /aka/ compared to /ata/ (/apa/:
476 ms; /ata/: 599 ms; /aka/: 544 ms). Taken together, these
results likely indicate that visual information processing depends
on the level of visual specificity of the presented consonant, with
notably a clear advantage for /apa/ syllable (including a bilabial
stop consonant). No other effect or interaction were found to be
significant.

PERCENTAGE OF CORRECT RESPONSES
The main effect of group was significant [F(1,27) = 266.28;
p < 0.001] with a higher percentage of correct responses for
clear stimuli in Group A (95%) than for noisy stimuli in Group

B (61%). Importantly, significant main effects were also found
for both the task [F1(1,27) = 69.40; p < 0.001] and the
modality [F(1,27) = 52.39; p < 0.001]. Concerning the task,
an important decrease of correct responses was observed for
oral compared to manual responses (73 vs. 85%). As indi-
cated by a significant group × task interaction [F(1,27) = 38.67;
p < 0.001], this effect only appeared with noisy stimuli in Group
B (71 vs. 50%) while no differences were observed between
oral and manual responses with clear stimuli in Group A (93
vs. 98%). For the modality, the audiovisual modality led to
higher correct responses than the auditory modality (82 vs.
75%). Importantly, as indicated by a significant group × modal-
ity interaction [F(1,27) = 72.36; p < 0.001], no differences
were observed between the two modalities with clear stimuli in
Group A, (96 vs. 95%) whereas with noisy stimuli in Group B
the audiovisual modality led to higher correct responses (68%)
compared to the auditory modality (53%; see Figure 3 and
Table 1).

In sum, for noisy stimuli, these results demonstrate a bene-
ficial effect of audiovisual presentation together with a dramatic
increase of errors for oral responses. As for RTs, no interaction was
however, found between these two effects.

Apart from these results, several other effect and interactions
occurred depending on the perceived syllable. First, the main
effect of syllable was reliable [F(2,54) = 25.72; p < 0.001],
with a higher recognition of /apa/ (80%) compared to /aka/
(78%) as well as for /aka/ compared to /ata/ (70%). Second, a
group × syllable interaction [F(2,54) = 14.43; p < 0.001] was
found. With clear stimuli in Group A, no differences were observed
between the three syllables (/apa/: 98% /ata/: 94% /aka/: 94%)
while, with noisy stimuli in Group B, /apa/ (77%) was better
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FIGURE 3 | Mean percentage of correct identification for /apa/, /ata/, and /aka/ syllables in each group (Group A without noise vs. Group B with

noise), task (oral vs. manual response) and modality of presentation (auditory vs. audiovisual). Error bars represent standard errors of the mean.

recognized than /aka/ (60%) which was itself better recognized
than /ata/ (45%). Third, both a task × syllable [F(2,54) = 22.30;
p < 0.001] and a group × task × syllable [F(2,54) = 11.98;
p < 0.001] interactions were observed. With clear stimuli in
Group A, no differences were found between the three syllables
for both oral (/apa/: 99%; /ata/: 90%; /aka/: 90%) and man-
ual (/apa/: 98%; /ata/: 97%; /aka/: 98%) responses. With noisy
stimuli in Group B, /apa/ was better recognized than /ata/ and
/aka/ in the oral response mode (/apa/: 73%; /ata/: 40%; /aka/:
39%) while, for manual responses, /apa/ and /aka/ were bet-
ter recognized than /ata/ (/apa/: 82%; /ata/: 50%; /aka/: 82%).
While the three syllables were almost perfectly recognized with-
out noise in Group A, these results demonstrate that for noisy
stimuli /pa/ was here the most auditory and visual salient sylla-
ble. No other effect, alone or in interaction, were found to be
significant.

CORRELATION BETWEEN REACTION TIMES AND PERCENTAGE OF
CORRECT RESPONSES
For each of the four condition (i.e., oral or manual responses
with audio or AV stimuli), a Pearson’s correlation analysis
was performed in order to measure the relationship between
RTs and percentage of correct responses (with one corre-
lation point computed for each participant and each sylla-
ble, irrespective of the group; see Figure 4). For all con-
ditions, the higher was the recognition score, the faster was
the response; with a negative correlation between RT and
response accuracy observed for oral [r = −0.56, t(85) = 17.20;
p < 0.001] and manual [r = −0.41, t(85) = 14.32;
p < 0.001] responses to audio stimuli as well as for oral
[r = −0.24, t(85) = 14.36; p < 0.001] and manual

[r = −0.32, t(85) = 9.83; p < 0.001] responses to AV
stimuli.

DISCUSSION
We will focus the Discussion on the effects associated with the
two major components of our study: the mode of responses,
oral vs. manual, and the modality of presentation, auditory vs.
audiovisual, and the way they impacted participants’ responses.

EFFECT OF TASK: ORAL vs. MANUAL MODE OF RESPONSE
Without noise (Group A), RTs were significantly faster for oral
than for manual response (240 vs. 462 ms), with a non-significant
decrease in accuracy in the oral response task (93 vs. 98%).
RTs in the oral mode are consistent with those found by Fowler
et al. (2003; 248 ms) and Porter and Castellanos (1980; 223 ms)
in their multiple choice task. Accuracy in the oral mode hap-
pens however, to be higher in our study than in Fowler et al.
(2003; 86%) and in Porter and Castellanos (1980; 77%) stud-
ies. These differences could be due either to the clarity of the
provided stimuli or to the sound level at which the presenta-
tion was done (the shadowing of the initial vowel leads to a
concurrent sound produced by the participant which may hide
to a certain extent the perception of the target plosive to iden-
tify). The interpretation by both Porter and Castellanos (1980)
and Fowler et al. (2003) of the quick response in the oral mode
is done in reference to motor theories of speech perception, in
which the speech input would be transformed into a motor rep-
resentation (Liberman and Mattingly, 1985) or would directly
be perceived as an orofacial gesture (Fowler and Smith, 1986).
This would enable the orofacial system to respond in a highly
rapid way, since the percept would already be in the adequate
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FIGURE 4 | Correlation between RTs (in ms) and correct identification (in %) for all syllables in response to audio stimuli (A) and to audiovisual

stimuli (B).

motor format; and more quickly than the manual system which
would need a translation stage between decision and response.
More generally, these results appear in line with stimulus–response
compatibility effects that suggest a common coding in percep-
tion and action (for reviews, see Prinz, 1997; Hommel et al.,
2001).

However, the observed results with noisy stimuli (Group B)
shed a quite new light on this reasoning. Indeed, while RTs stay
much faster in close-shadowing (334 vs. 633 ms), accuracy hap-
pens to abruptly decrease from the oral to the manual task (50 vs.
71%). This requires modifying the above-mentioned interpreta-
tion by Fowler et al. (2003) and Porter and Castellanos (1980) to a
certain extent. We will here propose a tentative explanation in the
framework of the perceptuo-motor feed forward-feedback model
of speech perception proposed by Skipper et al. (2007).

Skipper et al. (2007) propose a speech perception model that
they refer to the “analysis-by-synthesis” approach (Halle and
Stevens, 1959; Stevens and Halle, 1967; see a review in Bever and
Poeppel, 2010). This model involves a processing loop between
auditory and motor areas in the human brain (Figure 3A). After
an initial stage of auditory processing (primary auditory cortex,
A1, and further processing in the secondary cortex and associative
areas: stage 1 in Figure 5A), the auditory cortex would gener-
ate a phonemic hypothesis associated with articulatory goals (in
the pars opercularis of the inferior frontal gyrus, POp). Then
motor commands corresponding to this initial prediction would
be stimulated (in the ventral premotor cortex, PMv, and pri-
mary motor cortex, M1: stage 2 in Figure 5A), leading to the
production of an efferent copy sent back to the auditory cor-
tex in order to be compared with the auditory input (stage 3 in
Figure 5A).

This model could be used as a basis for attempting to inter-
pret our own data (Figure 5B). For this aim, we assume that oral
and manual responses are generated at two different stages in the
processing loop. Oral responses would be generated at stage 2,
in line which the assumption by Porter and Castellanos (1980)
or Fowler et al. (2003). When the information from the audi-
tory cortex would have been transferred to the POp and generate

motor commands in the motor cortex (feedforward strand), the
orofacial system, already pre-activated since the beginning of the
close-shadowing experiment to allow the participant to answer as
quickly as possible, would generate an oral answer produced by
these motor commands (stage 2’ in Figure 5B). This makes the
oral answer faster, but it also happens to be inaccurate, which
is in line with the proposal by Skipper et al. (2007) that it is
only a first hypothesis (possibly rough) that needs to be further
refined in a later stage. At stage 2, however, the manual system
would not receive specific stimulation enabling it to generate an
answer. However, at the next stage (stage 3), the feedback trans-
fer of articulatory information to the auditory cortex, thanks to
the efference copy, would provide a more accurate answer that
can now be transferred to the manual system for answer (stage
3’ in Figure 5B). As a consequence, RTs for manual responses
would be slower than for oral response, but the responses would be
more accurate because, contrary to processing for oral responses,
in the manual decision mode, predictions would be confirmed
and tuned in the auditory cortex before the final decision would
be sent to manual motor commands (pressing the appropriate
key).

Of course, this explanation is probably too simple to
account for all aspects of our data. The increase in RTs with
noisy stimuli (Group B), classical in any categorization exper-
iment, requires some processing expanding over time at var-
ious stages in the loop displayed in Figure 5. In addition,
the fact that the increase is the same in the oral and man-
ual tasks (with no interaction between group and task for
RTs) suggests that expansion should basically take place at
stages 1 and 2 rather than 3 (but many variants could cer-
tainly be suggested). The crucial aspect of our results is that
a pure motor translation process typical of motor theories,
though compatible with faster RTs in the oral mode, does
not appear in line with the associated decrease in response
accuracy. On the contrary, it fits well with perceptuo-motor
theories of speech perception such as the one proposed by
Skipper et al. (2007; see also a computational implementa-
tion of a perceptuo-motor theory in Moulin-Frier et al., 2012).
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FIGURE 5 | (A) A sketch of Skipper et al.’s (2007) model of speech perception for auditory inputs. (B) A possible interpretation of the results about the response
mode in the framework of Skipper et al.’s (2007) model. (C) A sketch of Skipper et al.’s (2007) model of speech perception for audiovisual inputs.

Partly in line with this hypothesis, it has to be mentioned
that close-shadowing as well choral speech are well-known to
be a powerful fluency enhancer that is thought to correct
deficits in sensorimotor integration (i.e., weak internal mod-
eling; see Harbison et al., 1989; Kalinowski and Saltuklaroglu,
2003).

EFFECTS OF MODALITY: AUDIO vs. AUDIOVISUAL
Effects of modality in our study are only present in the Group B
with noisy stimuli. In the auditory modality, RTs are slower than
in the audiovisual modality, and proportions of correct answer
are lower. Taken together, this shows a clear benefit of adding the
visual modality to the auditory input, which is consistent with all
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previous studies since Sumby and Pollack (1954) which display an
audiovisual benefit to speech recognition in noise conditions. In
our study, the audiovisual advantage is present only for the /apa/
syllable which is classical and in line with the higher visibility of
the lips movement associated with the bilabial /p/, and the high
degree of confusion between visual movements associated with
/t/ or /k/ consonants, generally considered to belong to the same
visemic class. These effects of modality are not displayed in Group
A with clear stimuli. This is probably because in this group, RTs in
the auditory modality were already too short and proportions of
correct answer were too high to be improved by the visual input
(floor effect).

An interesting point is that there is no significant interaction
between modality and task that is to say that the decrease of RTs
and the increase of proportions of correct responses from the
audio to the audiovisual modality are similar for the manual and
oral tasks. Once again we will attempt to interpret this lack of
interaction to the model proposed by Skipper et al. (2007).

In their model, Skipper et al. (2007) propose that the auditory
and visual information, after a preliminary stage of unisensory
processing respectively in visual and auditory areas, would con-
verge in the multisensory area STp in the posterior superior
temporal cortex (stage 1 in Figure 5C). Therefore, in case of
multisensory inputs, the first hypothesis would be actually multi-
sensory rather than uniquely auditory. From this basis, here again,
a phonemic hypothesis associated with articulatory goals would be
generated in POp and evoke motor commands in PMv/M1 (stage
2 in Figure 5C), and the efferent copy would produce in STp an
auditory prediction to be compared with the auditory input (stage
3 in Figure 5C).In our study, audiovisual interactions in stage 1
would refine sensory processing and produce quicker and more
accurate phonemic hypotheses in stage 2, which is the stage where,
in our interpretation, oral responses would be generated (stage 2’
in Figure 5B). Then, the same gain in speed and accuracy would
be propagated toward stage 3 where manual responses would be
generated (stage 3’ in Figure 5B). Therefore, there is no strong rea-
son to expect differences in visual gain between oral and manual
tasks, the gain being essentially determined as soon as stage 1 in
the model.

In summary, the results of the present study suggest that oral
and manual responses are generated at two different stages in
the whole perceptual chain. In the framework of an “analysis-
by-synthesis” approach, manual responses would be provided
only at the end of the entire loop, following motor predictions
then commands themselves generating a multisensory hypothe-
sis compared to the incident multisensory stream. However, oral
responses would be produced at an earlier stage where motor com-
mands are generated, causing faster but less precise responses. The
visual input would increase speed and accuracy for sufficiently
visible phonemes (e.g., /p/) in case of adverse listening conditions
(such as noise). Once again, it is important to stress that other
interpretations or frameworks could be provided. But globally, we
argue that the whole set of results of this study seems to require a
perceptuo-motor theory of speech perception in which the audi-
tory and visual streams are integrated together and with internally
generated motor representations before a final decision may be
available.
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Two experiments compared young and older adults in order to examine whether
aging leads to a larger dependence on visual articulatory movements in auditory-visual
speech perception. These experiments examined accuracy and response time in syllable
identification for auditory-visual (AV) congruent and incongruent stimuli. There were also
auditory-only (AO) and visual-only (VO) presentation modes. Data were analyzed only for
participants with normal hearing. It was found that the older adults were more strongly
influenced by visual speech than the younger ones for acoustically identical signal-to-noise
ratios (SNRs) of auditory speech (Experiment 1). This was also confirmed when the SNRs
of auditory speech were calibrated for the equivalent AO accuracy between the two age
groups (Experiment 2). There were no aging-related differences in VO lipreading accuracy.
Combined with response time data, this enhanced visual influence for the older adults
was likely to be associated with an aging-related delay in auditory processing.

Keywords: speech perception, aging, McGurk effect, response time, hearing level, lipreading, auditory-visual

integration

INTRODUCTION
In face-to-face speech communication, perceivers use not only
auditory speech information, but also visual articulatory infor-
mation from the talker’s face (Stork and Hennecke, 1996;
Campbell et al., 1998; Massaro, 1998; Bailly et al., 2012). The
use of visual information is especially prominent when audi-
tory speech is degraded (Sumby and Pollack, 1954; Grant and
Seitz, 2000; Schwartz et al., 2004; Ross et al., 2007). The contri-
bution of visual speech to undegraded auditory speech is easily
demonstrated when participants are presented with incongruent
visual speech, as in the McGurk effect (McGurk and MacDonald,
1976). In the original report by McGurk and MacDonald (1976),
auditory syllables with relatively high intelligibility (94% unisen-
sory accuracy on average) were mostly perceived as auditorily
wrong syllables when presented with incongruent visual speech.
For example, auditory /ba/ stimuli were mostly perceived as “da”
when presented with visual /ga/, indicating perceptual fusion of
auditory and visual speech. Thus, the McGurk effect paradigm
is a useful tool to measure the visual contribution to intelligible
auditory speech.

By using this effect, it has been found that the extent of visual
information use, i.e., the size of the McGurk effect varies among
different populations (see Schwartz, 2010, for a review). For
example, people with cochlear implants show a larger McGurk
effect than people with normal hearing (Schorr et al., 2005;
Rouger et al., 2008). This finding indicates that the cochlear
implant users compensate for hearing impairment by height-
ened use of visual information. The opposite case has been found
among young children in normal hearing populations. Young
children show a smaller McGurk effect than adults (McGurk and
MacDonald, 1976; Massaro et al., 1986; Tremblay et al., 2007;

Sekiyama and Burnham, 2008). The greater reliance on auditory
speech is perhaps largely due to the poorer lipreading ability of
children (Massaro et al., 1986; Sekiyama and Burnham, 2008;
Chen and Hazan, 2009).

The group differences in the above examples can be largely
accounted for by the accuracy or confusability of unisensory
information. That is, the sensory modality with less confusion
plays a larger role, resulting in optimal integration as expressed by
maximum-likelihood estimation or a Bayesian model (Massaro,
1987, 1998; for an improved version of the Bayesian model,
see Schwartz, 2010; For a different approach, see also Braida,
1991; Grant et al., 1998). However, in some cases it is difficult
to explain group differences by the unisensory accuracy alone.
Language background could be one such case. For example, adult
native speakers of Japanese show a smaller McGurk effect, and
so a stronger auditory dependence, compared with English native
speakers (Sekiyama and Tohkura, 1991, 1993; Kuhl et al., 1994;
Sekiyama, 1994; Sekiyama and Burnham, 2008; also see ANOVA
results of Massaro et al., 1993). Although some of these language
differences may be accounted for by unisensory accuracy to some
extent (Massaro et al., 1993), the Japanese-English differences
in the McGurk effect could be observed when unisensory accu-
racy was equivalent between the two groups for both auditory
and visual speech (Sekiyama and Burnham, 2008). Such a case
suggests another factor affecting auditory-visual integration.

Recent neuro-cognitive studies have revealed that the inte-
gration of auditory and visual information is facilitated if the
two information streams in the brain converge during an opti-
mal time window (Van Wassenhove et al., 2005; Stekelenburg
and Vroomen, 2007; Schroeder et al., 2008; also see Altieri
et al., 2011, for a review). Considering the importance of such
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temporal characteristics, response time data can provide some
insight into the integration processes in various types of pop-
ulations. Sekiyama and Burnham (2008) compared unisensory
response times (RTs) of Japanese and English-language children
and adults, and it was found that English-language adults were
faster in visual-only (VO) syllable identification (lipreading) than
auditory-only (AO) identification (hearing), whereas Japanese
adults’ RTs were equivalent for the two conditions. Such group
differences in AO-vs.-VO RT could account for language differ-
ences in the size of the McGurk effect in the auditory-visual (AV)
condition. The AO − VO RT difference was not found in 6-year-
olds in either of the two language groups and the McGurk effect
was generally weak at this age. Based on these results, a “visual
priming hypothesis” was proposed whereby the visual contribu-
tion is larger when an individual processes visual speech faster
than auditory speech (Sekiyama and Burnham, 2008).

The present study investigated how aging affects auditory-
visual speech perception by comparing the McGurk effect in
young and older adults. In order to do this, accuracy and speed
(RTs) in unisensory speech perception were both examined.
Recent studies using event-related potentials (ERPs) have shown
that older adults show delays in auditory processing compared
with younger adults for both speech (Tremblay and Ross, 2007)
and non-speech (Schroeder et al., 1995). Such neurophysiolog-
ical temporal characteristics lead to an assumption that older
adults have a greater visual priming effect than young adults
due to delayed auditory processing. In fact, this is indirectly
suggested by a previous ERP study on auditory-visual speech
perception showing that multisensory temporal facilitation was
greater for older adults than young adults in perceiving congru-
ent auditory-visual spoken words (Winneke and Phillips, 2011).
However, precise examinations are still necessary by measuring
the RTs for each of the AO, VO, and AV conditions. Moreover,
by using the McGurk effect paradigm, it is possible to investigate
the relationship between temporal characteristics and how visual
information is incorporated in perceived speech.

As for the susceptibility of the McGurk effect, we predicted
that older adults would yield a larger McGurk effect than younger
adults based on the above-mentioned delay in auditory pro-
cessing. The delay may be associated with the well-documented
hearing threshold decline in older adults (e.g., Glorig and
Nixon, 1962; CHABA, Committee on Hearing, Bioacoustics,
and Biomechanics, 1988; Pichora-Fuller and MacDonald, 2009).
Combined with the fact that visual contribution is generally
larger in harder hearing circumstances (Sumby and Pollack,
1954; Grant and Seitz, 2000; Schwartz et al., 2004; Ross et al.,
2007), it is thought that older adults tend to utilize visual
information more to compensate for their declined hearing.
Such a prediction is supported by older adults’ greater atten-
tion allocation to a speaker’s mouth compared with younger
adults (Thompson and Malloy, 2004). Also, a few studies actu-
ally suggested an aging-related increase in the McGurk effect
(Thompson, 1995; Behne et al., 2007; Setti et al., 2013). However,
other highly controlled studies have reported non-significant
differences between young and older adults in auditory-visual
speech perception (Cienkowski and Carney, 2002; Sommers
et al., 2005). Cienkowski and Carney (2002) found that the

aging-related difference in the size of the McGurk effect was
not clear when confined to participants with age-appropriate
hearing levels. They presented AV-incongruent McGurk stimuli
(e.g., auditory /bi/ with visual /gi/) and older adults were com-
pared with young controls whose auditory thresholds were shifted
with noise to match the older adults. The results included some
response pattern differences between groups depending on the
talker and consonant, but on average, older adults integrated
auditory and visual information as much as young controls.
Likewise, Sommers et al. (2005) presented congruent auditory-
visual speech (consonants, words, and sentences) to normal hear-
ing older and young adults. Each participant was tested at a
customized signal-to-noise ratio (SNR) to equate auditory intel-
ligibility across individuals. The results showed the same degree
of auditory-visual integration for the two groups, after factoring
out lipreading performance differences. Otherwise, older adults
appeared to benefit from visual speech less than younger adults.

As this statistical procedure by Sommers et al. (2005) high-
lights, lipreading performance was poorer in older adults com-
pared with younger adults in the above two studies (Cienkowski
and Carney, 2002; Sommers et al., 2005). This makes it compli-
cated to compare the two age groups in terms of auditory-visual
integration. The literature shows that the poorer lipreading per-
formance of older adults depends on age and the speech material
(Shoop and Binnie, 1979; Walden et al., 1993). For example,
Shoop and Binnie (1979) found that aging-related decline of
lipreading accuracy was observed for sentences starting from
40 years, but for consonants in a consonant + /a/ context, the
decline was not very evident until 70 years. The above two stud-
ies included participants over 70 years (age range 65–74 years
in Cienkowski and Carney, 2002; Mean = 70.2 and SD = 6.8
in Sommers et al., 2005); therefore, lowering the age limit may
help reduce differences in lipreading performance between older
and young groups. Consequently, this study limited older partic-
ipants to the “young-old,” with an age limit up to 65 years. Also,
our speech materials were consonants in a consonant + vowel /a/
context as in Shoop and Binnie (1979).

In addition, some controls were necessary over the audi-
tory dimension to deal with age-related differences in hearing
thresholds. Aging-related decline in hearing thresholds starts in
the early thirties, and a significant decline occurs before the
age of 65 (CHABA, Committee on Hearing, Bioacoustics, and
Biomechanics, 1988). To control such age-related differences in
hearing thresholds, auditory noise is often used by differing SNRs
between age groups. Previous studies compared AV speech per-
ception between older and young adults either with the same
SNRs (Thompson, 1995; Behne et al., 2007; Setti et al., 2013) or
calibrated SNRs between groups (Cienkowski and Carney, 2002;
Sommers et al., 2005). Only in the former were age-related dif-
ferences in AV performances found. Of course, the calibration of
SNRs is important to investigate different groups with different
hearing thresholds; however, calibrating them is not so simple. In
Cienkowski and Carney (2002), the young control group received
band-pass noise, which resulted in poorer AO performance in the
control group compared with an older group who were not given
the noise. In Sommers et al. (2005), individually customized SNRs
were used for each participant, but their SNRs for 50% correct
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AO performance level may be too low for our McGurk effect
paradigm. Considering these facts, we took two approaches. In
Experiment 1, young and older adults were compared under the
same auditory SNRs. In Experiment 2, the two age groups were
tested under calibrated SNRs (estimated from the group results
of Experiment 1 for AO perceptual equivalence). Based on the
previous research, we predicted an aging-related increase in the
McGurk effect in Experiment 1. If an aging-related increase is also
observed in Experiment 2, it would be a novel finding.

The purpose of the present study was two-fold. First, to exam-
ine whether or not young-olds with normal hearing use visual
information more than young adults. If so, the second purpose
was to test the visual priming hypothesis from a previous study
(Sekiyama and Burnham, 2008). The hypothesis postulates that
the visual contribution will be large for those who process visual
speech faster than auditory speech compared with those who
process visual and auditory speech at about the same speed.
We investigated whether older adults are more likely to show a
greater visual priming effect in auditory-visual speech percep-
tion than younger adults. Thus, we focused on the RT differences
between the AO and VO conditions as the basis for the visual
priming effect. We predicted that the AO − VO RT difference
would be larger for the older adults based on the delayed auditory
processing reported in ERP studies (Tremblay and Ross, 2007).
With the perceptually equivalent SNRs in Experiment 2, we tested
whether or not older adults were still more visually influenced
when unisensory auditory accuracy was the same across the two
age groups. In addition, the equivalent auditory accuracy guar-
anteed that differences in RT represent differences in processing
speed, at least for the AO condition. Before testing the hypothesis
in Experiment 2 with calibrated SNRs, Experiment 1 was con-
ducted to determine how to calibrate SNRs to obtain equivalent
auditory accuracy between the younger and older adults.

EXPERIMENT 1: SPEECH PERCEPTION PERFORMANCE
UNDER THE PHYSICALLY CONTROLLED SNRs
The purposes of Experiment 1 were (1) to describe age-related
differences in auditory-visual speech perception under various
auditory SNRs which were physically the same for the older and
younger groups, and (2) to determine SNRs for each age group
under which AO accuracy was equivalent between the two age
groups.

MATERIALS AND METHODS
Participants
Thirty-four Japanese monolingual speakers participated in the
experiment. The experimental protocol was approved by the
Research Ethics Committee at Future University Hakodate, and
all the participants filled written consent form before the exper-
iment. Sixteen older participants (8 males, 8 females) were
recruited through the City Employment Agency for Older People
Hakodate. They were aged between 60 and 65 years old, and were
recruited after reporting normal hearing on a self-reported basis.
These people were still actively working after retirement doing
part-time jobs through the Agency. Eighteen younger participants
(10 males, 8 females) were university students aged between 19
and 21 years old. All of the older and younger participants had

normal or corrected-to-normal vision. The experimental data
were analyzed after screening the participants by hearing thresh-
old (measured by an audiometer: Rion AA-73). Along with the
criterion defined by the World Health Organization, the thresh-
old was set to a ≤25 dB hearing level (HL) of averaged HLs of
500, 1000, 2000, and 4000 Hz. Twelve older participants met the
threshold criterion (Mean ± SD : 18.0 ± 3.3 dB HL), while four
older participants failed to meet the criterion (30.2 ± 0.8 dB HL),
so were excluded from the analysis. All of the younger partici-
pants met the criterion (6.6 ± 3.4 dB HL), and were included in
the analysis. The ages in the final sample were as follows: older
(Mean = 62.3, SD = 1.8 years), younger (Mean = 20.4, SD = 0.9
years).

Stimuli
The stimuli consisted of /ba/, /da/, and /ga/ uttered by three talk-
ers (two male and one female, native Japanese speakers). The
utterances were videotaped, digitized, and edited on computer
to produce AO, VO, and AV stimuli. Video digitizing was done
at 29.97 frames/s in 640 × 480 pixels, and audio digitizing at
32000 Hz in 16 bit; each stimulus was created as a 2300 ms movie
of a monosyllabic utterance. The duration of acoustic speech sig-
nals in each movie was approximately 290 ms on average. The
movie file was edited with frame unit accuracy (33.3 ms), and
the sound portion was additionally edited with 1 ms accuracy so
that the sound onset was at 900 ms for each movie clip (for more
details, see Sekiyama et al., 2003). Half of the AV stimuli were
congruent (AVc condition: e.g., auditory /ba/ and visual /ba/, i.e.,
AbVb). The other half of the AV stimuli were so-called McGurk-
type incongruents (AVi condition): that is, the auditory part
(e.g., /ba/) is incongruent with the visual articulation (e.g., /ga/).
Three kinds of McGurk-type stimuli were created by combin-
ing within-talker auditory and visual components (AbVg, AdVb,
AgVb). The VO stimuli, one each for /ba/, /da/, and /ga/, were cre-
ated by cutting out the audio track. In the AO stimuli, one each
for /ba/, /da/, and /ga/, the video of a talking face was replaced by
the still face of the talker with the mouth neutrally closed. In total,
there were 9 AO stimuli (3 consonants × 3 talkers), 9 VO stimuli
(3 consonants × 3 talkers), and 18 AV stimuli (3 auditory con-
sonants × 3 talkers × 2 AV-congruent (AVc) /incongruent (AVi)
types).

Auditory intelligibility was manipulated for four levels of audi-
tory intelligibility by adding band noise (300–12000 Hz) with
SNRs of 0, +6, +12, and +18 dB. The speech was always pre-
sented at 65 dB sound pressure level (SPL) and the noise level
was varied. There was no noise-free condition because the pre-
vious results indicated that SNRs higher than +12 dB would
result in the same performances as for a noise-free condition,
at least for the younger participants (Sekiyama and Burnham,
2008).

Procedure
Each participant was tested individually in a sound-attenuated
room. The stimuli were presented from a personal computer onto
a 17-inch CRT monitor and through a loudspeaker using in-
house software. Experimental conditions were blocked depending
on the presentation mode (AV, AO, VO) and the SNR of the audi-
tory stimuli (0, +6, +12, +18 dB), and there were two repetitions
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of each stimulus in a block (2 × 9 stimuli = 18 trials in each block
in the AO and VO conditions, and 2 × 18 = 36 trials for each
block in the AV conditions). Each participant was given the AV
condition first. Half of the participants were tested with an AV-
AO-VO order, and the other half with an AV-VO-AO order. In the
AV and AO conditions, the speech was presented at 65 dB SPL at
the participant’s ear level, and the SNRs, 0, +6, +12, and +18 dB
were determined by the intensity of the added band noise. The
SNR varied across blocks in an increasing manner for half of
the participants, and in a decreasing manner for the remaining
participants.

Within each block, the stimuli were presented in random
order. The participants were asked to watch and listen to each
stimulus, decide what they perceived, and press one of three but-
tons for a “ba,” “da,” or “ga” response accurately and without
delay. After each movie file was played, the last frame remained on
the screen until one of the three buttons was pressed. Responses
were made on a game controller, with input to the computer such
that the responses were stored. The onset of the next stimulus was
1500 ms after the button press.

Before starting the first block of each of the AV, AO, and VO
conditions, practice trials were given for nine, six, and six times,
respectively, using stimuli not used in the test trials. Excluding
these practice trials, the total number of trials per participant was
234 (18 trials × 4 SNRs for AO, 18 trials for VO, and 36 trials × 4
SNRs for the AV conditions). The experiment took an average of
20 min per participant for the younger group, and 30 min for the
older group.

Statistical analysis
Statistical tests mainly focused on group-related effects; there-
fore, the effects of SNRs were tested only as an interaction
with the age group. Analysis of variance (ANOVA) was con-
ducted with the factors of age group (younger, older) and SNR
(0, +6, +12, +18 dB) for percent correct in the AO condition, and
visual influence score (AVc − AVi). An unpaired t-test was per-
formed for the VO condition to examine group differences. Before
each ANOVA, arcsine transformation was conducted on response
accuracy to stabilize variance (Y = 2arcsine

√
p; p: proportion

correct) (Howell, 1997). As a result, the visual influence scores
were actually (arcAVc − arcAVi). When group-related effects
were significant, planned group comparisons were always con-
ducted for each SNR to examine in more detail the group effects.
Greenhouse-Geisser correction was performed when the spheric-
ity assumption about the variance of differences was violated,
and this was reported with unmodified degrees of freedom and
epsilon (ε).

RESULTS
Percent correct responses as a function of the SNR in the AO and
AV conditions are shown in Figure 1A for the younger group and
Figure 1B for the older group. Table 1 indicates mean response
accuracy and statistical results in group comparisons. Figure 1C
compares percent correct responses in the VO condition between
the two groups. The correct responses were defined in terms of
the auditory component of a stimulus for the AVc and AVi con-
ditions. As described below, the older group was lower in terms

FIGURE 1 | Response accuracy of auditory-only (AO) and

auditory-visual (AV) conditions in the (A) younger and (B) older groups

and of (C) the visual-only (VO) condition in the younger and older

groups. Response accuracy scores are plotted for the four signal-to-noise
ratios (SNRs) in the AV and AO conditions. AV conditions included two
conditions: AV congruent (AVc) or incongruent (AVi) conditions.

of response accuracy in the AO, but not the VO condition, and
yielded a larger McGurk effect in the AVi condition compared
with the younger group.

The ANOVA for the AO condition showed a significant
main effect of age group [F(1, 28) = 11.696, p = 0.002, η2 =
0.024], while the age group × SNR interaction was not signif-
icant [F(3, 84) = 0.919, p = 0.436, η2 = 0.005] (Figures 1A,B).
Planned comparisons between groups were conducted for
each SNR, and significant differences appeared at SNRs of
0 dB and +12 dB [Bonferroni: 0 dB, p = 0.019; +6 dB: p =
0.532; +12 dB: p = 0.04; +18 dB: p = 0.122]. These results indi-
cate that the older participants were less accurate in auditory
syllable identification under some (low and high) SNR conditions
as compared with the younger participants.

For the VO condition, on the other hand, the older and
younger groups were not significantly different [t(28) = 1.247,
p < 0.223, Cohen’s d = 0.480] (Figure 1C). This indicates that
lipreading performance was not different between the two age
groups.

The visual influence scores (AVc − AVi) are shown in Figure 2.
The ANOVA for this score found a significant main effect of age
group, while the age group × SNR interaction was not signif-
icant [age group: F(1, 28) = 14.164, p = 0.001, η2 = 0.188; age
group × SNR: F(3, 84) = 1.266, p = 0.291, η2 = 0.013]. Planned
comparisons between groups for each SNR confirmed that the
older group was more affected by visual information than the

Frontiers in Psychology | Language Sciences April 2014 | Volume 5 | Article 323 | 240

http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences/archive


Sekiyama et al. Aging and the McGurk effect

Table 1 | Mean response accuracy (%) in Experiment 1 for younger and older groups.

SNR (dB) Younger (n = 18) Older (n = 12) Group difference (p-value)

AO AVc AVi AVc − AVi VO AO AVc AVi AVc − AVi VO AO AVc − AVi VO

0 71 86 41 45 87 61 88 16 72 84 0.019* 0.003** 0.223

+6 87 93 64 29 86 89 42 47 0.532 0.028*

+12 98 98 81 16 95 96 60 36 0.04* 0.031*

+18 99 100 86 14 97 100 67 32 0.122 0.002**

SNR, signal-to-noise ratio; AO, auditory-only; AVc, auditory-visual congruent; AVi, auditory-visual incongruent; VO, visual-only; *p < 0.05; **p < 0.01.

FIGURE 2 | Visual influence scores for the four signal-to-noise ratio

(SNR) conditions in the younger and older groups. The scores were
calculated by subtraction of percent correct for the auditory-visual
incongruent (AVi) condition from the percent correct for the AV-congruent
(AVc) condition.

younger at each SNR (Bonferroni: all p < 0.04), indicating their
general tendency toward greater use of visual information.

DISCUSSION
In Experiment 1, the AV and AO conditions were conducted
for four levels of SNRs (0dB, +6dB, +12dB, +18dB), meaning
that both age groups were tested under the same physical condi-
tions. Under these experimental settings, the older group showed
a larger visual influence than the younger group. For unisensory
accuracy, the older group was less accurate in the AO condition
than the younger group, while no significant group difference was
found in VO accuracy. Taken together, the larger visual influence
in the older group might be attributable to their lower AO accu-
racy. This is not surprising because the older group had a higher
hearing threshold on average compared with the younger group,
although the thresholds for both groups were within the normal
hearing range. Thus, these results are basically in line with the
optimal integration model.

While an aging-related increase in visual influence was
observed for all four SNRs, the aging-related accuracy degrada-
tion in the AO condition was limited to high (+12 dB) and low
(0 dB) SNRs. Thus, the relationship between the AO intelligi-
bility and the visual influence was not straightforward in this
experiment. To further examine the aging effect in auditory-visual
speech perception, it was crucial to investigate whether the group
difference in visual influence still existed when AO accuracy was

equivalent between the two age groups. To do so, the results
from Experiment 1 were used to determine how the AO accuracy
should be equated by calibrating SNRs.

From the curves in Figures 1A,B, SNRs needed to obtain the
same AO performance could be estimated: at a 90% AO accu-
racy, for example, the younger group’s SNR was about 7 dB and
the older group’s about 11 dB. This was also true when we esti-
mated each individual’s SNR point for 90% AO accuracy using
an interpolating method and then averaging the estimated SNRs.
This group difference was used in Experiment 2 to calibrate
SNRs. Perceptually-equivalent SNRs are useful to examine the
visual priming hypothesis because measuring RTs should ideally
be conducted under a constant accuracy (Luce, 1986).

EXPERIMENT 2: SPEECH PERCEPTION PERFORMANCE
UNDER THE PERCEPTUALLY CONTROLLED SNRs
The purposes of Experiment 2 were (1) to examine whether
or not an aging-related increase in visual influence could be
observed under calibrated auditory SNRs which would result in
an equivalent AO accuracy for the older and younger groups,
and (2) to investigate age-related changes in the visual prece-
dence time (AO-vs.-VO in RT) to assess our visual priming
hypothesis. The results of Experiment 1 revealed that mean
SNRs for 90% AO accuracy were 7 dB for the younger group
and 11 dB for the older group. We, therefore, set the SNRs
here such that SNRs for the older group were 4 dB higher than
those for the younger group. In addition, three levels of SNRs
were set such that the physical SNRs cover the SNR range in
Experiment 1 (0 to +18 dB) because significant group differ-
ences in the visual influence (AVc − AVi in percent correct) were
observed in all SNRs in Experiment 1. As a result, Experiment
2 used following SNRs for the younger and older participants,
respectively: Low (−3, +1 dB), Middle (+7, +11 dB), and High
(+17, +21 dB).

METHODS
Participants
Fifty-one Japanese monolingual speakers participated in the
experiment. The experimental protocol was approved by the
Research Ethics Committee at Future University Hakodate. All
of the participants completed a written consent form before
the experiment. Participants were similarly recruited as in
Experiment 1. Twenty-four older participants (12 males, 12
females) were aged between 60 and 65 years old. Twenty-seven
younger participants (14 males, 13 females) were aged between
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18 and 21 years old. All of the participants had normal or
corrected-to-normal vision. Hearing tests for pure tones were
conducted as in Experiment 1. The exclusion criterion for hearing
threshold was the same as in Experiment 1. Seventeen older par-
ticipants met the threshold criterion (16.6 ± 4.3 dB HL), while
seven older participants did not (32.3 ± 4.2 dB HL) and were
excluded from the analysis. All of the younger participants met
the criterion (6.5 ± 3.8 dB HL). The ages of the final sample
were as follows: older (Mean = 62.5, SD = 1.9 years), younger
(Mean = 19.8, SD = 1.8 years).

Stimuli
The same speech stimuli as in Experiment 1 were used. In con-
trast to the same physical SNRs for the two age groups, the
present experiment used perceptually equivalent SNRs for the two
groups. There were three levels of SNRs (low, middle, high) for
each age group. The band noise (300–12000 Hz) was always pre-
sented at 54 dB SPL and the speech level was varied so that the
SNRs were +1 dB (low), +11 dB (middle), and +21 dB (high)
for the older group. Similarly, the speech level was varied for
the younger group so that the SNRs were −3 dB (low), +7 dB
(middle), and +17 dB (high). Such SNR setting was determined
based on the results of Experiment 1, indicating that older partic-
ipants should be presented with speech louder by 4 dB to obtain
the equivalent AO accuracy as the younger participants (see
discussion of Experiment 1 and introduction of Experiment 2).

Procedure
The procedure was almost identical to that of Experiment 1.
The only difference was that there were two kinds of VO con-
ditions in this experiment. In addition to the VO condition
with three-alternative forced choices among “ba,” “da,” and “ga”
(VO3 condition), there was also a two-alternative forced choice
condition (VO2 condition) in which the same three visual stim-
uli were presented for identification of either “ba” or “non-ba.”
The VO2 condition was introduced based on a pilot experiment
in which RTs for the VO3 condition often included ‘vacillating
time’ between “da” and “ga” after the participants were confident
that they were non-labial. We assumed that RTs for VO2 repre-
sent time for visual processing which was adequate to cause the
McGurk effect (labial vs. non-labial categorization). Therefore, in
terms of the visual priming hypothesis, RT differences between
AO and VO2 were of our main interest. The VO2 condition was
always given just before the VO3 condition. Six practice trials were
given before each of the VO2 and VO3 conditions.

Statistical analysis
Group-related effects were mainly examined here as in
Experiment 1. ANOVAs for response accuracy were con-
ducted with factors of age group (younger, older) and SNR
(low, middle, high) for auditory-related conditions (AO, visual
influence calculated by arcAVc − arcAVi), and with factors of
task (VO2, VO3) and age group for the VO condition. Similar
ANOVAs were done for RT in the AO, AV, and VO conditions
as well as for unisensory RT differences (AO − VO). For RTs,
the main effect of SNR was also examined for the AO, AVc, and
AVi conditions. Response accuracy was also transformed by use

of the arcsine function as in Experiment 1. Raw RT data were
transformed logarithmically (log10). When significant interaction
effects were obtained, post-hoc analyses were performed. Planned
group comparisons were always conducted for each SNR to
examine the main interest of group effect. Greenhouse-Geisser
correction was performed when necessary, as in Experiment
1. Lastly, correlation and partial correlation (control variable
of hearing threshold) analyses were conducted between RT
differences (AO − VO2) and visual influences (AVc − AVi) in all
of SNRs for both groups to examine how delayed AO processing
contributes to the McGurk effect size.

RESULTS
Percent correct responses
Response accuracy rates for the AO and AV conditions are shown
in Figure 3A for the younger group and Figure 3B for the older
group. Table 2 shows mean response accuracy and statistical
results in group comparisons. The response accuracy for the
VO condition is also shown in Figure 3C. As described below,
the older group was not significantly different from the younger
in either the auditory (AO) or visual (VO) unisensory condi-
tions, while yielding a larger visual influence in response accuracy
(difference between AVc and AVi).

In the AO condition, the main effect of age group or
the age group × SNR interaction were not significant [age

FIGURE 3 | Response accuracy of auditory-only (AO) and

auditory-visual (AV) conditions in the (A) younger and (B) older groups

and of (C) the visual-only condition with two-alternative (VO2) and

three-alternative (VO3) choice in both groups. Response accuracy
scores in AV and AO conditions are plotted for the low, middle, and high
signal-to-noise ratio (SNR) conditions. AV conditions consisted of two
conditions: AV congruent (AVc) and incongruent (AVi) conditions.
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Table 2 | Mean response accuracy (%) in Experiment 2 for younger and older groups.

SNR Younger (n = 27) Older (n = 17) Group difference (p-value)

AO AVc AVi AVc − AVi VO2 VO3 AO AVc AVi AVc − AVi VO2 VO3 AVc − AVi

Low 74 86 43 43 98 91 76 88 34 54 97 82 0.077†

Middle 92 95 78 17 94 95 72 23 0.321

High 99 98 91 7 98 99 81 18 0.018*

SNR, signal-to-noise ratio; AO, auditory-only; AVc, auditory-visual congruent; AVi, auditory-visual incongruent; VO2, visual-only two-alternative choice; VO3, visual-only

three alternative choice; †p < 0.1; *p < 0.05.

group: F(1, 42) = 0.583, p = 0.449, η2 = 0.002; age group × SNR:
F(2, 84) = 0.284, p = 0.754, η2 = 0.001] (Figures 3A,B). This
indicates that the intelligibility of the auditory stimuli became
equivalent for the two groups by successfully manipulating the
SNRs.

The VO performances were also similar between the two age
groups (Figure 3C). Neither the main effect of age group nor
the age group × task (VO2, VO3) interaction was significant
[age group: F(1, 42) = 2.013, p = 0.163, η2 = 0.001; age group ×
task: F(1, 42) = 0.944, p = 0.337, η2 = 0.0003]. Thus, the two age
groups did not statistically differ in terms of lipreading perfor-
mance. The VO2 task was easier than the VO3 task for both
groups [task: F(1, 42) = 83.956, p < 0.0001, η2 = 0.030].

In contrast, a significant main effect of age group appeared
for the visual influence score in AV speech perception [age
group: F(1, 42) = 4.990, p = 0.031, η2 = 0.054; age group × SNR:
F(2, 84) = 0.823, p = 0.443, η2 = 0.006] (Figure 4). Planned
comparisons showed that the older group was more strongly
affected by visual information (larger McGurk effect) than the
younger, in particular, in the high SNR condition [Bonferroni:
low, p = 0.077; middle: p = 0.321; high: p = 0.018].

Response time
Mean RTs for each condition are shown in Figure 5A for the
younger group and Figure 5B for the older group. Table 3 sum-
marizes mean RTs and statistical results in group comparisons.
For both age groups, RTs were generally longer for the AVi con-
dition compared with the AVc and AO conditions, replicating
the previous results (Sekiyama and Burnham, 2008). The older
group showed longer RTs in all conditions except for the VO con-
dition compared with the younger group. Lowering the SNR in
audio-related conditions generally tended to lengthen RTs.

In the AO condition, ANOVA found significant main effects
of age group [F(1, 42) = 14.800, p = 0.0004, η2 = 0.216] and
SNR [F(2, 84) = 16.480; p < 0.0001, η2 = 0.044], while the age
group × SNR interaction was not significant [F(2, 84) = 1.942,
p = 0.150, η2 = 0.005]. Planned group comparisons for each
SNR also showed that the older group was generally slower
than the younger group (Bonferroni: all of p < 0.02), indicat-
ing delayed auditory speech perception in older people. Higher
SNR conditions tended to be faster than lower SNR conditions
across groups [Bonferroni: low vs. middle, p = 0.051; low vs.
high: p < 0.0001; middle vs. high: p = 0.010].

As in the AO condition, the older group was slower than the
younger group in the AVc condition: ANOVA showed significant

FIGURE 4 | Visual influence scores for the low, middle, and high

signal-to-noise ratio (SNR) conditions in the younger and older

groups. The scores were calculated by subtraction of percent correct

for the auditory-visual incongruent (AVi) condition from the percent

correct for the AV-congruent (AVc) condition.

FIGURE 5 | Response times of the auditory-only (AO), auditory-visual

(AV), and two-alternative (VO2) and three-alternative (VO3) visual-only

conditions in the (A) younger and (B) older groups. AV conditions
included two conditions: AV congruent (AVc) and incongruent (AVi)
conditions. RTs in the AO and AV conditions are plotted for the low, middle,
and high signal-to-noise ratio (SNR) conditions.

main effects of age group [F(1, 42) = 7.129, p = 0.011, η2 =
0.021] and SNR [F(2, 84) = 7.787; p = 0.0008, η2 = 0.004]. The
age group × SNR interaction was not significant [F(2, 84) =
2.103, p = 0.129, η2 = 0.001]. Planned comparisons indicated
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Table 3 | Mean response time (ms) in Experiment 2 for younger and older groups.

SNR Younger (n = 27) Older (n = 17)

AO AVc AVi VO2 VO3 AO − VO2 AO − VO3 AO AVc AVi VO2 VO3 AO − VO2 AO − VO3

Low 805 822 954 663 759 142 46 942 967 1121 727 906 215 36

Middle 742 761 902 79 −17 918 936 1064 191 12

High 684 773 899 21 −75 877 867 1020 150 −29

Group difference (p-value)

SNR AO AVc AVi AO − VO2 AO − VO3

Low 0.051† 0.019* 0.014* 0.317 0.883

Middle <0.0001*** 0.003** 0.024* 0.165 0.732

High 0.010** 0.067† 0.074† 0.046* 0.522

SNR, signal-to-noise ratio; AO, auditory-only; AVc, auditory-visual congruent; AVi, auditory-visual incongruent; VO2, visual-only two-alternative choice; VO3, visual-only

three alternative choice; †p < 0.1; *p < 0.05; **p < 0.01; ***p < 0.0001.

the older group was significantly or almost significantly slower
than the younger group in each SNR condition [Bonferroni: low,
p = 0.019; middle: p = 0.003; high: p = 0.067]. The low SNR
condition took longer than the middle and high SNR conditions
across groups [Bonferroni: low vs. middle, p = 0.031; low vs.
high: p = 0.003; middle vs. high: p = 0.445].

In the AVi condition, the older group was also slower
than the younger group. Significant main effects of age group
[F(1, 42) = 6.082, p = 0.018, η2 = 0.105] and SNR [F(2, 84) =
5.011, p = 0.0124, η2 = 0.018] were found. The age group ×
SNR interaction was not significant [F(2, 84) = 0.329, p = 0.721,
η2 = 0.001, ε = 0.861]. Planned comparisons confirmed that the
older group was significantly or almost significantly slower than
the younger group in each SNR condition [Bonferroni: low, p =
0.014; middle: p = 0.024; high: p = 0.074]. The low SNR con-
dition took longer than the high SNR condition across groups
[Bonferroni: low vs. middle, p = 0.132; low vs. high: p = 0.028;
middle vs. high: p = 0.787].

In contrast to the auditory-related conditions, RTs for the VO
condition did not show significant group-related differences in
either the main effect of age group or the age group × task inter-
action [age group: F(1, 42) = 2.394, p = 0.129, η2 = 0.010; age
group × task: F(1, 42) = 1.805, p = 0.186, η2 = 0.001]. This sug-
gests that the two age groups did not differ in their speed of visual
syllable categorization. RT data also showed that the VO2 task
was easier than VO3 task for both groups [task: F(1, 42) = 21.484,
p < 0.0001, η2 = 0.016].

The differences in RTs between the AO and VO conditions
were compared between age groups. Although the main effect of
group and the interaction effect of group × SNR were not sig-
nificant in the ANOVA, the group comparison for the high SNR
condition was especially of our interest, because the group dif-
ference in the McGurk effect was significantly observed in the
high SNR condition in response accuracy. The planned unpaired
t-test showed that the temporal difference was larger in the
older group than the younger group for the AO relative to VO2
condition in the high SNR condition [t(42) = 2.055, p = 0.046,
Cohen’s d = 0.65] (Figure 6). Such group differences did not

FIGURE 6 | Differences in response time (RT) between auditory-only

(AO) and two-alternative visual-only (VO2) conditions in the younger

and older groups. RT for the AO condition is from the high

signal-to-noise (SNR) condition.

reach significance in the middle and low SNR conditions [middle:
t(42) = 1.415, p = 0.165, Cohen’s d = 0.45; low: t(42) = 1.012,
p = 0.317, Cohen’s d = 0.32]. There were no significant group
differences in AO − VO3 [high: t(42) = 0.645, p = 0.522, Cohen’s
d = 0.20; middle: t(42) = 0.344, p = 0.732, Cohen’s d = 0.11;
low: t(42) = 0.149, p = 0.883, Cohen’s d = 0.05].

Finally, continuous correlation analyses were conducted
between RT differences (AO − VO2) and percent visual influ-
ence scores (AVc − AVi) for both the younger and older groups,
using all of three SNR data. Although the younger group did
not show a significant correlation [r = 0.127, p = 0.258; n = 81]
(Figure 7A), the older group yielded a significant positive correla-
tion [r = 0.337, p = 0.016; n = 51] (Figure 7B). Such significant
correlation relationship for the older group remained significant
under the control of hearing thresholds [older (n = 48): ρXY ·Z =
0.374, p = 0.008; younger (n = 78): ρXY ·Z = 0.128, p = 0.259].
As inferred from this, there was no significant correlation between
the RT differences (AO − VO2) and hearing thresholds in the
older group (r = −0.094, p = 0.512). These results indicate that
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FIGURE 7 | Relationships between difference in RT (auditory-only

minus two-alternative visual-only conditions) and visual influence in

percent correct (auditory-visual congruent minus incongruent

conditions) using all data from the three signal-to-noise ratios (Low,

Middle, High) in the (A) younger and (B) older groups. The older group,
but not the younger group, showed a significant correlation.

more delayed AO perception (being positive in difference in RT)
was related with larger McGurk effects in the older group.

In summary, in discrete analyses, the AO − VO2 RT differ-
ence was significantly larger for the older group in the high SNR
condition, and this coincided with the result for the visual influ-
ence score for which planned comparisons showed a significant
age difference in the high SNR condition. In continuous analyses
across all of the SNR conditions, the older group showed a signif-
icant correlation between the size of the McGurk effect and the
unisensory RT difference (AO − VO2), indicating that the larger
McGurk effect is associated with more delayed AO perception.
These results support the visual priming hypothesis.

DISCUSSION
Experiment 2 compared older and younger participants not only
in terms of response accuracy, but also RT; therefore, we cali-
brated the SNR of auditory stimuli so that the auditory intel-
ligibility was equivalent for both age groups. With a difference
of 4 dB of SNR between the two age groups, the older and the
younger were tested in low (1 or −3 dB), middle (11 or 7 dB), and
high (21 or 17 dB) SNRs in the AV and AO conditions. The results
showed that the McGurk effect was still stronger for older than for
younger adults under equivalent auditory intelligibility. The two
age groups also showed equivalent accuracy of VO performance.
Because the two age groups were equivalently accurate in both
AO and VO performances, the age difference in the McGurk effect
needs to be explained by a factor other than unisensory accuracy.

Response times revealed that the delay due to aging was large
in conditions that included auditory stimuli (AO, AVi, and AVc),
whereas there was no such delay in lipreading; this was espe-
cially so for labial–non-labial categorization (VO2). Because we
assumed that RTs for VO2 represent time for visual processing
which was adequate to cause the McGurk effect (labial–non-
labial categorization), we focused on the visual precedence time
in the binary lipreading condition (AO − VO2 in RT). The visual

precedence time (AO − VO2) was significantly larger for the older
group than the younger group in the high SNR condition, but not
in the middle and low SNR conditions. This was in accordance
with the fact that the aging-related increase in the visual influ-
ence on accuracy tended to be more pronounced for the high SNR
condition. These results suggest that the older participants’ larger
visual precedence due to delayed auditory processing (particularly
in the high SNR condition) is related to a larger visual influence.
The co-occurrence of the larger visual precedence and the larger
visual influence in the older group is consistent with our visual
priming hypothesis.

Moreover, the within-group correlation analysis across all
SNRs found a significant correlation between the size of the
McGurk effect and the unisensory RT difference (AO − VO2) in
the older adults: The larger McGurk effect was associated with the
larger visual precedence, supporting the visual priming hypothe-
sis. Such an association was not found in the younger participants,
thus the association in the older participants seems to be based on
the aging-related auditory delay.

On the other hand, the visual precedence time for three-
alternative lipreading conditions (AO − VO3 in RT) was not
significantly different between the two age groups. This may be a
general tendency of the elderly who attach importance to accuracy
rather than speed when the task is difficult (in VO3).

GENERAL DISCUSSION
This study investigated whether or not older adults with normal
hearing and preserved lipreading use more visual speech infor-
mation than younger adults in auditory-visual speech perception.
Particularly, we intended to examine our visual priming hypoth-
esis that emphasizes the amount of temporal precedence of VO
speech processing relative to AO processing as a cause of the
aging-related increase in visual influence.

Previous studies on aging-related differences in auditory-
visual speech perception presented auditory stimuli to older
and younger adults either under the same SNRs (Thompson,
1995; Behne et al., 2007; Setti et al., 2013) or calibrated SNRs
(Cienkowski and Carney, 2002; Sommers et al., 2005), and only
the same-SNR settings found significant aging-related differences.
Among the above studies, only some studies conducted screening
of the participants based on hearing thresholds (Cienkowski and
Carney, 2002; Sommers et al., 2005; Setti et al., 2013). Concerning
the age range of the participants, control was not so strict in most
of these studies. In fact, studies including older adults over 70
years have often revealed poorer lipreading in older adults, which
would make it complicated to assess aging-related changes in AV
integration. Our strategies were (1) to use both the same SNRs
and calibrated SNRs, (2) to exclude participants with clinically
declined hearing, and (3) to minimize the aging-related decline
in lipreading by setting an age range of older adults between 60
and 65 years.

We found that the visual influence was greater in the older
adults compared with the young adults not only in the same
SNRs, but also in the calibrated SNRs. Based on the effect size of
the main effect of age group (η2 = 0.188 in Experiment 1; η2 =
0.105 in Experiment 2), the aging-related difference in the visual
influence were larger under the same SNRs than the calibrated
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SNRs. This is reasonable because the same-SNR setting did not
correct the aging-related poorer AO performance for the older
adults, so it would have led to a greater visual influence on them as
predicted from optimal integration models (Massaro, 1987, 1998;
Braida, 1991; Grant et al., 1998; Schwartz, 2010).

The novel finding of the present study is that the aging-
related increase in the visual influence was significant even under
the calibrated SNRs. Importantly, the calibration was success-
ful as confirmed by non-significant age group differences for
unisensory AO accuracy. Therefore, for the first time, the aging-
related increase in visual influence was revealed after controlling
for the hearing decline of older adults. In the accuracy data in
Experiment 2, there were no age group differences in unisensory
performance not only in the AO, but also in the VO conditions.
Nevertheless, the multisensory AV integration differed between
the two age groups. Therefore, the differential AV integration
between the two age groups must be attributable to some factors
other than unisensory accuracy: this is a starting point to exam-
ine our visual priming hypothesis, which was supported by the
present RT results.

The RT difference between older and younger adults was con-
stant in audio-related conditions (AO and AV), while no such
delay in RTs for older adults relative to younger adults was
observed in the VO condition. Of importance, this aging-related
auditory delay could be persistent when the visual labial–non-
labial decision (VO2) was not delayed. Thus, the older group’s
larger RTs in the AO condition were not attributable to general
response slowing, but to the modality-specific delay in audi-
tory processing. Consequently, the visual precedence time (AO −
VO2) was significantly longer in the older than the younger adults
in the high SNR condition. In accordance with this, the aging-
related increase in visual influence tended to be more pronounced
in the high SNR condition, yielding a larger McGurk effect in
the older adults. Moreover, the correlation analyses within the
older group across SNRs indicated that more delayed RT is associ-
ated with the larger McGurk effect. Therefore, the visual priming
hypothesis was supported in two aspects: One is the group differ-
ences in the high SNR condition, and the other is the correlation
within the older group.

The delayed auditory processing of older adults has also been
found in studies using ERPs both for speech (Tremblay and Ross,
2007) and non-speech (Schroeder et al., 1995). Furthermore,
ERPs for AV congruent stimuli revealed that the temporal facil-
itation of speech processing by visual speech is greater for normal
hearing older adults compared with younger adults (Winneke and
Phillips, 2011). Such a temporal, visual facilitation is thought to
be due to anticipation provided by visual lipread information that
starts a few hundred milliseconds earlier than the onset of audi-
tory energy in natural speech articulation (Van Wassenhove et al.,
2005; Stekelenburg and Vroomen, 2007; Arnal et al., 2009). The
temporal facilitation in ERPs was also observed for non-speech
events where the anticipatory visual motion precedes the sound,
for example, in hand clapping, but not in events where visual
motion and sound start at the same time, for example, paper
tearing (Stekelenburg and Vroomen, 2007). Thus, anticipatory
visual motion may predict when a sound will occur (Stekelenburg
and Vroomen, 2007) and what phonemes are candidates (Van

Wassenhove et al., 2005). The visual precedence time in RT in the
present older adults could be a measure of temporal information
about how much in advance the visual anticipation is generated
relative to the auditory perception. The present results suggest
that visual anticipation may function well to influence auditory
processing, when visual precedence time is at least about 100 ms,
as observed in the RT difference between AO and VO2 in the older
adults.

Concerning SNRs and aging-related performance differences,
the relationship between AO accuracy and the visual influence
(AVc − AVi) was not always simple. In experiment 1, significant
group differences in AO accuracy were found in two SNRs, while
group differences in the visual influence score were significant at
all SNR levels. This seems in accordance with the fact that the
effect of lipreading on AV accuracy is not additive to AO accu-
racy, but in a multiplicative way (e.g., Braida, 1991), thus, small
or non-significant differences in AO conditions could turn into
large differences in AV conditions (Sumby and Pollack, 1954). In
Experiment 2, we used calibrated SNRs to eliminate group differ-
ences in AO accuracy, thus it is naturally expected that group dif-
ferences in the visual influence would be observed in more limited
way compared with Experiment 1. In fact, a significant group dif-
ference in visual influence score was found only at the high SNR.

It was unexpected that the group difference was more promi-
nent at the high SNR than the middle and low SNRs. Why was
this? It may have been due to the relativity in RTs between the
AO and VO conditions. Although the older group showed a con-
stant AO delay relative to the younger group at each SNR, the
RTs became longer as the SNR became lower for both groups.
As a result, the visual precedence time (AO − VO2), which was
almost zero for the younger adults at the high SNR, reached a
substantial amount at the middle and low SNRs for the younger,
as well as for the older, adults (Figure 5). This caused a substantial
degree of visual influence on both groups in the middle and low
SNRs (Figure 4), which may have resulted in reduced age group
differences.

On the other hand, there may be a case in which the visual
priming hypothesis does not hold. In the context of non-speech
processing, a previous study demonstrated that multisensory
facilitation on RT of simple detection relative to unisensory detec-
tion was greater for older adults than young adults (Peiffer et al.,
2007). They used lights and white noise as stimuli, and a mul-
tisensory condition was presented to them at the same time. An
aging-related increase in multisensory facilitation was still found
even when unisensory detection was equally fast for both age
groups. The time course in which visual and auditory streams
are integrated may be different depending on stimuli (dynamic
visual motion vs. static light, and anticipatory vs. abrupt visual
cues) and task (categorization vs. detection).

Recently, individual differences in the McGurk effect among
young perceivers were studied in terms of the “temporal bind-
ing window” (Stevenson et al., 2012). These authors found that
persons who are more sensitive to beep-flash asynchrony (thus
with smaller temporal binding window) are more susceptible to
the McGurk effect. This suggests that mechanisms for detect-
ing auditory-visual simultaneity are also relevant to some extent
for integration of auditory and visual speech information. Could
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older adults with delayed auditory processing have any drawbacks
to auditory-visual simultaneity detection? One possibility is that
the delay of auditory relative to visual processing may be per-
ceptually canceled as the older adults adapt to the aging-related
delay and recalibration takes place as found for experimental
lags in young adults (Fujisaki et al., 2004). If so, the temporal
binding window itself may not be a source of aging-related dif-
ferences in the McGurk effect. However, the extent to which the
temporal binding window accounts for individual differences in
the McGurk effect may differ between age groups. In the present
study, the visual precedence (that is, auditory delay) was associ-
ated with the size of the McGurk effect only in the older adults.
Therefore, the young adults’ individual differences in the McGurk
effect should be accounted for by the other factors, such as the
temporal binding window, whereas those of the older adults are
possibly accounted for by both the auditory delay and temporal
binding window.

Finally, we should mention the inconsistency between the
present findings of a larger McGurk effect in the older group and
the previous findings (Cienkowski and Carney, 2002; Sommers
et al., 2005). A few factors may have contributed to the incon-
sistency. One is the age range of the participants: we excluded
those over 66 years to minimize lipreading decline (Shoop and
Binnie, 1979). Another critical difference may be the range of
SNRs: we used a wider range of SNRs including much milder
SNRs compared with the previous studies. These factors may have
partially contributed to the inconsistency between the present and
previous studies.

In conclusion, this study demonstrated that native Japanese
speaking older adults used more visual speech information than
their younger counterparts, and were more susceptible to the
McGurk effect when tested with stimuli containing equivalently
intelligible auditory speech. From the RT data, the enhanced
visual influence on the older adults was likely associated with
an aging-related delay in auditory processing. The delay was
observed despite the equalized AO accuracy between the two age
groups, presumably representing aging-related changes in higher
order neural processes that are hard to observe by hearing thresh-
olds alone (Pichora-Fuller and MacDonald, 2009). Time-related
measures such as RTs and ERPs are important to assess older
adults’ auditory perception. In this study, there was no correlation
between hearing thresholds and delay in auditory RT, indicating
that the two factors are dissociable. Thus, among the older adults
with normal hearing, it may be that the delay in cortical audi-
tory processing, rather than peripheral sensory sensitivity, is more
critical for the greater visual influence. Furthermore, it was pre-
viously shown that the RT difference between auditory and visual
speech perception was larger for young native English speakers
than for young Japanese speakers (Sekiyama and Burnham, 2008).
It will be of interest to clarify in the future whether or not the
procedure used in the present study can reveal an aging-related
increase in visual precedence in English speaking populations as
in Japanese.
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Speech perception is an inherently multi-
sensory process. When having a face-to-
face conversation, a listener not only hears
what a speaker is saying, but also sees
the articulatory gestures that accompany
those sounds. Speech signals in visual and
auditory modalities provide complemen-
tary information to the listener (Kavanagh
and Mattingly, 1974), and when both are
perceived in unison, behavioral gains in
in speech perception are observed (Sumby
and Pollack, 1954). Notably, this benefit is
accentuated when speech is perceived in
a noisy environment (Sumby and Pollack,
1954). To achieve a behavioral gain from
multisensory processing of speech, how-
ever, the auditory and visual signals must
be perceptually bound into a single, uni-
fied percept. The most commonly cited
effect that demonstrates perceptual bind-
ing in audiovisual speech perception is the
McGurk effect (McGurk and MacDonald,
1976), where a listener hears a speaker
utter the syllable “ba,” and sees the speaker
utter the syllable “ga.” When these two
speech signals are perceptually bound, the
listener perceives the speaker as having said
“da” or “tha,” syllables that are not con-
tained in either of the unisensory signals,
resulting in a perceptual binding, or inte-
gration, of the speech signals (Calvert and
Thesen, 2004).

The ability to perceptually bind sen-
sory information is notably impaired in

a number of clinical populations, includ-
ing those with autism spectrum disor-
ders (ASD). ASD describes a cluster of
highly prevalent developmental disabili-
ties historically characterized by deficits in
three functional domains: language and
communication, social reciprocity, and the
presence of restricted interests/repetitive
behaviors (APA, 2000). Since its initial
description, alterations in sensory process-
ing have been described in this popu-
lation (Kanner, 1943), yet these deficits
were acknowledged only in the most
recent edition of the DSM (APA, 2013).
Impairments in multisensory perceptual
binding may be particularly relevant in
ASD, given that hallmark features of the
disorder include difficulties in speech,
communication, and social interactions.
Successful speech communication is heav-
ily reliant on binding across sensory
modalities, and as such, impaired binding
in individuals with ASD likely contributes
to these core deficits.

Impairments in perceptual binding
have not gone unstudied in ASD. In fact,
one of the leading theories describing ASD,
Weak Central Coherence, describes ASD as
a cognitive style in which focus is selec-
tively attuned to individual components of
information to the exclusion of perceiv-
ing the larger whole; in short, losing the
proverbial forest for the trees (Frith and
Happé, 1994; Happé, 1999, 2005; Happé

and Frith, 2006). Evidence for this has
been found across a wide range of tasks.
For example, individuals with ASD bene-
fit less than individuals without ASD from
context when interpreting a sentence or
story (Happé, 1994; Jolliffe and Baron-
Cohen, 1999), but are more accurate than
individuals without ASD when focusing
on explicit local details of a passage (Noens
and Berckelaer-Onnes, 2005).

In the realm of sensory perception,
binding deficits in ASD have been stud-
ied most extensively in the visual modality.
Here too, individuals with ASD have been
shown to have a strong local bias at the
expense of global processing (Behrmann
et al., 2006). A clear example of this is
observed in response to hierarchical let-
ters (large letters composed of smaller let-
ters; Navon, 1977). When performing a
task reliant upon the identify the gestalt
of the image (the large letter) relative to
the individual units (small component let-
ters), individuals with ASD show impaired
performance (Behrmann et al., 2006).

The ability of individuals with ASD to
bind across sensory modalities has been
studied to a much lesser extent, but those
studies that have been conducted com-
monly find deficits in multisensory per-
ceptual binding, particularly with speech
signals. The majority of the research sug-
gests that individuals with ASD perceive
the McGurk illusion less often than their
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peers without ASD (de Gelder et al., 1991;
Williams et al., 2004; Mongillo et al., 2008;
Irwin et al., 2011; Bebko et al., 2014;
Stevenson et al., 2014, in press; but see
Iarocci and McDonald, 2006; Woynaroski
et al., 2013), often relying instead on the
auditory modality to the exclusion of the
visual information (Mongillo et al., 2008;
Stevenson et al., 2014, in press). While
individuals with ASD may be able to per-
ceptually bind information under optimal
conditions, these results imply that indi-
viduals with ASD show reduced efficiency
when binding speech information across
auditory and visual modalities, particu-
larly in noisy, real-world contexts (Foxe
et al., 2013). As a consequence, signals are
perceived in isolation, or as fragmented
units rather than as a meaningful whole.
Thus, the efficiency gained from process-
ing multiple sensory signals as a single
percept, for example the visual sensory
inputs associated with a speaker integrated
with the auditory sensory inputs associ-
ated with a speaker (Stevenson et al., 2010,
2011), would be lost, resulting in more
inefficient sensory processing overall.

Given the findings that individuals with
ASD show reduced perceptual binding of
audiovisual speech signals, it has been
hypothesized that individuals with ASD
would not exhibit the behavioral gains
observed with the perception of multi-
sensory signals. The few studies to date
that have investigated multisensory per-
ception of audiovisual speech have shown
that children with ASD do in fact show less
behavioral gain (i.e., less improved per-
ception) with audiovisual speech than do
their typically developing peers (Alcántara
et al., 2004; Smith and Bennetto, 2007;
Irwin et al., 2011; Foxe et al., 2013). This
finding is especially salient when speech is
embedded in a high degree of background
noise (Foxe et al., 2013), the very con-
dition in which (A) typically developing
children show a high level of multisensory
gain and (B), this multisensory integra-
tion would be most beneficial for success-
ful speech communication. The validity
of the relationship between multisensory
perception and real-world communication
has been demonstrated via correlations
between the accurate perception of audio-
visual speech and communication scores
from the Autism Diagnostic Observation
Schedule (Lord et al., 2000), the gold

standard for diagnostic testing in ASD.
Individuals who were better able to accu-
rately perceive audiovisual speech were less
impaired in terms of communicative abili-
ties (Woynaroski et al., 2013).

Interestingly, multisensory speech inte-
gration is not a static process, but one that
continues to mature and fine tune over
development (Hillock et al., 2011; Hillock-
Dunn and Wallace, 2012). While young
children with ASD are clearly delayed in
their ability to benefit from multisensory
speech perception compared to their typ-
ically developing peers, there is evidence
that this impairment lessens with matura-
tion (Foxe et al., 2013). Likewise, the first
study of the McGurk Effect across devel-
opment showed a similar pattern, in which
young children with ASD perceived the
McGurk Effect much less frequently than
their peers without ASD, but “caught up”
later in development (Taylor et al., 2010;
but see Stevenson et al., in press).

A critical question then, is what is
the underlying cause of these disruptions
in speech perception observed in ASD?
One possibility is that individuals with
ASD have impaired temporal processing
abilities. One neurobiological account of
ASD, the temporal binding hypothesis of
autism (Brock et al., 2002) proposes just
that. In terms of binding across sensory
inputs, perceiving the timing of incom-
ing sensory information is paramount to
the ability to perceptually bind stimuli
across sensory modalities. The temporal
synchrony of such inputs is one, if not the
most, salient cue that two inputs should
be bound (Vroomen and Keetels, 2010).
Previous research shows a clear pattern
that individuals with ASD are significantly
impaired in judging the relative timing of
auditory and visual speech signals (Bebko
et al., 2006; Foss-Feig et al., 2010; Kwakye
et al., 2011; de Boer-Schellekens et al.,
2013; Woynaroski et al., 2013; Stevenson
et al., 2014), and importantly, this research
also showed a direct correlation between
multisensory temporal acuity and the abil-
ity to perceptually bind audiovisual speech
signals in individuals with ASD (Stevenson
et al., 2014).

These findings, taken in sum, suggest
that deficits in binding across auditory and
visual modalities in ASD may have a cas-
cading impact on speech perception and
social processing, key clinical symptoms

defining ASD. In most social communica-
tive interactions, failing to perceive the
auditory and visual components of the
environment can result in missing criti-
cal social cues, not to mention the con-
tent of the message being conveyed. Failing
to perceive a speaker’s message as a sin-
gle, unified percept, essentially doubles
the number of perceived inputs, result-
ing in an increasingly “noisy” or “intense”
world—as is often described in the case of
autism (Just et al., 2004; Markram et al.,
2007; Rippon et al., 2007; Pouget et al.,
2009).

The impact of an inability to percep-
tually bind across senses on other aspects
of cognition has been well characterized
in a patient with bilateral parietal hypop-
erfusion (Hamilton et al., 2006). This
patient, AWF, began to perceive what he
heard and what he saw as being out of
sync. As a result of this atypical mul-
tisensory temporal processing, AWF was
unable to perceptually bind audiovisual
speech, indexed by an inability to perceive
the McGurk Effect. Additionally, AWF
no longer showed the typical behavioral
benefits with he was shown a speakers
mouth and articulatory gestures accompa-
nying auditory speech. While the etiology
of AWF’s impairment is clearly distinct
from ASD, the parallels in the percep-
tion of audiovisual speech are striking.
Furthermore, AWF’s describes coping with
his asynchronous environment by limit-
ing face-to-face conversations and looking
away from the face during in-person con-
versations, both behaviors commonly seen
in ASD. Such a coping strategy may reflect
the perceived avoidance of social interac-
tions in ASD, which may relate more to
limiting the amount of perceptual noise in
the environment. A similar argument has
been made for self-stimulation or “stim-
ming” behaviors commonly observed in
ASD. It is possible that these repetitive
movements provide a predictable and con-
trolled sensory experience in an otherwise
chaotic world (Jones et al., 2003).

While the impact that atypical sen-
sory binding appears to have on the core
symptoms associated with ASD is sup-
ported by research, the issue of how to
translate these findings into clinical prac-
tice has been largely unexplored (note
here that treatments commonly referred
to as “sensory integration therapy” do
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not in fact focus on binding or integrat-
ing information across sensory modal-
ities). Intensive Behavioral Intervention
(IBI) is the evidence-based treatment of
choice for ASD; however, the degree of
gain made by any one child is difficult
to predict. While milder autism severity,
higher adaptive functioning, and higher
cognitive skills are related to better out-
comes, there remain unaccounted for fac-
tors which may predict which children
benefit most from treatment (Flanagan
et al., 2012). Given that sensory and mul-
tisensory processing are foundational to
the higher-level cognitive, communicative,
and social functioning that treatments aim
to address, knowledge of an individual’s
ability to process sensory information is a
critical and necessary first step to benefit
maximally from intensive intervention.

These possible clinical implications are,
at this stage, highly speculative. The pos-
sible upsides, however, of moving this
research from the laboratory into real-
world settings are significant. A clear
consensus of evidence suggests that indi-
viduals with ASD process and integrate
sensory information in an atypical man-
ner, and that this is strongly linked to
core impairments in communicative and
social abilities. A number of research
questions must be addressed in order to
explore these possibilities. First, longitudi-
nal studies of individuals with ASD need
to be conducted to directly assess how
speech and communication skills develop
in conjunction with sensory processing,
specifically binding across sensory modali-
ties and multisensory temporal processing.
Second, the mediating or moderating
effect that specific sensory-processing phe-
notypes in ASD have on the efficacy of
evidence-based treatments such as IBI is
sorely needed (in addition to other vari-
ables such as IQ and gender; Wolery
and Garfinkle, 2002; Rogers and Vismara,
2008). Finally, research should ultimately
go beyond documenting the sensory and
multisensory processing abilities of indi-
viduals with ASD and in addition, should
also reveal how these abilities can be
dynamically modulated. Plasticity within
the relevant perceptual systems has been
amply demonstrated (Fujisaki et al., 2004;
Powers et al., 2009; Stevenson et al., 2013;
Schlessinger et al., in press), but these
findings have been not yet been applied to

populations with ASD. Pursuing these and
related studies has the potential to not only
add to our understanding of ASD, but also,
through clinical application, to improve
the quality of life of individuals with ASD.
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McGurk and MacDonald (1976) reported
a powerful multisensory illusion occurring
with audiovisual speech. They recorded a
voice articulating a consonant and dubbed
it with a face articulating another con-
sonant. Even though the acoustic speech
signal was well recognized alone, it was
heard as another consonant after dubbing
with incongruent visual speech. The illu-
sion has been termed the McGurk effect.
It has been replicated many times, and
it has sparked an abundance of research.
The reason for the great impact is that
this is a striking demonstration of multi-
sensory integration. It shows that auditory
and visual information is merged into a
unified, integrated percept. It is a very use-
ful research tool since the strength of the
McGurk effect can be taken to reflect the
strength of audiovisual integration.

Here I shall make two main claims
regarding the definition and interpretation
of the McGurk effect since they bear rele-
vance to its use as a measure of multisen-
sory integration. First, the McGurk effect
should be defined as a categorical change
in auditory perception induced by incon-
gruent visual speech, resulting in a single
percept of hearing something other than
what the voice is saying. Second, when
interpreting the McGurk effect, it is crucial
to take into account the perception of the
unisensory acoustic and visual stimulus
components.

There are many variants of the McGurk
effect (McGurk and MacDonald, 1976;
MacDonald and McGurk, 1978)1. The
best-known case is when dubbing a voice
saying [b] onto a face articulating [g]

1 Throughout this paper only some representative ref-
erences are mentioned as examples of the extensive
literature on each topic.

results in hearing [d]. This is called the
fusion effect since the percept differs from
the acoustic and visual components. Many
researchers have defined the McGurk effect
exclusively as the fusion effect because
here integration results in the perception
of a third consonant, obviously merging
information from audition and vision (van
Wassenhove et al., 2007; Keil et al., 2012;
Setti et al., 2013). This definition ignores
the fact that other incongruent audio-
visual stimuli produce different types of
percepts. For example, a reverse combi-
nation of these consonants, A[g]V[b], is
heard as [bg], i.e., the visual and audi-
tory components one after the other. There
are other pairings, which result in hear-
ing according to the visual component,
e.g., acoustic [b] presented with visual
[d] is heard as [d]. Here my first claim
is that the definition of the McGurk
effect should be that an acoustic utter-
ance is heard as another utterance when
presented with discrepant visual articula-
tion. This definition includes all variants
of the illusion, and it has been used by
MacDonald and McGurk (1978) them-
selves, as well as by several others (e.g.,
Rosenblum and Saldaña, 1996; Brancazio
et al., 2003). The different variants of
the McGurk effect represent the outcome
of audiovisual integration. When integra-
tion takes place, it results in a unified
percept, without access to the individ-
ual components that contributed to the
percept. Thus, when the McGurk effect
occurs, the observer has the subjective
experience of hearing a certain utterance,
even though another utterance is pre-
sented acoustically.

One challenge with this interpretation
of the McGurk effect is that it is impos-
sible to be certain that the responses the

observer gives correspond to the actual
percepts. The real McGurk effect arises due
to multisensory integration, resulting in
an altered auditory percept. However, if
integration does not occur, the observer
can perceive the components separately
and may choose to respond either accord-
ing to what he heard or according to
what he saw. This is one reason why
the fusion effect is so attractive: If the
observer reports a percept that differs from
both stimulus components, he does not
seem to rely on either modality alone,
but instead really fuse the information
from both. However, this approach does
not guarantee a straightforward measure
of integration any more than the other
variants of the illusion, as is argued
below.

The second main claim here is that
the perception of the acoustic and visual
stimulus components has to be taken into
account when interpreting the McGurk
effect. This issue has been elaborated pre-
viously in the extensive work by Massaro
and colleagues (Massaro, 1998) and oth-
ers (Sekiyama and Tohkura, 1991; Green
and Norrix, 1997; Jiang and Bernstein,
2011). It is important because the iden-
tification accuracy of unisensory compo-
nents is reflected into audiovisual speech
perception.

In general, the strength of the McGurk
effect is taken to increase when the propor-
tion of responses according to the acous-
tic component decreases and/or when the
proportion of fusion responses increases.
That is, the McGurk effect for stim-
ulus A[b]V[g] is considered stronger
when fewer B responses and/or more D
responses are given. This is often an ade-
quate way to measure the strength of the
McGurk effect—if one keeps in mind that
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it implicitly assumes that perception of the
acoustic and visual components is accurate
(or at least constant across conditions that
are compared). However, it can lead to
erroneous conclusions if this assumption
does not hold.

The fusion effect provides a prime
example of this caveat. It has been inter-
preted to mean that acoustic and visual
information is integrated to produce a
novel, intermediate percept. For example,
when A[b]V[g] is heard as [d], the per-
cept is thought to emerge due to fusion
of the features (for the place of articu-
lation) provided via audition (bilabial)
and vision (velar), so that a different,
intermediate consonant (alveolar) is per-
ceived (van Wassenhove, 2013). However,
already McGurk and MacDonald (1976)
themselves wrote that “lip movements for
[ga] are frequently misread as [da],” even
though they did not measure speechread-
ing performance, unfortunately. The
omission of the unisensory visual con-
dition in the original study is one factor
that has contributed to the strong status of
the fusion effect as the only real McGurk
effect, reflecting true integration. Still, if
visual [g] is confused with [d], it is not
at all surprising or special if A[b]V[g] is
perceived as [d].

To demonstrate the contribution of the
unisensory components more explicitly,
I’ll take two examples of my research, in
which fusion-type stimuli produced dif-
ferent percepts depending on the clarity
of the visual component. In one study,
a McGurk stimulus A[epe]V[eke] was
mainly heard as a fusion [ete] (Tiippana
et al., 2004). This reflected the fact that in
a visual-only identification task, the visual
[eke] was confused with [ete] (42% K
responses and 45% T responses to visual
[eke]). In another study, a McGurk stim-
ulus A[apa]V[aka] was mainly heard as
[aka], and this could be traced back to
the fact that in a visual-only identifi-
cation task, the visual [aka] was clearly
distinguishable from [ata], and thus rec-
ognized very accurately (100% correct in
typical adults; Saalasti et al., 2012; but note
the deviant behavior of individuals with
Asperger syndrome). Thus, even though
the McGurk stimuli were of a fusion
type in both studies, their perception dif-
fered depending largely on the clarity of
the visual components. These findings

underscore the importance of knowing
the perceptual qualities of the unisensory
stimuli before making conclusions about
multisensory integration.

Exactly how to take the properties of
the unisensory components into account
in multisensory perception of speech is
beyond this paper. Addressing this issue
in detail requires carefully designed exper-
imental studies (Bertelson et al., 2003;
Alsius et al., 2005), computational mod-
eling (Massaro, 1998; Schwartz, 2010),
and investigation of the underlying brain
mechanisms (Sams et al., 1991; Skipper
et al., 2007). However, the main guideline
is that unisensory perception of stimu-
lus components is reflected into multisen-
sory perception of the whole (Ernst and
Bülthoff, 2004).

During experiments, when the task is
to report what was heard, the observer
reports the conscious auditory percept
evoked by the audiovisual stimulus. If
there is no multisensory integration
or interaction, the percept is identical
for the audiovisual stimulus and the
auditory component presented alone.
If there is audiovisual integration, the
conscious auditory percept changes. To
which extent visual input influences the
percept depends on how coherent and
reliable information each modality pro-
vides. Coherent information is integrated
and weighted e.g., according to the relia-
bility of each modality, which is reflected
in unisensory discriminability.

This perceptual process is the same for
audiovisual speech—be it natural, con-
gruent audiovisual speech or artificial,
incongruent McGurk speech stimuli. The
outcome is the conscious auditory per-
cept. Depending on the relative weight-
ing of audition and vision, the outcome
for McGurk stimuli can range from hear-
ing according to the acoustic compo-
nent (when audition is more reliable than
vision) to fusion and combination per-
cepts (when both modalities are informa-
tive to some extent) to hearing according
to the visual component (when vision is
more reliable than audition). Congruent
audiovisual speech is treated no differ-
ently, showing visual influence when the
auditory reliability decreases. The different
variants of the McGurk effect are all results
of this same perceptual process and reflect
audiovisual integration.

The McGurk effect is an excellent tool
to investigate multisensory integration in
speech perception. The main messages
of this opinion paper are, first, that
the McGurk effect should be defined
as a change in auditory perception due
to incongruent visual speech, so that
observers hear another speech sound than
what the voice uttered, and second, that
the perceptual properties of the acoustic
and visual stimulus components should be
taken into account when interpreting the
McGurk effect as reflecting integration.
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Recent magneto-encephalographic and electro-encephalographic studies provide evidence
for cross-modal integration during audio-visual and audio-haptic speech perception, with
speech gestures viewed or felt from manual tactile contact with the speaker’s face. Given
the temporal precedence of the haptic and visual signals on the acoustic signal in these
studies, the observed modulation of N1/P2 auditory evoked responses during bimodal
compared to unimodal speech perception suggest that relevant and predictive visual and
haptic cues may facilitate auditory speech processing.To further investigate this hypothesis,
auditory evoked potentials were here compared during auditory-only, audio-visual and
audio-haptic speech perception in live dyadic interactions between a listener and a speaker.
In line with previous studies, auditory evoked potentials were attenuated and speeded
up during both audio-haptic and audio-visual compared to auditory speech perception.
Importantly, the observed latency and amplitude reduction did not significantly depend
on the degree of visual and haptic recognition of the speech targets. Altogether, these
results further demonstrate cross-modal interactions between the auditory, visual and
haptic speech signals. Although they do not contradict the hypothesis that visual and haptic
sensory inputs convey predictive information with respect to the incoming auditory speech
input, these results suggest that, at least in live conversational interactions, systematic
conclusions on sensory predictability in bimodal speech integration have to be taken with
caution, with the extraction of predictive cues likely depending on the variability of the
speech stimuli.

Keywords: audio-visual speech perception, audio-haptic speech perception, multisensory interactions, EEG,

auditory evoked potentials

INTRODUCTION
How information from different sensory modalities, such as sight,
sound and touch, is combined to form a single coherent percept?
As central to adaptive behavior, multisensory integration occurs
in everyday life when natural events in the physical world have to
be integrated from different sensory sources. It is an highly com-
plex process known to depend on the temporal, spatial and causal
relationships between the sensory signals, to take place at different
timescales in several subcortical and cortical structures and to be
mediated by both feedforward and backward neural projections.
In addition to their coherence, the perceptual saliency and rele-
vance of each sensory signal from the external environment, as
well as their predictability and joint probability to occur, also act
on the integration process and on the representational format at
which the sensory modalities interface (for reviews, see Stein and
Meredith, 1993; Stein, 2012).

Audio-visual speech perception is a special case of multisen-
sory processing that interfaces with the linguistic system. Although
one can extract phonetic features from the acoustic signal alone,
adding visual speech information from the speaker’s face is known
to improve speech intelligibility in case of a degraded acoustic
signal (Sumby and Pollack, 1954; Benoît et al., 1994; Schwartz

et al., 2004), to facilitate the understanding of a semantically
complex statement (Reisberg et al., 1987) or a foreign language
(Navarra and Soto-Faraco, 2005), and to benefit hearing-impaired
listeners (Grant et al., 1998). Conversely, in laboratory settings,
adding incongruent visual speech information may interfere with
auditory speech perception and even create an illusory percept
(McGurk and MacDonald, 1976). Finally, as in other cases of
bimodal integration, audio-visual speech integration depends on
the perceptual saliency of both the auditory (Green, 1998) and
visual (Campbell and Massaro, 1997) speech signals, as well as their
spatial (Jones and Munhall, 1997) and temporal (van Wassenhove
et al., 2003) relationships.

At the brain level, several magneto-encephalographic (MEG)
and electro-encephalographic (EEG) studies demonstrate that
visual speech input modulates auditory activity as early as 50–
100 ms in the primary and secondary auditory cortices (Sams et al.,
1991; Klucharev et al., 2003; Lebib et al., 2003; Besle et al., 2004;
Hertrich et al., 2007; Winneke and Phillips, 2011). Importantly, it
has been shown that both the latency and amplitude of auditory
evoked responses (N1/P2, M100) are attenuated and speeded up
during audio-visual compared to auditory-only speech perception
(Klucharev et al., 2003; Besle et al., 2004; van Wassenhove et al.,
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2005; Stekelenburg and Vroomen, 2007; Arnal et al., 2009; Pilling,
2010; Vroomen and Stekelenburg, 2010; Baart et al., 2014; Treille
et al., 2014). Moreover, N1/P2 latency facilitation also appears to
be directly function of the visemic information, with the higher
visual recognition of the syllable, the longer latency facilitation
(van Wassenhove et al., 2005; Arnal et al., 2009). Since the visual
speech signal preceded the acoustic speech signal by 10s or 100s of
milliseconds in these studies, the observed speeding-up and ampli-
tude suppression of auditory evoked potentials might both reflect
non-speech specific temporal (Stekelenburg and Vroomen, 2007;
Vroomen and Stekelenburg, 2010) and phonetic (van Wassenhove
et al., 2005; Arnal et al., 2009) visual predictions of the incoming
auditory syllable (for recent discussions, see Arnal and Giraud,
2012; van Wassenhove, 2013; Baart et al., 2014).

Interestingly, speech can be perceived not only by the ear and
by the eye but also by the hand, with orofacial speech gestures
felt and monitored from manual tactile contact with the speaker’s
face. Past studies on the Tadoma method provide evidence for suc-
cessful communication abilities in trained deaf-blind individuals
through the haptic modality (Alcorn, 1932; Norton et al., 1977). A
few behavioral studies also demonstrate the influence of tactile
information on auditory speech perception in untrained indi-
viduals without sensory impairment, especially in case of noisy
or ambiguous acoustic signals (Fowler and Dekle, 1991; Gick
et al., 2008; Sato et al., 2010). In a recent EEG study (Treille et al.,
2014), electrophysiological evidence of cross-modal interactions
was found during both audio-visual and audio-haptic speech per-
ception, through the course of live dyadic interactions between
a listener and a speaker. In this study, participants were seated
at arm’s length from an experimenter and they were instructed
to manually categorize /pa/ or /ta/ syllables presented audito-
rily, visually and/or haptically. In line with the above-mentioned
EEG/MEG studies, N1 auditory evoked responses were attenuated
and speeded up during live audio-visual speech perception. Cru-
cially, haptic information was also found to speed up auditory
speech processing as early as 100 ms. Given the temporal prece-
dence of the dynamic configurations of the articulators on the
auditory signal, as attested in a behavioral control experiment, the
observed audio-haptic interactions in the listener’s brain raise the
possibility that the brain use predictive temporal and/or phonetic
relevant tactile information for auditory processing, despite less
natural processing to extract relevant speech information from
the haptic modality. From this possibility, however, a clear limit
of this study comes from the use of a simple two-alternative
forced-choice identification task between /pa/ and /ta/ syllables
and an insufficient number of trials for reliable EEG analyses per
syllable.

To further explore whether perceivers might integrate tactile
information in auditory speech perception as they do with visual
information, the present study aimed at replicating the observed
bimodal interactions during live face-to-face and hand-to-face
speech perception (Treille et al., 2014). As observed in previ-
ous studies on audio-visual speech perception (van Wassenhove
et al., 2005; Arnal et al., 2009), we also specifically tested whether
modulation of N1/P2 auditory evoked potentials during both
audio-visual and audio-haptic speech perception might depend
on the degree to which the haptic and visual signals predict the

incoming auditory speech target. To this aim, the experimental
procedure was adapted from the Tadoma method and similar to
that previously used by Treille et al. (2014), except the use of a
three-alternative forced-choice identification task between /pa/,
/ta/, and /ka/ syllables and a sufficient number of trials for reliable
EEG analyses per syllable. A gradient of visual and haptic recog-
nition between the three syllables was first attested in a behavioral
experiment, which was a requirement to assess visual and haptic
predictability on the incoming auditory signal in a subsequent EEG
experiment. In line with previous EEG studies on audio-visual
speech integration (van Wassenhove et al., 2005; Arnal et al., 2009),
we hypothesized that the higher visual and haptic recognition of
the syllable, the stronger latency facilitation in the audio-visual
and audio-haptic modalities.

MATERIALS AND METHODS
PARTICIPANTS
Sixteen healthy adults, native French speakers, participated in the
study (eight females; mean age ± SD, 29 ± 8 years). All participants
were right-handed, had normal or corrected-to-normal vision and
reported no history of speaking, hearing or motor disorders. Writ-
ten informed consent was obtained for all participants and they
were compensated for the time spent in the study. The study was
approved by the Grenoble University Ethical Committee.

STIMULI
Based on a previous EEG study (van Wassenhove et al., 2005),
/pa/, /ta/, and /ka/ syllables were selected in order to ensure precise
acoustic onsets (thanks to the unvoiced stop bilabial /p/, alveolar
/t/, and velar /k/ stop consonants) crucial for EEG analyses and,
importantly, to ensure a gradient of visual and haptic recognition
between these syllables (with notably the bilabial /p/ consonant
known to be more visually salient than alveolar /t/ and velar /k/
consonants).

EXPERIMENTAL PROCEDURE
The study consisted on one behavioral experiment immediately
followed by one EEG experiment. The behavioral experiment was
performed in order to ensure a gradient of visual and haptic recog-
nition of /pa/, /ta/, and /ka/ syllables. Importantly, since individual
syllable onsets of the experimenter’s productions were used as
acoustical triggers for EEG analyses, the visual and haptic modal-
ities of presentation were not included in the EEG experiment. In
both experiments, Presentation software (Neurobehavioral Sys-
tems, Albany, CA, USA) was used to control the visual stimuli for
the experimenter, the audio stimuli (beep) for the participant and
to record key responses. In addition, all experimenter productions
were recorded for off-line analyses in the EEG experiment.

Behavioral experiment
In a first behavioral experiment, participants were individually
tested in a sound-proof room and were seated at arm’s length
from a female experimenter (see Figure 1A).

They were told that they would be presented with /pa/, /ta/,
or /ka/ syllables either auditorily, visually, audio-visually, hap-
tically, or audio-haptically over the hand-face contact. In the
auditory modality (A), participants were instructed to keep their
eyes closed and to listen to each syllable overtly produced by the
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FIGURE 1 | (A) Experimental design used in the audio-haptic (AH)
modality. In the haptic (H) and AH modalities, participants were asked to
keep their eyes closed with their right hand placed on the experimenter’s
face and to categorize with their left hand each perceived syllable. In the
auditory modality (A), participants were instructed to keep their eyes
closed while, in the visual (V) and audio-visual modality (AV), they were

asked to also look at the experimenter’s face. The behavioral experiment
included A, V, H, AV, AH modalities while the EEG experiment only
included A, AV, and AH modalities. (B,C) Mean percentage of correct
identification for /pa/, /ta/, and /ka/ syllables in each modality of
presentation in the (B) behavioral and (C) EEG experiments. Error bars
represent standard errors of the mean.

experimenter. In the audio-visual modality (AV), they were asked
to also look at the experimenter’s face. In the audio-haptic modal-
ity (AH), they were asked to keep their eyes closed with their right
hand placed on the experimenter’s face (the thumb placed lightly
and vertically against the experimenter’s lips and the other fingers
placed horizontally along the jaw line in order to help distinguish-
ing both lip and jaw movements). This experimental procedure
was adapted from the Tadoma method and similar to that pre-
viously used by Treille et al. (2014). Finally, the visual-only (V)
and haptic-only (H) modalities were similar to the AV and AH
modalities except that the experimenter silently produced each
syllable.

The experimenter faced the participant and a computer screen
placed behind the participant. On each trial, the computer screen
specified the syllable to be produced. To this aim, the syllable
was printed three times on the computer screen at 1 Hz, with the
last display serving as the visual go-signal to produce the syllable.
The inter-trial interval was 3 s. The experimenter previously prac-
ticed and learned to articulate each syllable in synchrony with the
visual go-signal, with an initial neutral closed-mouth position and
maintaining an even intonation, tempo and vocal intensity.

A three-alternative forced-choice identification task was used,
with participants instructed to categorize each perceived syllable
by pressing on one of three keys corresponding to /pa/, /ta/, or
/ka/ on a computer keyboard with their left hand. A brief sin-
gle audio beep was delivered 600 ms after the visual go-signal
(expecting to occur in synchrony with the experimenter produc-
tion) with the participants told to produce their responses only
after this audio go-signal. This procedure was done in order to
dissociate sensory/perceptual responses from motor responses on
EEG data in the next experiment. As a consequence, no reaction-
times were acquired and only response rate were considered in
further analyses.

Every syllable (/pa/, /ta/, or /ka/) was presented 15 times in
each modality (A, V, H, AV, AH) in a single randomized sequence
for a total of 225 trials. The response key designation were
counterbalanced across participants. Before the experiment, par-
ticipants performed few practice trials in all modalities. They
received no instructions concerning how to interpret visual and

haptic information but they were asked to pay attention to both
modalities during bimodal presentation.

EEG experiment
Because of no possible reliable acoustical triggers in the visual-only
and haptic-only modalities, the EEG experiment only included
three individual experimental sessions related to A, AV, and AH
modalities of presentation. Except this difference and the number
of trials, the experimental procedure was identical to that used in
the behavioral experiment. In each session, every syllable (/pa/,
/ta/, or /ka/) was presented 80 times in a randomized sequence for
a total of 240 trials. The order of the modality of presentation and
the response key designation were fully counterbalanced across
participants. Because the experimental procedure was quite taxing,
each experimental session was split into two blocks of around
6 min each, allowing short breaks for both the experimenter and
the participants.

EEG ACQUISITION
In the EEG experiment, EEG data were continuously recorded
from 64 scalp electrodes (Electro-Cap International, INC., accord-
ing to the international 10–20 system) using the Biosemi
ActiveTwo AD-box EEG system operating at a sampling rate of
256 Hz. Two additional electrodes served as reference (common
mode sense [CMS] active electrode) and ground (driven right leg
[DRL] passive electrode). One other external reference electrode
was at the top of the nose. The electro-oculogram measuring
horizontal (HEOG) and vertical (VEOG) eye movements were
recorded using electrodes at the outer canthus of each eye as
well as above and below the right eye. Before the experiment, the
impedance of all electrodes was adjusted to get low offset voltages
and stable DC.

DATA ANALYSES
Behavioral analyses
In both the behavioral and EEG experiments, the propor-
tion of correct responses was individually determined for each
participant, each syllable and each modality. Two-way repeated-
measure ANOVAs were performed on these data with the modality
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(A,V,H,AV,AH in the behavioral experiment; A,AV,AH in the EEG
experiment) and the syllable (/pa, /ta/, /ka/) as within-subjects
variables.

Acoustical analyses
In the EEG experiment, acoustical analyses were performed on
the experimenter’s recorded syllables in order to determine the
individual syllable onsets serving as acoustical triggers for the
EEG analyses. All acoustical analyses were performed using Praat
software (Boersma and Weenink, 2013). First, an automatic pro-
cedure based on an intensity and duration algorithm detection
roughly identified each syllable’s onset in the A, AV, and AH
modalities (11520 utterances). For all syllables, these onsets were
further manually and precisely determined, based on waveform
and spectrogram information related to the acoustic characteris-
tics of voiced stop consonants. Omissions and wrong productions
were identified and removed from the analyses (less than 1%).

EEG analyses
EEG data were processed using the EEGLAB toolbox (Delorme and
Makeig, 2004) running on Matlab (Mathworks, Natick, MA, USA).
Since N1/P2 auditory evoked potentials have maximal response
over central sites on the scalp (Scherg and Von Cramon, 1986;
Näätänen and Picton, 1987), EEG data preprocessing and analyses
were conducted on three central electrodes (C3, Cz, C4). These
electrodes, covering left, middle, and right central sites, were also
selected based on previous EEG studies on audio-visual speech
perception (e.g., Klucharev et al., 2003; Besle et al., 2004; Pilling,
2010; Treille et al., 2014). EEG data were first re-referenced off-
line to the nose recording and band-pass filtered using a two-way
least-squares FIR filtering (1–20 Hz). Data were then segmented
into epochs of 1000 ms (from −500 ms to +500 ms to the acoustic
syllable onset, individually determined from the acoustical anal-
yses), with the prestimulus baseline defined from −500 ms to
−400 ms. Epochs with an amplitude change exceeding ±60 μV at
any channel (including HEOG and VEOG channels) were rejected
(on average, less than 10%).

For each participant and each modality, the peak latency of
auditory N1 and P2 evoked responses were first determined on the
EEG waveform averaged over all electrodes and syllables. For each
syllable, two temporal windows were then defined on these peaks
±30 ms in order to individually calculate N1 and P2 amplitude and
latency on the related average waveform of C3, Cz, C4 electrodes.
Two-way repeated-measure ANOVAs were then performed on N1
and P2 amplitude and latency with the modality (A, AV, AH) and
the syllable (/pa/, /ka/, /ta/) as within-subjects variables.

In order to confirm previous EEG/MEG studies demonstrating
that P2 and M100 latency reduction in the audio-visual modality
vary as a function of the visual recognition of the presented syl-
lable (van Wassenhove et al., 2005; Arnal et al., 2009), additional
Pearson’s correlation analyses were carried out. These correlation
analyses were performed between the individual visual and haptic
recognition scores of the three syllables in the behavioral experi-
ment and the related latency facilitation and reduction amplitude
observed in the AV and AH modalities in the EEG experiment
(leading to 3 × 16 correlation points per measure and per modal-
ity). In addition to raw data, these analyses were also performed

on individual Z-score normalized data, in order to take account
of individual differences.

RESULTS
For all the following analyses, the significance level was set at
p = 0.05 and Greenhouse–Geisser corrected (for violation of the
sphericity assumption) when appropriate. When required, post
hoc analyses were conducted with Newman–Keuls tests.

BEHAVIORAL ANALYSES
Behavioral experiment (see Figure 1B)
Overall, the mean proportion of correct responses was of 94%.
The main effect of modality of presentation was significant
[F(4,60) = 33.67, p < 0.001], with more correct responses in
A, AV, and AH modalities than in V and H modalities (as shown by
post hoc analyses, all p’s < 0.001). Significant differences were
also observed between syllables [F(2,30) = 15.59, p < 0.001],
with more correct responses for /pa/ than for /ta/ and /ka/ syl-
lables (as shown by post hoc analyses, all p’s < 0.001). Finally,
the interaction between the modality and the syllable was also
reliable [F(8,120) = 7.39, p < 0.001]. While no significant differ-
ences were observed between syllables in A, AV, and AH modalities
(with almost perfect identification for all syllables), more correct
responses were observed for /pa/ than for /ta/ and /ka/ syllables
in both V and H modalities (as shown by post hoc analyses, all
p’s < 0.001). Altogether, these results thus demonstrate a near per-
fect identification of /pa/ in all modalities, but a lower accuracy
for /ta/ and /ka/ syllables in V and H modalities.

EEG experiment (see Figure 1C )
In the EEG experiment, the mean proportion of correct responses
was of 99%. No significant effect of the modality [F(2,30) = 1.72],
syllable [F(2,30) = 1.34] or interaction [F(4,60) = 0.90] was
observed, with a near perfect identification of all syllables in A,
AV, and AH modalities.

EEG ANALYSES
N1 amplitude (see Figures 2 and 3A-left)
The main effect of modality was significant [F(2,30) = 9.19,
p < 0.001], with a reduced negative N1 amplitude observed in
the AV and AH modalities as compared to the A modality (as
shown by post hoc analyses, p < 0.001 and p < 0.02, respectively;
on average, A: −5.3 μV, AV: −3.1 μV, AH: −4.1 μV). The inter-
action between the modality and the syllable was also found to be
significant [F(4,60) = 7.23, p < 0.001]. While for /pa/ a significant
amplitude reduction was observed in both AV and AH modali-
ties as compared to the A modality, an amplitude reduction was
only observed in the AV modality for /ta/ and /ka/ syllables (as
shown by post hoc analyses, all p’s < 0.001, see Figure 3A-left). In
sum, these results demonstrate a visually induced amplitude sup-
pression for all syllables and, importantly, an haptically induced
amplitude suppression but only for /pa/ syllable.

P2 amplitude (see Figures 2 and 3B-left)
No significant effect of the modality [F(2,30) = 1.91], the sylla-
ble [F(2,30) = 1.09] and their interaction [F(4,60) = 1.58] was
observed.
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FIGURE 2 | Grand-average of auditory evoked potentials for /pa/, /ta/, and /ka/ syllables averaged over the left (C3), middle (Cz), and right (C4)

central electrodes in the auditory, audio-visual, and audio-haptic modalities.

N1 latency (see Figures 2 and 3C -left)
No significant effect of the modality [F(2,30) = 0.36], the sylla-
ble [F(2,30) = 3.13] and their interaction [F(4,60) = 1.78] was
observed.

P2 latency (see Figures 2 and 3D-left)
The main effect of syllable [F(2,30) = 4.54, p < 0.02] was reliable,
with shorter P2 latencies observed for /pa/ and /ta/ syllables as
compared to /ka/ (as shown by post hoc analyses, all p’s < 0.03; on
average, /pa/: 210 ms, /ta/: 211 ms, /ka/: 217 ms). Crucially, the
main effect of modality was significant [F(2,30) = 4.05, p < 0.03],
with shorter latencies in AV and AH as compared to the A modal-
ity (as shown by post hoc analyses, all p’s < 0.05; on average, A:
223 ms, AV: 208 ms, AH: 207 ms). In sum, these results thus indi-
cate faster processing of the P2 auditory evoked potential for /pa/
and /ka/ syllables. In addition, a latency facilitation was observed
in both AV and AH modalities, irrespective of the presented
syllables.

Correlation between perceptual recognition scores (see
Figure 3-right)
For raw data, whatever the modality, no significant correlation
was however observed for both N1 amplitude (AV: r = 0.09, p =
0.54; AH: r = 0.06, p = 0.70), P2 amplitude (AV: r = 0.25, p = 0.09;
AH: r = −0.09, p = 0.53), N1 latency (AV: r = −0.06, p = 0.71;
AH: r = 0.11, p = 0.45), and P2 latency (AV: r = 0.07, p = 0.66; AH:
r = −0.01, p = 0.92). Results on additional correlation analyses
on normalized data also failed to demonstrate any significant cor-
relation for both N1 and P2 amplitude (N1-AV: r = 0.01, p = 0.98;
N1-AH: r = 0.18, p = 0.87; P2-AV: r = 0.21, p = 0.15; P2-AH:
r = 0.02, p = 0.91) and latency (N1-AV: r = 0.01, p = 0.92; N1-AH:
r = 0.12, p = 0.65; P2-AV: r = 0.06, p = 0.68; P2-AH: r = −0.02,
p = 0.87).

DISCUSSION
Two main results emerge from the present study. First, in line with
our previous results (Treille et al., 2014), a modulation of N1/P2
auditory evoked potentials was observed during live audio-visual
and audio-haptic speech perception compared to auditory speech
perception. However, contrary to two previous studies of audio-
visual speech perception (van Wassenhove et al., 2005; Arnal et al.,
2009), no significant correlation was observed between the latency

facilitation observed in the bimodal conditions and the degree of
visual and haptic recognition of the presented syllables.

Before we discuss these results, it is first important to con-
sider one potential limitation of the present study. Classically,
testing cross-modal interactions requires to determine that the
observed response in the bimodal condition differ to the sum of
those observed in the unimodal conditions (e.g., AV �= A + V).
However, visual-only and haptic-only modalities were not here
tested, due to the technical difficulty to get temporal accurate
and reliable triggers for EEG analyses. Notably, because of their
temporal limitation and variability, visual and/or surface elec-
tromyographic recordings of the experimenter’s lip, jaw or tongue
movements would not allowed to determine reliable triggers (espe-
cially in the case of lip stretching for /ta/ and /ka/ syllables).
From the possibility that the observed bimodal neural responses
simply come from a superposition of the unimodal signals, it
should however be noted that auditory evoked potentials are rarely
observed in the visual-only modality in central electrodes (Besle
et al., 2004; van Wassenhove et al., 2005; Pilling, 2010). Further-
more, in our previous study and using the same experimental
design, we obtained behavioral evidence for a strong temporal
precedence of the haptic and visual signals on the acoustic signal
(Treille et al., 2014). In our view, it is therefore unlikely that visual
and haptic event-related potentials might arise at the same time-
latency and at the same central electrodes that N1 and P2 auditory
evoked potentials. For these reasons, we here compared neural
responses in each bimodal condition to the related unimodal
condition (i.e., AV �= A and AH �= H), a testing procedure that
has previously demonstrated latency facilitation and amplitude
reduction of auditory evoked potentials in audio-visual compared
to auditory-only speech perception (van Wassenhove et al., 2005;
Pilling, 2010).

In spite of this limitation, the observed modulation of N1/P2
auditory evoked potentials in the audio-visual condition strongly
suggests cross-modal speech interactions. It is first worthwhile
noting that, for each participant, the three syllables were randomly
presented in each session in order to minimize repetition effects,
and the order of the modality of presentation was fully counter-
balanced across participants so that possible overlapping modality
effects are unlikely. In addition, auditory-evoked responses were
compared between modalities, with the same number of trials and
therefore similar possible habituation effects. Although our results

www.frontiersin.org May 2014 | Volume 5 | Article 420 | 260

http://www.frontiersin.org/
http://www.frontiersin.org/Language_Sciences/archive


Treille et al. The sound of your lips

FIGURE 3 | Left. Mean N1 (A) and P2 (B) amplitude and mean N1
(C) and P2 (D) latency for /pa/, /ta/, and /ka/ syllables averaged over
left (C3), middle (Cz), and right (C4) central electrodes in the auditory
(A), audio-visual (AV), and audio-haptic (AH) modalities. Error bars
represent standard errors of the mean. * indicates a significant effect.

Right. Correlation on raw data between the recognition scores
observed in the visual-only and haptic-only modalities in the behavioral
experiment (x -axis) and the reduction amplitude and latency facilitation
observed in the audio-visual and audio-haptic modalities in the EEG
experiment (y -axis). No correlation was significant.

appear globally consistent with previous EEG studies, some dif-
ferences have however to be mentioned. First, while the observed
amplitude reduction was here confined to the N1 auditory evoked
potential, as in our previous study (Treille et al., 2014; see also
Besle et al., 2004), such a visually induced suppression has been
previously observed for both N1 and P2 auditory components
(Klucharev et al., 2003; van Wassenhove et al., 2005; Stekelenburg
and Vroomen, 2007; Pilling, 2010; Baart et al., 2014) or only for
the P2 component (Baart et al., 2014). Second, the observed P2
latency facilitation also contrasts with previous studies showing
earlier latencies during audio-visual speech perception for both
N1 and P2 peaks (van Wassenhove et al., 2005; see also Pilling,
2010, for a small but not consistent effect) or only for N1 peak
(Stekelenburg and Vroomen, 2007; Baart et al., 2014; Treille et al.,

2014). From these differences, it is hypothesized that N1 and P2
components as well as latency facilitation and amplitude reduction
effects might reflect different aspects and/or stages of audio-visual
speech integration. For instance, van Wassenhove et al. (2005)
observed a visually induced suppression of both N1 and P2 com-
ponents independently of the visual saliency of the speech stimuli,
but a latency reduction of N1 and P2 peaks depending on the
degree of their visual predictability. From their results, they argue
for two distinct integration stages: (1) a global bimodal percep-
tual stage, reflected in the amplitude reduction, independent of
the featural content of the visual stimulus and possibly reflecting
phase-coupling of auditory and visual cortices, and (2) a featural
phonetic stage, reflected in the latency facilitation and stronger for
P2, in which articulator-specific and predictive visual information
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are taking into account in auditory phonetic processing (for
further discussion, see van Wassenhove, 2013). In parallel, Steke-
lenburg and Vroomen (2007), Vroomen and Stekelenburg (2010),
and Baart et al. (2014) also argue for a bimodal, non-speech spe-
cific stage in audio-visual speech integration but here thought to
be reflected in the N1 latency facilitation and amplitude reduc-
tion. Congruent with this hypothesis, they observed an amplitude
and a latency reduction of auditory-evoked N1 responses during
audio-visual perception for both speech and non-speech actions,
like clapping hands (Stekelenburg and Vroomen, 2007), as well as
for artificial audio-visual stimul, like two moving disks predicting
a pure tone when colliding with a fixed rectangle (Vroomen and
Stekelenburg, 2010). In addition, they also provided evidence for
a P2 amplitude reduction specifically dependent on the phonetic
predictability of the visual speech input (Baart et al., 2014; see also
Vroomen and Stekelenburg, 2010). Taken together, although the
observed differences across the present and previous studies on N1
and/or P2 latency facilitation and/or amplitude reduction are still
a matter of debate (van Wassenhove et al., 2005; Baart et al., 2014),
they might both reflect multistage processes in audio-visual speech
integration and also derive from specific experimental settings
used in these studies.

From that latter possibility, one interesting finding is that the
observed latency and amplitude reduction in the EEG experiment,
notably for the P2 component, did not significantly depend on the
degree of visual recognition of the speech targets in the behavioral
experiment. This contrasts with two previous studies reporting
latency shifts of auditory evoked responses directly function of
the visemic information (van Wassenhove et al., 2005; Arnal et al.,
2009). For instance, van Wassenhove et al. (2005) demonstrated a
visually induced facilitation of the P2 auditory evoked potential
which systematically varied according to the visual-only recogni-
tion of the presented syllable (i.e., the more visually salient was
the syllable, the more stronger the latency facilitation). While they
observed a P2 latency facilitation around 25 ms, 16 ms, and 8 ms
for /pa/, /ta/, and /ka/ syllables, respectively, we here observed
latency facilitations around 17 ms, 13 ms, and 15 ms for the
same syllables. However, correlation scores likely depend on over-
all differences in recognition scores between syllables which were
stronger in previous studies (van Wassenhove et al., 2005; Arnal
et al., 2009). Furthermore, one important difference between our
experimental setting and those used in these two studies is that
audio-visual interactions were here tested during live face-to-face
interactions between a speaker and a listener, with a unique occur-
rence of the presented syllable in each trial. This natural stimulus
variability contrasts with the limited number of tokens used to rep-
resent each syllable in the previous studies which were repeatedly
presented to the participants (i.e., van Wassenhove et al. (2005):
one speaker, three syllables, one token per syllable and 100 trials
per syllable and per modality; Arnal et al. (2009): one speaker,
five syllables, one token per syllable and 54 trials per syllable
and per modality). Similarly, another possible experimental factor
impacting bimodal speech integration comes from the number
of syllable type. From that view, it is worthwhile noting that we
did observe a latency facilitation during live face-to-face speech
perception in our previous study, using a similar experimental
design, but only for the N1 component (Treille et al., 2014). In this

study, however, a simple two-alternative forced-choice identifica-
tion task between /pa/ and /ta/ syllables was used. It is therefore
possible that specific phonetic contents of these two syllables were
less perceptually dominant in this previous study, with a more
global yes-no strategy done in relation to the more salient bilabial
movements for /pa/ as compared to /ta/ (for experimental designs
only using two distinct speech stimuli, see also Stekelenburg and
Vroomen, 2007; Pilling, 2010; Vroomen and Stekelenburg, 2010;
Baart et al., 2014). Overall, given the significant P2 latency facilita-
tion, our results do not contradict the hypothesis that visual inputs
convey predictive information with respect to the incoming audi-
tory speech input (for a discussion on the sensory predictability
of audio-visual speech stimuli, see Chandrasekaran et al., 2009;
Schwartz and Savariaux, 2013) nor the fact that visual predictabil-
ity of the speech stimulus might be reflected in auditory evoked
responses. We simply argue that visual predictions on the incom-
ing acoustic signal in audio-visual speech perception might likely
be constrained not only by the featural content of the visual stimuli
but also by the experimental context and by short-term memory
traces and knowledge the listener previously acquired on these
stimuli.

As in the audio-visual condition, the observed modulation
of N1/P2 auditory evoked potentials during audio-haptic speech
perception also clearly suggests cross-modal speech interactions
between the auditory and the haptic signals. In this bimodal
condition, we also observed a latency facilitation on the P2 audi-
tory evoked potential that did not vary according to the degree
of haptic recognition of the speech targets. In addition to this
latency facilitation, an N1 amplitude reduction was also observed
but only for /pa/ syllable. As previously noted, this latter result
fits well with a stronger haptic saliency of the bilabial rounding
movements involved in /pa/ syllable (see Treille et al., 2014, for
behavioral evidence) and with previous studies on audio-visual
integration demonstrating that N1 suppression is strongly depen-
dent on whether the visual signal reliably predicts the onset of
the auditory event (Stekelenburg and Vroomen, 2007; Vroomen
and Stekelenburg, 2010). As discussed previously, the fact that
P2 latency reduction was nevertheless observed for all syllables
indirectly argue for distinct integration processes in the cortical
speech processing hierarchy (van Wassenhove et al., 2005; Steke-
lenburg and Vroomen, 2007; Vroomen and Stekelenburg, 2010;
Baart et al., 2014).

Taken together, our results provide new evidence for audio-
visual and audio-haptic speech interactions in live dyadic inter-
actions (Treille et al., 2014). The fact that the modulation of
N1/P2 auditory evoked potentials were quite similar in these
bimodal conditions, despite the less natural haptic modality, fur-
ther emphasizes the multimodal nature of speech perception. As
previously mentioned, apart from speech, multisensory integra-
tion from sight, sound and haptic modalities naturally occurs in
everyday life. Although bimodal speech perception is a special case
of multisensory processing that interfaces with the linguistic sys-
tem, similar integration processes might have been used to extract
temporal and/or phonetic relevant information from the visual
and haptic speech signals that, together with the listener’s knowl-
edge of speech production (for a review, see Schwartz et al., 2012),
might have constrained the incoming auditory processing.
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