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Editorial on the Research Topic 
Frontiers in Energy Research: Rising Stars

Science thrives on innovation and spirit of enquiry and thus encompasses change, renewal, and a constantly evolving body of thought. It is precise from this perspective that young scientists provide essential impetus for advancement in science and technology with creative new ideas, strategies, and methods.
In few scientific disciplines are these new impulses as important as in energy research: ensuring access to affordable, reliable, sustainable, clean, and modern energy for all (Sustainable Development Goal 7) is an immense challenge for humanity in the face of the consequences of global climate change and increasing geopolitical conflicts.
This Research Topic of articles, “Frontiers in Energy Research: Rising Stars,” provides a glimpse into the versatility of high-quality energy research, driven by internationally recognized researchers in their early stages of independent careers. These articles address key technologies for a path toward sustainable renewable energy practices with energy storage and hydrogen and biogas and biomass utilization.
Three articles under this Research Topic focus on electrochemical energy storage. Hereby, two research articles highlight ionic liquid electrolytes for high performance and safe operation of lithium ion batteries based on intrinsic conductivity, wide potential window, and negligible volatility of the ionic liquids. In one article, Penley et al. used the density functional theory to predict the solvation and coordination of lithium ions—crucial properties determining the solubility of lithium salts and the ability of lithium ions intercalating into the active electrode materials. By calculating the dissociation energies of lithium ions, the authors were able to predict the coordination of the lithium ions in the tailored ionic liquid electrolytes. In the other study, Zettl and Hanzu studied the ionic conductivity of a type of hybrid solid electrolytes consisting of a metal–organic framework and an ionic liquid. Such hybrid electrolytes may be considered a bridge between the classical liquid and solid electrolytes. In the third mini-review article, Liu and Wang examined the recent development in the molecular layer deposition technique for preparing the thin-film electrodes and electrolyte of rechargeable batteries. This is a highly interesting technique that allows to tailor thin-film battery materials by depositing hybrid organic–inorganic materials at a nanoscale level and with well-tunable and unique properties that conventional electrode materials lack.
Not only an efficient storage of electrical energy but also the storage of hydrogen is an important task and challenge, requiring a trade-off between storage density, energy expenditure, cyclic stability, and safety. Here, hydrogen storage in solid-state compounds can be considered a safe storage method. Yet, research still has to identify the ultimate storage material. Parameters like the thermodynamics and kinetics of hydrogen adsorption and desorption and the resistance to contamination are only some aspects to be considered. In his research article, Zbigniew Łodziana applied surface energy calculations for LaNi5 and TiFe as alloys relevant for hydrogen storage—highlighting, for example, the strong binding energies of CO, CO2, and H2O at the alloy surfaces, thus blocking the active sites for dissociative hydrogen adsorption.
The major source of renewable hydrogen is probably the electrochemical water splitting. Yet, it can also be harnessed from biomass, for example, via steam reforming. This technology, however, requires “high-value” biomass—biomass with a low water contents—as feedstock. Worldwide, however, huge quantities of low-value biomass (e.g., aqueous waste streams) remain unexploited and require energy-extensive treatment to remove their carbon load before being discharged into the environment. Ochonma et al. studied the thermodynamic limits for an enhanced hydrogen production, combined with an inherent carbon removal from low-value aqueous biomass components. In their process, which takes place at considerably reduced temperatures and pressure as compared to conventional high-temperature reforming, the authors aimed to utilize the effect of coupling thermodynamically downhill carbon mineralization reactions for in situ CO2 capture to enhance hydrogen evolution.
In addition to hydrogen, methane (in the form of biogas) is a promising energy carrier, which can be stored more easily than hydrogen and for which the existing natural gas infrastructure can be exploited. However, the high CO2 contents of biogas (up to 50%) lower its calorific value. Hence, various biogas upgradation technologies are under intense investigation to increase the methane content to the desired level. In their article, Roy et al. used microbial electrosynthesis, a microbial electrochemical technology, for biogas upgrading. In this technology, microorganisms convert CO2 (with the help of electric energy) to generate organic compounds. The authors could demonstrate a combined benefit of microbial electrosynthesis—an increase of the methane contents of the used biogas and a production of acetic acid in the liquid phase.
It is not only the carbon dioxide content that can be problematic for the energetic use of biogas but also impurities such as hydrogen sulfide and siloxanes. Thus, in solid oxide fuel cells (SOFCs), which can directly utilize biogas for electrochemical energy conversion, these impurities, even at low concentrations, can potentially damage the fuel cell’s electrocatalyst. In their study, Tian and Milcarek studied the effect of cyclic and linear siloxane contaminations on the nickel-yttria-stabilized zirconia (Ni-YSZ) anode of a solid oxide fuel cell. By means of detailed electrochemical and postmortem analysis, they showed cyclic siloxanes to possess the strongest degradation effects and identified silicon and silicon carbide as major siloxane decomposition products.
Two further research studies under this Research Topic address very different aspects of solar energy and wind power. Shargaieva et al. devoted their article to the crystallization mechanism of methylammonium lead iodide perovskite from different solvents. These perovskites are a novel type of semiconductors that show great potential for solution-processed optoelectronic devices including solar cells. Hereby, the performance of the respective device is intrinsically determined by the quality of the solution-processed halide perovskite thin films. The findings of this study allow a deeper understanding of the different roles that solvents play in the formation process of halide perovskite semiconductors, and they allow predicting optimum preparation conditions. In contrast to this materials science approach, the study by Zhao et al. addressed deficits in the prediction of large-scale wind power bases. Until now, the calculation of the power output of wind power bases assumes the wind power to be homogeneous for an entire region, neglecting heterogeneities and thus accepting large deviations in the simulation results of the wind power output. To obtain more accurate power output landscapes of large-scale wind power bases, the authors proposed a power output scene simulation method considering power station clustering and cluster correlation. They verified the validity and rationality of the new simulation method using physical data from the wind power base of the downstream Yalong River basin.
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The design of multifunctional thin films holds the key to manipulate the surface and interface structure of the electrode and electrolyte in rechargeable batteries and achieve desirable performance for various applications. Molecular layer deposition (MLD) is an emerging thin-film technique with exclusive advantages of depositing hybrid organic-inorganic materials at a nanoscale level and with well tunable and unique properties that conventional thin films might not have. Herein, we provide a timely mini-review on the most recent progress in the surface chemistry and MLD process of novel hybrid organic-inorganic thin films and their applications as the anode, cathode, and solid electrolytes in lithium-ion batteries. Perspectives for future research in designing new MLD process and precursors, enriching MLD material library, and expanding their potential applications in other energy storage systems, are discussed at the end.
Keywords: molecular layer deposition, hybrid thin film, surface coating, lithium batteries, self-limiting growth
INTRODUCTION
Rechargeable batteries play an essential role in many applications nowadays, from portable devices and electric vehicles to miniaturized and intelligent systems, such as wearable devices, the Internet of things, micro-electromechanical system. The ever-increasing demand for high-performance batteries requires continuous materials innovation to address the limitation in current rechargeable batteries. In particular, many pressing issues in batteries, such as degradation, safety, gas evolution, etc., are closely associated with the structure and properties of the electrode and electrolyte interface (Xu et al., 2018; Banerjee et al., 2020; Rowden and Garcia-Araez, 2020). It is well recognized that being able to manipulate the interface, often at the nanoscale level, is a key to alleviate unwanted side reactions and improve the overall performance of batteries, particularly at extreme conditions, such as high temperatures, high voltages, fast charging, etc. (Chen et al., 2010; Zhao et al., 2021).
Over the past decades, atomic layer deposition (ALD) has been demonstrated as a promising thin film deposition technique to tailor the electrode-electrolyte interface in liquid and all-solid-state lithium-ion batteries (LIBs) (Knoops et al., 2012; Zhao et al., 2018b; Zhao et al., 2021). Distinguished from other techniques, ALD allows uniform and nanoscale coating of functional inorganic thin films (metal oxides, phosphates, fluorides, and nitrides) at the electrode-electrolyte interface in LIBs to suppress undesirable phenomena, such as detrimental surface and near-surface phase transition (Yan et al., 2018), electrode volume change (Xiao et al., 2011; Lotfabad et al., 2014), transitional metal dissolution (Scott et al., 2011), etc. Such success has stimulated the industrial pilot study of using a high-throughput continuous particle ALD process to achieve surface modification on large-scale battery materials (Weimer, 2019). Besides application in transitional LIBs, ALD has been recently demonstrated for fabricating three-dimensional (3D) microbatteries (Pearse et al., 2017; Liu et al., 2018; Pearse et al., 2018). 3D microbatteries allow significantly increased surface area of active materials in the limited footprint as planar thin-film batteries and thus provide high energy and power densities (Figure 1A). However, manufacturing 3D microbatteries has been challenging due to the strict requirements on the uniformity and pinhole-free deposition of the anode, solid electrolyte, and cathode layers on high-surface-area substrates (Oudenhoven et al., 2011; Roberts et al., 2011; Liu et al., 2020), and only become possible with the advances in new ALD process development for these electrode and electrolyte materials. Therefore, it is vital to design and develop novel functional thin films with unique properties because it will provide numerous opportunities for enabling better battery technologies.
[image: Figure 1]FIGURE 1 | Illustration of one cycle of (A) ALD-Al2O3 (trimethylaluminum (TMA)-H2O) and (B) MLD-alucone (TMA-ethylene glycol) (reproduced from Zhao et al. (2021) with permission from The Royal Society of Chemistry); (C) electrochemical performance of MLD-tincone (TDMASn-glycerol) as the anode in LIBs (reproduced from Zhu et al. (2020) with permission from The Royal Society of Chemistry); (D) crystal structure of Li-PDC, Li-TPA, Li-NDC, and LiBPDC, with their corresponding organic precursors, and redox reactions mechanisms for Li-TPA and LiZAO (reprinted with permission from Multia et al. (2020) Copyright 2020 American Chemical Society); (E) configuration of an all ALD/MLD-made Li2Q/LiPON/Cu cell, and Li-ion storage mechanism of Li2Q as the cathode (reproduced from Nisula and Karppinen (2018) with permission from The Royal Society of Chemistry); (F) Nyquist plot, Arrhenius plot, and AFM roughness of lithicone by MLD (reproduced from Kazyak et al. (2020) with permission from The Royal Society of Chemistry).
While ALD can only deposit inorganic materials, molecular layer deposition (MLD) has emerged as a thin film technique that resembles the benefits of ALD in controlling film thickness, uniformity, conformity, and crystallinity, but is able to deposit hybrid organic-inorganic materials, namely “metalcone” (George et al., 2009; Lee et al., 2013). This is achieved by incorporating an organic fragment in the thin films by pairing metal precursors with organic reactants (Figure 1B), instead of water as in ALD (Figure 1A), during the sequential and self-limiting deposition process. One MLD cycle consists of four steps. During the first step of the MLD process, metalorganic precursor (such as trimethylaluminum–TMA) is introduced into the chamber and react with all surface functional groups (e.g., hydroxyl group) through ligand exchange. In the second step, the excessive precursor and any byproducts are entirely removed by inert gas purging. In the third step, an organic precursor (e.g., ethylene glycol-EG) is pulsed into the chamber to react with metalorganic ligands to convert the surface back to hydroxyl groups. Once the reaction is complete, the residual organic precursor and byproducts are pumped out using gas purging.
The incorporation of organic fragments technically opens unlimited possibilities for engineering the structure of metalcone at the molecular level and tailoring their mechanical, electrical, optical, and electrochemical properties for energy storage and conversion systems (Sundberg and Karppinen, 2014; Meng, 2017). For example, MLD alucone has been applied as a flexible surface coating layer on the various anode (Si, SnO2, Li/Na/Zn metals) and cathode in rechargeable Li, Na, and Zn batteries (Piper et al., 2014; Zhao et al., 2018a; He and Liu, 2020), and been found to outperform its ALD Al2O3 counterpart in stabilizing the electrode-electrolyte interfaces owing to the added benefits from the organic fragment. For example, alucone coating, deposited by using trimethylaluminum (TMA) and glycerol (GL) at 140°C, was found to improve the cycling stability, rate, and Coulombic efficiency of nano-Si composite electrodes (Piper et al., 2014). Alucone was proven to be robust and resilient to accommodate the large volume change of Si and maintain an intimate network for fast ionic and electron conduction (Ma et al., 2015; Son et al., 2017), while conventional metal oxides are not suitable for large-volume-change materials due to mechanical failure at high stresses. Therefore, as a surface coating on the anode, the MLD films should have good uniformity and coverage on the electrode, good Li-ion conductivity upon lithiation, and excellent toughness and flexibility to tolerate repeated stress. The properties of MLD alucone might be tuned by precisely adjusting the organic reactants during the deposition process (Lee et al., 2013). For Li metal anode, alucone coating (10–25 cycles) showed improved stripping and plating performance, stabilized polarization curves, lowered internal resistance, and prolonged lifetime, compared with Al2O3-protected or bare Li metal (Zhao et al., 2018a; Chen et al., 2018). The highly cross-linked structure in alucone coating with good mechanical properties and flexibility could effectively suppress dendrite formation, maintain continuous solid electrolyte interphase (SEI), and reduce the reactions and penetration of electrolyte with Li metal. MLD-alucone has also been applied as surface coating on P2-type Na0.66Mn0.9Mg0.1O2 (NMM) cathode in Na-ion batteries, in comparison with Al2O3 coating and no coating. The alucone coated NMM cathode exhibited a 96% capacity retention, compared to pristine (75%) and Al2O3-coated (71%) NMM, after 100 cycles between 2 and 4.5 V at 1°C (Kaliyappan et al., 2020). Besides the mechanical robustness, the more electronically conductive nature of the alucone thin film than alumina was essential to improved rate capability and benefited from the carbon linkers in the alucone film. Therefore, different from the surface coating on the anode, MLD film coating on the cathode should primarily consider electronic conductivity and uniformity while emphasizing mechanical properties. Consequently, we believe that MLD provides a new opportunity to innovate novel thin-film materials to catalyze energy storage and conversion research.
Despite the great promise, hybrid organic-inorganic materials and their MLD surface chemistry and process are minimal, unlike the rich ALD material library. Many possible MLD materials remain unexplored, probably due to challenges associated with the selection of MLD precursors and the development of the MLD process. Excitedly, several proof-of-concept MLD materials as the battery components, i.e., anode, cathode, and solid electrolytes, have been reported and demonstrated recently. As such, this mini-review is intended to provide a timely summary of the recent progress in MLD surface chemistry and process development for hybrid organic-inorganic materials, their applications and potentials in rechargeable batteries, and the intuitions learned so far to guide future multifunctional thin film design by MLD.
NEW MLD THIN FILMS DEMONSTRATED AS ACTIVE BATTERY MATERIALS
Early metalcone materials, i.e., titanicone (Van De Kerckhove et al., 2016), vanadicone (Van De Kerckhove et al., 2017), developed by MLD were electrochemically inactive toward Li-ion storage as the deposited state and required post-annealing to convert the metalcone into metal oxide-based materials to present Li-ion storage performance. However, the harish post-annealing process caused the damage of the thin film uniformity and usually led to the formation of island structures (Kazyak et al., 2017), making them unsuitable for fabricating 3D microbatteries. As shown in previous ALD works (Pearse et al., 2018), the thin films need to be electrochemically functional so that they can be directly applied to fabricate 3D microbatteries. To satisfy 3D microbattery requirements, the MLD thin films should process high electrochemical activity toward Li-ion storage or transport, have high uniformity and conformity on high-aspect-ratio substrates, and relatively straightforward deposition process and receipts.
Alloying-type anode materials (e.g., Sn, Si) are known for their high specific capacities and their obvious drawback of large volume change during the lithiation/de-lithiation process (Lao et al., 2017). The volume expansion could cause structural pulverization and rapid capacity decay, limiting their practical applications (Obrovac and Chevrier, 2014). Liu and co-workers recently reported the use of tincone, at the deposited state by MLD, as a stable and high-capacity anode in LIBs (Zhu et al., 2020). Tincone was deposited at 150°C by MLD using tetrakis(dimethylamino)tin(IV) (TDMASn) and GL as the precursors and exhibited a self-limiting growth behavior with a high growth per cycle (GPC) of 2.5 Å. The tincone on nitrogen-doped carbon nanotubes (tincone/NCNTs) delivered a reversible capacity of 490 mAh g−1 for 100 cycles and excellent rate capability of 432.7, 368.7, 301.0, 242.1, and 173.2 mAh g−1, at 0.1, 0.2, 0.5, 1.0, and 2.0 A g−1, respectively (Figure 1C), which outperformed both pristine N-CNTs and ALD-deposited SnO2/CNTs (Zhu et al., 2019a; Zhu et al., 2019b). It was found that the Sn ions in the unique tincone structure provided high Li-ion storage capacity and acted as redox-active sites, while the surrounding organic species served as a flexible matrix to accommodate the volume change of Sn during the cycling. This work not only provides a stable MLD anode for fabricating 3D microbatteries, but also points out a new route to address the long-standing problems in alloying-type anodes by engineering the material structure at the molecular level (such as Si-based metalcone).
Recently, Karppinen and co-workers made encouraging progress on MLD surface chemistry and process development for Li-containing organic-inorganic thin films (Li-dicarboxylates), and demonstration of these novel materials as the anode [Li-TPA (Nisula and Karppinen, 2016), Li-PDC, Li-NDC, Li-BPDC, and Li-ZAO (Multia et al., 2020)] and the cathode (Li2Q) (Nisula and Karppinen, 2018) in LIBs. For the first time, they reported the MLD recipes for these Li-dicarboxylates, by using lithium bis(trimethylsilyl)amide (LiHMDS) as the Li precursor, in combination with five organic linkers, terephthalic acid (TPA), pyridinedicarboxylic acid (PDC), 2,6-naphthalenedicarboxylic acid (NDC), 4,4′-biphenydicarboxylic acid (BPDC), and 4,4′-azobenzenedicarboxylic acid (AZO) (Figure 1D). Due to the different organic precursors employed, Li-TPA, Li-PDC, Li-NDC, Li-BPDC, and Li-ZAO exhibited a GPC of 3.0, 2.5, 2.3, 7.0, and 7.0 Å, respectively, (Table 1). Moreover, these MLD processes yielded highly crystalline and air-stable thin films at low deposition temperatures of 220–240°C. Furthermore, galvanostatic cycling experiments verified the electrochemical activity of these novel films toward Li-ion storage. The redox reaction mechanisms for Li-TPA and LZO are shown in Figure 1D. This series of MLD Li-dicarboxylates is an excellent example of engineering MLD material structures by adjusting the organic precursors and thus tailoring their electrochemical behaviors toward LIB applications. This strategy might be extended to other hybrid organic-inorganic materials by MLD.
TABLE 1 | Summary of MLD receipts, growth behaviors, and applications of metalcone films.
[image: Table 1]In addition to the anode, cathode materials with hybrid organic-inorganic structures have been synthesized by MLD. Dilithium-1,4benzenediolate (Li2Q) was successfully deposited at 160°C by MLD using LiHMDS and hydroquinone (HQ) as the precursors (Nisula and Karppinen, 2018). Compared with the known organic electrode materials (p-benzoquinone), MLD achieved in-situ incorporation of Li into the as-deposited Li2Q film and therefore, can be directly used as the cathode in full cells due to its lithiated state. The authors further fabricated a solid-state Li2Q/LiPON/Cu cell using Pt as the current collector, ALD-LiPON as the solid electrolyte (30 nm), and Li2Q as the cathode (5–42 nm) (Figure 1E). Cyclic voltammetry (CV) testing revealed a pair of redox peaks at 3.38 V (oxidation) and 2.57 V (reduction) at 0.2 mV s−1. Due to thin electrode design, the solid-state cell exhibited ultrahigh rate capabilities and could reach 50% of the full capacity in less than 0.25 s, with energy and power densities of 108 mWh cm−3 and 508 w cm−3, respectively. Furthermore, a proof-of-concept all-ALD/MLD-made organic battery was fabricated by using Li2Q cathode, LiPON solid electrolyte, and Li-TPA anode (Nisula and Karppinen, 2018), demonstrating the feasibility of ALD and/or MLD in the design of 3D microbatteries.
Solid electrolyte thin films have been limited to inorganic materials (Sheil and Chang, 2020) until very recently, Dasgupta et al. reported Li-ion conducting “lithicone” by MLD (Kazyak et al., 2020). The lithicone was deposited at 135°C by sequentially introducing lithium tert-butoxide (LiOtBu) and EG (Figure 1F). Both precursors were chosen due to their sufficiently high vapor pressure, thermal stability and demonstrated self-limiting surface reactions. Lithicone possessed a stoichiometry of Li1.5C2O1.8, with a bonding environment distinct from that of lithium carbonate. Most importantly, electrochemical impedance spectroscopy (EIS) measurements showed that lithicone, upon post-annealing at 350°C, exhibited an ionic conductivity of 3.6 × 10–8 S cm−1 at 30°C with an activation energy of 0.6 eV (Figure 1F). Chronoamperometry test revealed an electronic conductivity of the film 5–6 orders-of-magnitude lower than the ionic conductivity, making the lithicone suitable as an interlayer or bulk solid electrolyte in thin-film batteries. Although solid polymer electrolytes have been known for many years, this is the first time that organic-containing electrolyte was made in a layer-by-layer fashion by MLD and showed measurable ionic conductivity.
The above recent works positively proved the possibility and versatility of using the MLD technique to fabricate multifunctional hybrid organic-inorganic anode, cathode, and solid electrolyte with targeted applications in rechargeable batteries. Overall, it can be found that the use of organic precursors during the MLD processes adds extra, and sometimes surprising, functionalities into these novel thin-film materials to address existing challenges and open new opportunities.
OTHER NEW MLD THIN FILMS PROMISING FOR RECHARGEABLE BATTERIES
In addition to the aforementioned materials, several new MLD thin films have been developed recently with the potential for battery applications. This group of new MLD thin films includes magnesicone (Kint et al., 2020), manganicone (Ahvenniemi and Karppinen, 2016), lithium propane dioxide (Wang et al., 2020), Ti-based maleic acid (Cao et al., 2019), and Mn- and Co-based hybrid films (Ahvenniemi and Karppinen, 2016). The MLD receipts and growth behaviors of these MLD films are summarized in Table 1. It can be found that these new MLD materials show high similarity to other hybrid films that have been validated in LIBs in terms of MLD surface chemistry and film structure, and therefore deserve to be evaluated in electrochemical cells in the future.
There are three main approaches for thoroughly assessing the potential of these new MLD hybrid films in rechargeable batteries. Firstly, these hybrid films, with or without post-annealing, might be directly applied as the anode, cathode, or solid electrolyte in LIBs, taking advantage of the electrochemical activity of metal ions. Secondly, the hybrid films could also be employed as surface coating layers to address liquid-solid and solid-solid interface issues in conventional liquid-based LIBs, solid-state LIBs, and next-generation batteries (e.g., Na, K, and Zn-ion). This surface-engineering approach has been widely demonstrated using alucone, a mature MLD material, in a broad range of applications, such as Si anode (Piper et al., 2014), Li metal (Zhao et al., 2018a), Na metal (Zhao et al., 2017), Zn metal (He and Liu, 2020), Na cathode (Kaliyappan et al., 2020), and many others (Zhao et al., 2021). Compared to in-situ formed SEI, the MLD coating, as an artificial SEI on the electrode, become ion and electron conductive upon contact with charge carriers (e.g., Li-ion, Na-ion), possess better mechanical stability and interfacial structure integrity over repeated cycling, and prevent further side reactions between the electrode and electrolyte. Comprehensive experiment and simulation work has been performed to understand the structure change and role of ALD-Al2O3 coating in LIBs, but not for MLD-alucone coating yet. Theoretical analysis using density functional theory, ab initio molecular dynamics simulations, and Green’s function theory found that the alucone film was composed of Al-O complexes, and Li atoms bonded to these O atoms during the lithiation (Ma et al., 2015). Once the alucone film was irreversibly saturated with Li atoms, it became electronically conductive. Thirdly, MLD hybrid films (e.g., zincone, magnesicone) have been converted to corresponding highly porous metal oxide materials (e.g., ZnO, MgO) by removing the organic backbones via post-annealing (Perrotta et al., 2019a; Perrotta et al., 2019b; Kint et al., 2020). These porous metal oxide structures might be used reactive barrier layers or porous substrates for Li-ion composite solid electrolytes.
SUMMARY AND PERSPECTIVES
Herein, we discussed the most recent progress in the MLD surface chemistry, process development, and applications of metalcone thin films as active materials in rechargeable LIBs. Several hybrid organic-inorganic anode, cathode, and solid electrolytes have been synthesized by MLD and demonstrated promising electrochemical properties toward Li-ion storage or transport. Moreover, these novel materials have been integrated into all-solid-state thin-film batteries by combining MLD with ALD. Therefore, MLD has shown its great potential in engineering multifunctional thin films for 3D microbattery applications. Nevertheless, challenges remain in MLD and its further applications in energy storage devices and necessitates further research into expanding MLD material library, exploiting their use for surface/interface modification in batteries, and developing new precursors and surface chemistries for MLD processes.
Develop New MLD Metalcone Materials
Despite recent progress in new MLD development, the number of available metalcone materials is still very limited. Further research needs to significantly develop new MLD surface chemistry and process for other metalcone thin films. This could be done by either switching metal-organic precursors that have been validated in ALD and/or adjusting organic reactants to manipulate the film properties. For example, Li-containing organic-inorganic materials might be extended to Na- and K-containing ones by changing the Li precursors (LiOtBu and LiHMDS) to their Na- and K-counterparts (Østreng et al., 2014).
Exploit MLD Metalcones in Broad Energy Storage and Conversion Devices
The possibility of controlling metalcone structure at the molecular level creates tremendous opportunities for various energy storage and conversion systems. Further research might focus on exploring the use of multifunctional metalcones for surface modification purposes in liquid- and solid-state LIBs and other next-generation batteries to improve interfacial stability. Moreover, the metalcones could also be used as supports and over-coating on catalysts to increases their durability and catalytic activities (Gould et al., 2014).
New MLD Precursors and Surface Chemistry
New metal precursors with high vapor pressure and reactivity are urgently needed to enable the development of more MLD metalcones. For example, although lithicone has been developed, the used Li precursors (LiOtBu) are certainly not ideal for the MLD process because they have low vapor pressure and require high sublimation temperatures. This challenge becomes even severe in Na and K precursors (Østreng et al., 2014). A further advance in MLD would be benefited from the design of new precursor chemistry to satisfy self-limiting and complete growth reactions.
Overcome Shortcomings of MLD for Practical Applications
Many MLD thin films tend to be unstable in contact with water and oxygen and might experience immediate changes in the surface structure upon exposure to the ambient environment (Liang et al., 2009; Van De Kerckhove et al., 2018). It remains unknown how this surface change affects the properties of MLD coating on the electrode. The scalability of MLD is yet to be demonstrated using fluidized-bed or roll-to-roll equipment. In particular, the organic precursor is more “sticky” than water during the low-temperature deposition process and likely to require more purging time to remove physically absorbed precursors. There is little knowledge in scalable MLD and potential issues, which deserve further investigation.
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Rational integration of chemical pathways at the molecular scale to direct thermodynamically favorable enhanced H2 production with inherent carbon removal from low-value substrates can be guided by exploring the thermodynamic limits of feasibility. The substrates of interest are biomass oxygenates that are water-soluble and uneconomical for separation from water. In this study, we investigate the thermodynamic feasibility of recovering H2 with inherent carbon removal from biomass oxygenates such as ethanol, methanol, glycerol, ethylene glycol, acetone, and acetic acid. The influence of biomass oxygenate-to-water ratios, reaction temperature of 150°C–325°C, and CaO or Ca(OH)2 as the alkalinity source on the yields of H2, CH4, CO2, and Ca-carbonate are investigated. By maintaining the fluids in the aqueous phase under pressure, energy needs associated with vaporization are circumvented. The hypothesis that enhanced alkalinity favors the preferential formation of CO (precursor for CO2 formation) over CH4 and aids the formation of calcium carbonate is investigated. The findings from these studies inform the feasibility, design of experiments, and the tuning of reaction conditions for enhanced H2 recovery with inherent carbon removal from biomass oxygenate sources.
Keywords: hydrogen, carbon removal, biomass oxygenates, calcium carbonate, thermodynamics
INTRODUCTION
Decarbonizing energy carriers such as H2 while upcycling abundant low value resources is crucial for a sustainable energy, environmental, and climate future. This approach addresses our societal mission of lifting millions of people out of energy poverty globally (WHO, 2009) while limiting detrimental environmental impacts including the rise of global temperatures (Masson-Delmotte et al., 2018). Currently, more than 85% of H2 is produced via steam methane reforming (SMR) and the water gas shift reaction (WGSR) as represented by the following reactions: CH4 + H2O → CO + 3H2 (SMR) and CO + H2O → CO2 + H2 (WGSR). Producing H2 from renewable natural gas (e.g., biogas) and removing CO2 is one approach to produce decarbonized fuels (Gadikota, 2020, 2021).
Conventional approaches to capture CO2 using adsorption, (Sayari et al., 2011) absorption, (Rochelle, 2009), and membrane separations (Khalilpour et al., 2015) are being realized at the commercial scale. Once CO2 is captured, it is compressed and stored in geologic formations (Benson and Surles, 2006). However, the availability of appropriate reservoirs for geologic storage of CO2 is essential. In places that do not have access to appropriate geologic formations, alternative technologies are needed for storing CO2 as inorganic carbonates. Further, energy carriers such as H2 can be produced from distributed bio-based feedstocks with inherent carbon removal.
Significant advancements have been made in harnessing hydrogen from bio-based sources. Technologies to harness H2 from gaseous and solid biomass-based feedstocks include steam reforming (SR) in which light hydrocarbons are reacted with steam to produce H2 and CO2, usually in the presence of a catalyst (Ross, 1984; Ming et al., 2002), partial oxidation in which biomass is partial combusted with limited amount of O2 to produce synthetic gas (a mixture of CO and H2) (Dissanayake et al., 1991; Hohn and Schmidt, 2001), and autothermal reforming (ATR) in which biomass is mixed with steam, and a limited amount of O2 to produce synthetic gas and CO2 (Dissanayake et al., 1991; Joensen and Rostrup-Nielsen, 2002; Deluga et al., 2004). Alkaline hydrothermal treatment (ATT) of wet biomass has been extensively reported to enhance H2 generation from wet biomass with inherent CO2 capture to produce inorganic carbonates (Stonor et al., 2017a; Zhang et al., 2020). However, few approaches have addressed strategies to harness H2 from aqueous biomass oxygenate streams.
Biomass oxygenates soluble in water are important because they can be readily obtained from low value biomass feedstocks such as food or municipal waste generated in urban or rural environments, algal sources, and industrial wastewater polluted streams as shown in Table 1. These feedstocks are also available in large quantities. For example, more than 40% of the food produced in the United States, and 44 million m3/day of wastewater generated in India, eventually returns to the environment as waste (Ranade and Bhandari, 2014; NRDC, 2021). Novel conversion pathways that can be easily adapted to accommodate a wide range of aqueous feedstocks are required, given the increasing scientific viability of producing simpler biomass oxygenates from waste streams, (Badawi et al., 1992; Thompson and He, 2006; Abanoz et al., 2012; Ellis et al., 2012; Yan et al., 2012; Li et al., 2015; Uçkun Kiran and Liu, 2015; Mincer and Aicher, 2016; Kim et al., 2018; Ajao et al., 2019; Qi et al., 2020; Arora et al., 2021) and from the chemical deconstruction of biomass (Brandt et al., 2013).
TABLE 1 | Concentration of methanol, ethanol, glycerol, ethylene glycol, acetone, and acetic acid in waste streams.
[image: Table 1]One such approach is aqueous phase reforming (APR) in which bio-derived aqueous feedstocks can be converted to H2 in a pressurized environment. (Shabaker et al., 2003; Wen et al., 2008; Cortright et al., 2010). Compared to the other energy conversion approaches, APR occurs at 200–250°C which is significantly lower than temperatures >500°C for other biomass conversion approaches. The water gas shift reaction (WGSR) is integral to APR and catalysts are harnessed to direct the conversion of biomass oxygenates into H2. APR reactions are represented as follows: CnH2yOn + nH2O → nCO2 + (y + n)H2 (Davda et al., 2005). The approach of maintaining water in the aqueous phase as opposed to in the gas phase enables the scientific possibility of integrating with carbon mineralization reaction to remove CO2 with H2 recovery from biomass oxygenates (see Figure 1). The reaction representing H2 recovery with inherent carbon removal is shown as follows:
[image: image]
[image: Figure 1]FIGURE 1 | Schematic representation of the multiphase chemical interactions involved in the co-generation of bio-hydrogen and inorganic carbonates from biomass, and alkaline industrial residues or minerals.
The standard heats of reaction ([image: image]) for methanol, ethanol, glycerol, ethylene glycol, acetone, and acetic acid are exothermic as shown in Table 2.
TABLE 2 | Standard heats of reaction (kJ/mol) for H2 recovery from aqueous biomass oxygenates with inherent carbon removal: [image: image](l) + [image: image](s) + [image: image](l) → [image: image](s) + [image: image](g). Heat of formations for reacting and product species was obtained from (Williams, 1996).
[image: Table 2]Despite the simplicity of this stoichiometric representation, this reaction pathways are complex and involve several multiphase chemical interactions including: (i) cleavage of biomass oxygenate molecules, (ii) competitive formation of CO versus CH4, and (iii) conversion of CO to CO2 followed by the subsequent dissolution of CO2 to produce inorganic carbonates. These reactions are sensitive to temperature, pH, and solid and water compositions (in addition to catalyst compositions and uses). Further the anomalous solubility of calcium carbonate which decreases with increase in temperature and the dissolution behavior of the alkaline sources (e.g., Ca- or Mg-rich residues and minerals) in these multiphase chemical environments needs to be considered. The thermodynamic basis for these experimental investigations needs to be developed prior to demonstrating experimental feasibility. Therefore, the aim of this study is to develop the thermodynamic limits for enhanced H2 recovery with inherent carbon removal from aqueous biomass oxygenates and alkaline sources such as calcium oxide (CaO). CaO is abundant in ash, slags, and kiln dusts recovered from industrial processes (Gadikota et al., 2015). The biomass oxygenates of interest are methanol (CH3OH), ethanol (C2H5OH), glycerol [C3H5(OH)3], ethylene glycol [C2H4(OH)2], acetone (CH3COCH3), and acetic acid (CH3COOH), because these oxygenates have been frequently used as model compounds, during aqueous phase reforming at low temperatures (< 500°C) (Davda et al., 2005; Cortright et al., 2010; Coronado et al., 2016; NRDC, 2021). Also, these oxygenates are readily available in low value aqueous streams such as wastewater from biomass processing as shown in Table 1.
Prior studies focused on enhanced H2 conversion from biomass feedstocks at high temperature and low pressure conditions in which steam is the dominant reacting phase as opposed to water. Temperatures in the range of 427°C–627°C and steam-to-biomass ratios greater than five resulted in highly selective H2 production over CH4 formation. However, this approach is accompanied by significant evolution of CO2 and CO in the product stream (Cohce et al., 2010). H2 with purity of 99.97% or higher is needed for fuel cell applications. Even low concentrations of CO to the order of 100 ppm can inhibit the use of fuel cells (Baschuk and Li, 2001; U.S. Department of Energy et al., 2016).
Thermodynamic analyses of methanol reforming found that temperatures of 246°C and steam-to-methanol ratio of 5.6 resulted in a maximized H2 yield of 4.28% with methanation CH4 and 99.7% without methanation reactions. Further, CO product formation at atmospheric pressure was minimized (Özcan and Akın, 2019). Coupling these reactions with CO2 capture can ensure high purity H2 yields for use in fuel cell applications. To investigate the influence of inherent CO2 capture during H2 recovery from biomass oxygenates, sorption-enhanced steam methane reforming was investigated. Equilibrium H2 concentrations of over 97% were observed for reforming with water-to-oxygenate ratio of 6, 9, 4, and 12 for ethanol, glycerol, methanol, and n-butanol respectively, in the presence of CaO at 500°C, and at an elevated pressure of 5 bar (Lima Da Silva and Müller, 2011).
Furthermore, experimental studies building on similar conditions have reported better H2 yields using catalysts that suppress CH4 formation and favor more H2 production. For example, H2 yield of 63% was noted using 10 wt% aqueous glycerol in the presence of CaO and Pt-Ni catalyst at 230°C and initial N2 pressure of 30 bar (He et al., 2015). Maintaining the fluid in the aqueous phase favors accelerated carbon mineralization via enhanced dissolution and carbonate formation. Extensive studies reported the use of appropriate catalysts for aqueous phase reforming (Davda et al., 2005; Luo et al., 2008; Menezes et al., 2011; De Vlieger et al., 2012; Roy et al., 2012). Catalysts that preferentially direct the formation of CO over CH4 in aqueous phase reforming were reported. However, comprehensive analyses exploring the thermodynamic limits of enhanced H2 recovery with CO2 capture from biomass oxygenates and the corresponding physico-chemical parameters have not been reported in prior literature. This information is essential for developing the rational basis for enhanced H2 recovery from biomass oxygenates with inherent carbon removal while maintaining the fluid in the aqueous phase.
In this study, the compositions of H2, CO, CO2, and CH4 in the gas phase are determined as a function of temperature, water-to-oxygenate ratios, and CaO compositions for various biomass oxygenates such as ethanol, methanol, glycerol, ethylene glycol, acetic acid, and acetone. Specifically, the enhancement in H2 yield due to inherent carbon removal via calcium carbonate formation is the focus of these investigations. These studies provide the basis for experimental studies for probing enhanced H2 yield from biomass oxygenates with inherent carbonate formation.
METHODS
Reactions Involved in Enhanced H2 Recovery With Inherent Carbon Removal From Aqueous Biomass Oxygenates
Several reactions and intermediate steps are involved in the recovery of H2 from biomass oxygenates with the inherent removal of CO2. These reactions are incorporated into the models for exploring thermodynamic limits for enhanced H2 recovery with carbon removal via mineralization. Reaction 2 represents the deconstruction of biomass oxygenates to produce CO2 and H2. This reaction represents the overall pathway for biomass oxygenate refining without CO2 capture.
[image: image]
Standard heat of reaction ([image: image]) = 108.6a, 285.2b, 268.1c, 195.5d, 388.7e, 220.3f[image: image]
a, b, c, d, e, f corresponds to methanol, ethanol, glycerol, ethylene glycol, acetone, and acetic acid, respectively.
Reaction 2 involves several intermediate steps as described below. The first step in this pathway is the preferential formation of CO through bio-oxygenate decomposition as shown in Eq. 3a for C:O molar ratio of 1:1, and hydrolysis as shown in Eq. 3b for C:O molar ratios greater than 1:1. The CO produced then undergoes an exothermic water gas shift reaction (WGSR) to produce H2 and CO2.
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Competing reactions that result in CH4 formation as opposed to H2 formation need to be incorporated (see reactions 5 and 6). Compared to WGS reactions, methanation reactions are more exothermic which make them favorable at low temperatures.
[image: image]
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[image: image] = −235.6 [image: image]and [image: image] = −217.1 [image: image] for Eqs 5, 6 respectively.
Furthermore, bio-derived oxygenates and their intermediate products can undergo dehydration, cracking, decomposition, and reduction to produce more undesired products such as CH4, CO, solid C, and C2H4, as shown by reactions 7–11 below.
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Bio-oxygenate reforming reactions can be endothermic. Therefore, coupling these with exothermic carbon mineralization reactions (Eq. 12) enhances the overall spontaneity of these reactions. The overall exothermicity resulting from the coupling of these reaction is shown in Eq. 1, and the heat of reactions at 500 K for methanol, ethanol, glycerol, ethylene glycol, acetone, and acetic acid is presented in Table 2.
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Thermodynamic Modelling and Simulation Methodology
The equilibrium compositions of various reacting processes are determined using the Gibbs energy minimization method. A more detailed description of this methodology was described by Lima et al. (Lima da Silva et al., 2009; Lima Da Silva and Müller, 2011). The advantage of this approach is that it addresses systems with potential for simultaneous reactions. The objective function shown in Eq. 14 is minimized subject to the elemental balance constraint in Eq. 15, 
[image: image]
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Where G, [image: image], T, R, [image: image], P, [image: image], [image: image], and [image: image] represents the total Gibbs free energy of the system, Gibbs free energy of species i at its standard state, temperature of the system, universal gas constant, mole fraction of species i in the gas phase, pressure of the system, number of atoms of kth component present in each molecules of species i, and the total number of atomic masses of kth component in the system, respectively.
Minimizing the objective function of the system indicates that a mixture of chemical species approaches an equilibrium state. These equilibrium calculations were performed and simulated using ASPEN® Plus V8.6 process simulation software. The Gibbs reactor (see Figure 2A,B) was modelled as an Isothermal equilibrium reactor, which calculates the equilibrium composition of product species using the Gibbs energy minimization method at various operating conditions, keeping our reaction temperature constant, while accounting for the heat of reactions. The Peng-Robinson (Peng-Rob) equations of state were used to model the property parameter (Peng and Robinson, 1976). This property method has been widely used for processes containing oxygenates, water, and combustion gases (Fateen et al., 2013; Ali et al., 2014; Jimmy et al., 2017).
[image: Figure 2]FIGURE 2 | Process flow diagram of simulation environment (A) without in-situ CO2 capture, (B) with in-situ CO2 capture. The thermodynamic feasibility of enhancing H2 recovery with inherent carbon removal using aqueous biomass oxygenate sources are based on the reactions taking place in the Gibbs reactor.
Prior to been fed into the reactor, biomass oxygenate, and water is mixed, pressurized, and heated using a mixer, pump, and heater, respectively. In cases where the effect of alkalinity was investigated, the alkaline source was fed directly into the reactor at its specified temperature and pressure. It was found that the temperature of the input feed stream does not affect the thermodynamic results, because fixing the reactor parameters produces the equilibrium effect determined by the set temperature and pressure. However, the configuration was still used to ensure proper representation of the real batch reformer, as it would account for the energy required to heat the feedstock to the desired temperature and cool the products before analysis. Using this setup, H2 evolution with varying biomass oxygenate-to-water ratios in the range of 5–95%, a low temperature range of 150–325°C, and varying alkaline sources, was studied at 50 bar. Prior studies have shown that methanation reactions can also be effectively suppressed using catalysts (Davda et al., 2005; Coronado et al., 2016). We also investigated the influence of 1) methanation and 2) suppressed methanation. Both cases were also investigated with and without CO2 capture via carbon mineralization. This approach provides the optimal and sub-optimal scenarios that are dependent on the activity of the catalysts.
The equilibrium conversions of biomass oxygenates to products and associated product yields were defined as follows: 
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RESULTS AND DISCUSSION
Effect of Water-to-Biomass Oxygenate Ratio on H2 Recovery With Carbon Removal
Water plays a synergistic role in enhanced H2 recovery with inherent carbon removal from biomass oxygenates. Water facilitates the dissolution of calcium oxide to release calcium ions that can readily react with the evolved CO2 to produce inorganic carbonates, as opposed to steam. The enhanced ion transport in gas-liquid-solid environments as opposed to in gas-solid environments favors accelerated formation of carbonates at lower temperatures as opposed to sorption-enhanced stream methane reforming that occurs at higher temperatures (Wang et al., 2008; Lindén et al., 2011). Further, the need for additional energy input in the form of latent heat of vaporization is avoided by maintaining water in the aqueous phase. To harness these advantages and resolve the compositions of the product stream, simulations were performed at 227°C, N2 pressure of 50 bar, with and without stoichiometric amounts of CaO as defined by reaction 1 and 13. H2, CH4, and CO2 yields with and without CaO are shown in Figures 3–8 for methanol, ethanol, glycerol, ethylene glycol, acetone, and acetic acid, respectively.
[image: Figure 3]FIGURE 3 | Effect of methanol concentration on the product yield (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 1(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 4]FIGURE 4 | Effect of ethanol concentration on the product yield (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 2(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 5]FIGURE 5 | Effect of glycerol concentration on the product yield (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 3(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 6]FIGURE 6 | Effect of ethylene glycol concentration on the product yield (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 4(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 7]FIGURE 7 | Effect of acetone concentration on the product yield (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 5(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 8]FIGURE 8 | Effect of acetic acid concentration on the product yield (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 6(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
In the absence of CaO for CO2 capture, the yields of H2 and CH4 remain unaffected by an increase in the concentration of methanol and ethanol up to 40 wt% (See Figures 3A,C, 4A,C). Further increases in the concentrations of methanol and ethanol led to an increase in CH4 yield and a simultaneous decrease in the production of hydrogen. Decrease in H2 yield is accompanied by a decrease in the production of gaseous CO2 gas, which can be attributed to the limited amount of H2O available to undergo a water gas shift reaction as shown in Eq. 4. Limited water concentration cause a thermodynamic shift to favor CH4 production via CO methanation reaction at equilibrium. When CaO was introduced to capture CO2, H2 concentrations decreased after methanol and ethanol concentrations exceeded 20 wt% (See Figures 3B,D, 4B,D). This change is attributed to the use of water for the water gas shift reaction and the dissolution of CaO to produce calcium carbonate.
The hypothesis that CaO significantly enhances H2 yields and suppresses CH4 yields was shown to be true since H2 yields exceeding 75% were achieved around 20 wt% for all the biomass oxygenates reported in this study (Figures 3B–8B). In the absence of CaO, less than 2% yield of H2 was noted (Figures 3A–8A). However, methane yields either remained unchanged at low biomass oxygenate concentrations or increased in most cases except for acetone. At acetone concentrations of 80 wt% or higher, H2 yields approached zero and methane yields decreased significantly. Also, the concentration of unreacted acetone in the product stream rapidly increased indicating low conversions of acetone (19–81%) at concentrations of 80wt% or higher, elsewhere the conversion was 100%. The observed anomaly could imply a different reaction mechanism caused by inadequate amounts of water leading to acetone decomposition to produce unstable radicals described as (CH3COCH3 → 2CH3* + CO) (Spence and Wild, 1936; Smith and Hinshelwood, 1944). Further, the absence of H2O or H2 for the CO produced during this reaction to undergo WGS reactions or methanation reaction as described in reactions 4) and 5) shifts the equilibrium back to acetone production at room temperature, leading to low conversions. With all the biomass oxygenates investigated, non-monotonic relationships between the concentrations of biomass oxygenates and the yields of H2 and CH4 were noted.
It was interesting to note a significantly lower yield of H2 at biomass oxygenate concentrations exceeding 60% for all the biomass oxygenates reported in this study which are methanol, ethanol, glycerol, ethylene glycol, acetone, and acetic acid. However, the trends in the concentrations of H2 and CH4 at biomass oxygenate concentrations below 60 wt% differ. The effectiveness of using stoichiometric amounts of CaO is evident from the negligibly low concentrations of CO2 in the gas phase to the order of 10–12 mol of CO2 per mole of biomass oxygenate fed after CO2 capture (Figures 3D–8D). At biomass oxygenate concentrations of 20 wt% or less, near complete conversions of CaO to CaCO3 are noted (Figures 3D–9D). In addition to aiding the separation of CO2, the heat generated during carbon mineralization aids the water gas shift reaction for enhanced H2 conversion.
[image: Figure 9]FIGURE 9 | Effect of temperature on the product yield from methanol (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 7(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
Effect of Temperature on H2 Recovery With Carbon Removal
Temperature has a significant effect on coupled multiphase chemical interactions involved in enhanced H2 recovery with inherent CO2 removal from biomass oxygenate precursors. Increase in temperature favors product and reactant formation in endothermic and exothermic reactions, respectively. Further, the solubility of calcium carbonate decreases with temperature which favors the removal of CO2. Aqueous biomass oxygenate decomposition is an endothermic reaction (see Reaction 3) and higher temperatures are expected to aid the decomposition behavior. In contrast, the conversion of CO and H2 to CH4 is exothermic (and higher temperatures may shift the equilibrium towards the reactants, which favors H2 yield. Coupling the exothermic water-gas-shift reaction (see Reaction 4) with the carbon mineralization reaction removes CO2 from the product stream and pushes the equilibrium to the products. This coupling of reactions counterbalances the effect of temperature which is to push the equilibrium towards the products. To investigate the hypothesis that the reaction temperature has a significant effect on enhanced H2 formation with inherent carbon removal, the gas compositions were determined at temperatures in the range of 150°C–325°C, while all other conditions such as the biomass oxygenate composition and the N2 pressure were held constant at 50 wt% and 50 bar.
In the absence of a catalyst and CaO for CO2 capture, H2 yields are less than 1% for all the biomass oxygenates and CH4 yields exceed 49% in the temperature range of 150°C–325°C (Figures 9A–14A). H2 and CO2 yields increase monotonically with temperature (Figures 9A,C–14A,C). The yields of CH4 decrease monotonically with temperature at these conditions (Figures 9A–14A). In the presence of CaO for CO2 capture, H2 yields of 46–65% or higher are achieved at temperatures exceeding 220°C. At these conditions, CH4 yields are 30% or lower at temperatures exceeding 220°C (Figures 9B–14B). These data suggest that alkaline environments (bearing CaO in this case) favor alkaline hydrolysis that contributes to the cleavage of C-C bonds as opposed to acid hydrolysis that results in C-O cleavage which promotes alkane formation. (Davda et al., 2005). Further, CO yields to the order of 10–3% and 10–9% were noted in the absence and presence of CaO, suggesting that the removal of CO2 from the gas phase accelerates the conversion of CO to CO2 (See Supplementary Figure S2A–F).
[image: Figure 10]FIGURE 10 | Effect of temperature on the product yield from ethanol (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 8(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 11]FIGURE 11 | Effect of temperature on the product yield from glycerol (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 9(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 12]FIGURE 12 | Effect of temperature on the product yield from ethylene glycol (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 10(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 13]FIGURE 13 | Effect of temperature on the product yield from acetone (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 11(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
[image: Figure 14]FIGURE 14 | Effect of temperature on the product yield from acetic acid (A, C) in the absence and (B) in the presence of calcium oxide. The yield of CO2 post capture to produce calcium carbonate is represented in 13(D). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
Unlike the cases without CaO, where we obtained a constant increase in H2 yield, an asymptotic pattern was observed in cases with in-situ CO2 capture for temperatures greater than 225°C. Furthermore, despite the low amounts of CO being produced, there was a sharp increase CO formation with increasing temperature between 225°C and 320°C. These observations imply that biomass oxygenate decomposition is aided at higher temperatures to produce CO. However, the low concentrations of CO and higher temperatures do not favor product formation in the exothermic water-gas-shift and methanation reactions. These factors contribute to the asymptotic behavior of H2 above 225°C which also corresponds to the near complete uptake of CO2 to produce CaCO3 (Figures 9D–14D). Negligible concentrations of CO2 to the order 10–7–10–10% were found in the product gas stream for all cases of biomass oxygenates studied after CO2 capture using CaO (See Figures 9D–14D).
Effect of Methanation on H2 Recovery With Carbon Removal
The key limiting factor in accelerating H2 recovery from biomass oxygenates is the formation of CH4. CH4 is produced from CO or CO2 and H2 as building blocks via exothermic reaction pathways (see Reactions 5 and 6). One approach to limit CH4 formation is to use catalysts that favor C-C bond cleavage and the water gas shift (WGS) reaction over C-O bond cleavage and methanation reactions (Davda et al., 2003; Davda et al., 2005; Coronado et al., 2016). Some examples of these catalysts include rare earth metals supported catalysts such as Pt/SiO2, Pd/Al2O3, and Ru/C. Further, catalysts that have a basic character or operate in alkaline environments such as earth abundant Ni catalysts have also been shown to be effective in aiding H2 evolution (Stonor et al., 2017b).
In this study, we build on these observations to investigate the influence of methanation and its suppression on H2, CH4, CO, CO2, and CaCO3 yields. In the suppressed methanation case, the reactions associated with CH4 formation from CO and CO2 precursors are not included in the model. The studies are conducted at 227°C, N2 pressure of 50 bar, and biomass oxygenate concentrations of 20 wt%, with and without CO2 capture. For cases with CO2 capture, we used a stoichiometric amounts of CaO as defined by (reaction 13). In this study, we consider four scenarios for hydrothermal biomass oxygenate reactions: 1) with methanation, 2) without methanation, 3) alkaline treatment with methanation, and 4) alkaline treatment without methanation reactions (Figure 15).
[image: Figure 15]FIGURE 15 | Comparison of theoretical product yields with 20 wt% of (A) methanol, (B) ethanol, (C) glycerol, (D) ethylene glycol, (E) acetone, (F) acetic acid. Thermodynamic product yield was computed for cases with methanation, catalytic effect (without methanation reactions), alkaline treatment with methanation, and alkaline treatment with catalytic effect (without methanation reactions). These calculations are performed with temperatures of 227°C and pressures of 50 bar.
In the scenario with methanation and without a catalyst, CH4 and CO2 compositions are dominant and H2 yields are less than 0.3%. In the scenario where methanation is suppressed by using a catalyst, H2 and CO2 yields are dominant, while CO formation is suppressed and there is no CH4 observed. For alkaline treatment with methanation, more than 70% conversion of H2 and CaCO3, and substantial CH4 yields are noted. No CO formation is noted in this case. For alkaline treatment without methanation, H2 and CaCO3 are the dominant phases. These results demonstrate that strategies to harness biomass oxygenates for H2 recovery with CO2 removal need to incorporate catalysts to suppress methane formation and alkaline sources for in-situ CO2 capture.
Analysis of the product streams provided further insights into the reactivities of various biomass oxygenates. The reactivities of the functional groups proceed in the descending order of OH > COOH > COR. This trend was similar with experimental results obtained by Fu and co-workers (Fu et al., 2020) who investigated the steam reforming of bio-oil and its derivatives and reported the highest H2 yield from reforming of ethylene glycol, followed by acetic acid, and acetone. Additionally, the separation of CO2 from the gas phase in the alkaline environment greatly limits methanation kinetically at low and moderate temperatures (less than 227°C) and enhances H2 production. The lower temperatures are potentially beneficial to catalyst life, and they significantly reduce cost. Furthermore, trace amounts of CO(10−12 %) were evident in all cases studied, implying that these processes are effective for generating hydrogen with CO content within the 20 ppm limit for fuel cell applications.
CONCLUSION
In this study, the thermodynamic limits for enhanced H2 recovery with inherent CO2 removal from various biomass oxygenate sources such as methanol, ethanol, glycerol, ethylene glycol, acetone, and acetic acid are reported. The effects of biomass oxygenate-to-water ratio, temperature, and suppression of the limiting methanation reactions on the yields of H2 and other associated compositions are investigated. As opposed to conventional high temperature reforming processes (> 500°C) at atmospheric pressure, we investigated the effect of maintaining fluids in the aqueous phase on under N2 pressure of 50 bar and at significantly lower temperatures <325°C. The effect of coupling thermodynamically downhill carbon mineralization reactions for in-situ CO2 capture to enhance H2 evolution was also studied. Higher H2 yields with in-situ CO2 capture were achieved with biomass oxygenate concentrations lower than 30 wt%. Water is needed as a reactant for the water gas shift reaction and to facilitate the dissolution of CaO for carbon mineralization. Temperatures around 220–230°C yielded high H2 conversion with in-situ CO2 capture. Further increases in temperature did not contribute to a significant enhancement in CO2 capture. The suppression of methanation reactions and in-situ CO2 capture to produce inorganic carbonates is crucial for producing high purity H2 that can be used in a fuel cell. The thermodynamic feasibility of these reaction pathways demonstrates that low value residues such as Ca-rich alkaline residues and wastewater streams bearing biomass oxygenates can be successfully upcycled to produce high value H2 with inherent CO2 removal.
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ABBREVIATIONS
[image: image], standard heat of reaction at 298 K G total Gibbs free energy of the system; [image: image], Gibbs free energy of species i at its standard state; T, temperature; R, universal gas constant; [image: image]P, partial pressure of species i in the gas phase; [image: image], number of moles of species i; [image: image], number of atoms of kth component present in each molecules of species i; [image: image], total number of atomic masses of kth component in the system; [image: image], amount of biomass oxygenates fed into the system; [image: image], amount of biomass oxygenates unconverted; SR, H2/BO stoichiometric ratio.
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The energetics, coordination, and Raman vibrations of Li solvates in ionic liquid (IL) electrolytes are studied with density functional theory (DFT). Li+ coordination with asymmetric anions of cyano(trifluoromethanesulfonyl)imide ([CTFSI]) and (fluorosulfonyl)(trifluoro-methanesulfonyl)imide ([FTFSI]) is examined in contrast to their symmetric analogs of bis(trifluoromethanesulfonyl)imide ([TFSI]), bis(fluorosulfonyl)imide ([FSI]), and dicyanamide ([DCA]). The dissociation energies that can be used to describe the solvation strength of Li+ are calculated on the basis of the energetics of the individual components and the Li solvate. The calculated dissociation energies are found to be similar for Li+-[FTFSI], Li+-[TFSI], and Li+-[FSI] where only Li+-O coordination exists. Increase in asymmetry and anion size by fluorination on one side of the [TFSI] anion does not result in significant differences in the dissociation energies. On the other hand, with [CTFSI], both Li+-O and Li+-N coordination are present, and the Li solvate has smaller dissociation energy than the solvation by [DCA] alone, [TFSI] alone, or a 1:1 mixture of [DCA]/[TFSI] anions. This finding suggests that the Li+ solvation can be weakened by asymmetric anions that promote competing coordination environments through enthalpic effects. Among the possible Li solvates of (Li[CTFSI]n)−(n−1), where n = 1, 2, 3, or 4, (Li[CTFSI]2)−1 is found to be the most stable with both monodentate and bidentate bonding possibilities. Based on this study, we hypothesize that the partial solvation and weakened solvation energetics by asymmetric anions may increase structural heterogeneity and fluctuations in Li solvates in IL electrolytes. These effects may further promote the Li+ hopping transport mechanism in concentrated and multicomponent IL electrolytes that is relevant to Li-ion batteries.
Keywords: ionic liquid electrolytes, lithium solvation, concentrated electrolytes, lithium-ion battery, ab initio thermodynamics
INTRODUCTION
The structure of Li+ solvates in concentrated electrolytes has a significant impact on Li+ transport and is influential in the rate capability of rechargeable lithium ion batteries (LIBs) (Borodin et al., 2018; Yamada et al., 2019; Krachkovskiy et al., 2020; Pham et al., 2021). ILs present an extreme case of a concentrated electrolyte where the electrolyte is made entirely of discrete ions and lacks neutral solvent molecules. Generally, ILs are known to have high ionic conductivity, large electrochemical windows, and negligible volatility (Bae et al., 2013; Navarra, 2013). These properties are desirable for lithium battery systems and thus are of great interest for safe, high-density energy storage devices (Galinski et al., 2006; Bae et al., 2013; Navarra, 2013; Eftekhari et al., 2016). However, Li+ transport in ILs is complex and hindered by the high viscosity, mainly due to Coulombic interactions and specific Li+–anion interactions, which leads to the formation of clusters that decrease the mobility of Li+ in the bulk liquid (Lesch et al., 2014; Pham et al., 2021). Li+ transport in ILs has been studied mostly by Raman spectroscopy, nuclear magnetic resonance spectroscopy, transference measurements, density functional theory (DFT), and classical molecular dynamic (MD) simulations (Borodin et al., 2006; Umebayashi et al., 2007; Duluard et al., 2008; Lassègues et al., 2009; Umebayashi et al., 2010; Castiglione et al., 2011; Fujii et al., 2013; Haskins et al., 2014; Borodin et al., 2018). In this study, the DFT approach is employed to understand the impact of anion asymmetry and the presence of binary anions on the structure and energetics of the first solvation shell of Li+ in IL electrolytes.
The bis(trifluoromethanesulfonyl)imide, [TFSI], anion and its respective ILs have been widely studied as potential electrolytes for lithium metal batteries and LIBs, and were shown to improve battery performance over the state-of-the-art organic carbonate electrolytes with Li[PF6] (Sakaebe and Matsumoto, 2003; Garcia et al., 2004; Armand et al., 2009). Fundamental studies of IL electrolytes with [TFSI] anion showed that Li+ coordinates with anionic oxygen atoms where on average slightly less than four oxygen atoms are involved (Borodin et al., 2006), leading to two anions in the first solvation shell where cis conformation is favored with increased Li salt doping (Umebayashi et al., 2010). These studies were focused on Li salt mole fraction of [image: image]<0.2. In the similar Li salt concentration range, Fujii et al. showed that in the case of [FSI], the solvation number increases to three anions in the first shell where both monodentate and bidentate bonds coexist (Fujii et al., 2013; Lesch et al., 2016). Later, Lesch et al. (2016) showed that when both [TFSI] and [FSI] anions are available, Li+ prefers to coordinate with [TFSI] and forms Li+-[TFSI]-Li+ dimers which move on a similar timescale as Li+-[TFSI] aggregates. Haskins et al. (2014) studied the Li+ solvation and transport in pyrrolidinium ILs with [TFSI] and [FSI] anions, and imidazolium IL with tetrafluoroborate [BF4] anion, with each system having 0.5 molal Li-salt concentration. When examining the solvation structures, they observed that the binding distances increased in the order of Li+-[FSI] > Li+-[TFSI] > Li+-[BF4], where the system with [BF4] had the strongest binding energy and the system with [FSI] had the weakest binding energy. Different than previous studies, Haskins et al. reported that three [TFSI] anions coordinate with Li+ through two monodentate and two bidentate bonds, while the coordination with [BF4] and [FSI] involved four anions with each having monodentate binding. The differences from the previous reports were attributed to the higher Li salt concentrations in their study ([image: image]∼0.33) and difficulty in characterizing the coordination environment with experimental spectroscopy in the previous reports. At high Li salt concentrations, Li et al. (2012) also showed increased [TFSI] coordination with fewer bidentate and more monodentate bonds. Haskins et al. also studied the residence time of neighboring ions to Li+ among other transport parameters, including Li+ diffusivity and conductivity. The correlated ion motion that corresponds to the vehicular motion was decreased with increasing Li salt concentration, suggesting that Li+ moves through the liquid by anion exchange. They concluded that the majority (60%) of the transport occurred via vehicular motion, while Li+ hopping was found to gain more significance with large-sized anions and increased Li+ concentration. Therefore, the promotion of the hopping mechanism via anion exchange is the key for enhanced Li+ mobility in concentrated electrolytes such as ILs considering the limitations of the vehicular mobility in the presence of Li+ aggregates at [image: image]> 0.05 (Brinkkötter et al., 2018; McEldrew et al., 2021).
Decreasing the solvation strength and the lifetime of coordinated species in LIB electrolytes have been suggested to play an important role in improving Li+ mobility. Borodin et al. (2017) demonstrated the promotion of Li+ transport in concentrated electrolytes where nano-heterogeneity decouples cations from anion cages. In other examples where heterogeneity was achieved by simple mixtures, Li+ solvation was shown to weaken in binary organic carbonate mixtures (Matsuda et al., 2002), and the solvation shell was found to be more rigid in cyclic carbonates than in their linear counterparts (Fulfer and Kuroda, 2016). Shim (2018) studied the solvation structure and dynamics of a mixture of ethylmethyl carbonate (EMC), dimethyl carbonate (DMC), and ethylene carbonate (EC) with the Li[PF6] salt by MD simulations. They reported that as the EC concentration increased, the solvent fluctuations in Li solvates decreased due to the preferred coordination of Li+ with EC and increased local density by the ring structure of EC, which was consistent with the reports by Yang et al. (2010). The decreased solvent fluctuations resulted in increased viscosity and reduced Li+ diffusion. Similar to organic mixture electrolytes, mixtures of ILs have been studied to increase conductivity by Li solvate structural fluctuations and reduced solvation strength (Yang et al., 2010; Kerner et al., 2015; Huang et al., 2019a; Huang et al., 2019b; Chen and Forsyth, 2019).
IL mixtures with [TFSI]/[FSI] anions have been studied the most to date due to the superior electrochemical properties of ILs paired with these anions. The [DCA] anion has also garnered attention due to its lower viscosity and higher conductivity than [TFSI]- and [FSI]-based ILs. In a study by Yoon et al. (2013), the [DCA] anion paired with a pyrrolidinium cation in a Li|LiFePO4 cell showed stable cycling at elevated temperatures. Huang et al. (2019b) showed by a combined Raman spectroscopy and MD simulations study that at [image: image]<0.2, Li+ coordinates on average with four [DCA] anions via monodentate bonds in a binary Li salt/IL mixture with [DCA] anion as well as a Li salt/IL/IL ternary mixture with [TFSI]/[DCA] anions. Using attenuated total reflectance far-ultraviolet and deep-ultraviolet spectroscopy, Imai et al. (2020) reported similar results for the first solvation shell of Li+ in the Li salt/IL binary electrolyte with [DCA] anions. Huang et al. (2019b) also studied the ion pair lifetimes by MD and Li+ transference by an experimental polarization method employed in Li-Li symmetrical cells. It was found that Li+ coordination was not a strong function of the Li salt in the ternary mixture with [TFSI]/[DCA] anions, in contrast to Li-salt/IL binary electrolytes with [TFSI]. The ion pair lifetime of Li+-[TFSI] decreased with increasing [TFSI] concentration in the ternary electrolyte. This result was attributed to Li+ preferring to coordinate with [DCA] and the addition of the [TFSI] anion breaking down the rigid first solvation shell due to the weaker coordination bond.
Very recently, Nurnberg et al. (2020) studied the Li+ solvation and transport in IL electrolytes ([image: image] 0.1–0.7) with the [CTFSI] anion by Raman spectroscopy and pulsed gradient NMR measurements. This anion is an asymmetric analog to both [TFSI] and [DCA] anions. They found that the [CTFSI]-based electrolyte had lower conductivity than the [TFSI] system. However, a pronounced transition from vehicular to structural diffusion (hopping) was noted for the asymmetric anion. Studies on such asymmetric anions are scarce, and mixture anions in IL electrolytes are relatively recently being explored. Understanding the Li+ coordination environments and the solvation energies in the case of asymmetric anions are important for tuning concentrated electrolytes for future energy storage devices. In this study, we calculated the optimized geometries, Raman vibrations, and the Li solvate energies by DFT to understand the effect of anion functionality in IL mixtures with Li salts. Several asymmetric anions based on [FSI], [TFSI], and [DCA] parent anions were studied and compared in terms of the anion size, extent of fluorination, and coordination chemistry. The structures of the studied anions as well as their abbreviation are listed in Table 1.
TABLE 1 | Anions of interest with full name as well as an abbreviation used within the study.
[image: Table 1]The bulk properties and electrochemical applications of the three asymmetric anions such as [NFTFSI], [CTFSI], and [FTFSI] are relatively unexplored when compared to their parent anions. The [CTFSI] anion in an IL electrolyte has shown promise in LIBs, with improved thermal and anodic stability, and exhibited higher room temperature conductivity than [DCA] and [TFSI] parent anions (Hoffknecht et al., 2017). However, the structure of the Li solvate was not studied, and it is not clear what the role of the liquid structure is on the improved performance. An investigation on the [FTFSI]-based IL electrolyte showed that the vehicular motion dominates due to the formation of Li+ aggregates until 0.4 mole fraction of the Li salt after which the transport of Li+ via hopping increases (Brinkkötter et al., 2018). [NFTFSI] is unique in that rather than combining the functionality of two parent IL anions, the fluoromethane group on [TFSI] is replaced with a fluorobutane. This provides the ability to quantify how the increased fluorination impacts the structure and transport properties. There has been little investigation of the [NFTFSI] and [NFFSI] anions in the past. Palumbo et al. (2017) studied the conformer structures of [NFTFSI] in a pyrrolidinium IL. Han et al. (2011) utilized 1M Li[NFFSI] as the conducting salt in organic carbonates (EC/EMC 3:7 v/v) to improve high temperature performance of LIBs. Li[NFFSI] showed similar conductivity as Li[ClO4] and slightly lower than Li[PF6]; however, Li[NFFSI] did not corrode the aluminum current collector of the graphite/LiCoO2 cell with 63% capacity retention over 100 cycles at 60°C, while the cell with Li[PF6] failed rapidly. Therefore, how the length of fluorination impacts the stability of LIBs is important to understand for extreme temperature conditions. In order to do so, we need a better understanding of how these fluorinated anions solvate and interact with Li+ in the bulk electrolyte. The [CFSI], [PFTFSI], and [HFTFSI] anions were studied here to explore how the degree of fluorination of the asymmetric anions impacts solvation strength. Previously, it was found that the binding energies of Li solvates with organic ligands decreased with increased fluorination (Bauschlicher, 2018). It was also shown that with reduced dipole moment and an increased ligand size, the ligand–ligand repulsion was increased. This was discussed to possibly lead to different structures than the non-fluorinated analogs. In this study, we show how the strength of solvation is impacted by the asymmetry of the coordinating anions and how the anion mixtures compare to the analogous asymmetric anion that has binary coordination with Li+. We report the strength of the first solvation shell of Li+ in ILs without the impacts of the IL cation through DFT calculations and suggest which anions may help promote Li+ transport based on this first principles study.
METHODS
Computational Details
Dissociation energies (ED) were used to assess the thermodynamic favorabilities of the different Li+-anion systems. ED represents the amount of energy it takes to break Li+-anion clusters into their constituents (i.e., the difference in energy going from the Li+-anion cluster to the individual components of Li+ and the anion at infinite separation). They were calculated using quantum mechanics in the absence of solvation, similar to a prior study on Li+ transport in cross-linked polymer electrolytes with ILs (Elmore et al., 2018), according to the equation:
[image: image]
where ELi+ is the electronic energy of the lithium ion, Eanion is the electronic energy of the isolated anion i, y is the number of anion i in the solvate structure, and ELi-solvate is the electronic energy of the Li solvate. In this study, 1 ≤ y ≤ 4. The isolated Li+ is modeled with a +1 charge, and each anion is modeled with a net charge of −1. The net charge of the Li solvate can hence be 0, −1, −2, and −3, depending on the number of coordinating anions. This analysis is limited to a maximum number of coordinating anions of four due to the repulsive forces between anions when the first solvation shell includes five anions or greater, resulting in concentrated environments of 0.20 ≤ xLi+ ≤ 0.50. According to Eq. 1, positive values of ED are favorable, with increasing values of ED indicating stronger Li+ ion bonds. Thus, a more positive ED value is interpreted as a more stable Li solvate, and a more negative ED value is interpreted as less stable, which would allow for faster breakdown of the first solvation shell and thus quicker exchange of anions within this shell.
Quantum mechanics calculations were carried out in the Gaussian 16 program (Frisch et al., 2016) using the three-parameter Becke model with the Lee–Yang–Par modification (B3LYP) (Lee et al., 1988) functional for exchange and correlation and the 6-311G(d,p) (Ditchfield et al., 1971) basis set. Structures of the isolated anions and Li+ solvate systems and their associated electronic energies were obtained using geometry optimizations with default convergence criteria; as the Li+ system does not require geometry optimization, its electronic energy was calculated as a “single point.” Frequency calculations were carried out at the same level of theory in order to obtain thermodynamic and Raman spectroscopic data. Raman frequencies were scaled by a factor of 0.964 (Palafox, 2018). An example Gaussian input file for a geometry optimization and frequency calculation is provided in the supplementary.
Coordination Number and Li Solvate Structures
It is important to note the distinction between the number of anions coordinating with Li+ and the coordination number (CN) associated with this first solvation shell. An anion can have more than one bonding site for Li+ in which case CN will be a greater number than the number of coordinating anions. For example, the cis and trans conformation of [TFSI] can yield bidentate and monodentate bonds which can result in CN of 1–4 as [TFSI] has four oxygen atoms that can coordinate with Li+. Figure 1 demonstrates the possible monodentate and bidentate binding with two coordinating anions. The represented anions are asymmetric as illustrated by the color code (blue and red). Thus, with two coordinating asymmetric anions, a CN of two, three, or four is possible.
[image: Figure 1]FIGURE 1 | Representative coordination environments for Li+ with two asymmetric solvating anions forming bidentate and/or monodentate bonds. Li+ is represented by the purple circle and the asymmetric anion is represented by the ovals, with red and blue color codes corresponding to the different coordination sites.
Differential vs. Integral Analysis
Two methods were used to determine the energy difference associated with adding a new anion to the first solvation shell of Li+. These methods can be visualized in Figure 2 for a symmetric anion such as [TFSI] coordination with Li+. The integral binding energy, which is equal to −1 × ED, is shown via the green diagonal line. It refers to the energy to add n anions to Li+, for example, Li+ + 2[anion]− → Li[anion]2−. In contrast, the differential binding energy is the energy to add one anion at a time, for example, Li[anion] + [anion]− → Li[anion]2−. The differential binding energy is useful for assessing the maximum number of anions that will coordinate to Li+, whereas the integral binding energy is useful for assessing relative stabilities. A detailed example of the asymmetric [CTFSI] and [FTFSI] differential vs. integral analysis can be seen in Supplementary Tables S1, S2.
[image: Figure 2]FIGURE 2 | Comparison of differential and integral analyses for Li solvates with a symmetrical anion. Bidentate binding is illustrated for one and two coordinating anions. Energy levels are indicated by the black horizontal bars where the starting individual components have 0 eV as a reference and the Li solvates have <0 eV. The differential energies are represented by the solid black lines and the integral energy is represented by the diagonal green line that connects the 0 eV state with the Li[anion]2−1 solvate at the lowest energy state.
Ab Initio Thermodynamic Analysis
The thermodynamic stabilities of structurally and compositionally different Li solvates were calculated using an ab initio thermodynamic analysis (Soon et al., 2007; Getman et al., 2008; Grundner et al., 2015; Paolucci et al., 2016). This analysis was performed specifically for [TFSI]- and [DCA]-containing solvates. The ab initio thermodynamic analysis calculates the free energy of formation for different Li solvates at different mole fractions of [DCA] and [TFSI] in solution according to the following equation:
[image: image]
where [image: image] is the number of [DCA] anions and [image: image] is the number of [TFSI] anions that coordinate to a single Li+ cation. We used a library for the analysis that includes all [DCA]-only (1 ≤ a ≤4; b = 0[image: image], [TFSI]-only (a = 0; 1 ≤ b ≤ 3[image: image], and [DCA]/[TFSI] (1 ≤ a + b ≤ 3) structures. According to the ab initio thermodynamic analysis, the free energy of formation for compositionally different structures ([image: image]) is calculated by transforming the free energy of a fixed number of species, [image: image], where [image: image] denotes that the anion species is coordinated with the [image: image] cation, to a fixed chemical potential using Legendre’s transformations (see Supporting Information for more details). In this study, we transform [image: image] and [image: image] to [image: image] and [image: image]; the resulting free energy of formation is denoted as [image: image] (where the 2 superscript denotes two variables were transformed) and is given by the following equation:
[image: image]
where [image: image] is the difference in electronic energy between a [image: image] structure and the isolated Li+ cation. Chemical potentials of [DCA] and [TFSI] are calculated (Starzak, 2010; Moučka et al., 2015) as follows:
[image: image]
where [image: image] is the electronic energy of the anion ([image: image] = DCA or TFSI), [image: image] is the mole fraction in solution, [image: image] is the gas constant, and [image: image] is the activity coefficient. We assume a temperature of 298 K for all calculations and that all activity coefficients are equal to unity (Noda et al., 2001; Sun et al., 2018). The influence of this choice is detailed in the Supporting Information.
RESULTS AND DISCUSSION
Thermodynamically Favored Structure
The Li+ solvation in the electrolyte is dynamic, and different populations of multiple solvate structures maybe present. In order to determine the most likely configurations, dissociation energies were calculated for all of the possible monodentate and bidentate coordination environments while incrementally increasing the number of anions around Li+. The list of calculated ED’s for all of the Li solvates studied is in Supplementary Table S3. For the asymmetric [CTFSI], it is determined that Li+ can coordinate with up to four anions where CN varies from one to four, as shown in Figure 3. Both the oxygen on the sulfonyl (Li+-O) and the nitrogen on the cyano group (Li+-N) can coordinate with Li+. Therefore, when there is one [CFTSI] coordinating with Li+, two configurations are possible, as seen in Figures 3A,B. With two coordinating anions, there are four possible configurations, as seen in Figures 3C–F. With three [CTFSI] anions, there are only two possible structures: all cyano coordination with monodentate bonds or two cyano and one sulfonyl oxygen coordination each with monodentate bonds, as shown in Figures 3G,H. Finally, moving to four coordinating anions, the only possible structure is seen in Figure 3I via monodentate Li+-N bonds. The calculated ED’s for these Li solvate structures at differing numbers of coordinating anions are shown in Figure 4. It is interpreted that the structure with the highest ED is the most stable since it requires more energy to break the coordination. Therefore, Li solvates with the highest ED (strongest) among the multiple possible configurations for a specific coordination are said to be thermodynamically favored. According to the energies in Figure 4, for both Li[CTFSI] and (Li[CTFSI]2)−1, Li+ prefers to coordinate with [CTFSI] via the cyano group (Li+-N) over the sulfonyl oxygen atoms (Li+-O). The most optimal Li solvate is (Li[CTFSI]2)−1 where Li+ coordinates with two cyano groups each through monodentate conformation as in Figure 3C and/or one monodentate with cyano and another monodentate with sulfonyl, as in Figure 3D. Based on the three and four anion systems relying solely on Li+-N coordination, all Li+-N coordinated (Li[CTFSI]2)−1 are used for further analysis. This methodology for selecting the thermodynamically favored structures was implemented for all of the anions investigated in this study. To better understand the change in solvation energy with the asymmetric anion in comparison to the symmetric anions, the Li+-[CTFSI] system was compared with the Li+-[TFSI] and Li+-[DCA] which are more widely studied experimentally (Sakaebe and Matsumoto, 2003; Garcia et al., 2004; Borgel et al., 2009; Yoon et al., 2013; Shen et al., 2015).
[image: Figure 3]FIGURE 3 | Geometry optimized structures and calculated integral energies, ED, of Li solvates with [CTFSI] for the number of coordinating anions of 1 (A,B), 2 (C–F), 3 (G,H), and 4 (I). The atom color code is as follows: red (oxygen), blue (nitrogen), yellow (sulfur), gray (carbon), purple (lithium), and light blue (fluorine).
[image: Figure 4]FIGURE 4 | Integral dissociation energies, ED, for Li solvates with [CTFSI] according to the numbers of coordinating anions. Labels a–i correspond to structures shown in Figure 3.
Further, the Raman frequencies of [TFSI], [DCA], and [CTFSI] with and without Li+ coordination were calculated (spectra shown in Supplementary Figures S1–S3). The prominent vibrations were of the S-N-S and S=O bonds of [TFSI], and the C-N-C bond of [DCA]. For [CTFSI], the vibrations of interest are S-N-CCN, S=O, and C≡N. With Li+ coordination, the symmetric S-N-S stretch of cis-[TFSI] at 735 cm−1 experiences a blue shift by 10 cm−1, which is consistent with previously reported experiments (Huang et al., 2019a; Huang et al., 2019b; Nurnberg et al., 2020). The S=O symmetric stretch appears at 1,132 and 1,148 cm−1. With Li+ coordination (structure in Figure 5 with single [TFSI] coordinated to Li+), the S=O peaks shift to 1,100 and 1,111 cm−1. These vibrations have similar trends with [CTFSI]. Specifically, the S-N-CCN peak in [CTFSI] at 762 cm−1 shifts to 779 cm−1 with Li+ coordination (structure in Figure 3B). The S=O vibration of [CTFSI] at 1,118 cm−1 shifts to 1,099 cm−1. Similarly, the C-N-C asymmetric and symmetric stretches of [DCA] at 2,183 and 2,199 cm−1 show blue shifts by 15 and 45 cm−1 (structure in Figure 6 with single [DCA] coordinated to Li+), respectively, which are also consistent with previous experimental findings (Huang et al., 2019b). [CTFSI] shows a similar peak location as [DCA] for the C≡N symmetric stretch at 2,195 cm−1, with a blue shift of 42 cm−1 with Li+ coordination (structure in Figure 3A), which is similar to the previous experimental findings (Nurnberg et al., 2020). The overall consistency of the peak locations and shifts when moving from the pure anion to the Li solvate provide confidence that our converged structures closely match with the known experimental reports.
[image: Figure 5]FIGURE 5 | Integral disassociation energies, ED, and representative structures for Li+-[TFSI] solvates with the respective coordination type. The color code for atoms is as follows: red (oxygen), blue (nitrogen), yellow (sulfur), gray (carbon), purple (lithium), and light blue (fluorine).
[image: Figure 6]FIGURE 6 | Integral dissociation energies, ED, and representative structures for Li+-[DCA] systems with the respective coordination type (all monodentate Li+-N). The color code for the atoms is as follows: blue (nitrogen), gray (carbon), and purple (lithium).
Li+ Solvation by [TFSI], [DCA], and [CTFSI]
Figures 5, 6 show the dissociation energies and structures for Li solvates with the [TFSI] and [DCA] anions, respectively. Li+ has a CN of four with both [TFSI] and [DCA], according to the number of coordination sites. However, the number of anions in the first solvation shell for [TFSI] is three, while it is four for [DCA]. This is a result of [TFSI] coordination via the oxygen atoms on the same anion where the two Li+-O coordination via bidentate bonds with two [TFSI] anions yield a CN of four, as seen in Figure 5. Previously, the integral binding energy for Li solvates with two [TFSI] anions calculated at the DFT/6-311+(d) level of theory was reported as −792.5 kJ/mol (8.2 eV) (Umebayashi et al., 2007), which is in reasonable agreement with our calculated Li[TFSI]2−1 (middle structure in Figure 5) ED of 8.59 eV (828.8 kJ/mol). For [DCA], there is Li+-N interaction via monodentate bonds; therefore, four [DCA] anions yield a CN of four, as seen in Figure 6. Based on these results, Li+-N coordination is stronger than Li+-O, especially when solvates with 2–3 anions are compared, which is consistent with previously reported results (Huang et al., 2019b). Therefore, one can suggest that Li solvates with a [DCA] anion will be more rigid, and this can hinder Li+ hopping in comparison to Li solvates with [TFSI]. This is counterintuitive to the low viscosities that are promoted with [DCA] anion in ILs. It should be recalled that while smaller and more rigid Li solvates may have higher vehicular motion, the hopping mechanism can prevail at high Li salt concentrations with weaker solvate structures.
To further understand the relationship of how the differing anions affect the strength of the interaction between Li+ and the [TFSI] and [DCA] anions, the ED of the mixture system, [TFSI]/[DCA], as well as the individual anions are compared, as in Figure 7.
[image: Figure 7]FIGURE 7 | Integral dissociation energies, ED, and representative structures for Li solvates with [DCA]/[TFSI] anions (orange bars) in comparison to Li-[TFSI] (black bars) and Li-[DCA] (blue bars). The color code for the atoms is as follows: red (oxygen), blue (nitrogen), yellow (sulfur), gray (carbon), purple (lithium), and light blue (fluorine).
It should be noted that the minimum number of solvating anions for the [DCA]/[TFSI] system studied is two since a single anion would not capture the mixture behavior. Additionally, Li+ solvation by three anions can either contain two [DCA] and one [TFSI] or vice versa; however, Li+ coordination with two [DCA] anions provided a more thermodynamically favored structure (as shown in Figure 7). Comparing the Li+ solvation energies of the [DCA]/[TFSI] mixture with those of [DCA]-only and [TFSI]-only systems, it is seen that with a CN of three, the mix-anion system (represented by orange bars in Figure 7) has a weaker ED than Li-[DCA] (blue bars) and a stronger ED than Li-[TFSI] (black) systems. For a perspective on how the mix-anion system of [DCA]/[TFSI] compares with the asymmetric analog of [CTFSI], the calculated dissociation energies are shown in Figure 8.
[image: Figure 8]FIGURE 8 | Integral dissociation energies, ED, and representative structures for Li-[CTFSI] solvates (green bars) in comparison to the Li-[DCA]/[TFSI] mixture (orange bars). All of the coordination environments are based on monodentate Li-N bonds. The color code for the atoms is as follows: red (oxygen), blue (nitrogen), yellow (sulfur), gray (carbon), purple (lithium), and light blue (fluorine).
Based on the lower dissociation energies of Li solvates with the [CTFSI] anion, it can be said that the solvation cage is weakened by the anion asymmetry and the presence of competing coordination sites for Li+. For example, comparing systems with two total solvation anions around Li+, (Li[CTFSI]2)−1 has the most facile ED of 8.26 eV in comparison to 8.59 eV for (Li[TFSI]2)−1, 8.62 eV for (Li[DCA][TFSI])−1, and 8.72 eV for (Li[DCA]2)−1. When [CTFSI] was compared with a slightly different asymmetric anion [CFSI], similar results were obtained, where Li-[CFSI] has more facile ED than the solvates with [FSI] or [DCA] alone. Further, Li-[CFSI] solvates had slightly reduced ED when compared to [CTFSI] (see Supplementary Figure S4). To understand the influence of solution composition on the Li+ solvate, we performed an ab initio thermodynamic analysis of the mix-anion [DCA]/[TFSI] system. The thermodynamic stability for the anionic [DCA]/[TFSI] system as a function of [DCA] and [TFSI] mole fraction is presented in Figure 9. Indeed, these results indicate that (Li[DCA]2)−1 is thermodynamically most preferred except for very low mole fractions of [DCA], where (Li[TFSI]2)−1 is preferred. None of the mix-anion structures are thermodynamically preferred according to the ab initio thermodynamic analysis.
[image: Figure 9]FIGURE 9 | Phase diagram for Li+ solvates calculated in the ab initio thermodynamic analysis as a function of the mole fractions of [DCA] and [TFSI]. Color key: the purple region (1) = (Li[TFSI]2)−1 and the orange region (2) = (Li[DCA]2)−1.
Taken together, the above analysis suggests that assestment of ion pair lifetimes and measurement of the Li+ transport when solvated by asymmetric anions would be interesting and necessary to understand the transport mechanism as these studies may provide a method to tune Li+ hopping in concentrated electrolytes.
Li+ solvation by [FSI], [TFSI], and [FTFSI]
Li solvates with the asymmetric anion [FTSFI] were also studied in comparison to [TFSI], [FSI], and the [FSI]/[TFSI] mixture. It has been shown that Li+ transport is enhanced in ILs with [FSI]/[TFSI] mix-anions, resulting in improved battery cycling over the Li-IL binary mixtures with either the [FSI] or the [TFSI] anion (Lux et al., 2009; Bayley et al., 2011; Huang et al., 2019a). In order to understand whether the improvements in LIBs with these electrolytes originated from a change in solvation energies, we calculated the dissociation energies for this system, similar to the analysis performed for Li+-[CTFSI]. Figure 10 shows that the asymmetric [FTFSI] behaves similarly to [FSI] and the [FSI]/[TFSI] mixture. It should be noted that the Li solvate with the [FSI]/[TFSI] mixture and three coordinating anions consists of two [TFSI] and one [FSI], as this produced the more thermodynamically favored structure. The other configuration with two [FSI] and one [TFSI] system resulted in a dissociation energy of 6.907 eV, which is slightly lower than coordination with three [FTFSI] anions for (Li+-[FTFSI]3)−2 at 7.045 eV. Unlike the [CTFSI] asymmetric anion, Li solvates with [FTFSI] have higher ED than that of its parent anion [FSI], and the ED of all configurations is similar. This is due to the single coordination chemistry through the sulfonyl oxygen in all of the cases considered in Figure 10. The most significant difference among Li solvates with [TFSI], [FSI], and [FTFSI] is that with three coordinating anions, [FSI] has all monodentate Li+-O(=S) coordination, leading to a CN of three, while [FTFSI] and [TFSI] have one bidentate and two monodentate bonds, respectively, leading to a CN of four, as seen in Supplementary Figure S5. All other structures demonstrated bidentate configurations where CN was two for a single solvating anion and four for two solvating anions. Due to the similarities in the solvation structure, the only impact on the solvation strength comes from the fluorinated groups, either F-S ([FSI]) or CF3-S ([TFSI] and [FTFSI]).
[image: Figure 10]FIGURE 10 | Integral dissociation energies, ED, of Li-[FSTFI] solvates in comparison to Li-[TFSI], Li-[FSI], and Li-[FSI]/[TFSI] mixture.
Fluorination Effects
The impacts of the length of fluorination and the degree of asymmetry on the calculated dissociation energies for Li solvates are captured in Figure 11. The asymmetry of the anions represented by the patterned bars in Figure 11 is dictated by the length of the fluorinated alkyl chain on either the [FSI] or the [TFSI] parent anion. Specifically, the PF, NF, and HF nomenclatures in front of TFSI stand for C2F5, C3F7, and C4F9 chains, respectively, on the one side of the derivatized [TFSI] anion. As seen, there are no significant differences in ED. The lowest dissociation energy is with [NFFSI] which has the longest fluorinated alkyl chains (C4F9) on the one side, with the other side being F-S.
[image: Figure 11]FIGURE 11 | Integral dissociation energies with respect to the number of coordinating asymmetric anions. [FTFSI] anion is highlighted with slashes, and all other asymmetric fluorinated anions are highlighted with crosshatches. PF, NF, and HF nomenclatures in front of TFSI or FSI stand for C2F5, C3F7, and C4F9 chains, respectively. The numbers on top of the bars indicate the number of total fluorines in the anion.
While these results cannot point to a specific advantage of the longer fluorinated anions since they have the same enthalpic effects on Li+ coordination, we expect to find entropic effects in solution which are not present in gas phase energy evaluations. In the case of [NFTFSI] and [NFFSI], the long fluorinated butane chains of each anion align with each other when the Li solvate has two anions with a CN of four via two bidentate bonds (Supplementary Figure S6). This alignment of the fluorinated alkyl chains may have a significant impact on the bulk liquid structure that cannot be evaluated by gas phase DFT calculations. We expect that the increase in the fluorination length will improve the viscosity and the solvation dynamics more than the enthalpic contributions to the dissociation energies, due to the delocalization of charge along the alkyl chain and inability of fluorochains solvating Li+. In particular, the treatment of the entire system with IL cation and other cosolvents, if present, can provide more realistic solvate structures when longer chain fluorinated asymmetric anions are solvating Li+. By studying these systems with MD simulations and experimental spectroscopic studies (Raman and NMR), the impact of fluorination on the bulk solvation and transport properties can be probed to a greater extent.
CONCLUSION
The solvation structure and energies of Li+ with solvating anions of [TFSI], [DAC], [CTFSI], and [FTFSI] and a number of longer fluorinated anions with Li+-O and Li+-N coordination capability were calculated. The anions studied produced Li solvate structures with CNs of 2–4 depending on the size and functionality of the anion. Li solvates with a CN of two resulted in the highest dissociation energies (most stable conformers). Li solvates with a CN of one resulted in the lowest ED with the exception of [DCA] and [CTFSI]. [DCA] and [CTFSI] were able to coordinate with four anions, and these Li solvates produced the lowest ED (weakest). Through the ED analysis, we found that the asymmetric [CTFSI] anion coordination with Li+ is weaker than [TFSI] and [DCA] anions as well as the [TFSI]/[DCA] mixture. There are a larger number of solvate structures for Li-[CTFSI] solvate than those for [TFSI] and [DCA]. We suspect that this heterogeneity in the first solvation shell may lead to increased fluidity and structural diffusion (hopping) of Li+ compared to solvates with [TFSI] and [DCA]. The [FTFSI] anion showed very similar results in terms of ED as the [TFSI] and [FSI] parent anions due to the similar coordination environments between the three anions. However, [FTFSI] yielded slightly lower ED than that of the Li+ solvate with the parent anion mixture of [TFSI]/[FSI]. Given the weakened solvation energies, it would be interesting to study the impact of IL electrolytes with asymmetric anion on the Li+ transference and performance of LIBs. The impact of fluorination length seems to have limited impact on ED, with the longer fluorinated chains having slightly lower ED than [TFSI]. However, we anticipate that these long fluorinated alkyl chains will have more significant entropic effects, which are not captured in gas phase DFT calculations. By studying these systems with MD simulations and experimental spectroscopic studies (Raman and NMR), the impact of fluorination on the bulk solvation and transport properties can be probed to a greater extent. It will also be crucial for future studies to evaluate the impact of IL cations as well as the electric field present in Li batteries on the solvation structure and dynamics of Li+.
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Fast Li+ solid ion conductors are a key component of all-solid-state batteries, a technology currently under development. The possible use of metallic lithium as active material in solid-state batteries warrants a quantum step improvement of battery specific energy, enabling further electric vehicles application. Hereby, we report the synthesis and ion conduction properties of a new solid hybrid electrolyte based on the MIL-121 metal organic framework (MOF) structure. After an ion exchange procedure that introduces Li+ in the structure, a known quantity of a soaking electrolyte is incorporated. The soaking electrolyte is based on the EMIM-TFSI ionic liquid, thus we can classify our formulation as a MOF–ionic liquid hybrid solid electrolyte. Electrical conductivity is investigated by impedance spectroscopy and preliminary studies of ion dynamics are conducted by 7Li NMR. The field of MOF-based ion conductors remains in incipient stages of research. Our report paves the way towards the rational design of new solid-state ion conductors.
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1 INTRODUCTION
Energy storage is one of the key technological challenges of our society. Unsurprisingly, many research efforts are oriented towards advanced battery systems. (Kim et al., 2019). One critical component of electrochemical systems and devices is the electrolyte. Electrolytes must be conductive for electroactive species, such as Li+, and insulating with respect to electrons. There are major interests in finding solid electrolytes with high conductivity; (Zhang et al., 2018; Zhao et al., 2019); on the long term they are considered better alternatives to the current liquid electrolytes used in commercial Li-ion battery systems.
The motivation is at least two-fold. First, the current commercial liquid electrolyte formulations are flammable, which may lead to dangerous situations in case of an electrolyte leak. A solid electrolyte would obviously eliminate leakage problems and would be safer, although safety largely depends on the type of compound used. (Chung and Kang, 2017; Chen et al., 2020). Second, the use of metallic lithium as an active material would be desired as a high capacity replacement for graphite. Graphite has reached its maximum technological development limit. Higher capacity materials would be required to further improve the specific energy of batteries. In spite of 40 years of research, it remains hitherto impractical to use Li metal anodes with liquid electrolytes in rechargeable lithium cells. Li dendrite growth and pulverisation of the anode upon repeated stripping and plating cycles are preventing the use of metallic lithium in batteries with liquid electrolyte. (Zheng J. et al., 2020).
Nowadays, much hope is put on Li+ conducting solid electrolytes and composites; this is a highly dynamic and rapidly expanding field. (Zheng Y. et al., 2020). Solid electrolytes are expected to prevent lithium dendrite growth; yet it seems that this is not an a priori property of solid electrolytes. (Porz et al., 2017). However, with careful engineering and keeping the current density low, solid electrolytes can at least alleviate the issue of lithium dendrite growth, if not eliminating it completely. Finding suitable solid lithium ion conductors remains a challenging task, although there are several compounds showing high conductivity; the list is currently expanding. (Zheng et al., 2018).
Metal–organic frameworks (MOF), also called coordination polymers, are a class of microporous organic-inorganic compounds developed initially for their gas adsorption properties, especially for catalysis and for separation technologies. Since then, the range of MOF applications has been significantly extended. A MOF structure is built of metal centres or metal clusters connected to a bi- or multidentate organic molecule called a linker. The metal centres and the linkers may form 2D or 3D structures having long range crystalline ordering, very often with a well-defined pore size and a high specific surface area. One of the key characteristics of MOF structures is the large choice of ligands that can be used to build MOFs. The size and chemical structure of the MOF linker will determine the crystal structure as well as the shape and the volume of the pores. The chemical functionality of the ligand offers many possibilities for tuning the MOF’s physical and chemical properties. In addition, the number of combinations between suitable metal centres and linkers is enormous. Thanks to these features, MOFs emerged as a development platform currently used to create, to explore and to adjust functional materials.
Lithium ion conductors based on metal organic framework (MOF) structures are a relatively new research field. While MOF proton conductors are known for a while, (Sadakiyo and Kitagawa, 2021), the first Li+ MOF ion conductor was found only 10 years ago (Wiers et al., 2011). Although further developments were reported, (Ameloot et al., 2013; Park et al., 2017; Miner et al., 2019), the field of MOF Li+ conductors is in its infancy and there are plenty of possibilities to explore. One characteristic of the few MOF ion conductors reported so far, is the use of a soaking electrolyte or small solvent molecules that fill the pores of the MOF ion conductor. As the pores of MOF materials tend to be large with respect to the small size of Li+ ions, a small Li+ solvating molecule is necessary to enhance Li+ mobility. However, only few solvent molecules may actually reside in a typical MOF cage or pore as the space is very limited in a nanopore. Therefore, one cannot describe these small molecules embedded in the pores as a liquid phase; a closer description would be that of adsorbed molecules confined in the pores. Unfortunately, adsorption of chemical species on MIL-121 is an aspect more complicated than for other MOFs. Not all species may be adsorbed in the MIL-121 structure, even if they are certainly small. For instance, specific surface area determination of the MIL-121 by the Brunauer-Emmett-Teller (BET) method using nitrogen adsorption shows a very low specific surface area, simply because the non-polar N2 molecules cannot properly enter the pores that are obstructed by the free carboxylic units. (Chen et al., 2019). Nevertheless, it is not quite clear how the electric dipole moment of the adsorbing species influences the adsorption properties of MIL-121.
In a recent publication, we reported the functionalization of the MIL-121 MOF (Zettl et al., 2021) with Li+ and Na+ by ion exchange. With a soaking electrolyte containing propylene carbonate (PC) solvent, that is present in the pores in the nanofluid (or adsorbed) form mentioned above, we reached high conductivities for both Li+ and Na+. While the PC proved to be an excellent solvent that significantly increases Li+ mobility in the MOF structure, it also has a low, yet not negligible, vapour pressure and it is susceptible to slow evaporation from the structure. This property may raise additional issues during manufacturing, storage and operation of this hybrid solid electrolyte.
In this report we investigate the use of an ionic liquid, namely 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide (EMIM-TFSI) as a soaking electrolyte in a MIL-121 MOF that was functionalized with Li+ cations. Ionic liquids are known for their extremely low vapour pressure, EMIM-TFSI is no exception. We hereby report on the ionic conduction properties of these materials and we take a glimpse into the ion dynamics of these materials by 7Li nuclear magnetic resonance (NMR) spectroscopy.
2 MATERIALS AND METHODS
Lithiated MIL-121 was prepared by an ion exchange reaction with lithium acetate (LiAc). The solution was stirred overnight in a closed container. Details about the synthesis of MIL-121 and the post-synthetic modification with LiAc can be found elsewhere. (Zettl et al., 2021). Before the soaking electrolyte was added, all samples were activated at 300°C at a pressure of 10−3 mbar for 24 h. Elemental analysis was carried out using inductively coupled plasma mass spectrometry (ICPMS, Agilent 7700); we used a microwave heated pressurized autoclave digestion system (Ultraclave IV, MLS ICPMS 7700x Agilent Technologies). An aliquot (0.02 g) of the rinsed and dried (see above) MIL-121/Li sample was mixed with 5 ml HNO3 heated in a MLS UltraClave. The temperature program consisted of a ramp, heating the sample in 30 min from room temperature to 250°C and then holding for 30 min at 250°C. For the analysis, the samples were further diluted. The results are shown in Supplementary Table S1 (see Supplementary Material).
Soaking of MIL-121/Li was done with a 0.4 M solution of LiTFSI (lithium bis(trifluoromethanesulfonyl)imide) in EMIM-TFSI (1-ethyl-3-methylimidazolium-bis(trifluormethylsulfonyl)imide). EMIM-TFSI ionic liquid is further abbreviated as IL. The addition of the soaking electrolyte was carried out on the ion exchanged MOF in powder form, followed by vigorous mixing of the powder to homogenize the mixture. After resting for at least 24 h in a closed container in the drying oven, this powder was further used for pressing pellets and for NMR measurements. The soaking electrolyte was added in such an amount that the liquid content equalled 30 wt% of the solid content. This corresponds to a content of 23 wt% ionic liquid or soaking electrolyte, while the MOF fraction of the samples with IL or soaking electrolyte was always 77 wt%.
In order to check the influence of Li+ at the carboxylic groups of MIL-121 and the role of the Li salt (i.e. LiTFSI), on the ionic conductivity, different pellet samples were prepared for impedance spectroscopy. MIL-121/Li, MIL-121/Li + IL, MIL-121/Li + IL + LiTFSI, MIL-121 + IL + LiTFSI and MIL-121 + IL were pressed into pellets at a load of 0.3 tons and sputtered with Au electrodes that act as blocking electrodes for Li ions. The pellets had a diameter of 5 mm with a thickness of about 1 mm. Measurements were carried out in coin cells in order to keep samples free from moisture and air. A Concept 80 impedance spectrometer (Novocontrol) equipped with an Alpha-A impedance analyzer in combination with an active ZGS sample cell was used. Frequencies covered a range from 107 to 10−2 Hz; the amplitude of the applied AC voltage was 0.1 V and the temperature domain was between –90 and 110°C. Conductivity data points for the calculation of the activation energy were taken from the DC plateaus of conductivity isotherms. Isotherms were recorded every 20°C during the cooling run, which was started after the temperature reached 110°C.
Variable-temperature 7Li NMR lines were recorded with a spectrometer from Bruker (Avance III 300). A 7.0 T cryomagnet field strength results in a resonance frequency of 116.59 MHz for 7Li nucleus. The lines were recorded under static conditions, with 90° pulse lengths in the order of 2–3 μs and a recycle delay of 10 s 128 FIDs (free induction decays) were accumulated to achieve an acceptable signal-to-noise ratio. Prior to NMR measurements, the various samples were filled in Duran tubes and fire sealed to keep them free of moisture and air. A summary of the sample compositions and the abbreviations used in this report is shown in Table 1.
TABLE 1 | Sample abbreviations and compositions of the samples prepared and investigated.
[image: Table 1]3 RESULTS AND DISCUSSION
The MIL-121 MOF is formed by the coordination of aluminum metal centres with 1,2,4,5-benzenetetracarboxylic acid, also known as pyromellitic acid. Only two of the four carboxylic functional groups participate in building the MOF structure, the other two are free and situated along the linear pores characteristic to the MIL-121 structure, as shown in Figure 1. The protons of these free carboxylic units can be exchanged partially with Li+ ions. With the lithium acetate solution (see Materials and Methods), we reach a degree of ion exchange of approximately one third, the other two thirds of the carboxylic units remain protonated.
[image: Figure 1]FIGURE 1 | (A) The MIL-121 unit cell viewed along the crystallographic c-direction and drawn with the pores empty and fully opened. The protons of carboxylic units are omitted for the sake of clarity. (B) Section along one channel, extended for 6 unit cells in the c-direction, illustrating the infinite aluminium octahedra chains, the approximate lumen of the linear pore (yellow shade) and the free carboxylic units lining the pores where the ion exchange with Li+ (large spheres) occurs. The protons of the carboxylic groups are omitted.
Conductivity isotherms of the lithiated MIL-121 sample, thoroughly dried and without any ionic liquid, are presented in Figure 2A). MIL-121/Li is a very poor conductor, it behaves like an insulator up to 90°C. Only at 100°C and above there are indications of very poor ion transport. Yet, at a conductivity of 10−12 S cm−1 measured at the very faint DC plateau seen at 110°C, the material can hardly be classified as an ionic conductor. Very likely, the Li+ in the structure is too strongly bonded to the carboxylic group, resulting in negligible mobility. One option would be the addition of a solvent or a soaking electrolyte that may enter the pores and solvate the Li+ ions. For this purpose, we investigated the addition of EMIM-TFSI ionic liquid-based soaking electrolyte.
[image: Figure 2]FIGURE 2 | (A) Conductivity isotherms of the lithiated MIL-121/Li sample. Approximately one third of the protons of the carboxylic groups are exchanged with Li+ ions. Without any ionic liquid, the dry MIL-121/Li behaves like an insulator up to 110°C, where it shows an extremely poor conductivity at low frequencies. (B) Conductivity isotherms of the lithiated MIL-121/Li + IL showing a conductivity that is eight orders of magnitude higher than that of MIL-121/Li. This sample contains 23 wt% EMIM-TFSI ionic liquid and 77 wt% MIL-121/Li.
As shown in Figure 2B), adding 23 wt% EMIM-TFSI ionic liquid to the lithium exchanged MOF increases the conductivity to 0.5 mS cm−1 at 30°C. Compared to MIL-121/Li, this jump in DC conductivity corresponds to an increase by more than eight orders of magnitude. While the MIL-121/Li + IL contains 23% by mass EMIM-TFSI ionic liquid, the sample keeps a true solid appearance, is not waxy and can be pressed into pellets.
The dry MIL-121/Li presents a faint second DC plateau in the region 104–102 Hz. This may be attributed to some local electrical relaxation processes, for instance localized ion dynamics, such as ion motion within the boundaries of a confining potential energy well, or cavity, of the structure. This weak contribution also shows up on the electric modulus plot, see Supplementary Figure S1 D). The absence of a corresponding perturbation on the imaginary part of the impedance (Z”) confirms the localized nature of the electrical relaxation process.
Nyquist plots of MIL-121/Li + IL are shown in Figures 3A,B) which correspond to temperatures of –30°C and 30°C, respectively. The semicircles can be fitted with a simple equivalent circuit consisting of a constant phase element in parallel to a resistor. We may remind that the impedance of a constant phase element is given by Z = 1/[Cp(jω)a], where j is the imaginary unit, ω = 2πν is the angular frequency, Cp is the capacitance of the constant phase element and a is the exponent of the constant phase element. For a = 1, the constant phase element reverts to an ideal capacitor. For a < 1, the behaviour deviates from that of a capacitor and the “capacitance” of the constant phase element is correctly expressed in F/s(1−a). However, in practice, for a ≈ 1, the behaviour of the constant phase element would be very close to that of a capacitor and we may express the capacitance in F (Farads).
[image: Figure 3]FIGURE 3 | (A), (B) Nyquist plots of the high conductivity MIL-121 hybrid electrolytes at –30°C and at 30°C. (A) The solid lines are obtained by fitting the impedance data points on the shown semicircles. (B) The solid lines are obtained by fitting the data points of the partially seen semicircles followed by simulation over an extended frequency domain up to 200 MHz. (C) Arrhenius plots and the activation energies corresponding to ion conduction in the investigated materials. Straight lines are linear data fits. The thin green line, corresponding to MIL-121 + IL + LiTFSI is a guide to the eye, drawn to illustrate the non-linear Arrhenius behaviour. At temperature above 30°C the Arrhenius plot is linear. Below 30°C we see a departure from linearity indicating the additional occurrence of electrical relaxation phenomena other than simple elementary ion jumps.
Indeed, the Nyquist plots shown in Figures 3A,B) show almost perfectly shaped semicircles, indicating an almost ideal Debye behaviour. The values of the constant phase element exponent, a, are close to 1 (see table 2), which indicates a behaviour very close to that of an ideal capacitor. In addition, capacitances ranging from 20–40 pF reveal that the electrical relaxation phenomena involved are bulk processes, in accordance to the model of Irvine and West. (Irvine et al., 1990).
TABLE 2 | Parameters obtained by fitting the impedance semicircles in Figures 3B,C) with a constant phase element (CPE) in parallel to a resistor Rp. Cp is the capacitance and a is the exponent of the CPE.
[image: Table 2]The Arrhenius plots of all samples containing ionic liquids are shown in Figure 3C). Above 30°C, σDCT follows an Arrhenius behaviour characterized by activation energies ranging from 0.25 to 0.28 eV for all the samples that contain EMIM-TFSI ionic liquid. An interesting feature is the appearance of a kink at 30°C. At lower temperatures the situation changes significantly. Not only that the activation energies sensibly increase, but also the electric relaxation mechanism very likely changes. Indeed, we see a small, but clear departure from linear Arrhenius behaviour, indicating that, at lower temperatures, electric relaxation may occur also by other phenomena than ion transport in the material. Such a behaviour is known for some polymer electrolytes, where the Vogel-Fulcher-Tammann (VFT) equation is commonly used instead of the Arrhenius equation. (Ratner and Shriver, 1988). Here, this non-linear behaviour may also be an expression of the increasing viscosity with the decreasing temperature, (Tammann and Hesse, 1926), although this aspect requires further clarifying investigations.
Surprisingly, there is no significant variation of conductivity when more Li+ ions are included in the system by dissolving LiTFSI in EMIM-TFSI. Moreover, modifying the MOF, i.e. introducing Li+ ions into the structure via an ion exchange reaction, does not lead to a decisive enhancement in conductivity. If we compare the MIL-121/Li + IL with MIL-121/Li + IL + LiTFSI and with MIL-121 + IL + LiTFSI we see a change by a factor of two, the conductivity of MIL-121/Li + IL turned out to be slightly higher. The conductivity isotherms of MIL-121 + IL + LiTFSI and MIL-121/Li + IL + LiTFSI are shown in Supplementary Figure S1A, B. Even more surprising is the absence of clear differences between a sample that contains a lithiated MOF and a sample that does not contain a lithiated MOF, while both contain the same amount of 0.4 M LiTFSI in EMIM-TFSI electrolyte.
To estimate the self-diffusivity of Li+ in the materials we carried out nuclear magnetic resonance (NMR) measurements. The 7Li NMR line-width depends on the mobility of Li+ in the material and thus on temperature. A narrow NMR line is a clear indication of rapid lithium ion exchange processes. This phenomenon, called motional line narrowing, can be used to estimate the relative number of ion jumps per second, also known as the jump rate. Thus, by looking at the relative widths of the NMR lines it is possible to distinguish between slow and fast ion conductors. (Wilkening et al., 2008; Kuhn et al., 2011).
7Li NMR line measurements are shown in Figure 4 for all the samples containing Li+. Please note that, in these samples, there are two sources of Li+. The first is the ion exchange process, see MIL-121/Li, Figure 4A). The second is the Li+ -containing ionic liquid that was added to both the ion-exchanged sample, see MIL-121/Li + IL + LiTFSI on Figure 4B), and also to the Li-free MOF structure, that was not previously ion-exchanged, see MIL-121 + IL + LiTFSI Figure 4C).
[image: Figure 4]FIGURE 4 | (A) 7Li NMR lines acquired in a magnetic field strength B0 = 7 T for which the 7Li NMR central resonance frequency is 116.59 MHz. (A) The 7Li NMR line width of MIL-121/Li + IL shows little motional narrowing with increasing temperature. However, a small narrower line that can be assigned to faster jumping Li+ ions is visible on top of the broad 7Li signal. The broad line can probably be assigned to the slow jumping of Li+ contained in the functionalized MOF. (B) The 7Li NMR lines at various temperature of a sample that contains 77 wt% MIL-121/Li and 23 wt% solution of 0.4 M LiTFSI in EMIM-TFSI. (C) The 7Li NMR lines at various temperature of a sample that contains 77 wt% MIL-121 (pure activated MOF) and 23 wt% solution of 0.4 M LiTFSI in EMIM-TFSI.
We see in Figure 4C) that, for MIL-121 + IL + LiTFSI, the 7Li NMR line is fully narrowed already at − 20°C, with negligible narrowing above this temperature. At − 60°C a broad line is recorded because of the solidification of the 0.4 M LiTFSI in EMIM-TFSI solution. This sample has no lithium from the ion-exchange procedure, all lithium originates from the 23 wt% Li+ containing ionic liquid soaking electrolyte that was added. This indicates that all Li+ species are already mobile above −20°C.
For the sample where all the Li+ originates from the ion-exchange procedure, i.e. MIL-121/Li + IL, see Figure 4A), we see a much different behaviour. 7Li NMR lines are broad over the entire domain and a very small narrowed line appears on top of the broad contribution at temperatures above −20°C. This indicates the existence of two lithium spin reservoirs in the material. One lithium spin reservoir shows low Li+ jump rates, whereas the other is very likely a faster ion conductor characterized by much higher Li+ jump rates. However, the fraction of fast Li+ ions appears small in comparison to the slow, poorly mobile Li+ species.
Thus, most of Li+ ions from the MIL-121/Li structure do not change their ion dynamics properties by the addition of EMIM-TFSI ionic liquid. Nevertheless, for few of the Li+ there is a significant increase in jump rates when pure EMIM-TFSI ionic liquid is added. This is a plausible indication that only Li+ from the surface, or near-surface, regions of the MIL-121/Li particles interact significantly with the ionic liquid.
For the sample MIL-121/Li + IL + LiTFSI, where lithium originates from both the ion-exchange procedure and from the addition of 0.4 M LiTFSI in EMIM-TFSI soaking electrolyte, we see an intermediary situation. On top of a broad 7Li NMR line we have a significantly narrower line, corresponding to a higher fraction of fast Li+ species, see Figure 4B). Of course, as the Li+ content in the ionic liquid is high and comparable to the Li+ content in the MOF structure, the area fraction under the narrow line is large.
Therefore, the high conductivity of the samples can be assigned mostly to the ionic liquid added to the MOF. The Li+ species originating from the ion exchange procedure do not appear to contribute significantly to the total conductivity of the samples. In spite of MIL-121/Li containing a significant quantity of Li+ , these ions are not mobile and they cannot be made mobile by simply adding EMIM-TFSI ionic liquid. It would appear then, that the high conductivity of the MIL-121/Li + IL sample does not stem from the high Li+ ion mobility in the sample, but from the inherent high conductivity of the EMIM-TFSI ionic liquid itself, see the conductivity of MIL-121 + IL shown in Supplementary Figure S1C).
The bulk conduction process that appears in impedance measurements of all samples (see Figures 3A,B) and table 2) does not correspond to conduction in the MOF, but to conduction on the surface of the MOF or in the ionic liquid only. While further investigations are necessary, we note that the occurrence of a capacitance contribution that closely approaches the behaviour of a capacitor would be unusual for a highly porous sample characterized by nano-domains and uniformly filled with mobile adsorbed molecules or mobile ions. Thus, it may happen that the ionic liquid does not enter the linear pores of the MIL-121 structure.
Moreover, the decrease in conductivity when LiTFSI is added to the MIL-121/Li + IL, as seen in Figures 3A,B), is typical to the behaviour of a salt dissolved in an ionic liquid. In fact, the conductivity of the pure ionic liquid (EMIM-TFSI) is known to be higher than the conductivity of a LiTFSI solution in EMIM-TFSI. The LiTFSI solution in EMIM-TFSI has a higher viscosity than the pure ionic liquid and hence the solution has a lower conductivity than the pure ionic liquid. (Wu et al., 2013). Thus, we see a typical ionic liquid solution behaviour, which does not appear to be visibly altered by the presence of lithiated MIL-121 particles. This behaviour could be very well explained if the ionic liquid species do not enter the pores of the MOF.
The MIL-121 samples consist of well grown and crystallized particles that are in the order of 10 μm. If the ionic liquid does not go significantly inside the pores, then it must reside on the outer surface area of the MOF and in the voids between MOF particles. Thus, the bulk electrical relaxation process seen for all the samples containing an ionic liquid, very likely corresponds almost exclusively to the bulk conductivity of the ionic liquid phase itself.
4 CONCLUSION
MIL-121 metal organic frameworks were prepared and their ion conduction properties were investigated. Following an ion-exchanged procedure, one third of the protons on the free carboxylic groups in the MOF were exchanged with Li+ ions. The conductivity of the dry ion-exchanged sample is very low. We found that by the addition of an ionic liquid or an ionic liquid-based Li+ electrolyte, the DC conductivity (σDC) of the MOF materials increase by eight orders of magnitude. There are indications that, the ionic liquid does not increase the mobility of a significant fraction of Li+ ions from the ion-exchanged MOF structure. Thus, the origin of conductivity in MIL-121 functionalized with Li+ and soaked with ionic liquids is in fact, to a very large extent, due to the ionic liquid located outside of the solid MOF particles. The majority of Li+ ions in the MOF structure are rather slow and do not significantly participate in long range ion transport. Also, we found indications that by soaking the MIL-121 MOF in EMIM-TFSI ionic liquid, the ionic liquid does not enter the pores of the material to a significant extent. This observation requires, however, further work for a definite confirmation.
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Hydrogen in the solid state compounds is still considered as a safe method of energy storage. The ultimate metal hydrides or other materials that can be used for this purpose remain unknown. Such metal hydrides shall have favorable thermodynamics and kinetics of hydrogen ad/desorption, and it shall be resistant to contamination of H2 and should not constitute any environmental hazards. Theoretical investigations, based on quantum mechanics approach, have a well-established position in modern materials research; however, their application for design of new alloys with tailored properties for reversible hydrogen storage is rarely present in the literature. The mainstream research deals with accurate prediction of thermodynamic and structural properties of hydrides as a function of composition or external parameters. On the other hand, the kinetic effects related to hydrogen transport or interaction between solid and pure or contaminated H2 are more demanding. They cannot be easily automated. We present calculations of the equilibrium crystal shapes for LaNi5 and TiFe—two important materials that show reversible hydrogen cycling near ambient conditions. Understanding of the surface properties is crucial for development of materials with better cyclability or resistance to hydrogen impurities. Indeed, the calculated adsorption energy of carbon oxides or water is stronger than hydrogen. These molecules block the active sites for H2 dissociation, leading to formation of surface oxides. Particularly strong adsorption of CO/CO2 on TiFe explains large degradation of hydrogen storage capacity of this compound by carbon oxides. Over-representation of La on exposed facets of LaNi5 is related to formation of La2O3 and La(OH)3. Such examples show that the present development of computational methods allows reliable studies of intermetallic properties related to their surface or novel catalytic applications.
Keywords: metal hydride, surface energy, LaNi5 alloy, TiFe alloy, DFT, hydrogen storage
1 INTRODUCTION
Alloys and intermetallic compounds have been for a long time and they still are considered as promising hydrogen storage materials (Ivey and Northwood, 1983; Sakintuna et al., 2007; Joubert et al., 2021). These claims and hopes are based on the fact that in contact with the surface of these compounds, the bond between hydrogen atoms in the H2 molecule is broken [H2 dissociation energy 4.477 eV (Herzberg and Monfils, 1961)], and hydrogen atoms diffuse into the bulk forming a stable compound—a metal hydride. This process can be reversed at mild conditions and gaseous hydrogen is extracted from the hydride. Multiple repetitions of such procedure, without significant degradation of kinetic and thermodynamic parameters, are very appealing for practical applications. As a matter of fact, many decades of metal hydride research, numerous real live applications, and enormous literature on this subject justify hopes for applications (Fukai, 2005; Sakintuna et al., 2007; Züttel et al., 2008; Mohtadi and Orimo, 2017; Fuel Cells Bulletin, 2018; Modi and Aguey-Zinsou, 2021). Hydrogen is able to form stable hydrides with variety of metals as well as intermetallic compounds. These compounds are traditionally denoted as AB, AB2, A2B, or AB5. The key aspect of hydride formation is related to the so-called pressure composition isotherms that reveal enthalpy of formation (ΔH0) and entropy of formation (ΔS0) as well as the hydride stoichiometry or an insight into kinetic parameters. There are, however, very stable hydrides such as AlH3 (Saitoh et al., 2008), MgH2 (Baran and Polański, 2020), or LiH (Jain et al., 2016) that cannot be formed by simple exposition of metals to hydrogen because the dissociation of H2 does not easily occur at the surface, and pressures of dozens of kbar with elevated temperature are required in order to form a hydride.
The mainstream literature on metal hydrides (Fukai, 2005; Züttel et al., 2008; Broom, 2011) details all aspects of general reaction [image: image], modification of the equilibrium pressures, and temperatures by appropriate alloy doping or processing. Tuning thermodynamic properties of metal hydrides is a longstanding research effort. Over the decades, it was directed by the empirical models such as Hume–Rothery rules (the model is based on similarity of atomic radii, electronegativity of constituting elements, and crystal structure) (Hume-Rothery et al., 1934) and the Miedema model (which is based on the charge density and the work function of metals contained in a hydride) (Boer et al., 1988). Another approach called Pettifor structure maps introduces a chemical scale χ for ordering elements in the Mendeleev table (Pettifor, 1986). The use of metal hydrides in electrochemical systems is another important application (Joubert et al., 2021).
Metal hydrides have great potential to be used as distributed stationary hydrogen (energy) storage; however, some aspects not directly related to their hydrogen capacity, operating conditions, or thermodynamic properties gain importance. As an example, one can mention cyclic stability, cycle life, or sensitivity to hydrogen impurities. It was recognized in the early years of the hydride research that intermatallics and alloys are vulnerable to hydrogen contamination by impure gases such as CO, CO2, O2, H2O, CH4, and others (Sandrock and Goodell, 1980; Block and Bahs, 1983). Their minimal content (on ppm level) in H2 may diminish hydrogenation kinetics or even irreversibly block formation of the hydride (Sandrock and Goodell, 1984; Corré et al., 1997; Schweppe et al., 1997; Hanada et al., 2015; Dematteis et al., 2021). Hydrogen purification is an energetically expensive process, especially on the small scale (Du et al., 2021), and thus, understanding of the problems related to alloy and hydride degradation is crucial in practical applications. The dissociation of H2 requires that active sites for this process are present at the surface, and they are accessible to hydrogen (Züttel et al., 2008). For example, the ideal clean surface of Pd requires at least three empty surface sites to allow hydrogen dissociation (Mitsui et al., 2003; Lopez et al., 2004). As the hydrogen impurity molecules interact with the surface, they might block the active sites for H2 dissociation or a protective layer, that is, oxide, hydroxide, and sulfide might be formed. Such a layer prevents transport or dissociation/association of H2 molecules (Sandrock and Goodell, 1980).
Metal hydrides might act as a catalyst, for example, the for hydrogenation reaction of C2H4 over LaNi5 (Soga et al., 1977). It was reported that the reaction rate was two orders of magnitude higher on hydrogenated alloy (LaNi5H2.4). LaNi4X (X = Ni, Cr, Al, and Cu) were reported as catalysts for CO2 methanation (Ando et al., 1995) with significant activity of LaNi5 and LaNi4Cr. The activity is postulated due to the presence of Ni, known as the methanation catalyst (Aziz et al., 2015). To best of our knowledge, no atomistic understanding of mechanisms beyond these catalytic aspects or poisoning mechanism of LaNi5 exists. Empirical models of LiNi5 surfaces and a chemical analysis indicate that the surface is enriched in La, La2O3, and La(OH)3 (Wallace et al., 1979; Selvam et al., 1991). This oxide layer is permeable for hydrogen; thus, H2 can reach Ni atoms underneath, dissociate there, and form a hydride. Similar situation occurs for TiFe; however, permeability of the oxide layer is low for hydrogen (Edalati et al., 2013). One important difference between two compounds is that unlike LaNi5 TiFe is far more sensitive to CO or CO2, even a small amount of these gasses passivates or poisons this compound. Energetically demanding heat treatment is required to reactivate TiFe (Sandrock and Goodell, 1980; Block and Bahs, 1983). The so-called activation process required for utilization of the alloy’s full potential for reversible hydrogen storage is mostly related to formation of exposed active sites for hydrogen dissociation by perturbing any protective layer that covers them (Schlapbach and Brundle, 1981; Kisi et al., 1992; Edalati et al., 2013). The alloy contamination primarily occurs at the surface or, in general, at the interface between solid and gaseous hydrogen. Therefore, a reliable picture of the alloy’s surface is required for understanding its interaction with gasses.
Gas interactions with surfaces are well studied for heterogeneous catalytic and electrocatalytic systems, where insight from theoretical methods already guides discoveries of new catalysts (Greeley et al., 2006; Nørskov et al., 2009; Seh et al., 2017; Pérez-Ramírez and López, 2019). In particular, it is well known that surface modifications by alloying (restricted to top atomic layers) have a strong influence on surface reactivity (Christensen et al., 1997; Greeley et al., 2006). However, atomistic investigations of the bulk alloy surfaces are at an early stage, in particular, due to the difficulties related to segregation, dealloying, and other processes occurring at the surface (Cao et al., 2019; Mamun et al., 2019).
The quantum mechanics–based research in metal hydrides is rather scarce, taking into account a growing impact of theoretical, atomistic calculations on materials science. Such calculations for compounds relevant for hydrogen storage were pioneered decades ago (Malik et al., 1982; Satterthwaite and Jena, 1983). New developments or predictions of metal hydride properties are still far beyond these for secondary batteries or even the so-called complex hydrides, where hydrogen atoms are incorporated into a molecule or ion like [image: image], Al[image: image], and [image: image]. This is likely due to very complex electronic or magnetic properties of intermetallic compounds that contain transition and rare Earth metals. For example, the electronic structure, elastic properties, hydrogen diffusion in the bulk, and stoichiometric modifications were reported for LaNi5 (Tatsumi et al., 2001; Hector et al., 2003; Han et al., 2008; Tezuka et al., 2010; Łodziana et al., 2019) or for TiFe (Mankovsky et al., 1997; Canto and de Coss, 2000; Sahara et al., 2015). The calculations of the surface properties are even more rare, and the simplest crystal terminations were considered like (0001)/(10–10) for LaNi5 (Han et al., 2008; Hanada et al., 2015; Łodziana et al., 2019) or (001) for the face of TiFe (Mankovsky et al., 1997; Canto and de Coss, 2000). A detailed surface analysis of TiFe or LaNi5 is not present in the literature, to the best of our knowledge.
Hereby, we want to pave the way toward the description of the surface properties of LaNi5 and TiFe by calculating the surface energy for a variety of low index facets and an analysis of the simplest gas adsorption processes for exposed facets. This requires a series of practical simplifications that will be described below. In the era of advanced computational screening and machine learning methods, these examples might seem trivial. In fact, they are not as the formulation of the realistic models of the surface cannot yet be automated, except for elemental metals or non-metallic elements (Tran et al., 2016). After presentation of methods, the surface energies and the equilibrium crystal shapes for LaNi5 and TiFe are presented for the first time. Adsorption energies for simple molecules like H2, CO, CO2, and H2O complement the surface calculations.
2 METHODS
LiNi5 has a hexagonal structure (symmetry P6/mmm) (Kisi et al., 1992) with a fraction of Ni located at 2c Wyckoff positions, sharing the (ab)-plane with La, and there are three La nearest neighbors 2.9 Å  apart from Ni. The second site occupied by Ni is 3g placed within the (ab)-plane in between La layers, and there are four La nearest neighbors separated by 3.2 Å  from Ni (Figure 1). TiFe (cubic, P[image: image] symmetry) (Thompson et al., 1989) is an example of a bcc structure with different elements ordered on two sublattices (Figure 1).
[image: Figure 1]FIGURE 1 | (A) The crystal structure of LaNi5. Green spheres are for La and grey for Ni; examples of (0001), (01–10), and (11–20) lattice planes are shown in red, yellow, and grey, respectively. (B) The crystal structure of TiFe. Brown spheres are for Fe and blue one for Ti. Examples of (010), (110), and (111) lattice planes are shown in yellow, grey, and blue, respectively.
All calculations were performed within spin polarized density functional theory (DFT) with a periodic plane wave basis set as implemented in the Vienna ab initio Simulation Package (Kresse and Furthmüller, 1996b,a). The calculation parameters were the cutoff energy for the basis set expansion 500 eV, the k-point sampling with density k⋅a ≥60, the convergence criteria for electronic degrees of freedom 10–6 eV/Å, a conjugated gradient method for atomic relaxation and convergence criteria 10–2 eV/Å, Projected Augmented Wave (PAWs) potentials (Blöchl, 1994; Kresse and Joubert, 1999) for atoms, and the Perdew–Burke–Ernzerhof (PBE) exchange–correlation functional (Perdew et al., 1996). The surface calculations were performed in the slab geometry with minimum 12 Å  of vacuum separating slab images. The slab geometry for each facet was created using a Pymatgen package (Sun and Ceder, 2013; Tran et al., 2016); the slab thickness was minimum 15 Å. Only stoichiometric slabs were considered; for facets where two or more possible surface terminations exist, all of them were taken into account, and the reported surface energies are for terminations that are the most stable. None of the LaNi5 surface terminations has the inversion symmetry; thus, the surfaces are different on both sides of the slab. We did not consider possible surface reconstructions or off-stoichiometry, and the reported data are the effective surface energies when both surfaces are exposed. Similar procedure was applied for TiFe; however, for this compound, facets with indexes (110), (211), (310), (321), and (332) possess inversion symmetry/mirror plane parallel to the surface. The surface energies were calculated with the approach of (Fiorentini and Methfessel, 1996). Gas molecule adsorption studies were done on the one side of the slab; the adsorption energy is defined as Eads = Etot − (Eslab + EX), where Etot is the energy of the slab with adsorbed X (X = H2, CO, CO2, and H2O molecule), Eslab is the total energy of the slab, and EX is the ground state energy for the X molecule (calculated in cubic box with edge of 12 Å). For adsorption studies, three atomic layers on the bottom side of the slab were frozen and a 2 × 2 surface supercell was used.
3 RESULTS
The calculated ground state lattice parameters for LaNi5 are a = 5.001 Å and c = 3.986 Å. This compares well with experimental data a = 5.0125 Å and c = 3.9873 Å (Kisi et al., 1992) or previous calculations a = 5.008 Å and c = 3.967 Å (Hector et al., 2003). For TiFe, the calculated lattice constant is a = 2.946 Å, and it can be compared to experimental a = 2.9789 Å (Thompson et al., 1989). The optimized structures were used for construction of the surfaces for both compounds and calculations of the equilibrium crystal shapes.
3.1 Surface Energy
Calculated surface energies are presented in Figure 2 and Figure 3. The surface energy for constituent metals is in the range 0.7–0.8 J/m2 for La, 1.9–2.4 J/m2 for Ni, 1.9–2.3 J/m2 for Ti, and 2.4–3.4 J/m2 for Fe (Tran et al., 2016). The weighted average of elemental surface energies for LaNi5 ranges from 1.7 J/m2 to 2.13 J/m2 that covers the range of its surface energies calculated here, with three exceptions (10–10), (02–21), and (11–21). For these facets, lanthanum is over-represented (Figure 1); moreover, such crystal planes are different from the (0001) face often considered in the literature.
[image: Figure 2]FIGURE 2 | Surface energy for selected facets of LaNi5. The equilibrium crystal shape for LaNi5 constructed with the Wulff procedure. Yellow color stands for the (10–10) facet, dark yellow for (11–20), fuchsia for (0001), dark grey for (02–21), grey for (01–11), black for (01–12), and blue for (11–21). The green spheres are for La atoms and small grey ones for Ni.
[image: Figure 3]FIGURE 3 | Surface energy for TiFe facets with indexes l ≤ 3. Background colors, yellow for (1xx), blue for (2xx), and grey for (3xx) surfaces, correspond to shades used below. The equilibrium shape of the TiFe nanocrystal is constructed with the Wulff procedure. Yellow color stands for (110) facet, orange for (111), dark grey for (310), light grey for (321), light blue for (211), and dark blue for (221). Brown spheres are for Fe and blues ones are for Ti.
Based on the calculated surface energies, we have constructed the equilibrium shape of the LaNi5 nano-crystal with the Wulff method (Wulff, 1901; Barmparis et al., 2015). The crystal symmetry was used for determination of equivalent facets; the nano-crystallite shape is presented in Figure 2. In the equilibrium crystal shape, only 7.7% of the exposed surface belongs to (0001) termination, and the largest fraction of 40.4% is the (11–21) facet. Other exposed surface terminations are (10–10), 20.9%; (01–11), 14.1%; and (02–21), 13.4%. Possible atomic compositions of the surface are shown in Figure 2; for facets like (10–10), La is over-represented at the surface and it might already seed the surface oxidation and formation of La2O3. This can be accompanied by further segregation and La diffusion toward the surface. Observed La2O3 and La (OH)3 can be explained by the composition of most exposed surfaces of LaNi5. The formation of oxide shifts the surface stability toward the stability of the interface, a thermodynamically driven process of self-limiting passivation.
The surface energies of TiFe are generally larger than these for LaNi5, and they fall in the average energies for constituting elements, that is, 2.15 J/m2 to 2.85 J/m2, except the (100) facet.
The (100) surface has usually very large surface energy for bcc metals (Fe, Cr) unlike for alkali metals where the surface energy is very low for all surface terminations (Tran et al., 2016). The lowest surface energy for the (110) crystal plane is not surprising. This is the bcc lattice plane with the densest atom packing. The calculated equilibrium crystal shape is dominated with (110) surface family (50% of all exposed surface); however, surface terminations with higher indexes are largely represented. Such facets expose under-coordinated atoms that are very reactive (Nørskov et al., 2009; Seh et al., 2017) contributing to strong passivation and difficult activation of TiFe alloys. In theoretical calculations, surface terminations with indexes larger than two are rarely used, except for the analysis of highly reactive surfaces (Honkala et al., 2005).
3.2 Gas Adsorption
In order to probe the surface properties, we have calculated the adsorption energies for H2, CO, CO2, and H2O molecules at the (0001) surface of LaNi5 and (110) surface of TiFe, Figure 4. For each molecule, we have considered associative and dissociative adsorption and a variety of adsorption sites. For each compound, it is possible to distinguish on top, bridge, and threefold adsorption sites usually considered in the literature. Due to composition, a top site can be over La, Ni, or Ti, Fe; the bridge site splits into La–Ni and Ni–Ni or Ti–Ti, Fe–Fe, or Ti–Fe. Threefold site consists of 2Ni–La, 2Fe–Ti, or 2Ti–Fe. All adsorption possibilities were considered and the most stable adsorbate configurations are shown in Figure 4. For LaNi5, additional coverage dependence of adsorption energy was considered for H2 and CO.
[image: Figure 4]FIGURE 4 | The adsorption energies for H2, CO, and CO2 molecules at LaNi5 (A) and TiFe (B). For TiFe, additional H2O was considered. Black spheres are for La, grey for Ni, light blue for Ti, and light brown for Fe. Hydrogen is represented by small light pink spheres, oxygen by red, and C by brown. The adsorption energies are per adsorbed molecule.
For the low coverage limit [[image: image] monolayer (ML)], dissociative adsorption of H2 with ΔE = −1.67 eV/H2 and hydrogen in the bridge positions between two Ni atoms is the most stable one. For 1 ML of hydrogen, the bridge site remains the most stable, and ΔE = −1.37 eV/H2 (the adsorption energy is given per H2 molecule here for ease of comparison; in the literature, the adsorption energy is often reported per atom, that is, [image: image]). For CO, the adsorption energy drops from ΔE = −2.06 eV at [image: image] ML to ΔE = −1.77eV for 1 ML (Figure 4). The adsorption site changes from the bridge position to the top of the Ni position at 1 ML of CO; this effect was reported previously (Han et al., 2008). Dissociative adsorption of CO2 with CO at the top position and oxygen at the Ni–Ni bridge position is ΔE = −2.30 eV; this configuration is more stable than associative adsorption of CO2 with ΔE = −1.62 eV where carbon is at the Ni–Ni bridge position and oxygen points toward La. We have not considered energy barriers that might hinder CO2 molecule dissociation.
In general, the CO2 dissociation process is very complex. It can lead to formation of nickel carbonyls (NiCO4), formate anions, or radicals (COOH−) or dissociation into elements C and O. Such processes are beyond the scope of this study; however, here we show that dissociative adsorption of CO2 on LaNi5 is thermodynamically stable, and thus, it opens a route for catalytic transformation of this gas and indicates that surface oxidation can be related to the presence of CO/CO2. The adsorption energy for the water molecule is ΔE = −0.37 eV/H2O on top of La, and for dissociation to OH and H, the adsorption energy is ΔE = −1.96 eV/H2O (see Figure 4).
For TiFe, only a low coverage adsorption ([image: image] ML) regime was considered. Hydrogen atoms adsorbed at 2Ti–Fe threefold sites have ΔE = −2.03 eV/H2; on top of iron is the most stable adsorption site for CO, ΔE = −2.54 eV; for dissociative adsorption of CO + O, ΔE = −3.98 eV, and for OH + H, ΔE = −3.00 eV. The adsorption energy of the CO2 molecule is ΔE = −2.30 eV with carbon at the Fe–Fe bridge site and O pointing toward Ti; thus, the dissociated state is more stable.
In order to bring calculated adsorption energies into a broader context, one can notice that hydrogen adsorption energies calculated here are generally larger than these calculated for pure elements [−1.29 eV at Ni (100), −1.63 eV at Fe (111), and −2.01 eV at Ti (0001)] (Winther et al., 2019; Billeter et al., 2021). We have found a small activation barrier for H2 dissociation at TiFe (110) (0.07 eV). For CO, reported molecular adsorption energies are of the range −1.53 eV at the Fe (211) surface or −1.96 eV at the Co3Ti (111) facet. For water molecules, adsorption energies strongly depend on particular surface geometry, for example, energies of −0.52 eV and −1.72 eV are reported for Fe (211) and molecular or dissociated (OH + H) state, respectively. For the (111) surface of Fe, these energies are lower: −0.09 eV and −0.60 eV, respectively (Winther et al., 2019). Thus, adsorption energies for carbon oxides and H2O on TiFe (110) calculated here are rather large. However, adsorption of these molecules on binary alloys can result in adsorption energies as large as −5.35 eV for CO2 on FeZr (Mamun et al., 2019). Such large adsorption energies for CO and CO2 are in line with a particularly strong poisoning effect of these gasses on TiFe. In fact, the intrinsic nature of the gas adsorption on binary alloy surfaces still poses many open questions. Two types of atoms constituting an alloy bring the reactivity of dense and flat surfaces toward this of high index facets for late transition metals.
4 DISCUSSION
Calculated surface energies and equilibrium crystal shapes for LaNi5 and TiFe indicate that theoretical models for the surface-related properties in these two intermetallics have to be created with care, as the exposed facets differ from those of elemental metals. Intermetallics and metal hydrides are subject to the mass transport during hydrogen ad/desorption. Within this process, a fresh surface of either phase is formed. The main driving force for the type of surface is related to thermodynamic stability as exemplified with Wulff construction. Thus, the equilibrium nanocrystal shapes are not only a theoretical concept. To the best of our knowledge, there are no reports of direct observation of the nanocrystalline shapes of LaNi5 that allows comparison. However, an indirect indication of preferential exposure of the (10–10) surface of LaNi5 can be deduced from the report of dislocations moving on (10–10) slip planes (Inui et al., 1998). The slip plane must be a low energy surface termination, and indeed, it is such a surface, as presented in Figure 2. For TiFe, one can refer to a detailed transmission electron microscopy study of crystallites as small as 7 nm (Emami et al., 2015). Preferential exposure of the (110) surface family is clearly observed there, and the crystallite shape agrees well with this in Figure 3. Our analysis brings other facets that are exposed at the edges; these facets with high indexes possess under-coordinated atoms that are more reactive (Nørskov et al., 2009) and constitute 50% of the surface. The change of the surface properties between metal and metal hydride is also related to the degradation processes. With repetitive cycling, it can be strongly affected by formation of oxides, hydroxides, or carbides. Further studies are required in this direction.
Calculated adsorption energies for hydrogen, CO, CO2, and H2O molecules indicate that the binding energy for larger molecules is stronger than H2. The physisorption (for weak interactions) or chemisorption (strong interaction) describes interactions of gasses with surfaces. Strong interactions are accompanied by the charge transfer between solid and adsorbed molecules, and once charge donation from the surface to bonding molecular orbitals occurs, the molecule dissociation or transformation might take place. We have performed the charge distribution analysis for adsorbed molecules according to the Bader method (Henkelman et al., 2006) (see Table 1). For dissociative adsorption, the sum of charges for all adsorbed species is reported in Table 1. The charge donation is observed for all adsorbed molecules and for all surfaces considered here. The charge transfer is systematically larger for TiFe as the adsorption energies are larger too.
TABLE 1 | Bader charges in e calculated for LaNi5 (0001), and TiFe (110) surfaces. The asterisk is for the dissociated state.
[image: Table 1]Such electron donation leads to bond breaking in H2 (this process is not activated on LaNi5 and calculated activation energy on TiFe is 0.07 eV) or formation of CO2 radical anions. These radical anions are no longer straight, and the O-C-O angle is of the order 130° (Álvarez et al., 2017). In the present calculations, the bend angle of CO2 is 123° for adsorption on LaNi5 and 118° for TiFe. Such large deformation of the CO2 molecule is due to the composition of the surface and geometrical factors. The length of CO2 is 2.32 Å; once adsorbed, the carbon atom locates in the bridge site and oxygen points toward the second element. For LaNi5, the Ni–Ni bridge site for C is preferred and oxygen is oriented toward La, and nearest La atoms are separated by 5.0 Å. On TiFe, the carbon atom is at the Fe–Fe bridge site and oxygen points toward Ti that are separated by 4.3 Å, and the CO2 bending angle is larger for this case. The dissociation of carbon dioxide is an activated process (Liu et al., 2012), and in order to fully understand the interaction of carbon oxides with surfaces considered here, the separate study are required that shall include activation energies and formation of Ni/Fe carbonyls, formate radicals, and other molecules or oxidation.
Adsorption energies calculated here bring important information for the compound property. The firm conclusion from this study is that large adsorption energies for CO, CO2, and H2O shall lead to accumulation of these molecules at the surface, even if they are present in very small concentrations. Such accumulation blocks surface sites that are necessary for H2 dissociation or trigger surface reactions that potentially form even stronger protective layers at the surface. For example, all metals that constitute presented alloys form stable oxides. Their enthalpy of formation varies strongly with the element, and the most stable is La2O3 [ΔH0 = −1791.6 kJ/mol (Konings et al., 2014)]; for TiO2 (rutile), ΔH0 = −944.747 kJ/mol (Chase, 1998), for NiO, ΔH0 = −239.74 kJ/mol (Boyle et al., 1954), and for Fe2O3 ΔH0 = −825.503 kJ/mol (Chase, 1998). Additionally stable carbides like TiC [ΔH0 = −184.096 kJ/mol (Chase, 1998)] can be formed. Dissociative adsorption of water or carbon oxides will, thus, result in very strongly bound oxygen or oxide layers for large coverage. Large adsorption energies for CO and CO2 on TiFe explain sensitivity of this compound to such impurities in H2.
Adsorption of molecules or atoms at transition metal surfaces is successfully described by correlation of the adsorption energy and center of d-band (Newns, 1969; Nørskov et al., 2009). The density of states for the bulk and surface are shown in Figure 5. For LaNi5, it can be seen that the center of the valence band for Ni strongly depends on the exposed facet and the site symmetry of Ni. For the (0001) surface, the Ni valence d-band is shifted to lower energies. This effect is less pronounced for the (10–10) surface. As the La electronic states are located above the Fermi level, the reactivity of the surface is related to exposed nickel and La can be oxidized.
[image: Figure 5]FIGURE 5 | The spin averaged density of states for LaNi5 projected on La and Ni for the bulk and atoms exposed at the surfaces. The shaded area is for Ni with red lines for 3g sites and black for 2c (top). The spin averaged density of states projected on Ti and Fe for the bulk and atoms exposed at the (110) surfaces of TiFe.
Besides the stoichiometric composition of the surface where La is over-represented and oxidation of this element occurs, the modification of the electronic structure is an additional factor of the surface reactivity of resistivity for hydrogen contamination. For TiFe, the modification of the valence band at the surface is also present; here, the center of the valence band moves to higher energies at the surface, and the shifts of the band position are similar for Ti and Fe.
5 SUMMARY
In the present study, we have shown an example of the surface energy calculations for alloys relevant for hydrogen storage. The equilibrium crystal shapes were determined for LaNi5 and TiFe. The composition of exposed surfaces of LaNi5 indicates over-representation of La which can be oxidized. The strong binding energies of CO, CO2, and H2O at the surfaces of compounds considered here indicate that they accumulate at the surface, blocking the active sites for hydrogen adsorption/dissociation or became precursors for catalytic activity of intermetallics. Large adsorption energies for carbon oxides on TiFe (110) can explain a very high sensitivity of this material to hydrogen contaminations by CO/CO2. Understanding of the processes at the surface is one of the key points for improvement of the cyclic stability of metal hydrides or finding new applications for catalyzed reactions. The future calculations in this direction shall bring significant advances in material design for efficient hydrogen storage or catalytic transformations with metal hydrides.
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The solid oxide fuel cell (SOFC) nickel-yttria stabilized zirconia (Ni-YSZ) anode degradation due to different types of siloxane contamination is investigated. A cyclic structure siloxane, octamethylcyclotetrasiloxane (D4), and a linear structure siloxane, decamethyltetrasiloxane (L4), are mixed with H2+N2 as the fuel for SOFCs at 750°C. The electrochemical characterization results after stability experiments suggest that the SOFC contaminated with cyclic siloxane, D4, had higher degradation. Pure YSZ pellets with different surface hydroxylation extents were also tested to investigate the D4/L4 adsorption and deposition process. Postmortem SEM/WDS, XRD and Raman analysis all indicate that cyclic siloxane has more deposition than linear siloxane on the anode. Further analysis demonstrates that high adsorption and low desorption rates of cyclic siloxane on YSZ are linked to the degradation. Besides the silicon deposition, SiC and amorphous carbon deposition were also observed from the XRD and Raman analysis.
Keywords: solid oxide fuel cell (SOFC), siloxane, biogas, degradation, D4, L4, carbon deposition
INTRODUCTION
Biogas is generated during the natural degradation of organic material by microorganisms under anaerobic conditions. Wastewater treatment plants utilize the anaerobic digestion process converting organic material in wastewater to biogas. Similarly, the organic composition of the solid waste in landfills decomposes to produce biogas (Park and Shin, 2001). The biogas collected from wastewater treatment plants and landfills is considered a renewable fuel that could be used to produce electricity, heat or as vehicle fuel (Scarlat et al., 2018). Biogas from organic waste digesters usually contains from 60 to 70% methane, from 30 to 40% carbon dioxide and <1% nitrogen. In landfills, methane concentration is usually from 45 to 55%, carbon dioxide from 30 to 40% and nitrogen from 5 to 15% (Jonsson et al., 1997). Generally, biogas also contains impurities such as hydrogen sulfide, siloxanes, aromatics and halogenated compounds. The concentration of the main impurities’ are 0.005–2 vol% hydrogen sulfide, 0–0.02 vol% siloxanes, <1 vol% ammonia, and <0.6 vol% halogenated compounds (Ryckebosch et al., 2011).
Prime movers, as a source of motive power, can be used to convert biogas to useful work. Gas turbines, micro-turbines, reciprocating internal combustion engines and Stirling engines are common prime movers utilized extensively (Riley et al., 2020). Solid oxide fuel cells (SOFCs) are an alternative prime mover that can utilize biogas, the use of which results in higher electrical efficiency, reduced NOx and lower carbon emissions (Rillo et al., 2017; Gandiglio et al., 2020). Despite potential for direct use of biogas, challenges remain with impurities like hydrogen sulfide and siloxanes. These impurities, even at low concentrations, can potentially damage the prime movers which becomes the main barrier for biogas applications (Papurello et al., 2014; Papurello et al., 2016).
Utilizing biogas directly without purification causes serious damage to prime movers after long-term operation. Among the impurities, H2S contamination causes temporary and permanent performance degradation of SOFCs. SOFC degradation due to H2S contamination was studied extensively at different temperatures, operating current/voltage, operating time and H2S concentration (0.02–240 ppm) (Rasmussen and Hagen, 2009). In comparison, research on siloxane, which has been reported as the main impurity causing failure of common prime movers (Trendewicz and Braun, 2013), has not received as much attention. There are many different kinds of siloxane that exist in biogas and they can be sorted based on cyclic or linear structure. Cyclic siloxanes are designated by a “D” for cyclic structure and a number indicating how many silicon atoms per molecule. Hexamethylcyclotrisiloxane (D3), Octamethylcyclotetrasiloxane (D4) and Decamethylcyclopentasiloxane (D5) are the cyclic structure siloxanes typically found in biogas with the highest concentration. Linear siloxanes are designated by a “L” for linear structure and a number indicating how many silicon atoms per molecule. For linear siloxanes, trace levels of hexamethyldisiloxane (L2), octamethyltrisiloxane (L3) and decamethyltetrasiloxane (L4) can be detected in biogas (Rücker and Kümmerer, 2015).
The concentration of each type of siloxane in biogas from wastewater treatment plants differs significantly. For example, smaller molecule siloxane, like D3, L3, and L2, can only exist in a limited amount because of high volatility which leads to vaporization prior to the anaerobic digester. There are also only small amounts of larger siloxane, such as D6, in biogas due to low volatility and low partial pressure in the active sludge (Dewil et al., 2007). As a result, cyclic siloxanes D5 and D4, which have stable molecular structure, typically have higher concentration and thus are often selected to represent all siloxanes in biogas for SOFCs contamination studies. For example, Haga et al. (2008) reported fatal degradation of the Ni/ScSZ anode SOFC due to 10 ppm D5 contamination in 30–50 h. In that study, the authors also hypothesized a two-step siloxane deposition reaction shown in Eqs 1, 2 resulting in siloxane conversion to silicon dioxide (Haga et al., 2008).
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Similar to the study by K. Haga et al., Kikuchi et al. (2017) also tested the Ni/ScSZ anode SOFC with the 60 ppm D5 as the impurity. After a 100 h experiment, significant SOFC degradation was observed. Madi et al. (2015b), Madi et al. (2015a) reported 50% degradation (voltage decrease at constant current density) per 1,000 h for a SOFC with Ni/YSZ anode utilizing simulated reformed biogas mixed with ppm level D4. Furthermore, Papurello and Lanzini (2018) reported that even ppb level D4 could cause obvious degradation of an SOFC with Ni/YSZ anode after 50 h operation. The author’s recent work (Tian and Milcarek, 2020; Tian and Milcarek, 2021) reported significant Ni/YSZ anode SOFC degradation with ppm level D4 contamination in different fuel compositions. Besides silicon deposition, carbon deposition was observed and hypothesized to be an essential factor causing SOFC performance degradation.
The previous studies only focus on SOFC degradation due to cyclic siloxanes instead of linear siloxanes. This is due to the higher concentration of cyclic siloxanes (D4 and D5) and the fact that linear siloxanes are considered to be decomposed easier than cyclic structure in the digester due to instability. However, the concentration of smaller linear siloxanes in landfill gas are comparable or can be higher than cyclic siloxanes such as D4 and D5 (Lu et al., 2011; Wang et al., 2020). For biogas from a wastewater treatment plant, siloxane concentration is also influenced by multiple factors such as digester type, location, and season. In some cases, high concentrations of linear structure siloxanes were also reported (Lanzini et al., 2017). To improve the utilization of biogas from landfill and wastewater treatment plants, investigation of SOFC degradation due to linear siloxane contamination is necessary.
In this study, linear structure siloxane, L4, was selected as the contamination source and is compared with a cyclic siloxane, D4. L4 and D4 were chosen as they have different structure, but the same number of silicon atoms per molecule of siloxane. Stability tests are conducted to compare SOFC degradation and contamination on YSZ pellets. The experimental results of D4/L4 were analyzed and compared to reveal the mechanism of the SOFC degradation due to different siloxane contamination.
EXPERIMENTAL SETUP
Fuel Cell and Pellets Fabrication and Experimental Setup
The SOFCs were fabricated with LSCF [(La0.60Sr0.40)0.95Co0.20Fe0.80O3-x, Fuelcellmaterials] + SDC (Sm0.20Ce0.80O2-X, mid grade powder, Fuelcellmaterials) cathode (7:3 w/w), SDC buffer layer, YSZ [(Y2O3)0.08(ZrO2)0.92, spray dried grade powder, Fuelcellmaterials] electrolyte and NiO (standard grade powder, Fuelcellmaterials) + YSZ anode (60:40 w/w). NiO/YSZ was dry pressed and pre-fired (final thickness of 380 μm). The YSZ electrolyte and SDC buffer layers were sprayed on the surface of NiO/YSZ green body and sintered at 1,400°C with ∼10 and ∼3 μm thickness, respectively. LSCF + SDC cathode was hand sprayed on the SDC buffer layer and sintered at 1,100°C (final thickness ∼17 μm). More details about the fabrication method can be found in previous literature (Tian and Milcarek, 2020). YSZ pellets (380 μm thick) were also dry pressed and sintered to investigate the siloxane degradation mechanism.
Figure 1 shows the experimental setup which was built for investigating the influence of the type of siloxane (cyclic or linear) contamination on the Ni-YSZ SOFC anode. According to previous work (Tian and Milcarek, 2020), dry fuel mixed with siloxane can increase SOFC performance degradation compared to adding H2O. As a result, for the SOFC test, H2 (ultra high purity grade, Airgas) + N2 (ultra high purity grade, Airgas) +siloxane was selected as the fuel. To regulate the flow of H2, N2, L4 and D4, Brooks Delta II smart mass flow controllers (MFCs) with LabView interface were utilized. The H2 flow rate was fixed at 7 standard cubic centimeters per minute (sccm). The certified D4 (5.358 ppmv, Airgas) and L4 (5.034 ppmv, Airgas) cylinders balanced with N2 were mixed with research grade N2 to fix the concentration of D4 and L4 to 2.5 ppm. The total gas flow rate to the anode was 20 sccm for all experiments. For YSZ pellet experiments, which included tests with steam, water was delivered by a syringe pump (PumpSystems Inc.). Resistive heaters wrapped on the fuel delivery pipe were used to vaporize the deionized water and maintain vapor phase. To ensure the steam remained in vapor phase, T-type thermocouples (Omega) were mounted on the pipe to monitor the temperature. Air was delivered to the cathode through the vertical furnace by natural convection.
[image: Figure 1]FIGURE 1 | Schematic of experiment setup.
Based on previous siloxane deposition studies (Finocchio et al., 2008; Vaiss et al., 2020), siloxanes prefer to chemisorb on metal oxide surfaces, like γ-Al2O3, due to reactions with hydroxyl groups present. As a result, YSZ grains are hypothesized as one of the locations where siloxane deposits initially in the Ni-YSZ anode. To test this theory, siloxane (L4/D4) deposition on a YSZ pellet was conducted. To control the amount of hydroxyl groups on the YSZ pellet surface, different gas compositions were chosen for L4 and D4 contamination studies. The details of these experimental conditions are show in Table 1. In order to remove hydroxyl groups present on the surface of YSZ pellets before the experiment, the pellets were heated to 850°C and maintained at that temperature for 1 h with 20 sccm pure N2 on the bottom side.
TABLE 1 | Flow rate (sccm) of anode side gases supplied to YSZ pellet during different experiments.
[image: Table 1]For the SOFC and YSZ pellet experiments, the SOFCs (or pellets) were sealed on a quartz tube with silver paste. The cathode (or the cathode side of the pellet surface) was printed with silver ink as the current collector with an active area of 0.712 cm2. Silver wires connected with the anode and cathode were utilized for the electrochemical characterization. The operating temperature was fixed at 750°C with 5°C per minute heating rate for all experiments.
Characterization Methods
In order to evaluate the performance degradation of SOFCs under L4 and D4 contamination, the fuel cells’ polarization (I-V) curves were acquired by a digital SourceMeter (Keithley 2460) interfaced with LabView on the computer with four-probe technique. The electrochemical characterization of the entire SOFC and YSZ pellets were conducted by electrochemical impedance spectroscopy (EIS). The impedance spectra were obtained by an Electrochemical Impedance Analyzer (Solartron Analytical Energylab XM) with ac amplitude of 10 mV and a frequency range of 106 Hz–0.1 Hz. The distribution of relaxation time (DRT) method was utilized to analyze EIS data by a MATLAB GUI program (DRTtools) (Ciucci and Chen, 2015; Wan et al., 2015; Effat and Ciucci, 2017). The regularization parameter is selected as 10−3 for DRT calculation.
Several techniques were used to characterize the morphology and composition of the silicon containing deposits. The morphologies of L4 and D4 deposition under different experimental conditions on YSZ pellets were conducted by a field emission scanning electron microscope (FESEM, JEOL JXA-8530F electron microprobe) equipped with an energy-dispersive spectrometer (EDS) and wavelength-dispersive spectrometer (WDS). As the Y and Si signals are not well separated with EDS, WDS was utilized to obtain the elemental analysis of the sample. To determine the L4 and D4 deposition compositions on the YSZ pellets, X-ray diffractometer (XRD) system was utilized for the deposition crystalline structure characterization. The XRD patterns were obtained using the X-ray diffractometer (PANalytical X’ Pert Pro MRD) with a Cu Kα (K-Alpha2/K-Alpha2 = 0.5) radiation source. To obtain more composition information for the L4 and D4 deposition on the YSZ pellets, Raman test was conducted on an Acton 300i spectrograph and a back thinned Princeton Instruments liquid nitrogen cooled CCD detector with a 532 nm laser as excitation source. The power was kept at 6 mW.
RESULTS
SOFC Degradation due to Siloxane Contamination
As shown in Figure 2A, the polarization curves of the SOFC after 20 and 40 h D4 contamination are compared with the initial fuel cell performance after intrinsic degradation. In order to eliminate the influence of SOFCs’ intrinsic degradation, the SOFCs have been operated with clean fuel for 48 h. This data provides a useful reference for the SOFC degradation without siloxane contamination, as shown in Table 2. After 20 h D4 contamination, the maximum power density of the fuel cell decreased from 211.5 to 205.1 mW cm2. In comparison, the maximum power density of the fuel cell during the next 20 h (40 h total contamination) decreased to 183.16 mW cm2 from 205.1 mW cm2. A similar trend of degradation was also observed in the EIS results. The obvious impedance increase after D4 contamination can be noticed from Figure 2C. DRT analysis was conducted to identify the characteristic distribution of the SOFC EIS results. Among the five main discrete peaks (P1∼P5) in Figure 2B, P1 and P2 (0.1–1 Hz) at low frequency are considered as the gas diffusion process for the cathode, based on previous DRT analysis (Tian and Milcarek, 2021). P3 and P4 at medium frequency (1 Hz–10 kHz) are related to the gas diffusion process for the anode. P5 (>10 kHz) at high frequency is attributed to charge transfer. With minor change of cathode and charge transfer process (P1, P2, P5), the main performance degradation of the SOFC results from anode processes (P3 and P4) (Caliandro et al., 2019; Hong et al., 2020; Sumi et al., 2020).
[image: Figure 2]FIGURE 2 | Performance degradation of the SOFC due to D4 contamination with H2+N2+D4 as the fuel at 750°C. (A) polarization curve; (B) EIS measurements; (C) DRT plot.
TABLE 2 | Maximum power density decrease and increase in area specific resistance (ASR) calculated from characterization results.
[image: Table 2]The electrochemical characterization results for the L4 contamination experiment are shown in Figure 3. The obvious degradation rate difference from D4 and L4 can be observed from power density and EIS results after 40 h in Figure 3. From Figure 3A, no obvious degradation can be found in the polarization curve. From the EIS results in Figure 3C, a relatively small impedance increase is observed. Similar to the DRT results from D4 contamination, L4 contamination results also illustrate the main degradation occurred in anode process as shown by P3 and P4 increase. More details comparing L4 versus D4 results are shown in Table 2. From the results of Table 2, which show power density change and area specific resistance (ASR) increase, the SOFC under L4 contamination has noticeably less degradation than with D4 contamination. Although SOFCs with the same fabrication process and materials were utilized, the EIS and polarization results before D4/L4 contamination are also slightly different. In this situation, there are some experimental setup factors that may influence the results such as current collector coating, wires, sealing, etc. Considering the appearance of inductance in one data set one possibility is that the wires, which can introduce distortion by inductance, may play a part in this process, which has been reported before (Nielsen and Hjelm, 2014).
[image: Figure 3]FIGURE 3 | Performance degradation of the SOFC due to L4 contamination with H2+N2+L4 as the fuel at 750°C. (A) polarization curve; (B) EIS measurements; (C) DRT plot.
Pellet Degradation due to Siloxane Contamination
Figure 4 shows photos of the YSZ pellets after the D4/L4 exposure experiments. The mechanical damage of SOFCs occurred during the dismounting process from the silver sealing. As shown, the color of pellets, under certain conditions, has been converted from white (clean YSZ) to yellow/brown which indicates the deposition of siloxanes. Generally, the experiments with D4 as impurity had more deposition compared with L4. The siloxane deposition for the experiments with wet fuel (H2+H2O + siloxane) was larger than the experiments with dry fuel (H2+ siloxane, N2+ siloxane). Furthermore, some details shown in the photos should also be highlighted. For L4 contamination experiments, besides the test involving H2O mixed with the fuel, there is little siloxane deposition on the YSZ pellets’ surface. However, after adding H2O, significant deposition was observed. For N2+D4 experiment, there is no obvious deposition that can be noticed in the center of the pellet. However, siloxane was deposited on the edge of the pellet near the silver sealing/current collector.
[image: Figure 4]FIGURE 4 | Figures of YSZ pellets after siloxane deposition experiments.
The morphology and elemental mapping of YSZ pellets were investigated after the contamination test utilizing SEM and WDS. Figure 5 shows the WDS map of the Zr, O and Si elements on the surface of the YSZ pellets under the H2+N2+D4/L4 conditions. As shown in Figure 5B, which shows the surface after L4 contamination, the fine YSZ grains and grain boundaries can be observed and there is no obvious silicon deposition. In comparison the sphere shape depositions (in Figure 5A) whose diameters are around 1 μm completely covered the surface of the YSZ pellet after D4 contamination experiment. Thus, the clear grains and grain boundaries shown in Figure 5B cannot be detected. The presence of strong overlapping signals of Si and O was observed with WDS elements mapping, indicating silicon dioxide formation in the H2+N2+D4 experiment.
[image: Figure 5]FIGURE 5 | WDS elemental mapping of the surface of YSZ pellet with H2+N2+siloxane contamination after (A) D4 contamination and (B) L4 contamination at 750°C.
For the H2+N2+H2O+D4/L4 experiments, generally, heavier siloxane deposition can be noticed than the H2+N2+D4/L4 experiments. Similar to the H2+N2+D4 experiment, overlapping silicon and oxygen signals can also be found in element mapping for H2+N2+H2O+D4 experiment in Figure 6A which indicates the composition is silicon dioxide. Compared with the regular sphere deposition observed in Figure 5A, irregular or less structured deposition was formed with wet fuel likely due to more total deposition on the surface. For the H2+N2+H2O+L4 experiment, also like the dry fuel experiments, less total deposition was observed than the D4 experiment. In Figure 6B, the surface grain boundaries of YSZ can be detected. Silicon deposition was observed after the H2+N2+H2O+L4 experiment primarily at the grain boundaries where small Si/O deposits initiate.
[image: Figure 6]FIGURE 6 | WDS elemental mapping of the surface of YSZ pellet with H2+ H2O+N2+siloxane comtamination after (A) D4 contamination and (B) L4 contamination at 750°C.
Figure 7 shows the XRD pattern of the YSZ pellet before and after exposure to the fuel which was composed of H2+N2+H2O+D4. New peaks appearing at 38.2°, 44.4°, 64.6°, and 77.5° (2θ) were found after contamination, which indicate siloxane deposition. Based on the Si, C and O present in siloxane, the deposition corresponding to the peaks can be attributed to both cubic crystal structure SiO2 (melanophlogite, PDF#01-080-4051) and silicon carbide SiC (3C-SiC, PDF#00-049-1623).
[image: Figure 7]FIGURE 7 | XRD patterns of the YSZ pellet bottom surface (fuel inlet side). Black color line: Pure YSZ sample. Red line: after 96 h H2+N2+H2O+D4 experiment at 750°C.
According to the observed extent of deposition on the YSZ pellets in Figure 4 and SEM/WDS analysis, the deposition from L4 was much less compared with D4. Similar trends can also be found in the XRD result for the H2+N2+H2O+L4 experiment. In Figure 8, much weaker deposition peaks are observed at 23.1°, 36°, 43.2°, 48.6° and 57.2° (2θ) in the pattern. They correspond to a hexagonal crystal structure SiC (moissanite-18H, PDF#01-089-2217), a tetragonal structure SiO2 (α-cristobalite, PDF#04-018-0233) and a cubic crystal structure SiO2 (melanophlogite, PDF#01-080-4051). For the two different polymorphs of SiO2, melanophlogite, which is always correlated to organic matter decomposition, can exist steadily under 800°C (Skinner and Appleman, 1963). The α-cristobalite may originate from β-cristobalite after cooling below 250°C from high temperature at ambient pressure (Downs and Palmer, 1994). These two kinds of polymorphs of SiO2 can exist together as a result of the siloxane deposition.
[image: Figure 8]FIGURE 8 | XRD patterns of the YSZ pellet bottom surface (fuel inlet side). Black color line: Pure YSZ sample. Red line: after 96 h H2+N2+H2O+L4 experiment at 750°C.
There is a comparatively strong peak at 2θ = 29.4° in Figure 8. Considering its relative signal strength and the position, which is very close to the main peak of YSZ, it may be a result of the Zr, Y, O ratio change in the surface of YSZ pellet. There is also an unlabelled weak peak around 27° in both Figure 7 and Figure 8. Considering the presence of this peak before and after siloxane contamination and without significant increase from the patterns, it should not be associated with the siloxane deposition process. It may originate from secondary peaks of main components or noise.
Figure 9A shows postmortem Raman spectra from the YSZ pellets after 120 h D4 contamination with H2+N2+H2O as fuel. For poly-aromatic hydrocarbons the appearance of D and G peaks in Raman spectroscopy are common. D peak originates from the breathing modes of sp2 atoms in rings. The G peak is generated by all pairs of sp2 atoms bond stretching in both rings and chains (Ferrari, 2007). Compared with the pure YSZ pellet without D4 contamination, emergence of G peak observed in all sp2 carbon systems near 1,600 cm−1 and D peak around 1,350 cm−1 both indicate the presence of amorphous carbon deposition after exposure to D4 contamination. Besides the strong amorphous carbon signal, some weaker peaks corresponding to different chemical groups were observed as shown in Figure 9B. Methyl/methylene (CHx) group vibrational bands can be noticed at 2,911 cm−1. SiHx, (-C=C-)n groups can be observed at 1948 and 2,306 cm−1. The secondary order D peak 2D can also be found at 2,673 cm−1 (Jerng et al., 2011; Yu et al., 2013; Bouhamed, 2017).
[image: Figure 9]FIGURE 9 | Postmortem Raman spectra acquired from the YSZ pellet after 120 h D4 contamination at 750°C vs. pure YSZ pellet spectra. (A) Entire Raman spectra; (B) Raman spectra ranges from 2000 to 3,500 cm−1.
In Figure 10, Raman spectra have been obtained from the YSZ pellet surface exposed to H2+N2+H2O+L4 fuel. Besides YSZ, no strong signals like observed in Figure 9A, were detected. This also confirms the trend that D4 contamination has more deposition than L4. The band at 1,604 and 2,774 cm−1 are attributed to carbon deposition. Similarly in Figure 9B, the (-C=C-)n groups can be also found at 2,231 cm−1. For the silicon deposition, Si-OH bond can be observed at 1,000 cm−1 (da Silva et al., 2006; Lanzini et al., 2017). These results are important because they emphasize the role of carbon deposition in the siloxane deposition process.
[image: Figure 10]FIGURE 10 | Postmortem Raman spectra acquired from the YSZ pellet after 120 h L4 contamination at 750°C versus pure YSZ pellet spectra.
Besides the deposition composition analysis, electrochemical analysis of the pellets experiment was also conducted to obtain more details about the degradation process. Figure 11 shows the Nyquist plots of the impedance of YSZ pellets under L4 contamination with H2+N2+H2O as fuel at 750°C. An obvious impedance increase can be observed after siloxane contamination. The EIS results were also fitted based on an equivalent circuit with the program LEVM embedded to Solartron Analytical Energylab XM software (Macdonald and Garber, 1977). The CPE is a constant phase element, whose characterization can be determined by two parameters, T and n. The effective capacitance, C, for the RQ circuit was calculated by Eq. 3 (Yan et al., 2013). T is the frequency-independent constant, and n represents the non-ideal factor. The electrochemical process for the YSZ pellet can be reflected in the magnitude of C (Yuan et al., 2020).
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[image: Figure 11]FIGURE 11 | EIS and equivalent circuit fitting results of YSZ pellets with porous Ag electrodes under L4 contamination with H2+H2O+N2+L4 as the fuel at 750°C.
According to previous EIS studies of YSZ pellets (Van Herle and McEvoy, 1994; Mondal et al., 1999; Guo, 2001; Guo and Waser, 2006), there are two semicircles assigned to the impedance response of the gases chemisorption on the silver electrode, diffusion of gases through the silver electrode and gas conversion process in the silver electrode, respectively. The intercept Rs with the real axis at high frequency is related to the YSZ electrolyte resistance. Fitting the experimental impedance spectra with an equivalent circuit, the resistances and capacitances from diffusion (RD and CD), chemisorption (RA and CA) and conversion (RC and CC) are shown in Table 3 (Yan et al., 2013). Consistent with a previous study (Van Herle and McEvoy, 1994), the resistance corresponding to the gas diffusion through electrodes is much larger than chemisorption resistance and gas conversion resistance. Resistance increase is observed in all the elements in the equivalent circuit after L4 contamination. The diffusion resistance increase is more dominant than the other types. This illustrates that besides deposition on the pellets’ surface, the siloxane deposition also prefers to cover the silver current collector which is also the electrode in this setup. As a result, the diffusion process through the electrode is blocked due to siloxane deposition around silver, eventually causing a significant increase in the diffusion impedance. Besides the diffusion process, a slight ohmic resistance and gas conversion resistance increase can also be noticed from the change of Rs and RC. For ohmic resistance, it is likely due to the obstruction of the conductive network among the silver grains associated with the siloxane deposition process. When the gas concentration cannot be maintained in the electrodes, the gas conversion loss appears. The increase of the gas conversion resistance indicates the concentration change of gases supplied to the surface of the electrode. The siloxane deposition may prevent sufficient flow of gases through the electrodes. This is also in good agreement with the results found in Figure 4 that show siloxane deposition is more significant around the edge of the pellet covered by silver.
TABLE 3 | Equivalent circuit fitting results from EIS results.
[image: Table 3]DISCUSSION
Based on the SOFC siloxane contamination studies, the experiment with L4 as contamination source had less performance degradation compared with D4. To confirm this phenomenon and also investigate the mechanism causing cyclic and linear structure siloxane deposition, the YSZ pellet experiments were completed. From previous siloxane adsorption studies (Finocchio et al., 2008; Vaiss et al., 2020), hydroxyl groups play an important role in the siloxane chemical adsorption process. It has been established in previous research that YSZ has hydroxyl groups on its surface (Kogler et al., 2014). To assess the role of hydroxyl groups on the YSZ surface in the siloxane chemisorption process, different fuel mixtures were prepared. Based on the experimental conditions, the quantity of hydroxyl groups on the YSZ pellets’ surface should follow the sequence: H2+N2+H2O+siloxane > H2+N2+siloxane > N2+siloxane. Hydroxyl groups can be formed on YSZ, based on Eqs 4, 5, through reduction of YSZ by hydrogen, which only occurs near the surface, or through reaction with oxygen ions transported through the YSZ (Ong et al., 2016). Alternatively, H2O can form hydroxyl groups directly according to Eq. 6 at a faster rate compared to the previous mechanism.
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Based on the photos of YSZ pellets after experiments (shown in Figure 4) and the SEM/WDS results (shown in Figures 5, 6), the extent of surface hydroxylation influences the siloxane deposition. The experiment with H2+N2+H2O+siloxane as the fuel, which is considered to have the maximum hydroxyl groups among all conditions, had the most serious siloxane deposition on the pellets’ surface. In comparison, with N2+siloxane as the fuel, which does not result in any surface hydroxyl groups, no significant siloxane deposition is observed in the middle of the YSZ pellet surface. This demonstrates that siloxane chemical adsorption is essential to the entire deposition process.
Following the same trend with the SOFC results, L4 contamination experiments also had less siloxane deposition on the YSZ pellet surface than D4. This phenomenon can also be verified by XRD and Raman results in Figures 5–10, in which the YSZ pellet with D4 deposition always resulted in stronger signal during characterization than the YSZ pellet with L4 deposition. From a chemical reaction perspective, L4 as a linear structure siloxane is less stable compared with D4, with its cyclic structure (Gun’ko et al., 2007). As a result, L4 as a linear structure siloxane can be dissociated more easily compared to the stable D4 structure (Gun’ko et al., 2007). However, the results are opposite of what might be expected. Considering the influence of hydroxyl groups on the siloxane deposition, the chemical adsorption process should be the rate determining step for the siloxane deposition reaction. This can also be proved by results in Figure 4.
The deposition in Figure 4 appears as a yellow/brown color. The visual inspection of the color change may only provide qualitative analysis. From XRD results in Figure 7 and Figure 8, SiC and SiO2 are deposited on the surface. Considering the interaction of atoms and their electrons with light waves, the band gap of a semi-conductor material can determine its color. For 3C-SiC, which correlates to 3.26 eV bandgap value, its color should be in the range of yellow to green (Zhao and Bagayoko, 2000). In this case, the color of deposition may determine the extent of SiC deposition. However, SiO2 is always reported as white or colorless crystalline. Different colors can also be observed because of light scattering from the small particles. In this case, further quantitative analysis of deposition extent can be conducted in future work.
For the experiment with H2+N2+siloxane and N2+siloxane as the fuel, which had lower hydroxylation of the surface, deposition resulting from L4 is much less than from D4. After introducing H2O in the fuel, which results in more hydroxyl groups, the chemical adsorption process accelerated and the extent of L4 deposition increased significantly.
M. Schweigkofler et al. reported that compared with linear siloxanes, many types of absorbents, including silicon and carbon-based material, show higher adsorption ability for cyclic siloxanes (Schweigkofler and Niessner, 2001). Besides the adsorption process, linear siloxanes also have much higher desorption efficiency than cyclic siloxanes because linear siloxanes can also be absorbed physically without any transformation. In some cases, large molecule linear siloxanes can convert to L2 after desorption from absorbents (Soreanu et al., 2011). Based on this insight, the assumed L4 and D4 adsorption and desorption processes on the YSZ pellet surface are presented in Jonsson Figure 12. The D4 contamination is believed to result in more degradation for SOFCs’ anode due to its high adsorption and low desorption ability on YSZ compared to L4. The pellets’ XRD results with D4 and L4 contamination in Figure 7 and Figure 8 show different deposition peak positions for SiO2 and SiC. The different positions refer to crystalline differences resulting from D4 and L4 deposition, even though they have similar composition. This may also be explained by the adsorption and desorption process difference for D4 and L4 on the YSZ pellets. As the initial step of siloxane deposition, the adsorption process difference may cause significant divergence in next deposition reaction steps.
[image: Figure 12]FIGURE 12 | D4/L4 chemical adsorption and desorption on the YSZ pellet surface.
Several evidences including previous studies along with the SOFC and pellet experimental results in this study derive the assumed mechanism. Direct evidence such as high spatial resolution imaging of the adsorption process by techniques like transmission electron microscopy (TEM) is still needed to prove the assumption. More studies like XPS analysis of deposition on SOFC and pellet surfaces and exhaust gas composition analysis from the SOFC experiment can also aid in understanding the siloxane deposition process.
Besides the differences in D4 versus L4 deposition, there are other interesting results to discuss. For siloxane pellet experiments, introducing H2O to the fuel accelerates the siloxane deposition which can be explained from the chemical adsorption process as discussed in the previous section. However, this can’t explain why the wet fuel reduces performance degradation with siloxane contamination which has been reported in previous work (Tian and Milcarek, 2020). There must be other factors also resulting in Ni/YSZ anode degradation besides siloxane deposition on the YSZ. Our previous work (Tian and Milcarek, 2020) suggested that sufficient H2O in the fuel could prevent carbon deposition on the Ni which is considered as a good catalyst for hydrocarbon reforming reactions (Hecht et al., 2005). In this study, some evidence can also be provided. For siloxane deposition composition analysis tests, XRD and Raman tests both show carbon-based compounds, such as SiC in XRD tests and strong amorphous carbon signals in Raman test after D4 deposition. Existing (-C=C-)n and CHx groups on YSZ surface are also evidence of early stages of carbon deposition.
Besides carbon deposition, degradation of silver current collector (also considered as electrode for pellet experiments) due to siloxane contamination is also demonstrated by this study. Silver, also known as an interaction catalyst of oxygen (Nagy and Mestl, 1999), can also be attacked by carbon and silicon, like Ni in the anode. From Figure 4, the siloxanes prefer to deposit around the silver/YSZ interface. The degradation of silver current collector/electrode can also be verified by electrochemical characterization analysis from Figure 11 in which an obvious impedance increase can be noticed after siloxane contamination. The composition map of the pellet after H2+N2+H2O+D4 exposure support significant silicon and oxygen deposition around the silver. These results all suggest that silver is extremely vulnerable to siloxane contamination. Moreover, for the setup in this study, the failure of the silver current collector not only leads to poor conductivity for electrochemical reactions, but also creates leakage around the anode. This can also cause a significant performance loss for the SOFC. In future work, siloxane deposition on silver and nickel still needs to be addressed.
CONCLUSION
In this study, D4 and L4 are used to represent cyclic and linear structure siloxanes, respectively, to investigate contamination of SOFCs utilizing biogas. SOFC degradation experiments with H2+N2+L4/D4 as the fuel were conducted. According to polarization curves and EIS results, the SOFC in the experiment with D4 as contamination source had higher degradation than with L4.
To reveal the mechanism causing the SOFC degradation difference by cyclic and linear structure siloxanes and also investigate the relationship between the chemical adsorption of siloxane and deposition process on YSZ, pure YSZ pellet experiments with H2+N2+H2O+D4/L4, H2+N2+D4/L4 and N2+D4/L4 as the fuel were conducted. Postmortem analysis including SEM/WDS, XRD and Raman all indicated that the deposition from D4 was more significant than from L4, in general. Among these experiments with different surface hydroxylation extent, H2+N2+H2O+D4/L4 experiment had the most deposition due to more hydroxyl groups. Considering that the siloxane deposition process is highly dependent on the extent of the surface hydroxylation, it can be concluded that the YSZ surface chemical adsorption process is a critical step. Thus, the high adsorption and the low desorption rates of cyclic siloxane compared with linear siloxanes on YSZ may explain the deposition and SOFC degradation.
Besides silicon deposition, carbon deposition including SiC and amorphous carbon was also noted from XRD and Raman results due to siloxane contamination. Electrochemical characterization results from the YSZ pellet experiments also support that silver current collector accelerated siloxane deposition which can cause the SOFC performance degradation.
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Biogas is one of the promising futuristic renewable energy sources with enormous market potential. However, the presence of CO2 lowers down the calorific value of biogas. Hence, various biogas upgradation technologies are under intense investigation to increase the methane content to the desired level. This study reports on enhancing methane content in biogas through CO2 sequestration into acetic acid via microbial electrosynthesis (MES) process. The previously enriched mixed chemolithoautotrophic microbial culture dominated by Acetobacterium spp. used CO2 present in the biogas as the sole carbon source. After establishing a stable performing biocathode at a fixed cathodic potential of −1 V (vs. Ag/AgCl) through batch mode operation, biogas was fed continuously at different feed rates, viz., 0.5, 0.3, and 0.2 ml/min to the cathode chamber. The highest feed rate of 0.5 ml/min was least effective both for methane content increment (from 61 ± 3% to 86 ± 2%) and acetic acid titer (1.5 ± 0.5 g/L; 0.107 ± 0.02 g/L/d.). In comparison, the lowest flow rate of 0.2 ml/min was the most effective for the intended process (methane upgradation from 62 ± 7% to 93 ± 3% and acetic acid titer 3.4 ± 0.6 g/L produced at 0.24 ± 0.04 g/L/d rate). Both acetic acid bioproduction and biogas upgradation occurred best at an Ecell of 3.3 ± 0.35 V at the low feed rate. A maximum of 84 ± 7%, 57 ± 10% and 29 ± 2% coulombic, carbon and energetic efficiencies, respectively, were achieved in acetic acid. Cyclic voltammograms of biocathodes revealed the decrease in hydrogen evolution potential and increased bioelectrocatalysis, thereby suggesting the contribution of microbes in the process. Acetobacterium, which is known for CO2 fixation, was found to be the dominant microbial genus in biogas fed reactors. The demonstrated approach not only offers the advantage of obtaining two products, one in the bulk phase and the other in the off-gas, it also validates the applicability of the bioelectrochemical biogas upgradation technology.
Keywords: biocathode, Acetobacterium, methane, electricity-driven bioproduction, bioelectrochemical systems (BES)
1 INTRODUCTION
According to the World Energy Forum, fossil fuel sources will be exhausted by the next 10 decades due to the unquenchable global energy demand (Weiland, 2010; Sahota et al., 2018). Since energy is the pillar of globalization, its demand is increasing exponentially with time. Under these circumstances and for sustainable growth, immediate measures need to be taken to rapidly implement renewable energy. Among various sources, biogas is a promising source to meet the world’s importunate energy demand. It has a great potential to evolve as an alternative fuel for vehicles or to meet the ever-growing electricity demand and is increasingly gaining preference throughout the globe. For example, CNG fueled buses are already operating in the United States. Over 2,200 digesters are currently operational for biogas production in the United States (Biogas Industry Market Snapshot | American Biogas Council). Due to the price increase of gasoline in Europe and North America, more inclination is visible for biomethane (Engerer and Horn, 2010). About 42 million anaerobic digesters produce around 13 million m3 biogas in China. By the end of 2030, Germany will be producing near about 10 billion m3 biogas. In India, 4.9 million digesters with a two million m3 biogas production capacity are present (Thiruselvi et al., 2021). India has planned to target renewable energy at 275 gigawatts by the end of 2027 (Thiruselvi et al., 2021). Several initiatives have also been taken up by the Indian Government like the Sustainable Alternative toward Affordable Transportation (SATAT) initiative to secure the off-take of compressed biomethane, the National Policy on Biofuels (2018) for financing as well as fiscal incentives, and Motor vehicles rule to promote the usage of BioCNG in motor vehicles. Climate Change Levy of United Kingdom and Finland provide tax exemption for energy from renewable sources. These data suggest the prominence of biogas in renewable energy development programs across the globe.
The key challenge in using biogas as fuel is its low calorific value due to the presence of CO2. For instance, the upgraded BioCNG (around 52,000 kJ/kg) has around 2.5-fold higher calorific value than untreated biogas containing ∼55% methane (around 19,500 kJ/kg) (Dere et al., 2017). Hence, biogas upgradation is essential to make it a high-quality fuel. To this end, several technologies based on absorption, adsorption, and membrane separation approaches have come up over the years (Kadam and Panwar, 2017; Angelidaki et al., 2018; Sahota et al., 2018; Thiruselvi et al., 2021). Water scrubbing is the most feasible, but it is not considered economical and sustainable due to high capital costs and freshwater requirements. Apart from water scrubbing, pressure swing absorption and chemical adsorption are also established techniques, but they are complex processes with high investment costs (Sahota et al., 2018). More sustainable approaches to biogas upgradation are thus constantly explored. Microbial electrosynthesis (MES) is one of the microbial electrochemical technologies (METs) in which electricity-driven CO2 reduction is enabled with the help of microbial catalysts. Based on the nature and extent of electrochemical interactions between the working electrode and microbial catalysts, METs are broadly categorized into two groups, namely primary and secondary METs (Schröder et al., 2015). In primary METs, a prominent functional connection between the microbial catalysts and working electrode exists via direct or mediated electron transfer. In secondary METs, electrochemistry is indirectly linked to the microbial process, for instance, through the electrochemical control of parameters such as metabolite concentration and pH. In most MES processes, including the present study, microorganisms catalyze the target reactions via direct and/or mediated electron transfer mechanisms by forming biofilm at the cathode surface and planktonic growth in the bulk phase (Patil et al., 2015a; Labelle et al., 2020). Using this technique, CO2 from the biogas can be converted to value-added products like methane, acetic acid, butyric acid, propionic acid, and the methane concentration can be enhanced. The most attractive part of the MES process is the CO2 utilization instead of just removal. In one approach, the microbial electrolysis process is integrated with anaerobic digesters, and CO2 is microbially reduced to methane. Significant work has been done on coupling MES with anaerobic digestion (AD) with different reactor designs and operational conditions (Sravan et al., 2020; Wang et al., 2021). Biogas is fed to the MES reactors in another approach, and CO2 is reduced to methane through hydrogenotrophic, acetoclastic, or methylotrophic pathways (Evans et al., 2019).
Limited work has been done on utilizing CO2 from biogas to produce organic acids or other products via MES (Jourdin et al., 2015b; Das and Ghangrekar, 2018; Kokkoli et al., 2018). The previous MES studies with biogas feedstock mostly focused on value-added product formation, specifically acetic acid, and barely on enhancing methane content. The present study aimed to investigate the MES applicability for biogas upgradation through CO2 conversion into acetic acid. After establishing a batch mode process, the effect of different biogas feed rates was studied for the upgradation of biogas along with the production of acetic acid. The cyclic voltammetry and the genomic analyses of the biocathode were conducted to shed light on the bioelectrochemical processes and microorganisms involved in the bioproduction process.
2 MATERIALS AND METHODS
2.1 Microbial Inoculum Source and Cultivation Conditions
A previously enriched chemolithoautotrophic mixed microbial culture dominated by Acetobacterium spp. was used as the inoculum source (Roy et al., 2021). For the MES experiments, a minimal medium with pH 7 was used. It contained K2HPO4 (5.35 g/L), KH2PO4 (2.62 g/L), NH4Cl (0.25 g/L), KCl (0.5 g/L), CaCl2⋅2H2O (0.15 g/L), MgCl2⋅2H2O (0.6 g/L), trace metal solution (1 ml/L), selenium-tungstate solution (1 ml/L), vitamin solution (2.5 ml/L), 2-bromoethanesulfonate (6.4 g/L), Na2S⋅9H2O (0.3 g/L), and resazurin (0.5 ml/L from a 0.1% stock solution) (Roy et al., 2021). It was cultivated and maintained with CO2 and H2 (H2:CO2 ratio was 4:1) as the sole carbon and energy sources, respectively, under anaerobic conditions at 28 ± 2°C. An active culture was inoculated in the cathode chamber of MES reactors to have 0.25 OD600 in suspension during the start-up phase.
2.2 Biogas Sampling and Characterization
The biogas was collected from an operational and well-maintained anaerobic sewage treatment plant (Phase 3, Panchkula, Haryana). A vacuum pump (Model N86 KT.45.18; KNF pump) was used to collect biogas in 6 L passivated SilcoCan steel canisters (Restek, United States). A Teflon gas tubing was used to collect the biogas as it can withstand high temperature (>180°C) and pressure (>40 psi). A PTFE filter (0.2 µm) was used in the front of the tubing to restrict the particulate matter from the biogas from entering the canister. At the same time, the moisture content was minimized with the help of a moisture trap installed in gas tubing where magnesium perchlorate was used as the moisture-absorbing reagent. The biogas samples were analyzed by GC with TCD (Agilent 490 Micro GC, Analysis and Calculations). The major components of biogas were methane (60 ± 2%), CO2 (28 ± 5%), and N2 (10 ± 2%). A trace amount of H2S was also present in the sample. 1 ± 0.1% O2 was also observed, which was most likely present due to manual sampling error.
2.3 MES Reactor Setup and Experiments
Custom-made double-chambered glass reactors with an empty bed volume of 700 ml (350 ml each chamber) were used for this study. The catholyte was the same as mentioned in Microbial Inoculum Source and Cultivation Conditions and the anolyte was 0.5 M Na2SO4 with pH 2.5 (adjusted with 1 M H2SO4). The experiments were conducted in three-electrode configuration mode under potentiostatically controlled conditions (VSP300, BioLogic Science Instruments, France). The working volume was 250 ml. A graphite plate with 10 cm2 and dimensionally stable mixed metal oxide coated titanium plate with 7.5 cm2 projected surface area were used as working (cathode) and counter (anode) electrodes, respectively. The anode and cathode chambers were separated by a 117 Nafion proton exchange membrane (Sigma-Aldrich). Water oxidation/oxygen evolution and CO2 reduction reactions take place in the anode and cathode chambers, respectively. The cathode material and proton exchange membrane were pretreated as described elsewhere (Roy et al., 2021). All MES experiments were performed in duplicate at an incubation temperature of 28 ± 2°C. The performance of the duplicate reactors for reported parameters was reproducible and very close; therefore average data has been presented in all the figures. The electrode potential data are reported against Ag/AgCl (3.5 M KCl) reference electrode (0.205 V vs. SHE). The experimental setup and the reactions in MES reactors are illustrated in Supplementary Figure S1. Two types of control experiments were conducted. These include biotic open circuit potential (OCP) experiment (with all media components and carbon source but not electrically connected, i.e., no electron/energy source), and abiotic connected (with all the components and electrically connected but uninoculated) experiment.
Activation polarization was performed at −0.6 V before inoculation or starting the main experiment for electrochemical activation of the electrodes, membrane, and electrolyte. A constant potential of −1.0 V vs. Ag/AgCl was applied at the cathode to facilitate H2-based bioproduction by using the chronoamperometry (CA) technique. The reduction current response was monitored at a constant time interval (5 min). Cyclic voltammetric analysis was conducted for two cycles within a potential window of −1.4 and −0.2 V at a constant scan rate of 1 mVs−1 at different experimental conditions, i.e., before inoculation, after inoculation, and at the end of each biogas feed condition. The data of the second cycle was used for analysis.
2.4 Biogas Feeding
In the first phase, 30 ml of CO2 containing biogas (with the composition stated in Biogas Sampling and Characterization) was added to the catholyte daily to establish a stable performing biocathode. The CO2 present in the biogas got dissolved in the form of bicarbonate at pH 7. This was the sole carbon source for the microbes. A gas displacement assembly was attached to the reactor’s outlet to maintain the pressure condition inside the reactors. After the completion of two batch cycles, the biogas was fed in a continuous flow mode at different feed rates, viz., 0.5, 0.3 and 0.2 ml/min using the mass flow controllers (MFCs, Alicat/MCM-100SCCM-D) in the second phase. The MFC calibration was carried out with the air by the manufacturer (Alicat Scientific). The correction factors were applied for different gases depending on their viscosity, density, and compressibility. The standards used for calibrations were NIST (National Institute of Standards and Technology) traceable. The volumetric flow of the off-gas from MFCs was measured to confirm the used flow rates with the help of a water displacement assembly, and it was found to be the same. The volumetric flows of the off-gas from the microbial electrosynthesis reactors were also measured intermittently at each experimental condition and were found to be marginally lower than the applied feed rates. For instance, in the case of 0.5 ml/min biogas feed rate, the off-gas flow was about 0.47 ml/min. Similar trends were observed in other gas feed rates. The effect of different feed rates was evaluated on methane content increase as well as acetic acid production after acclimatization of the reactors for at least 2 days at each feed rate.
2.5 Analysis and Calculations
The bulk phase and gas samples from MES reactors were taken at a regular interval of 2 days. To assess the gas composition in the headspace and to know the methane concentration, the gas analysis was done by GC-TCD (Agilent 490 Micro GC) equipped with three channels for different gases [Channel 1: Column- Molecular sieve for H2, carrier gas- Ar; Channel 2: Column- Molecular sieve for O2, N2, CO and CH4, carrier gas–He; Channel 3: Column- Pora plot U for CO2 and H2S, carrier gas–He]. The bulk phase organics (C1-C4 organic acids and alcohols) analysis by HPLC (Agilent 1260 Infinity II, RID Detector, Hiplex H column, 5 µM H2SO4 as mobile phase, flow rate 0.5 ml/min, Temperature 50°C) was performed to evaluate the efficiency of microbes to produce organics from CO2 in biogas. Additionally, monitoring of microbial growth via OD measurements at 600 nm (Photo-lab 7600 UV-VIS spectrophotometer) and pH (Oakton PC2700) in the bulk phase was done. Different parameters, such as product titer, production rates (normalized by cathode surface area and catholyte volume), coulombic efficiency (electron recovery into organic products), carbon recovery efficiency (Das et al., 2018) and energetic efficiency were calculated as described in supplementary section S1 (Patil et al., 2015b). Since the methane content increase was not directly related to energy consumption in this study, we did not consider it in CE and EE calculations.
2.6 Microbial Community Analysis
To understand the microbial communities developed at the biocathode and in the bulk phase, V3-V4 16S amplicon sequencing-based analysis was conducted. For this, the genomic DNA of the inoculum source and from two duplicate MES reactors named R1 and R2 (biocathode and bulk phase) was isolated on the completion of the electrosynthesis experiments using QIAGEN DNeasy PowerSoil Pro Kit. Further DNA quantification was done by Nanodrop (Genova Nano—4359). Agarose gel electrophoresis (1%) was also performed to assess the integrity of the isolated genomic DNA. Since V3-V4 regions of 16S rRNA are the most conserved regions, they were amplified using specific V3 Forward (341F: 5′-GCCTACGGGNGGCWGCAG-3′) and V4 Reverse (805R: 5′-ACTACHVGGGTATCTAATCC-3′) primers. Again 2% agarose gel electrophoresis was performed to analyze the amplified products. Later, Illumina MiSeq 2,500 platform at Eurofins Genomics India Pvt. Ltd. (Bangalore, India) was used for amplicon sequencing. Trimmomatric v0.38 was used for trimming the adaptor and primers sequences. FLASH v1.2.11 was run for alignment as well as selecting the operational taxonomic unit (OTU). At last, the OTU products were run through the Silva database to find the most similar OTU hits using the Qiime1 pipeline and R packages for visualization. The raw amplicon sequences have been submitted to NCBI short read archive under bio-project PRJNA659908.
3 RESULTS AND DISCUSSION
3.1 Biocathode Development Through Batch Mode Operation
In order to form an efficient biocathode for CO2 utilization, the biogas was first supplied in a fed-batch mode. Since the enriched mixed culture contained chemolithoautotrophic microbes (Roy et al., 2021), immediate organics production, in particular, acetic acid, was detected from the start of the experiment (Figure 1).
[image: Figure 1]FIGURE 1 | Microbial growth (in terms of OD600), acetic acid and methane concentration profiles of the MES reactors fed with biogas in batch mode experiments.
Since the inoculum source contains mainly Acetobacterium spp. that follow the Wood-Ljungdahl pathway for CO2 fixation, microbial growth and acetic acid concentration are directly correlated. The maximum titer achieved was 0.6 ± 0.1 g/L with a production rate of 0.06 ± 0.001 g/L/d (Figure 1). Along with the acetic acid production increase in the methane content was also evident. As a result of microbial CO2 utilization from biogas, the methane concentration increased from 61 ± 3% to 71 ± 2% (Figure 1). These observations are close to the previously reported data on MES from biogas (Das and Ghangrekar, 2018). The volumetric measurement of the off-gas was not performed regularly in this study. It is important to take into account the changes in the off-gas volume during continuous experiments for the optimization and development of such processes. The batch mode operation and consistent acetic acid production for two consequent cycles suggested biocathode development with biogas feed. No microbial growth and acetic acid production were observed in control MES reactors (Supplementary Figure S2).
3.2 MES Experiments in a Continuous Mode Operation
After developing stable performing biocathodes in a fed-batch mode operation (Biocathode Development Through Batch Mode Operation), biogas was fed at different feed rates in a continuous mode. In all cases, instant microbial growth and acetic acid production were observed (Figure 2), implying successful acclimatization of the biocathode (Marshall et al., 2012). A trace amount of formic acid (up to 0.120 g/L) was also detected. As microbial growth is directly linked with organics production, the OD and acetic acid titer data correlated well (Ragsdale, 2008). Compared to the batch mode operation, the acetic acid production was considerably higher in the case of continuous feed operation. It is mainly due to the unlimited and more CO2 supply to the microbes in the continuous mode than a limited and less CO2 availability in the batch mode operation. With the highest biogas feed rate of 0.5 ml/min, the maximum acetic acid titer reached to 1.5 ± 0.5 g/L with a volumetric production rate of 0.107 ± 0.02 g/L/d and a cathode surface area-based rate of 27 ± 9 g/m2/d after 14 days (Figure 2A). The acetic acid production was leveled off after 10 days. For 0.3 ml/min feed rate, the maximum acetic acid titer was 2.5 g/L with a production rate of 0.17 ± 0.3 g/L/d and a cathode surface area-based rate of 46 ± 7 g/m2/d (Figure 2B). The maximum acetic acid titer of 3.4 g/L was achieved with the lowest feed rate of 0.2 ml/min (Figure 2C). It was produced at 0.23 ± 0.04 g/L/d volumetric and 60 ± 11 g/m2/d cathode surface-based rates. The acetic acid titer tends to increase with the decrease in biogas feed rates based on a 2-fold higher titer at 0.2 ml/min feed rate than 0.5 ml/min. This can be attributed to the retention and thereby microbial utilization of both CO2 and H2 (produced at the cathode) in reactors for a longer duration at the lower feed rates.
[image: Figure 2]FIGURE 2 | Acetic acid production and growth (as OD600) profiles of the MES reactors fed with biogas in a continuous mode at different feed rates of 0.5 ml/min (A), 0.3 ml/min (B) and 0.2 ml/min (C).
3.3 Biogas Upgradation
The methane concentration in the off-gas was analyzed at a regular time interval in a continuous mode operation. No methane upgradation was observed in the case of control MES reactors (Supplementary Figure S2). Irrespective of the feed rates, an increase in methane content was prominent in all cases (Figure 3). Since microbes utilized CO2 present in biogas as the sole carbon source, the methane content started to get enriched from the very beginning of the reactor operation at different feed rates.
[image: Figure 3]FIGURE 3 | Methane concentration profiles in the off-gas of the MES reactors fed with biogas continuously at different feed rates of 0.5 ml/min (A), 0.3 ml/min (B) and 0.2 ml/min (C).
At the highest feed rate, the methane concentration increased from 62 ± 3 to 82 ± 2% on the 4th day (Figure 3A) and remained within that range thereafter. A maximum methane concentration of 84 ± 2% was observed on the 14th day. The hydrogen concentration was mostly about 12% in the off-gas. Most of the hydrogen was getting flushed out in the off-gas due to the higher feed rate. A significant increase in the methane content from 55 ± 6 to 90 ± 4% was seen at a 0.3 ml/min feed rate after the 10th day (Figure 3B). Hydrogen was mostly utilized in this particular case and was detected when methane concentration was lower. The highest methane concentration was observed with the lowest feed rate after the 12th day (from 62 ± 4 to 93 ± 3%) (Figure 3C). After that, the methane concentration remained almost at the same level. The hydrogen concentration remained at a low level (<7%) in this case. The methane concentration enhancement was pronounced in the case of both 0.3 and 0.2 ml/min feed rates. This can be justified by the fact that at lower feed rates, microbes are able to utilize most of the carbon source for growth and acetic acid production (MES Experiments in a Continuous Mode Operation). With the goal of futuristic green fuel, a combination of hydrogen and methane can be more promising (Nanthagopal et al., 2011).
3.4 Electrochemical Analysis of the Biocathodes
In the case of control MES reactors, the reduction current was almost negligible (Supplementary Figure S3). A significant increase in reduction current was observed with all feed rates, and it was maximum for the lowest feed rate. These observations align well with the acetic acid production data (Supplementary Section S4, Supplementary Figure S4). Cyclic voltammograms (CVs) were recorded at different experimental conditions. The blank CV was performed before inoculation, and the inoculated and biocathode CVs were performed just after microbial source inoculation and at the end of the cycle, respectively. No redox peaks in the blank CV indicate the absence of any redox-active moieties at the cathode surface or in the catholyte in the uninoculated condition (Figure 4). By comparing blank CV with biocathode CV, it can be seen that the H2 evolution potential of biocathode is higher than the bare cathode (−0.95 V). For different feed rates of 0.5, 0.3 and 0.2 ml/min, the H2 evolution potentials are −0.92, −0.77 and −0.76 V. The shift is most prominent (∼0.2 V) in case of the lower feed rates (Figure 4C). This observation aligns well with the acetic acid production and methane upgradation data (Figures 2, 3).
[image: Figure 4]FIGURE 4 | Representative cyclic voltammograms recorded at different conditions for the MES reactors operated at biogas feed rates of 0.5 ml/min (A), 0.3 ml/min (B) and 0.2 ml/min (C). (Scan rate: 1 mV/s).
The shift in H2 evolution potential suggests lowering of the H2 evolution over-potential at the biocathode due to the presence of microbes. Moreover, the reduction current drawn at any cathode potential is higher in the case of biocathode than the abiotic cathode due to the presence of microbial catalysts. For instance, at −1 V, the current density (in mA/cm2) of biocathodes are −0.3 (for 0.5 ml/min), −0.4 (for 0.3 ml/min), and −1.2 (for 0.2 ml/min) in comparison to −0.08 mA/cm2 of the bare cathode. Similar findings have been reported for CO2 reducing biocathodes earlier (Jiang et al., 2013; Jourdin et al., 2015a; Patil et al., 2015a; Bajracharya et al., 2015). The improved electrocatalytic activity and decreased H2 evolution overpotential can be attributed to microbial activity at the cathode of the MES systems (Rozendal et al., 2008; Jourdin et al., 2015a; Patil et al., 2015a).
3.5 Lower Biogas Feed Rate Favors Efficient Bioproduction and Methane Enrichment
3.5.1 Biogas Upgradation and Acetic Acid Bioproduction
Based on the observations of this study, it is evident that the lower biogas feed rate promotes better bioproduction and methane content increase. High feed rates ensure non-limiting carbon supply in the reactor. At the same time, it decreases the retention time of gases in the bulk phase. As a result, the CO2 (present in the biogas) remains for a short time in the reactor. On the other hand, though carbon supply decreases with the lower feed rate, the retention time of gases is more in the bulk phase. In the case of higher feed rates, the H2 produced in the cathode also gets removed readily from the system. It can influence the performance of acetogens that use H2 as the energy source for CO2 reduction. Hence, an optimum trade-off between the flow rate and key production parameters needs to be established through dedicated process optimization studies for the continuously fed systems. With the lower feed rate, a maximum titer of 3.4 ± 0.6 g/L was achieved along with a methane upgradation to 93 ± 3%. These values are comparable with the previous studies conducted with biogas. For example, 98% methane upgradation was reported via electromethanogensis by Bo and coworkers in a single chamber reactor which was coupled with an anaerobic digester (Bo et al., 2014). Liu et al. have also reported 96% methane upgradation by coupling electromethanogensis with anaerobic digester (Liu et al., 2016). Even 97% and higher methane concentrations have been achieved with modified reactor set up (Luo and Angelidaki, 2012; Jin et al., 2017; Kokkoli et al., 2018). In terms of acetic acid titer, this study is at par with previous studies with biogas as a carbon source (Das et al., 2021).
3.5.2 Coulombic Efficiency
Coulombic efficiency (CE) is the percentage of electrons recovered in the target product (Bajracharya et al., 2015; Patil et al., 2015b). A higher CE portrays an efficient MES system where microbes are able to utilize most of the electrons for product formation. In this study, coulombic efficiencies were quite comparable in all three conditions (Table 1). The highest CE of 90 ± 1% in acetic acid was achieved at 0.3 ml/min along with 0.7 ± 0.03% and 3.2 ± 1.1% electron recovery in H2 and biomass respectively. With the lowest feed rate, the CE was 84 ± 7% in acetic acid, 2.7 ± 0.6% in biomass and 0.5 ± 0.04% in H2. At the high feed rate the CE achieved in acetic acid, biomass and H2 was 82 ± 1% 3.7 ± 1.8% and 1.7 ± 0.03%, respectively. These data suggest an efficient electron recovery in acetic acid at all conditions.
TABLE 1 | Comparison of key production parameters at different biogas feed rates.
[image: Table 1]3.5.3 Carbon Recovery Efficiency
Carbon recovery efficiency (CRE) is an important parameter to estimate carbon sequestration in the form of the produced organic product. In this study, CO2 was mainly recovered in the form of acetic acid. From Table 1, it is clear that CRE is reversely proportional to the biogas feed rate. The maximum carbon recovery of 56 ± 10% was obtained with the lowest feed rate followed by 30 ± 5% for 0.3 ml/min and 10 ± 4% at 0.5 ml/min. Similar findings were also reported by Das and coworkers, where 20% CRE was reported with the high biogas feed rates of 3.5 ml/min (Das et al., 2020).
3.5.4 Energetic Efficiency
Energetic efficiency (EE) elucidates the overall energy requirement of the MES system. It helps to determine the overall operational cost of the MES system. EE is one of the critical bottlenecks that limit the effectiveness of the MES process (Prévoteau et al., 2020). The higher the EE, the better efficient the MES system will be to produce the product of interest. In this study around 34 ± 0.6%, 33 ± 0.04%, and 29 ± 2% energetic efficiency was achieved at 0.5, 0.3 and 0.2 ml/min biogas feed rates, respectively (Table 1). A similar range (35–42%) has been observed in previous MES studies but with pure CO2 feed (Labelle and May, 2017).
When comparing the overall efficiencies, it is clear that though a lower feed rate of 0.2 ml/min leads to better CRE, in terms of CE and EE, higher feed rates outperformed the lower feed rate. These observations suggest a trade-off among efficiencies at different feed rates, which needs to be understood better and optimized through further research.
3.6 Microbial Community Data
Acetobacterium, Desulfovibrio, Sulfurospirillum, and Lentimicrobium genera dominated the mixed culture (Figure 5). The relative sequence abundance of different microbial genera changed according to conditions. For example, the relative abundance of Acetobacterium increased in the MES reactors (38 ± 3%) compared to the inoculum source (9%). The relative sequence abundance of Sulfurospirillum was prominent in the inoculum source (16%) and bulk phase of reactors (12 ± 1%) but less at the cathodes (3 ± 2%). In the MES reactors, Acetobacterium spp. was the most dominant genus with a relative abundance of 18 ± 2% in the bulk phase and 19 ± 2% on the biocathode. This genus is known as acetogens for its H2 and CO2 fixing abilities into acetic acid (Ragsdale, 2008). Its primary function is to fix CO2 through the Wood-Ljungdahl pathway for energy conservation and synthesize acetyl-CoA and biomass (Labelle et al., 2020). This genus played a likely role in acetic acid production in this study (MES Experiments in a Continuous Mode Operation). Another dominant genus Sulfurospirillum is microaerophilic, which means that they can scavenge small amounts of O2 that may get transferred from the anode to the cathode chamber. Thus anaerobic conditions in the MES reactors can be maintained (Goris et al., 2014). As they can oxidize acetic acid using O2 as the electron acceptor, the acetic acid titer may decrease slightly (Labelle et al., 2020). As there are more chances of O2 presence in the bulk phase, its abundance is higher in the bulk phase compared to the cathode.
[image: Figure 5]FIGURE 5 | 16S rRNA sequencing-based microbial community composition at the genus level in the CO2 fixing microbial inoculum source (MS) used in microbial electrosynthesis (MES) experiments, along with the MES biocathode (MRE) and MES bulk phase (MRB) samples. For MRE and MRB, the average data of duplicates are presented.
Desulfovibrio was one of the dominant genera in this study, with a relative abundance of 14%, 12 ± 1%, and 6 ± 2% at the inoculum source, bulk phase, and biocathode, respectively. These sulfate reducers are capable of direct electron transfer (Aulenta et al., 2012). They can also facilitate H2 and formate production with the help of cytochromes, hydrogenases, and formate dehydrogenase (Labelle et al., 2020). These can then be utilized as an energy source by the acetogens present in the MES system. Lentimicrobium genus was found to be dominant in the MES reactors. In the inoculum source, its relative abundance was only 0.5%. Its relative abundance increased to 13 ± 1% and 10 ± 1% in the MES reactor bulk phase and biocathode, respectively. It is a genus of strict anaerobic bacterium previously reported in biogas upgradation studies (González-Cortés et al., 2021). It has also been reported for acetic acid production under certain conditions (Sun et al., 2016). Apart from these genera, Pseudomonas was also present at a low relative abundance of up to ∼3.5 ± 0.5% in bulk phase and ∼1.5 ± 1% in biocathode. It is known for hydrogen production via electron transfer through redox mediators as well as hydrogenase enzymes and has been reported in bioelectrochemical reactors (Mateos et al., 2019). Some other bacterial genera, namely, Pirellula, Sphaerochaeta and Enterobacter, were also observed in very low abundances, whose role is not very clear in MES systems.
4 CONCLUSION
This study demonstrates that efficient biogas upgradation through CO2 conversion into acetic acid can be achieved via MES. The lower biogas feed rates performed best in terms of methane upgradation as well as acetic acid production. A considerable decrease in H2 evolution potential and increase in reduction current suggested the role of microbes in the electrocatalysis process. Acetobacterium spp. and Desulfovibrio spp. dominated both the bulk phase as well as biocathode. The demonstrated biogas upgradation approach offers the advantage of obtaining two products in different phases: one in the bulk phase (acetic acid) and the other in the off-gas (methane). It puts us one step forward for direct utilization of MES for onsite biogas upgradation.
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Hybrid perovskites are a novel type of semiconductors that show great potential for solution-processed optoelectronic devices. For all applications, the device performance is determined by the quality of the solution-processed perovskite thin films. During solution processing, the interaction of solvent with precursor molecules often leads to the formation of solvate intermediate phases that may diverge the crystallization pathway from simple solvent evaporation to a multi-step formation process. We here investigate the crystallization of methylammonium lead iodide (MAPbI3) from a range of commonly utilized solvents, namely dimethyl sulfoxide (DMSO), N,N-dimethylformamide (DMF), N-methylpyrrolidone (NMP), and gamma-butyrolactone (GBL) at different temperatures ranging from 40°C to >100°C by in-situ grazing-incidence wide-angle X-ray scattering (GIWAXS) measurements. For all solvents but GBL, we clearly observe the formation of solvate-intermediate phases at moderate processing temperatures. With increasing temperatures, an increasing fraction of the MAPbI3 perovskite phase is observed to form directly. From the temperature-dependence of the phase-formation and phase-decomposition rates, the activation energy to form the MAPbI3 perovskite phase from the solvate-phases are determined as a quantitative metric for the binding strength of the solvent within the solvate-intermediate phases and we observe a trend of DMSO > DMF > NMP > GBL. These results enable prediction of processing temperatures at which solvent molecules can be effectively removed.
Keywords: hybrid perovskites, in-situ GIWAXS, temperature-dependent crystallization, solvate intermediate phase, activation energy
INTRODUCTION
Hybrid perovskites have recently become a promising choice of semiconductor material for a variety of optoelectronic applications. Hybrid perovskites offer excellent optoelectronic properties such as high absorption coefficient, long diffusion length, and bandgaps in the visible range of the solar spectrum (Wolf et al., 2014; Dong et al., 2015; Rehman et al., 2017). High-quality thin films of hybrid perovskites can be deposited from precursor solutions followed by annealing at temperatures as low as 50°C (Fu et al., 2015; Xu et al., 2015; Arain et al., 2019). The improvement of the crystalline properties of the materials and, as a result, their optoelectronic quality is often achieved by optimization of precursor solution composition and deposition procedures (Jeon et al., 2017; Haque et al., 2020).
Optimization of precursor solution is often realized by employing solvent mixtures that allow to manipulate nucleation kinetics and chemical pathways leading to the perovskite formation (Singh et al., 2017; Arain et al., 2019). To date, however, the choice of solvents is often based on empirical evidence of quality enhancement of obtained thin films or devices. Early research on precursor solutions of these materials showed that the crystallization of thin films is affected by an interaction between lead halide perovskite precursors and solvent molecules in a precursor solution (Hamill et al., 2018). In solution, this interaction leads to the formation of complexes that may act as “building blocks” for the formation of amorphous and crystalline solvate phases upon drying (Guo et al., 2016; Li et al., 2019; Valencia et al., 2020). In recent years, the application of different crystallization monitoring techniques revealed that not all solvents form intermediate phases with the perovskite precursors (Ortoll-Bloch et al., 2020). In fact, the usage of weakly coordinating solvents has been employed to avoid the formation of solvate-intermediate phases completely. In particular, layers deposited from gamma-butyrolactone (GBL), 2-methoxy ethanol (2-ME), acetonitrile (ACN), and tetrahydrofuran (THF) as solvents and co-solvents showed the direct formation of perovskite phase with enhanced optoelectronic quality (Deng et al., 2019). In contrast, it has been demonstrated that the formation of certain crystalline intermediate phases or the presence of strongly coordinating solvents is beneficial for the formation of the perovskite phase as it acts as a template or induces nucleation (Seo et al., 2017; Li et al., 2021). Interestingly, precursor solutions containing strongly coordinating solvents such as dimethyl sulfoxide (DMSO) and dimethylformamide (DMF) are still among the most commonly used. This indicates that the correlation between solvent coordination strength and quality of resulting materials is not apparent. Moreover, the choice of the solvent mixture is often dictated by the choice of the deposition technique and availability of methods for controlling nucleation and crystallization of materials.
Different strategies have been employed to ensure an efficient solvent removal and transformation of the precursor-solvent complexes or intermediate phases into semiconducting perovskite material. To date, vacuum, gas quenching, anti-solvent quenching, and annealing are the most commonly used methods for inducing crystallization and aiding solvent removal (Jeon et al., 2014; Li et al., 2016; Zhang et al., 2017). Among those, annealing is one of the most versatile methods for material crystallization as it is simple in use and allows easy scaling. Several reports have indicated that applying an annealing procedure, that is optimized for the material and processing conditions, allows to control not only material nucleation but also the transformation from solvate phase into perovskite. This is of particular importance when strongly coordinating solvents are used. In this case, removal of solvent molecules from intermediate phases determines the transformation of the intermediate phase into perovskite and, as a result, the quality of materials (Tan et al., 2019; Lin et al., 2021). It has been suggested previously that prolonged annealing of >60 min at 100°C is required for complete solvent removal for high-quality materials (Saliba et al., 2018). However, similarly to solution optimization, optimization of annealing procedures is mostly done by assessment of the optoelectronic quality of the resulting materials. Therefore, an in-depth understanding of interactions of solvent and precursor in solution, as well as in solvate intermediate phases, is required for multiparameter optimization of material deposition from various solvents.
It is important to note that the exact mechanism of the perovskite formation from the various different solvate-intermediate phases is not yet understood, however, it is plausible that the ease of the transformation depends on the strength of the chemical interaction between solvent and precursor, stability of the intermediate phase, and evaporation rate of the solvent. Therefore, identifying the parameters influencing the material’s transformation from solvate intermediate phase to perovskite phase is an important step for rationalizing this process and developing strategies for the preparation of high-quality materials.
In this work, we investigate the crystallization of methylammonium lead iodide (MAPbI3) hybrid perovskites from commonly-used solvents with different physical and chemical properties as a function of temperature. The MAPbI3 hybrid perovskite was chosen as a test material because 1) the coordination of solvents mostly occurs via an interaction with Pb2+ and 2) PbI2 as the main component of other more complex perovskite compositions is responsible for the formation of solvate intermediate phases. The evolution of crystalline solvate intermediate and perovskite phases during drying of blade-coated MAPbI3 hybrid perovskite films was monitored by synchrotron-based grazing-incidence wide-angle x-ray scattering technique. The crystallization process was studied in a range of processing temperatures between 40 and 100°C. Our findings indicate that at processing temperatures below 75°C, the formation of the MAPbI3 phase from strongly coordinating solvents (dimethyl sulfoxide, dimethylformamide, n-methyl pyrrolidone) occurs dominantly via decomposition of the solvate intermediate phases. At temperatures above 75°C, the formation of perovskite and decomposition of intermediate phases can occur simultaneously. From Arrhenius plots of the formation and decomposition rate of the solvate intermediate phases as well as the formation of the MAPbI3 perovskite phase, we determined the respective activation energies for the formation and transformation of MAPbI3 from the different solvent systems. We observe that the activation energy for solvent removal from the solvate-intermediate phase correlates with the predicted coordination strength of solvent molecules to Pb in solution complexes. Our findings present the fundamental understanding of processes occurring during the formation of MAPbI3 hybrid perovskites. However, the correlations found in this work can be applied to the other more complex perovskite compositions and solvents. These results indicate an important aspect for the optimization of processing conditions for temperature-controlled hybrid perovskites deposition methods.
MATERIALS AND METHODS
For the temperature-dependent study of perovskite phase formation, 1 mol/L precursor solutions of MAPbI3 were used. The solutions contained equimolar amounts of CH3NH3I and PbI2 dissolved in anhydrous dimethyl sulfoxide (DMSO), dimethylformamide (DMF), N-methyl pyrrolidone (NMP), and gamma-butyrolactone (GBL). As-purchased GBL was kept over molecular sieves for 48 h before use. The solutions were prepared in an N2-filled glovebox, heated for 12 h at 60°C, and cooled down to room temperature before use. Grazing-incidence wide-angle x-ray scattering (GIWAXS) technique was chosen for in-situ monitoring of the formation of the intermediate phase and its transformation into the perovskite phase. The synchrotron-based GIWAXS technique allows a simple differentiation between different crystalline phases and fast acquisition times. For in-situ grazing-incidence wide-angle x-ray scattering (GIWAXS), 5 µl of the precursor solutions were deposited using manual blade-coating onto a 25 × 25 mm soda-lime glass substrate placed on an Anton Paar heating stage at T = 28°C in 6 L/h N2 flow. The wet film thickness amounted to about 8 µm for all samples resulting in about 1 µm thin films. Next, a graphite dome was attached to the heating stage over the sample. The stage was connected to a dry nitrogen bottle with 6 L/h flow of N2 and a 50 mbar overpressure valve on the outlet of the stage as shown in Scheme 1.
[image: Scheme 1]SCHEME 1 | Schematic representation of the experimental setup.
Data collection was done at the KMC-2 DIFFRACTION beamline at the BESSY II synchrotron (Többens and Zander, 2016), using radiation energy of 8,048 eV (λ = 1.5406 Å, equivalent to Cu Kα1) with flux, f = 1011 photon/s/mm2. GIWAXS geometry with incidence angle at the sample of 1° and a Valencia et al., 2000 area detector in fixed position covering an angular range from 4.8 to 15.7° 2θ was used for collecting diffraction frame every 14.2 s. The first frame was acquired 60 s after the liquid was dispensed at room temperature. The wet films were heated to the set processing temperature with a 50 K/min rate. The detector image acquisition started prior to the heating of the stage. The data obtained in the isothermal regime was used for the analysis. A new sample was used for each processing temperature regime. To obtain diffraction patterns, the 2D detector images were azimuthally integrated using in-house developed software.
RESULTS AND DISCUSSION
In-situ GIWAXS on MAPbI3 Precursor Solutions at Different Annealing Temperatures
Figure 1 shows 2D contour plots of the evolution of azimuthally integrated GIWAXS patterns of MAPbI3 thin-films processed at 40, 50, 58, 78, and 100°C as a function of time. The wet films deposited from solutions of MAPbI3 in commonly-used organic solvents (DMSO, DMF, NMP, GBL) were investigated. These four solvents exhibit different coordination strengths to lead (DMSO > DMF > NMP > GBL) and evaporation rates (DMF > GBL > NMP > DMSO) (Stevenson et al., 2017; Hamill et al., 2018; Shargaieva et al., 2020).
[image: Figure 1]FIGURE 1 | 2D contour plots of the azimuthally integrated GIWAXS detector frames obtained as a function of time during crystallization of MAPbI3 from DMSO, DMF, NMP, GBL at 40, 50, 58, 78, and 100°C. Wavelength 1.5406 Å is equivalent to Cu Kα1.
In all solvents, significant differences were observed in terms of the structure of solvate intermediate phases as well as the onset of crystallization and transformation kinetics to MAPbI3. The crystallization of MAPbI3 from DMSO occurred via the solvate intermediate phase with diffraction peaks at 6.59, 7.22, 9.16° 2θ that have been previously assigned to a phase often referred to as MAPbI3∙DMSO with the stoichiometric formula MA2Pb3I8(DMSO)2 adopting orthorhombic crystal structure with the Pbc21 space group previously reported by Cao et al. (2016). The individual diffraction pattern of the intermediate phase is shown in Supplementary Figure S2B and corresponding 2D detector images are shown in Supplementary Figure S11. The onset of crystallization of the solvate intermediate phase showed a strong dependence on the process temperature. At 40°C the onset of crystallization of MA2Pb3I8(DMSO)2 is observed after about 1,300 s, while a low-intensity perovskite phase, indicated by the peak at 14.1° 2θ is observed only after about 7,000 s. An increase of the temperature of annealing to 50°C dramatically accelerated the formation of the solvate-intermediate phase as well as transformation to the perovskite phase with onsets at 800 s and 3,000 s, respectively. Further increase of annealing temperature decreased the time difference between the crystallization of solvate intermediate phase and its transformation to perovskite phase. Annealing at 100°C led to the simultaneous evolution of both solvate-intermediate and perovskite diffraction peaks indicating the competitive formation of both phases.
The crystallization of MAPbI3 from DMF also occurred via a solvate-intermediate phase, exhibiting diffraction peaks at 6.5, 8.0, and 9.5° 2θ that were previously attributed to a solvate intermediate phase with the stoichiometric formula MA2Pb3I8(DMF)2 adopting orthorhombic crystal structure with the Pnnm space group first reported by Petrov et al. (2017). The individual diffraction pattern is shown in Supplementary Figure S2A, the corresponding 2D detector images are shown in Supplementary Figure S11. Similarly to the crystallization from DMSO solutions, an increase in the processing temperature accelerated the crystallization and formation of both the solvate-intermediate and perovskite phases. At temperatures T ≥ 78°C, the simultaneous formation of the perovskite phase and the solvate-intermediate phase is apparent. Compared to the DMSO precursor solution, the formation of MAPbI3 from DMF solutions via the DMF-solvate phase follows faster kinetics.
Crystallization of MAPbI3 from NMP-based solutions also occurs via an intermediate phase with diffraction peaks at 8.2 and 9.4° 2θ. The position of the individual peaks is indicated in Supplementary Figure S2C and corresponding 2D detector images are shown in Supplementary Figure S12. The diffraction peaks were previously associated with PbI2-NMP intermediate but its structure and stoichiometry have not yet been identified (Jo et al., 2016; Li et al., 2019; Ortoll-Bloch et al., 2020). Interestingly, the film crystallized from NMP at a processing temperature of 100°C still exhibited the presence of intermediate phase even after 1,200 s and only processing at 120°C allowed the formation of the perovskite phase without the formation of intermediate phase (see Supplementary Figure S1).
Processing of MAPbI3 from GBL solutions exhibits the presence of an amorphous sol-gel solvate phase with a characteristic broad signal at low diffraction angles (2θ < 6) during the early stages of drying (Lee et al., 2020). Further solvent removal led to the crystallization of wet film directly to the perovskite phase with only a small amount of a crystalline solvate-intermediate phase indicated by a low-intensity diffraction peak at 8.1° 2θ. The position of the individual peaks is indicated in Supplementary Figure S2D. The corresponding 2D detector images are shown in Supplementary Figure S12. In a previous report, we show that an intermediate phase with similar lattice spacings as the DMF solvate phase (MA2Pb3I8(DMF)2) is formed also in GBL (Shargaieva et al., 2020). It was found that the GBL solvate-intermediate phase is highly sensitive to the presence of water in the precursor solution (Shargaieva et al., 2020). Therefore, the low-intensity peak of the intermediate phase from GBL might indicate the suppression of the solvate phase formation due to the presence of water. This behavior is consistent with other reports where crystallization of MAPbI3 from GBL has been observed only through the direct formation of the perovskite phase (Ma et al., 2019).
For all precursor solutions studied, the increase of temperature facilitates the removal of solvent molecules. Solvent evaporation leads, for most cases, to the crystallization of solvate-intermediate phases indicating that these are thermodynamically more favored compared to the MAPbI3 phase. Therefore, it is plausible that the decomposition of the intermediate phase through solvent removal is required for the formation of the perovskite phase. At higher processing temperatures, however, the formation of solvate-intermediate phases can be suppressed and the crystallization occurs through the perovskite phase likely as the kinetics of solvent removal outcompetes the formation of the solvate-intermediate phases.
Schematic Model of Competitive Formation Processes and Phase Formation Kinetics
In order to analyze the evolution of the intermediate and MAPbI3 perovskite phases as a function of time, we distinguish the different processes occurring during perovskite crystallization as schematically shown in Scheme 2 with structures of complexes and intermediate phases of MAPbI3 in DMSO used as an example. The crystallization from other solvents occurs via different intermediate phases, however, the generalized approach for the description of processes should be applicable for most solvent systems. The first process corresponds to the increase of concentration of complexes in the solution due to solvent evaporation. This results in the precipitation of the intermediate phase from the solution at a moment of time t1 as shown in Scheme 2A. In our experiments, only a product of the reaction–crystalline intermediate phase–can be detected due to the nature of the measurement technique. During the second process, the formed intermediate phase undergoes decomposition due to further solvent removal which can be observed as a decrease of the peak intensity at the moment of time t2 indicating a decrease of the amount of the phase as depicted in Scheme 2B. At the same time, the intermediate phase acts as a reagent for the formation of the perovskite phase as shown in Scheme 2C. In this case, the removal of the solvent from the intermediate phase should occur at the same rate as the formation of the perovskite phase assuming that process 1 has completely finished. However, it is possible that reconstruction of the intermediate phase into perovskite may involve a multistep process or the formation of a transition phase that due to its distorted or amorphous nature cannot be detected by diffraction-based methods. Additionally, it is plausible that the evolution of the signal intensities of the intermediate phase is affected by simultaneous processes a, b, and c. In the case of simultaneous processes, when t2 is approaching t1 (Scheme 2D), the intermediate phase concentration does not reach its maximum value as it is consumed at the same time as it forms. At higher processing temperatures, the perovskite phase may also form directly from the solution-precursor due to fast solvent removal. Therefore, the experimental kinetic traces discussed below may deviate from idealized representation as shown in Scheme 2.
[image: Scheme 2]SCHEME 2 | Schematic representation of processes occurring during crystallization of MAPbI3 from solution complexes to perovskite semiconductor (top) and kinetic curves for these processes (bottom).
Kinetics of Crystallization at Different Temperatures
To assess the relationship between intermediate and perovskite phases, the rate of the intermediate phase decomposition and MAPbI3 phase formation need to be compared. In Figure 2, we compare the evolution of intermediate and MAPbI3 perovskite phases from different solvents as a function of time and processing temperature. The kinetic traces were derived by integration of the characteristic diffraction peaks of the intermediate (A(interm)) and perovskite (A(pero)) phases as a function of time. The full data sets are shown in Supplementary Figures S3–6. We chose to perform the analysis only on one diffraction peak for each intermediate phase. These were the peaks at 7.22, 6.5, 8.2, and 8.1° for the films deposited from DMSO, DMF, NMP, and GBL, respectively. Additionally, the analysis on three different crystallographic directions (110, 020, and 120) of the (MA)2Pb3I8 (DMF)2 phase at 6.5, 8.0, 9.5° 2θ was performed for comparison indicating similar kinetics as shown in Supplementary Figure S7.
[image: Figure 2]FIGURE 2 | Top) Simulated evolution of the fraction of solvent over time at different temperatures. Bottom) Fraction of intermediate phase peak, x(interm), (open symbol) and fraction of perovskite phase to be formed, 1-x(pero), (solid symbol) were obtained from integration of x-ray diffraction patterns during crystallization at different temperatures noted on the graphs.
Important to note is that the diffraction peak intensity depends on a variety of parameters such as the grain size, shape, orientation, and scattering factors, which are not directly related to the amount of a crystalline phase. To define an analytical expression for the degree of transformation, the peak area was normalized by a predicted peak area corresponding to its maximum value (Amax). This way, the normalized peak intensity corresponds to a fraction of the converted material (x) and, therefore, can be compared across different processing temperatures. To obtain the maximum value of the peak area, Amax, the experimental curves in the data range corresponding to the formation of intermediate and perovskite phases were fitted with Johnson–Mehl–Avrami–Kolmogorov (JMAK) model (Avrami, 1939; Fanfoni and Tomellini, 1998) expressed as the following equation:
[image: image]
where A is peak area, Amax is maximum peak area corresponding to full conversion, t-time, t0-the onset of the process similar to t1 and t2 in Scheme 2, k-reaction rate constant, n-reaction order. The JMAK model (Eq. 1) is largely applied for the calculation of solid phase transformations, however, in recent reports, it has been successfully applied for the investigation of perovskite crystallization kinetics from in-situ XRD patterns (Moore et al., 2015; Pool et al., 2017; Suchan et al., 2020). The obtained values of Amax are summarized in Supplementary Table S1. The normalized peak areas (A/Amax) of the intermediate phases (x(interm)) of different solvents at different processing temperatures are shown in Figure 2 as open symbols.
To allow direct visual comparison of the decomposition of the solvate-intermediate phase and formation of the MAPbI3 perovskite phase, the normalized peak intensity of the MAPbI3 phase formation was plotted as 1-x(pero) corresponding to the amount of perovskite phase to be formed (Figure 2 solid symbols). If the perovskite phase is mainly formed via decomposition of the intermediate phase, the relation between the respective amount of these crystalline phases can be expressed as x(interm) = 1-x(pero).
The kinetic traces in Figure 2 clearly show a strong dependence of the onset of crystallization of the solvate-intermediate phases on the processing temperature across all studied solvents. To estimate the correlation between the onset of solvate phase crystallization and the concentration of the precursor solution, the evaporation rate of solvents was estimated based on the previously described evaporation model (Shargaieva et al., 2020). The model describes the evaporation of non-coordinated solvent molecules and, therefore, accounts solely for the physical properties of solvents. The onset of crystallization was determined as the moment of the appearance of diffraction peaks of crystalline phases.
The onset of crystallization at different temperatures often correlates with the range of a dramatic change of solvent fraction. The fraction of solvent at the moment of crystallization is increasing with the increase of the processing temperature as shown in Supplementary Figure S10. This indicates that at lower processing temperatures (e.g., RT - 50°C) solutions can reach supersaturation due to slow solvent evaporation leading to a higher concentration than the solubility limit. The estimated amount of solvent at the onset of crystallization is summarized in Supplementary Table S5. At higher processing temperatures (e.g., 100°C), when the evaporation rate of solvent is higher than solvent diffusion, spontaneous nucleation can occur locally even when large total amounts of solvent are still present. In addition, we observe that at higher processing temperatures the formation of the MAPbI3 perovskite phase competes with the formation of solvate-intermediate phases. This is likely because, at higher solvent evaporation rates, the concentration of solvent molecules decreases dramatically preventing their incorporation into the intermediate crystal structure and, thus, leading to the direct formation of the perovskite phase.
In the solvate-intermediate phase, solvent molecules are incorporated into the crystal lattice. Hence, their removal depends on the binding strength of the solvent within the crystalline matrix rather than the evaporation rate of non-bound solvent molecules. The strength of solvent coordination within the crystalline intermediate phases can be estimated from the transformation kinetics of the solvate to the MAPbI3 phase. At low temperatures (40, 50°C) the kinetic curves of the DMSO and DMF intermediate phases (Figures 2A,B) reached a plateau indicating that the majority of deposited material formed the crystalline intermediate phase. At higher temperatures, the curves never reach the plateau and quickly transition into the decomposition regime indicating simultaneous formation and decomposition, as well as the direct formation of MAPbI3, as illustrated in Scheme 2D. For the DMF and DMSO precursor solutions crystallizing at low temperature, the decomposition of the solvate phase and formation of the perovskite phase correlate, as clearly visible from the comparison of x(interm) and (1-x(pero)) in Figure 2. This correlation indicates a direct transformation from the solvate to the perovskite phase. Small deviations observed in the x(interm) in the early stages of decomposition likely occur due to a rapid decrease of crystalline size upon removal of solvent.
Crystallization of MAPbI3 from the NMP precursor solutions exhibits two different regimes of crystallization. In the first regime, a rapid decrease in the amount of the intermediate phase is observed. In the second regime, a much slower transformation rate of the intermediate phase into the perovskite phase is observed. This behavior can be interpreted as a fast nucleation step preceding a second crystal growth or ripening step. This observation suggests that perovskite formation from NMP occurs via a different mechanism than from DMSO, DMF, and GBL. This difference in the transformation behavior is probably related to the differences in the nature of the solvate intermediate phases. While DMSO and DMF have been suggested to form solvate phases incorporating both solvent and MA molecules, NMP has been suggested to form a solvate phase only incorporating the lead iodide precursors, PbI2-NMP, as previously suggested by Jo et al. (2016). In this case, the MA cation would likely be bound in another, secondary, phase and becomes incorporated only during the transformation step.
Interestingly, different behavior can be observed during the formation of GBL-based wet thin films. Solvent removal led to the crystallization of the materials directly to the perovskite phase following fast formation kinetics. The intermediate phase was formed after the majority of the material has crystalized.
Activation Energy of Phase Transformations
From the temperature dependence of the transformation from solvate intermediate to MAPbI3 perovskite phase, the activation energies for the formation of the solvate phases as well as solvent removal from the solvate phase can be estimated. The reaction rate constants, k, can be obtained from the JMAK fits of the experimental data similarly as it was done for the determination of Amax. In addition to the reaction rate constant, the kinetic curve is also defined by the n parameter. The parameter n, according to JMAK theory, describes the mechanism of the crystallization process in terms of dimensionality of the formed nuclei. Therefore, to compare values of k of different experiments, first, we estimate a common value of n for the kinetic curves obtained for the same solvent within the same process. Estimation of n values was done by plotting the kinetic curves in Sharp-Hancock coordinates ln(ln(1-x)) vs. ln(t-t0). The values of n were determined from the slope of a linear fit of the data in Sharp-Hancock coordinates and rounded to the nearest integer. The Sharp-Hancock fits of the data are shown in Supplementary Figure S8. The detailed methodology, as well as the summary of the fitting parameters, are shown in Supplementary Information and Supplementary Table S2.
Using the Sharp-Hancock method, analysis was conducted for the intermediate phase formation range of the data. Estimated values of n were n = 3 for DMSO, n = 2 for DMF, and n = 3 for NMP. According to the JMAK model, the values of n of the intermediate phase formation indicate that crystallization in DMSO and NMP occurs via formation and growth of 2D platelets, while in DMF—1D rods assuming sporadic nucleation. The values of n = 1 obtained for the perovskite formation from DMF, DMSO, and NMP indicate that the process of the intermediate phase decomposition and perovskite phase formation is limited by the diffusion of the species. In GBL, the formation of the perovskite phase precedes the formation of the intermediate phase and, thus, corresponds to the nucleating species. Therefore, the process in GBL can be described by 1D crystallization of rods assuming sporadic nucleation. Using obtained n values, the experimental data was fitted with the JMAK model described in Eq. 1. The data range corresponding to the decomposition of the intermediate phase was fitted with a modified JMAK-equation for the description of the decomposition process:
[image: image]
Fitting the intermediate phase decomposition and perovskite phase formation was done in the overlapping range of the data corresponding to the formation of perovskite from the solvate intermediate phase. The fitted curves and the summary of fitting parameters are shown in Supplementary Figure S9 and Supplementary Table S3. The obtained values of the reaction rate constant, k, were used for calculation of the activation energy required for the formation of perovskite phase from intermediate phase using the Arrhenius equation:
[image: image]
where k is the reaction rate constant, I is the interaction factor, Ea is the activation energy, R is gas constant, and T is temperature. Important to note that the prediction of the reaction rates with the JMAK model assumes homogeneous nucleation and is sensitive to the number of growing nuclei and their volume fraction. Thus, the model will likely deviate from the experiment when nucleation occurs via only a few growing nuclei (Todinov, 2000).
From the Arrhenius equation, activation energy can be obtained from the slope, –Ea/R, of the linear fit of the dependencies of the reaction rate constant on the temperature in Arrhenius coordinates. The fits obtained for the decomposition of the intermediate phase and formation of the perovskite phase from DMF, DMSO, NMP, and GBL are shown in Figures 3B,C. The obtained values of the activation energy are noted in Table 1, fitting parameters are shown in Supplementary Table S4. The same approach was applied for the calculation of the activation energy of the intermediate phase formation in DMSO, DMF, and NMP. The fitted values of k are shown in Figure 3A. The activation energies of the formation of the intermediate phase, Ea(interm form), decomposition of the solvate intermediate phase, Ea(interm. decomp), and formation of the MAPbI3 perovskite phase, Ea(pero form), are summarized in Table 1.
[image: Figure 3]FIGURE 3 | Arrhenius plot of (A) intermediate phase formation and (B) decomposition and (C) perovskite phase formation from DMSO, DMF, NMP, and GBL.
TABLE 1 | Calculated activation energies for the formation (Ea(interm form)) and decomposition (Ea(interm. decomp)) of intermediate phases and formation of perovskite phases (Ea(pero form).
[image: Table 1]As the solvate phase formation is dependent on reaching the respective critical concentration, the activation energy should reflect the thermal energy needed to facilitate solvent evaporation. As evident from Table 1, Ea(interm form)(DMF) < Ea(interm form)(DMSO) < Ea(interm form)(NMP). This trend indicates that both the physical properties of the solvent and their coordination ability influence the activation energy of intermediate phase crystallization. In particular, the high evaporation rate of DMF likely aids its removal from the film and promotes nucleation. Additionally, the high coordination ability of DMF likely stimulates the formation of the intermediate phase through coordination to precursor, thus, lowering the activation energy required for the formation of the intermediate phase. Similarly, DMSO exhibits low activation energy for the formation of the intermediate phase compared to NMP. This lower Ea(interm form) can be rationalized with the stronger coordination of DMSO molecules to the precursor in solution. However, despite higher coordination strength Ea(interm form) of DMSO is higher than that of DMF possibly due to substantially lower solvent evaporation rate. This trend is in good agreement with the calculated enthalpy of formation of the intermediate phase with DMSO and DMF reported by A. Petrov et al. (2017).
Crystallization from NMP shows a higher Ea(interm form) probably due to a combination of weak coordination strength of the solvent to precursor solution complexes and a low evaporation rate. During crystallization from GBL, only a weak peak of the intermediate phase was observed which did not allow to obtain good fitting of the data.
The activation energy of decomposition of intermediate phase Ea(interm decomp) and perovskite phase formation Ea(pero form) show similar values across different precursor solutions studied. This finding confirms our hypothesis that the MAPbI3 phase forms by decomposition of the solvate-intermediate phase. Interestingly, the activation energy of the intermediate phase decomposition shows a strong correlation with the coordination strength of the solvent molecules to lead-halide solution complexes shown to be DMSO >> DMF > NMP > GBL (Hamill et al., 2018; Shargaieva et al., 2020). This indicates that the perovskite phase is forming much more readily from solutions containing weakly coordinating solvents.
For DMF and DMSO, the activation energy for the formation of the solvate intermediate phase is clearly much lower than the activation energy for the transformation of the solvate to the perovskite phase: Ea(pero form) > Ea(interm form). This energetic difference experimentally manifests itself as a long delay between the appearance of the diffraction peaks from the intermediate phases and the MAPbI3 perovskite phase in Figures 1, 2. This proves that for both these solvents, the solvate intermediate phase presents a thermodynamically favored state that can only be avoided upon kinetically controlled process conditions. The formation of a solvate phase can be avoided when the solvent evaporation rate is high enough that the precursor solution is rapidly depleted of solvent molecules. The value of the activation energy for the formation of the perovskite phase from DMF, Ea = 89.1 kJ/mol, is in good agreement with previously reported values of Ea = 97.3 and 94 kJ/mol obtained for the formation of MAPbI3 from DMF with excess of MAI and MACl, respectively, (Moore et al., 2015; Suchan et al., 2020).
In the case of NMP, the activation energies for the formation of the perovskite and solvate intermediate phases are comparable: Ea(pero form) ∼ Ea(interm form). This observation can be interpreted as both the intermediate and MAPbI3 perovskite phases forming competitively and therefore simultaneously. The delay between the appearance of the diffraction peaks of the intermediate and perovskite phase, as seen in Figures 1, 2, is therefore very short.
In the experimental run shown here, only a minor amount of a solvate intermediate phase was found to form for the GBL precursor solution. This is likely due to the fairly low activation energy for the formation of the MAPbI3 phase determined from the experimental data as summarized in Table 1. Additionally, considering the trend in the Ea(interm form) as a function of solvent coordination strength, it is plausible to assume that Ea(interm form) of GBL would be larger than that of NMP. Thus, Ea(pero form) in GBL is likely smaller than Ea(interm form) suggesting that the perovskite phase should form much more readily and faster than the intermediate phase. This effect is apparent in the experimental data shown in Figures 1, 2 where the GBL-intermediate phase is found to appear after the appearance of the diffraction peak associated with the formation of the MAPbI3 perovskite phase. It is important to note that the formation of the GBL-intermediate phase might be suppressed due to the presence of water.
The obtained data confirms previously reported mechanisms of the formation of hybrid perovskites via crystalline intermediate phases when deposited from strongly coordinating solvents (Qin et al., 2021). When weakly-coordinating solvents are utilized, the direct formation of the perovskite crystalline phase can be observed (Deng et al., 2019). Our findings indicate that the perovskite phase can be formed even at low temperatures from solvent systems in cases where Ea(interm decomp) < Ea(interm form). The formation from solvent systems with Ea(interm decomp) > Ea(interm form) will require a larger amount of energy supplied during annealing or usage of quenching techniques to manipulate the values of the energy barrier for the formation of the perovskite phase. This means that the formation of the intermediate phase can be suppressed in favor of the direct formation of the perovskite phase, if process conditions enable fast solvent removal. This is for instance the case, when an anti-solvent is utilized during the perovskite thin-film deposition, as demonstrated in recent reports (Dou et al., 2017; Pratap et al., 2021). The antisolvent may lower the energetic barrier for the formation of the perovskite phase by aiding solvent extraction as shown by A. Taylor et al. (2021).”
It is important to note that only crystalline phases were monitored during the crystallization process. Based on the postulated stoichiometry of the reported crystalline intermediate phases in DMSO and DMF namely (MA)2Pb3I8(Solvent)2 we conclude that only 2/3 of the materials can be formed directly through decomposition of the intermediate phase and 1/3 of the material require an additional step of incorporation of methylammonium iodide.
(MA)2Pb3I8(Solvent)2 + 1 MAI = 3 MAPbI3—2 Solvent.
We were not able to observe any secondary phases corresponding to the process of incorporation of MAI. Moreover, the kinetic curves of the perovskite formation follow the kinetics of the intermediate phase decomposition during most of the crystallization process indicating that the majority of the material is transformed according to the proposed ratio x(interm) = 1-x(pero). Since no PbI2 formation was observed during the process, we conclude that the incorporation process occurs either via the non-crystalline phase or on the time scale faster than what is achievable within our experimental conditions. Therefore, more insight into mechanistic processes occurring during the transformation of the solvate intermediate phases into the perovskite phase is needed in order to understand the influence of solvents on the processing of hybrid perovskite materials. This is of particular importance for understanding the crystallization process from other intermediate phases that do not include MAI in the crystal structure.
CONCLUSION
To summarize, we were able to rationalize the temperature-dependent crystallization process of the hybrid perovskite material MAPbI3 from different commonly-used solvents. The nucleation of the solvate intermediate phase showed a strong dependence on both the coordination strength of solvent to lead-halide solution complexes as well as its evaporation rate. Strongly-coordinating solvents such as DMSO are found to readily form solvate-intermediate phases while for weakly coordinating solvents like GBL the MAPbI3 phase may crystallize directly. From the temperature dependence of the intermediate phase decomposition and perovskite phase formation, the activation energy for solvent removal from the solvate-phase was estimated. We found the activation energy to correlate with the solvent coordination strength to lead iodide with a relative trend of DMSO > DMF > NMP > GBL. At higher processing temperatures, the MAPbI3 perovskite phase can be formed directly without the intermittent formation of the intermediate phases when processing conditions enable the fast removal of solvents. Our findings contribute to a more detailed understanding of the different roles solvents play in the formation process of halide perovskite semiconductors and enable predicting processing conditions, at which the formation of solvate-intermediate phases can be circumvented.
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The rapid development of renewable energy improves the requirements of renewable energy output simulation. The clustering characteristics and correlation of renewable energy would improve the accuracy of power output simulation. To clarify the typical power output process of a large-scale wind power base, a novel method is proposed for wind power output scene simulation in this paper. Firstly, the genetic algorithm (GA) Kmeans is used to divide the wind farm clusters. The wind power output of each cluster is calculated by the wind turbine model. Then, the Copula principle is used to describe the correlation characteristic of wind farm clusters. Finally, the power output scenes are simulated by the Markov chain Monte Carlo (MCMC) method. To verify the effectiveness of proposed method, the wind power base in the downstream Yalong River basin is taken as the case study. The results show that the 65 wind farms should be divided into 6 clusters. The five typical power output scenes in winter–spring and summer–autumn seasons are simulated respectively based on the clustering characteristics and correlation of wind farms. This study provides a valuable reference for other large-scale renewable power bases all over the world.
Keywords: output scene simulation, GA-Kmeans method, Copula principle, large-scale wind power base, renewable energy
INTRODUCTION
An energy structure with fossil energy as its main source brings many problems, such as environmental pollution, climate change, and energy depletion crisis, which seriously restrict the development of the social economy (Zhang et al., 2018; Wang et al., 2018). Since the 21st century, energy structure transformation has become the focus of countries worldwide (Hou et al., 2019). Under the guidance of the concept of energy structure transformation, the development of the global renewable energy industry has been accelerating, and the installed capacity of renewable energy has increased from 812 GW in 2004 to about 3,089 GW in 2021. However, the high randomness, intermittency, and uncontrollability of renewable energy result in large-scale wind and photovoltaic (PV) power generation presenting large challenges for integration into a power grid (Wang et al., 2019; Wang et al., 2019; Liu et al., 2020). Therefore, clarifying the characteristics of large-scale renewable energy and simulating the power output scene is of great significance for renewable energy development (Kim et al., 2020; Zhang et al., 2020).
Currently, numerous studies focus on the analysis of the spatial and temporal distribution of renewable energy, as well as the evaluation of complementary characteristics of various clean energy power stations. De Blasis et al. (2021) applied a high-order multivariate Markov model to clarify the cross- and auto-correlation characteristics between wind speed and direction. Almeida et al. (2021) proposed a Monte Carlo-based multi-area reliability assessment method to represent the relevant features and intermittency of variable renewable energy resources. Xu et al. (2017) constructed the relation function of the marginal cumulative distribution function of the intensity of wind speed and light irradiance through the Copula function and used the Kendall rank correlation coefficient to describe the spatial and temporal characteristics of wind and PV indirectly. Huang et al. (2021) used the Copula method to analyze the uncertainties of wind and solar power for quantifying the risk of wind–solar–hydro complementary system. Cantao et al. (2017) used hydro–wind correlation maps to analyze the wind and hydropower complementarity, which are quantitative and more intuitive. Based on the variable-structure Copula function, Wang et al. (2020) proposed a novel method to describe the correlation and complementarity of distributed wind power and load for optimizing the planning capacity of distributed wind power. Antunes Campos et al. (2020) assessed the complementary nature between wind with the Pearson’s correlation coefficient and PV power and optimized energy storage capacity in the utility-scale hybrid power plants. However, the research on the combination of temporal–spatial distribution characteristics of renewable energy and output simulation or prediction is still insufficient.
Based on the complementary characteristics of new energy such as wind energy and solar energy, there have been many scholars who have studied the clustering characteristics of new energy in different regions. Dai et al., 2017 proposed an evaluation method of cluster output smoothness and quantified the contribution of wind power clustering to reduce the fluctuation of wind power output. Yesilbudak (2016) adopted the Kmeans clustering method with Squared Euclidean, City-Block, Cosine, and Pearson Correlation distance measures to analyze the clustering characteristics of 75 provinces’ wind speed in Turkey. According to the aggregate effect of wind and solar power plants, Liu et al. (2020) aggregated all the power plants of study area into a virtual wind power plant and a virtual solar power plant. Chidean et al. (2018) presented the Second-Order Data-Coupled Clustering (SODCC) algorithm to analyze the wind power resource in the Iberian Peninsula. Yan et al. (2020) proposed a scenario generation method and established the planning model of renewable energy based on cluster partition. Nevertheless, there is less research focused on the correlation of multiple renewable energy clusters.
To develop and utilize large-scale renewable energy and reduce the adverse impact of renewable energy uncertainty, many scholars have conducted research on renewable energy scene simulation and power forecasting. Renewable power output scene simulation aims to fully tap the overall characteristics and statistical laws of renewable energy, generate typical power output scenes, and provide basis for renewable power system planning (Densing and Wan, 2022). In the previous literature, Deng et al. (2018) used a typical scenario simulation method of renewable power output calculating the renewable energy accommodation capability. Ding et al. (2016) proposed a short-term stochastic simulation method based on the renewable power output error and used the method for a real power grid in Northwest China. Compared with renewable power output scene simulation, renewable energy prediction provides a basis for making power system generation plan and power grid dispatching operation (Zhang et al., 2020). Renewable energy forecast generally uses the statistical regression methods and machine learning technologies to estimate the future power output process. Wang et al. (2020) proposed a hybrid wind power forecasting approach based on Bayesian model averaging and Ensemble learning. Neshat et al. (2021) proposed a novel three stages’ composite deep learning-based evolutionary approach to forecast the power output in wind-turbine farms with the chaotic characteristics of wind speed series. Singh et al. (2021) represented the short-term wind power forecasting accuracy of five machine learning methods, such as k-nearest neighbor (kNN), decision-tree, extra tree regression, random forest, and gradient boosting machine (GBM). However, most of the existing research ignores the characteristic differences between different wind farms, and there are only a few studies on wind power simulating or forecasting of large-scale wind power bases based on the clustering method.
At present, research on the characteristics of new energy resources, cluster division, and renewable power output forecasting and simulating has achieved phased results, but there are still some deficiencies. In the planning and designing stage of the renewable energy system, the simulation scenes of renewable power output would be frequently used. However, the unreasonable wind power output scenes would seriously affect the development and management of the renewable energy system. In particular, previous research on renewable energy simulation assumes that the power output should be consistent in the whole area. The power output scenes of a representative wind farm would be usually used to describe all wind farms in the region. However, for large-scale wind power bases, there are certain differences in wind power output characteristics in the region. Ignoring the correlation and complementarity of wind farm clusters will lead to a large deviation in the simulation results of the wind power output. Consequently, researching on power output scene simulation of large-scale wind power base considering the power station cluster division and power output correlation of adjacent clusters is very necessary and urgent.
In order to fill this gap and obtain the accurate power output scenes of large-scale wind power bases, this paper proposed a power output scene simulation method considering power station clustering and cluster correlation. Firstly, the wind farm clusters are divided by the genetic algorithm (GA)-Kmeans method with similar distances. Secondly, based on the conversion relationship of wind speed and electric power, the wind power output physical model is used to calculate the wind power output of each wind farm cluster. Then, using the joint and conditional distribution functions of Copula, the correlation between different clusters is analyzed. Finally, the Markov chain Monte Carlo (MCMC) method is used to simulate the power output scenes of large-scale wind bases. The wind power base of the downstream Yalong River basin is taken as an example to verify the validity and rationality of the new method.
METHODOLOGY
The methods to be used for simulating the power output scene of large-scale wind power mainly consists of four parts. The technical route of the large-scale wind power base output simulating method with the correlation is shown in Figure 1. The nomenclature table of abbreviations, variables, and constants is shown in Table 1.
[image: Figure 1]FIGURE 1 | The technical route of the proposed methods.
TABLE 1 | The nomenclature table of abbreviations, constants, and variables.
[image: Table 1]Wind Farm Cluster Division With the GA-Kmeans Method
The GA-Kmeans method was performed to divide the wind farm clusters. The uncertainty caused by the clustering number K and clustering center [image: image] is difficult to solve using the conventional Kmeans method. The GA, which has a fast computing speed, a stable operation, and a strong global searching ability, was combined with the Kmeans method in this article. The GA-Kmeans method can reduce the influence of the initial cluster number and the selection of cluster center on the resulting cluster effectively. Besides, the GA-Kmeans method can improve the accuracy of clustering results and avoid Kmeans clustering into a local optimum (Yesilbudak, 2016).
Furthermore, the correlation distance was selected as the distance evaluation index in the Kmeans clustering process. The fitness function optimized by the GA algorithm was constructed by counting the intra-class distance and inter-class distance of each cluster.
The correlation distance between [image: image] and [image: image] can be expressed as:
[image: image]
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where [image: image] is the row vector of [image: image].
The similarity of objects in the Kmeans cluster can be expressed by the average class inner distance as follows:
[image: image]
where [image: image] is the jth object of class [image: image], [image: image] is the sample size of class [image: image], [image: image] is the cluster center of class [image: image], and [image: image] is the relative distance between two samples.
The object difference between clusters of Kmeans clustering can be expressed by class spacing as:
[image: image]
The fitness function was defined as:
[image: image]
The fitness function value was determined by the quality of clustering results. The fitness function value is larger when the average in-class distance is smaller and class distance is larger. Currently, the clustering effect is better.
Calculation Method of Wind Power Output
The wind speed and electric power conversion model is adopted to calculate the output power of a single wind turbine. The total output process of the wind farm can be obtained by the ratio of the unit capacity to the installed machine. The power conversion relation of a wind turbine is shown as:
[image: image]
[image: image]
where [image: image] is the power output of unit wind turbine at time [image: image], kW; [image: image] is rated power, kW; [image: image] represents the wind energy utilization coefficient of the wind power; [image: image] is the swept leaf area; [image: image] is the real wind speed at time [image: image], m/s; [image: image], [image: image], and [image: image] are cut in, cut out, and rated wind speed, respectively, m/s; [image: image] is the moist-air density, kg/m3; [image: image] is the dry-air density at normal pressure and temperature, [image: image]; [image: image] is temperature, °C; [image: image] is the air pressure at the hub height of wind turbine, hPa; [image: image] is the water pressure, hPa.
Wind Farm Clusters Correlation Analysis With the Copula Principle
The correlation analysis method of adjacent wind farm clusters based on the Copula principle includes the marginal distribution model of wind farm cluster power output, the Copula function type and conditional distribution of adjacent wind power cluster output, and the goodness-of-fit test method of the distribution model.
The Marginal Distribution of Wind Power Output
The main distribution marginal functions widely used in statistical analysis are Pearson type III distribution (P-III), lognormal distribution (Ln), Generalized extreme value distribution (Gev), and Weibull distribution. In this paper, four distributions are used to fit the marginal distribution of each wind power cluster’s output.
It is worth noting that if the wind power output is taken as the random variable, there are multiple repeated minimum and maximum values in the sample sequence. Moreover, the probabilities of minimum and maximum values are not equal to 0, which leads to the discontinuity of probability density function and cumulative distribution function of wind power output. Therefore, the probability distribution of wind power output needs to be described by the interception distribution model, and the probability density and cumulative distribution function can be expressed as:
[image: image]
[image: image]
where, [image: image] and [image: image] represent the probability of occurrence of minimum and maximum events, respectively; [image: image] is the Dirac delta function; [image: image] is a continuous function and satisfies [image: image]; [image: image] is a vector parameter.
The Copula Function Type and the Conditional Distribution
Sklar (1959) introduced the theory of Copula into statistics, providing an effective method for multivariate analysis. For 2-dimensional random variables, random variables [image: image] and [image: image] obey the marginal distribution [image: image] and [image: image], respectively. [image: image] represent their joint distribution function. There is a Copula:
[image: image]
where [image: image] and [image: image].
If [image: image] and [image: image] are continuous functions, then the [image: image] is unique, and the joint distribution density function can be expressed as:
[image: image]
where [image: image] and [image: image] are random variables.
Analyzing the correlation between variables is the basis of constructing Copula joint distribution. Pearson linear correlation coefficient ([image: image]), Spearman correlation coefficient ([image: image]), and Kendall rank correlation coefficient ([image: image]) were used to describe the correlation of wind energy in wind power cluster.
Nelson (1999) gave a detailed introduction to the Copula function and its properties. Generally, Copula functions can be divided into three types: Elliptic, Archimedean, and Quadratic. The Archimedean Copula with one parameter is the most widely used.
In this paper, three Archimedean Copula (Gumbel Copula, Clayton Copula, and Frank Copula) are used to construct the joint distribution of wind power of each wind farm cluster. The joint distribution functions and conditional distribution functions of three Copula type are provided as follows:
1) The joint distribution function and conditional distribution function of Gumbel Copula are shown as:
[image: image]
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where [image: image] is the parameter of the Gumbel Copula function, and [image: image].
2) The joint distribution function and conditional distribution function of Clayton Copula are shown as:
[image: image]
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where [image: image] is the parameter of the Clayton Copula function, and [image: image].
3) The joint distribution function and conditional distribution function of Frank Copula are shown as:
[image: image]
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where [image: image] is the parameter of the Frank Copula function, and [image: image].
The Goodness-of-Fit Test Index
Root Mean Square Error (RMSE) and Akaike Information Criterion (AIC) were used to evaluate the goodness of fit of the Copula joint distribution function.
1) RMSE is the most commonly used index for the goodness-of-fit test.
[image: image]
where [image: image] and [image: image] are the empirical frequency and theoretical frequency, respectively.
2) AIC considers the deviation of Copula function fitting and the uncertainty caused by the number of parameters of Copula function.
[image: image]
where [image: image] is the number of model parameters. The smaller value of the AIC and RMSE, the better fitting degree of the Copula function.
Large-Scale Wind Power Output Scene Simulation Considering the Correlation
According to the correlation characteristics among wind power clusters, the MCMC method is used in this study to randomly sample from the conditional distribution of each variable and its related variables in a fixed order to form the output scenario set of large-scale wind power bases, and the sampled output scenarios are reduced based on the synchronous backstepping method to extract representative typical output scenarios. The steps of output scenario simulation of large-scale wind power are as follows:
1) Generate [image: image] random numbers [image: image]; let it be the marginal probability of wind power output of the first cluster, that is, [image: image]; bring [image: image] into the inverse function of marginal distribution [image: image], and solve for [image: image], which is the first cluster power output.
2) Let [image: image] be the conditional transition probabilities from the second cluster to the last cluster [image: image]; bring [image: image] into the conditional distribution among each cluster one by one, [image: image], and calculate the marginal probability [image: image]; according to the inverse function of marginal distribution [image: image], solve for [image: image], which is the power output of [image: image] cluster.
3) Calculate the output of all wind farm clusters [image: image] and accumulate the wind farm clusters’ power output to obtain the output scenario of a large-scale wind power base.
4) Repeat steps (1) to (3) [image: image] times to obtain the output scenario set of a large-scale wind power base.
5) Based on the Kmeans scenario reduction method, the representative typical output scenarios are extracted in the output scenario set of a large-scale wind power base.
CASE STUDY
This study focuses on the Yalong River (the longest tributary of the Jinsha River), which is located in Southwest China. Its geographical location is 96°52′E to 102°48′E and 26°32′N to 33°58′N. The Yalong River basin is an area that is rich in wind energy and solar energy resources. There are abundant wind and PV power resources on both sides of the river basin, and it has great development potential (Wang et al., 2016; Liu et al., 2019). The complementary characteristics of wind, PV, and hydropower resources within the year are fully used to improve the comprehensive benefits. According to the preliminary plan of the watershed-type multi-energy complementary bases (WMCB) in the downstream Yalong River basin, there are more than 65 wind power farms with a total capacity of 7 GW; there are nearly 19 PV power stations with a total capacity of about 5.6 GW; the hydropower installed capacity of the downstream Yalong River basin is 14.7 GW (Zhang et al., 2020).
According to the planned location of the wind farms in the lower reaches of the Yalong River (as shown in Figure 2), the wind energy reanalysis data at each station location are extracted, and the wind speed power conversion model is used to calculate the long-series output process of each wind farm. The advanced GW121-2.5MW wind turbine is selected as the reference unit in the research process. The main technical parameters of the GW121-2.5MW wind turbine are shown in Table 2.
[image: Figure 2]FIGURE 2 | The downstream Yalong River basin.
TABLE 2 | The main technical parameters of the GW121-2.5MW wind turbine.
[image: Table 2]RESULTS AND DISCUSSION
In order to numerically verify the effectiveness of the research model and method, the results and discussion of the wind farms cluster in the downstream Yalong River basin are performed.
Dividing the Wind Farm Clusters
Kmeans method should determine the clustering number [image: image] firstly. Generally, the optimal clustering number is between [image: image], where [image: image] represents the number of clustering wind farms. In this study, 65 wind farms in the downstream Yalong River basin are clustered. Considering the geographical location, scale, wind energy, and other specific conditions of the wind farms, the maximum clustering number is 8 and the minimum clustering number is 3. Then, the clustering results of wind farms in the downstream Yalong River basin under different clustering numbers are shown in Figure 2. As can be seen from Figure 3, with the increase of the clustering number, the concentration of each wind farm cluster increases. However, when the clustering number is too large, the number of wind farms in individual clusters is too less.
[image: Figure 3]FIGURE 3 | Clustering results of wind farms under different clustering numbers (k = 3–8). (A) Clustering number k = 3. (B) Clustering number k = 4. (C) Clustering number k = 5. (D) Clustering number k = 6. (E) Clustering number k = 7. (F) Clustering number k = 8
Therefore, comparing the clustering results under different cluster numbers, the optimal clustering number is [image: image]. The cluster division results and cluster centers of wind farms in downstream Yalong River basin are shown in Figure 4. The cluster center, representative wind farm, and capacity of each wind farm cluster are shown in Table 3. From Figure 4, the clustering results calculated by GA-Kmeans show obviously regional characteristics, and the characteristics are consistent with the actual situation of the Yalong River basin.
[image: Figure 4]FIGURE 4 | The wind farm cluster division results in downstream Yalong River basin.
TABLE 3 | The cluster center and representative wind farm of dividing wind farm clusters.
[image: Table 3]Power Output Characteristic of Wind Farm Clusters
According to the wind power cluster division results, the power output of each cluster is calculated by the wind power output physical model, and the typical daily power output of 6 clusters in each month is shown in Figure 5. It can be seen from Figure 5 that the wind power output has obvious daily and annual variation rules. In the short term, the wind power output is low from 10:00 to 15:00, and the wind power output usually reaches the peak at about 20:00, which is the same time as the peak load. In the long term, the output of wind power clusters shows obvious seasonal law. From June to October, the power output of each cluster is significantly lower than that in other months. Therefore, it can be divided into two characteristic periods: summer–autumn and spring–winter.
[image: Figure 5]FIGURE 5 | Daily power output variation curve of six wind farm clusters in each month.
The daily power output intervals of 6 wind farm clusters in the winter–spring and summer–autumn seasons are shown in Figure 6. From Figure 6, there are significant differences in the daily power output intervals of different seasons and different clusters. In the spring–winter season, the mean value and variation range of daily power output are relatively large, while in the summer–autumn season, the mean value and variation range of daily power output are both small.
[image: Figure 6]FIGURE 6 | Daily power output interval of six wind farm clusters in summer–autumn and winter–spring seasons. (A) Summer–autumn season. (B) Winter–spring season.
Correlation Analysis of Wind Farm Clusters Based on Copula
According to wind farm cluster division results in downstream Yalong River basin and power output sequence and characteristic of each wind cluster, analyze the correlation of adjacent wind farm clusters with three types of Copula function.
The Correlation Coefficient of Adjacent Wind Farm Clusters
In this study, the Pearson, Spearman, and Kendall correlation coefficients are used to evaluate the correlation among six wind farm clusters in downstream Yalong River basin, as shown in Table 4. The scatter matrix of wind farm clusters is drawn in Figure 7.
TABLE 4 | The correlation coefficients of wind farm clusters in the downstream Yalong River basin.
[image: Table 4][image: Figure 7]FIGURE 7 | The correlation scatter diagram matrix of wind farm cluster.
Because it is hard to analyze the correlation of multiple wind farm clusters directly, this study uses a set of correlations of adjacent wind farm clusters to represent the correlation of multiple wind farm clusters. According to the three correlation coefficients and scatter matrix of each wind power cluster, the adjacent wind farm clusters with strong correlation are selected to form the adjacent wind farm clusters connected head to tail: Cluster3–Cluster5, Cluster5–Cluster4, Cluster4–Cluster1, Cluster1–Cluster2, and Cluster2–Cluster6. Figure 7 and Figure 4 indicate that the selected adjacent wind power clusters are consistent with the spatial distribution law of wind farm clusters in downstream Yalong River basin.
The Marginal Distribution of Each Wind Farm Cluster
In this paper, the generalized extreme value distribution, Weibull distribution, Pearson type III distribution, and lognormal distribution are selected as the marginal distribution function to fit the power output of each wind farm cluster, and the marginal distribution parameters are estimated by the maximum likelihood method. The cumulative distribution curves of the power output of six wind power clusters in downstream Yalong River basin are shown in Figure 8.
[image: Figure 8]FIGURE 8 | The marginal distribution function of power output in each wind farm cluster. (A) Wind farm Cluster1. (B) Wind farm Cluster2. (C) Wind farm Cluster3. (D) Wind farm Cluster4. (E) Wind farm Cluster5. (F) Wind farm Cluster6.
From Figure 8, comparing the empirical frequency with the cumulative frequency of each marginal distribution, it can be found that the goodness-of-fitting of the four distribution curves is roughly the same, and four type distributions could fit the data samples well. After screening, the optimal marginal distributions of Cluster1, Cluster3, Cluster5, and Cluster6 are lognormal distribution, the optimal marginal distributions of Cluster2 and Cluster4 are Weibull distribution, and the optimal marginal distribution of each wind farm cluster is used to construct Copula joint distribution. Moreover, the interception distribution model used in this study can effectively fit the samples with the power output of 0 and 1 in the data series.
The Copula Joint Function of Adjacent Wind Farm Clusters
According to the adjacent wind farm clusters and the marginal distribution of each wind power cluster, the Gumbel Copula, Clayton Copula, and Frank Copula are used to construct the joint distribution of adjacent wind farm clusters. The Copula joint distribution parameters are estimated by the maximum likelihood method. The AIC and RMSE criteria are used to test the goodness-of-fitting of Copula functions, as shown in Table 4. As can be seen from Table 5, the best joint distribution in Cluster3–Cluster5 is Frank Copula function. The best joint distribution in Cluster5–Cluster4, Cluster4–Cluster1, Cluster1–Cluster2, and Cluster2–Cluster6 is the Gumbel Copula function. The best Copula joint distribution of adjacent wind farm clusters is shown in Figure 9.
TABLE 5 | Parameter estimation and the goodness-of-fit test index of the joint distribution function.
[image: Table 5][image: Figure 9]FIGURE 9 | The best joint distribution graph between adjacent wind farm clusters. (A) Cluster3–Cluster5. (B) Cluster5–Cluster4. (C) Cluster4–Cluster1. (D) Cluster1–Cluster2. (E) Cluster2–Cluster6.
Figure 9 indicates that the Copula joint distribution diagram can intuitively reflect the joint probability of adjacent wind farm clusters. According to the joint distribution of wind farm clusters, when the power output of a wind farm cluster is certain, the conditional probability of power output of its adjacent cluster can be determined. On the contrary, given the joint probability of adjacent wind farm clusters and one of the cluster power output, the corresponding power output of the other cluster can be deduced.
Output Scenario Combination of Large-Scale Wind Power
Based on the Copula joint distribution, the 10,000 sets of power output scenarios of downstream Yalong River wind power base in summer–autumn and winter–spring are simulated by the MCMC method and shown in Figures 10A, B. From Figure 6 and Figures 10A, B, the simulated power output scenario sets of wind power base in summer–autumn and winter–spring have the same law as the daily power output interval.
[image: Figure 10]FIGURE 10 | The power output scenario sets and the typical output scenes of the Yalong River wind power base in the summer–autumn and winter–spring seasons. (A) Summer–autumn power output scenario sets. (B) Winter–spring power output scenario sets. (C) Summer–autumn typical output scenes. (D) Winter–spring typical output scenes.
However, the power output scenario sets of wind power base in summer–autumn and winter–spring are too complex, so the power output scenario sets need to be reasonably reduced. The Kmeans scenario reduction model is used to reduce 10,000 sets of scenarios into five typical scenarios. The representative typical wind power output scenarios and the corresponding scenario probabilities in the winter–spring and summer–autumn seasons are shown in Figures 10C, D. From Figure 10, the typical power output scenes can basically cover the original scenario set, and each typical power output scenario is highly representative. Otherwise, comparing the typical power output scenes of wind power base in summer–autumn and winter–spring seasons, the probability of each scene in winter–spring season is relatively similar, and the scene probability is about 0.2. In the summer–autumn season, the probability of each scene is quite different. The probability of Scene2 and Scene3 is close to 0.3, while the probability of Scene5 is only 0.055. In general, the power output simulation method of large-scale wind power base can realize the rapid modeling and solution of the integrated output of abundant wind farms.
CONCLUSION
The continuous expansion of new energy such as wind power directly leads to the increase of power system uncertainty and the difficult grid integration of new energy. It is beneficial to divide the large-scale wind power base into wind power clusters and quantify the correlation of wind power clusters. Therefore, this paper proposed a power output scene simulation method of large-scale wind power bases considering power station clustering and cluster correlation characteristics. The method is applied in the Yalong River downstream, and the main conclusions of this paper can be summarized:
1) GA-Kmeans clustering method with a similar distance to the evaluation standard can quickly and accurately divide the clusters of renewable energy power stations and effectively solve the influence of cluster number and initial cluster center on Kmeans clustering results. In the case study, this method is applied to divide the 65 wind farms in the downstream Yalong River basin into 6 clusters, and the cluster division results are consistent with the spatial distribution characteristics of wind energy resources in the basin.
2) Copula function can effectively reflect the output correlation of multi-dimensional wind farm clusters and significantly improve the simulation or prediction effect of the power output in large-scale wind power bases. In the case study, the Copula function is constructed to determine the best joint distribution of 6 adjacent wind farm clusters in the downstream Yalong River basin. Then, based on the correlation characteristic, the MCMC sampling method is used to simulate the typical power output of the Yalong River downstream wind power base in winter–spring and summer–autumn seasons, respectively.
3) Compared with the power output scenario sets, the typical power output scenes can effectively remove the redundant information in many scenario sets and highlight the representative situation of the integrated output of a large-scale wind power base. Furthermore, the typical power output scenes could be conducive to the application of scenes in practical work such as planning, design, scheduling, and operation of large-scale wind power base.
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Cluster num Cluster center Representative wind farm Represents farm coordinates Cluster capacity (MW)

Cluster1 101.9708°E, 27.1326'N 36 101.9672°E, 27.0697°N 1,204.9
Cluster2 102.1344°E, 27.9581°N 54 102.1428°E, 28.0091°N 1,726.5
Cluster3 101.3344°E, 28.0422'N 04 101.4182°E, 28.0162'N 9712
Cluster4 101.8991°E, 26.7945'N 23 101.9108°E, 26.7634'N 1,187.0
Clusters 101.6885°E, 27.5116'N 12 101.7859°E, 27.6843N 15107

Clustert 102.0386°E, 28.4440'N 64 101.9929°F, 28.4481°N 3237
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Operating parameters Rated power Design wind zone level Design service lfe Unit operating temperature

2.5 MW IECIIA 220 years -30'C-+40'C

Cut in wind speed Rated wind speed Cut out wind speed Unit survival temperature

3mis 9.7 m/s 22m/s -40°C—+50C
Specifications Impeller diameter Tower type Hub height

120m Steel tower 90m
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Biomass
oxygenate of interest

Methanol

Ethanol

Glycerol

Ethylene Glycol
Acetone
Acetic acid

Waste source

Wastewater algae
Industrial wastewater
Municipal wastewater
Wastewater aigae
Industrial wastewater
Municipal wastewater
Food waste

Municipal wastewater

Industrial wastewater (bio-diesel)
Industrial wastewater
Wastewater algae

Municipal wastewater

Food waste

Concentration in mg/L

0.022-0.5
1,000
0.145-0.203
30-5630
18,500-49,400
235-245
58,000
84,850-89,890
400-420
75,680-202,312
30-1,050
450-1,430
1884-2,520
12,810-25,880
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Elis et al. (2012)
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Methanol
Ethanol
Glycerol
Ethylene glycol
Acetone
Acetic acid

Standard heats of
reaction (kJ/mol)

-477
-10.4

-191.1

-1138
-40.7
-895

Heat of reaction
at 500 K (227°C)
(kJ/mol)

-65.6
-63.3
-264.7
-153.0
-134.0
-128.1
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Solvent

DMSO
DMF
NMP
GBL

Eqgntorm formy/kJ/mol

369+4

152+2

598+5
na

Eaginterm. decompy/kJ/mol

99.1+6

915+ 10

737+9
na

Eafpero tormy/kd/mol

101.2+1
89.1£1
692 +1
532+1
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