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Editorial on the Research Topic

Innovations in MR hardware from ultra-low to ultra-high field

Magnetic Resonance Imaging and Spectroscopy (MRI, MRS) have become

indispensable diagnostic tools in numerous medical applications, providing

anatomical, functional, and chemical information non-invasively with ever increasing

sensitivity and specificity. However, many performance challenges are present in

connection with improving the sensitivity, safety, and accessibility of these modalities.

In this context, a traditional strategy to improve sensitivity is to develop ultra-high field

scanners, but this gives rise to numerous technical hurdles, physics related concerns, and

safety issues in addition to increased exclusiveness. More recently, the development of

ultra-low field MR systems has also resurfaced in an effort to focus on accessibility,

inherently, avoiding safety issues and wave propagation-related image distortions most

typical of high fields. However, their inherently lowMR signal amplitude comes at the cost

of poor sensitivity.

Both the ultra-high and ultra-low field domains, consequently, call for scientific

innovations that pave the way for the next generation of MR hardware systems. Today’s

challenges in the development of MR instrumentation arise from the different

requirements and limitations faced at different magnetic fields strengths, and all

innovations target the improvement of image quality, safety, and/or diagnostic value

of MR.

Consequently, this Research Topic has invited submissions on all innovative

developments in MR hardware over the entire range of static magnetic field strengths.
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The resulting collection of articles thus covers a large variety of

topics, ranging from ultra-low to ultra-high field MR, including

intermediate field strengths, spanning work on radio frequency

components, magnet and gradient design, as well as complete

MR systems. The Research Topic consists of mostly Original

Research articles, augmented by a Perspective and a Mini Review

article, as well as a paper in the category Technology and Code.

At ultra-high field strengths, the strongest unmet need

concerns the improvement of radiofrequency (RF)

transmission systems regarding homogeneity of the RF

excitation, efficiency, decoupling strategies, and patient safety

with respect to the associated specific absorption rate (SAR)

limitations. In this sense, Wenz and Gruetter investigate the

impact of quasi-transverse electric modes on the transmit field

distribution using dipole-fed rectangular dielectric resonator

antennas at 7 T. Also, Williams et al. propose a nested 8-

channel transmit array with an open-face concept for human

brain imaging at 7 T. In her Mini Review article, Irena Zivkovic

discusses available interelement decoupling strategies for ultra-

high field MR coils. Van Leeuwen et al. discuss a potential

reduction in peripheral local SAR for a birdcage body coil at

3 T using a magnetic shield.

At ultra-low field, but also for MR of X-nuclei (i.e., other than
1H), the most challenging task is to increase the sensitivity of the

RF detection system, driven by the need to overcome the

sensitivity-based limitation of image quality and spatio-

temporal resolution set by the various noise sources present in

the MR experiment. To this end, several strategies employing

new coil geometries, new materials, or cryogenic devices are

pursued.

The investigation of novel RF coil element types is an active

domain of hardware development forMRI, with the ultimate goal

of improving sensitivity. Labbé et al. present their results on high-

temperature superconducting RF coils, exploiting the

intrinsically low coil noise of such devices. New RF coil

shapes are reported by Nowikow et al. in their contribution

about Koch Snowflake fractal geometry coils for 23Na MRI.

The need for innovative electronics for ultra-low field MR is

evidenced by Harper et al. in their work about an unmatched RF

chain for low fieldMRI. In addition, the trend towards portability

and ease of use of MR instrumentation calls for other features

that increase usability and accessibility but imposes novel

technological challenges, on the one hand regarding magnet

design for portable MRI systems, and on the other hand

flexible, lightweight or wireless RF devices. De Vos et al.

introduce an improved portable and sustainable low-field MRI

system, complemented by B0 shimming methodology for

affordable and compact low-field MRI magnets as described

by Wenzel et al. In a computational and phantom study at

ultra-low field MRI, Höfner et al. investigate the feasibility of

3D neuronal current imaging, relying on the measurement of the

minuscule phase perturbation generated by the neuronal

magnetic fields.

Regardless of field strength, the development of improved

gradient designs enables novel applications of MRI and increases

imaging performance. In their Technology and Code article,

Littin et al. present an intuitive open-source collection that can be

employed to find new gradient coil designs. In an endeavor to

reduce acoustic noise and heat in gradient coils, Motovilova and

Winkler review existing techniques and present solutions for

quiet operation and efficient gradient cooling.

Finally, in a Perspective article, Galuppini et al. discuss the

key challenges of field-frequency lock in fast field cycling MRI

and define possible research directions in the field.

We, the editors of this Research Topic, hope that the readers

will derive added value from the presented collection of articles.

We are convinced that innovative hardware concepts and

technological development, such as the works presented here,

will be highly beneficial for MR research at all field strengths in

the future. By combining papers on seemingly very disparate sub-

topics in MR hardware development into a single collection, we

aim at establishing stronger links within the community, so as to

foster unconventional and creative solutions for the upcoming

challenges in the development and improvement of MR systems.
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The possibility to directly and non-invasively localize neuronal activities in the human

brain, as for instance by performing neuronal current imaging (NCI) via magnetic

resonance imaging (MRI), would be a breakthrough in neuroscience. In order to

assess the feasibility of 3-dimensional (3D) NCI, comprehensive computational and

physical phantom experiments using low-noise ultra-low-field (ULF) MRI technology were

performed using two different source models within spherical phantoms. The source

models, consisting of a single dipole and an extended dipole grid, were calibrated

enabling the quantitative emulation of a long-lasting neuronal activity by the application

of known current waveforms. The dcNCI experiments were also simulated by solving

the Bloch equations using the calculated internal magnetic field distributions of the

phantoms and idealized MRI fields. The simulations were then validated by physical

phantom experiments using a moderate polarization field of 17 mT. A focal activity with

an equivalent current dipole of about 150 nAm and a physiologically relevant depth of

35 mm could be resolved with an isotropic voxel size of 25 mm. The simulation tool

enabled the optimization of the imaging parameters for sustained neuronal activities in

order to predict maximum sensitivity.

Keywords: ultra-low-field magnetic resonance imaging, neuronal current imaging, current dipole phantom, MEG,

simulation

1. INTRODUCTION

The realization of ultra-low-field (ULF) magnetic resonance imaging (MRI), i.e., MRI in the
µT-regime, was possible when new, very sensitive superconducting quantum interference devices
(SQUID) sensors could be used to detect nuclear spin precession [1, 2], and, within a few
years, several ULF scanners have been developed [3–7]. As the magnetization of the examined
volume scales with the surrounding magnetic field, ULF MRI has to cope with a lower signal-
to-noise ratio (SNR) compared to high-field MRI—typically employing fields on the order of
1 T and above. Despite different measures to mitigate this low SNR, e.g., pre-polarization, only
comparably large voxel sizes in the mm-range could be reached until now in in vivo applications.
However, the possibility of using ULF MRI for functional imaging is promising motivating the
development effort albeit with some compromises regarding spatial resolution. Consequently,
imaging of neuronal magnetic fields via their interaction with the spin population, coined neuronal
current imaging (NCI), was soon investigated by attempting to directly detect the influence of
biomagnetic signals on the phase and relaxation of the nuclear spin precession in the ultra-low-field
regime [8].
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Höfner et al. Feasibility of dcNCI Using ULF MRI

The successful implementation of NCI would be of particular
significance, as currently available non-invasive methods for
imaging brain function, such as functional MRI (fMRI),
magnetoencephalography (MEG), or electroencephalography
(EEG) suffer from either poor temporal resolution or error-
prone spatial localization accuracy [9]. The possibility of NCI
via high-field MRI was studied intensively applying different
approaches [10–12]. Unfortunately, the results were either
inconclusive due to a lack of sensitivity of the MRI signal to
evoked neuronal activity [13] or irreproducible because of the
dominating blood oxygen level-dependent (BOLD) effect [14].
In contrast, owing to the low magnetic field, ULF MRI has the
advantage that the BOLD effect becomes negligible [15].

Several phantom studies have explored possible
implementations of NCI using ULF MRI, and have highlighted
the necessary technical and methodical improvements [16–19].
These studies suggest two different approaches. The so-called
AC or resonant mechanism proposes the use of the magnetic
field generated by the neuronal currents itself to manipulate
the spin dynamics. This condition would be best met by tuning
the Larmor frequency to match the main frequencies of the
neuronal activity (resonant condition) [16–18, 20] and the MR
signal would be produced exclusively by the proton spins in close
proximity to the source. The second approach, called the DC
mechanism, aims at measuring the minuscule phase perturbation
generated by the very weak neuronal magnetic field [16–18].
One possible implementation is based on the acquisition of
MR images in the presence and absence of evoked activity. A
difference image would then reveal the effect of the neuronal
magnetic field. The effectiveness of the two approaches has
been demonstrated in multiple phantom studies; however, a
fundamental lack of sensitivity has to be overcome for in vivo
applications. Körber et al. [18] showed that for sufficiently
long-lasting neuronal activities, the DC mechanism could feature
larger contrast-to-noise ratio (CNR) than the AC mechanism.
As different simulation studies on NCI using high-field MRI

FIGURE 1 | (A) ULF-MRI setup inside magnetically shielded room. (B) Field noise (referred to the bottom pick-up loop) of the 3D ULF-MRI setup in imaging mode and

after a polarizing pulse of BP = 17 mT. The signal at 1,645 Hz was obtained with B0 = 38.6 µT and dBx/dx = 2.4 µT/m. Data were captured 25 ms after initiating BP

turn-off (compare to validation measurement shown in Figure 4).

showed, the specific spatial and temporal characteristics of the
neuronal currents affect the measurable phase and relaxation
changes [20–25].

Motivated by this, and expanding on our earlier phantom
experiments [17, 18, 26], we developed a computational
framework that can be used to simulate 3-dimensional (3D)
dcNCI sequences based on ULF MRI. It is centered on our
low-noise ULF-MRI hardware and on a well-characterized long-
lasting, monophasic neuronal activity which can be evoked
by median nerve stimulation. We strove for current dipole
phantoms, which could be manufactured with a well-defined
geometry facilitating the simulation of their internal and external
fields. Measuring their far-field distribution using a multi-
channel SQUID system allowed the determination of their
equivalent current dipole (ECD) strength for a given applied
current. The simulated internal field distributions served as input
to an analytic MR solver to characterize the dcNCI signature
of the phantoms for multiple configurations and to optimize
the imaging sequence for the existing experimental 3D ULF-
MRI setup. The validated framework was then used to assess the
feasibility and requirements toward in vivo dcNCI.

2. MATERIALS AND METHODS

2.1. 3D Ultra-Low-Field MRI Hardware
The experimental phantom study was performed using low-
noise ULF-MRI hardware [27] at the Physikalisch-Technische

Bundesanstalt (PTB), Berlin, as shown in Figure 1A. The system
deploys resistive room temperature MRI coils and is located
inside a moderately magnetically shielded room (MSR) which
features a residual field of <1.5 nT after degaussing [28].

Helmholtz coils generate the homogeneous detection field B0

along x and the π /2-pulse (Bπ/2) along the y-direction, while a
Maxwell coil provides the frequency encoding gradient GF =

dBx/dx and two orthogonal biplanar gradient coils generate
the phase encoding gradients GPh = dBx/dy and dBx/dz. A
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self-shielded coil provides the homogeneous polarizing field BP

along x while simultaneously reducing transient effects from
the MSR. The coils, with the parameters given in Table 1, are
powered by low-noise current sources placed outside the MSR
that are disconnected during data acquisition, if possible.

For signal detection we use our single-channel ultra-low-noise
SQUID system that is operated inside the low intrinsic noise
dewar LINOD2 [29]. A SQUID current sensor is inductively
coupled to a superconducting pick-up coil designed as an axial
second-order gradiometer with an overall baseline of 125 mm
and a diameter of 45 mm. Since a longitudinal gradient is
applied for frequency encoding, this configuration and a very
low-noise current source with 470 pAHz−1/2 driving the GF coil
(active during data acquisition) are necessary to reduce noise
contributions to a negligible level. A transverse gradient can be
used to relax these requirements. The gradiometer dimensions
also maximize the SNR with respect to the sustained neuronal
source, which was estimated to have a distance of about 50 mm
(source-scalp distance 35 mm, see below) to the lower pick-up
coil of the gradiometer [30]. When the single-channel SQUID
system is operated within the 3D ULF-MRI setup in imaging
mode, i.e., with B0 and GF coils powered, the total field noise
(referred to the bottom pick-up loop) is about 380 aT Hz−1/2 for
frequencies above 1 kHz and does not increase after application
of the polarizing pulse (see Figure 1B).

TABLE 1 | Coil parameters of the PTB ULF-MRI system.

Coil B/I or G/I

B0 (x), µT/A 48

Bπ/2 (y), µT/A 4.8

BP (x), mT/A 1.0

GF (dBx/dx), µT/(Am) 242

GPh (dBx/dy), µT/(Am) 65.8

GPh (dBx/dz), µT/(Am) 61.4

B/I and G/I denote the field-to-current and gradient-to-current ratio, respectively.

FIGURE 2 | (A) MEG field trace of sustained activity after five electrostimuli of the median nerve (red lines) and the field map averaged from 0.5 to 1.0 s (inset),

adapted with permission from Körber et al. [18]. The waveform of variable length (dependent on dcNCI parameters) starts at 0.55 s, as indicated by the black line. (B)

Head phantom positioned below the dewar with the integrated single current dipole within a conducting solution. (C) Single current dipole. (D) 5 × 5 dipole grid

simulating an extended source. (E) Extended source phantom showing the array of holes facilitating the flow of return currents to avoid cross currents.

2.2. Current Dipole Phantoms
Current dipole phantoms mimic the underlying focal neuronal
activity, which is a sustained, monophasic response following
electrostimulation of the median nerve. Its characterization was
carried out in previous MEG studies, as shown in Figure 2A [18].
The activity is located at a depth of about 35 mm to the scalp
surface within the somatosensory cortex SII with a maximum
ECDmax of about 50 nAm. A time-stable dipolar field indicates
a focal activity which decays over about 1 s after stimulation. The
derived waveform of variable length, depending on the dcNCI
parameters, starts after the last stimulus which excludes artifacts
in a potential in vivo experiment.

In Figure 2B, the phantom positioned below the ULF-MRI
SQUID system is shown with the dipole at a depth of 35 mm
corresponding to the depth of the physiological model. The NCI
phantom with an 80 mm diameter is filled with a CuSO4 and
NaCl solution featuring the conductivity σSol = 0.325 S/m
and the ULF-MR parameters of brain tissue with T1 = T2 =

100ms [31]. A gap of 10mmbetween the phantom and the dewar
simulates the skull which has a negligible MR signal.

The scalable current dipole concept is based on commercially
available printed-circuit-boards (PCBs), allowing a precise
fabrication of various arrangements and numbers of current
dipoles. The electrodes aremade from insulated Pt wire (diameter
125 µm) with a total length of 9.5 mm. At both wire-ends 1 mm
of the insulation is removed. Two phantoms were fabricated: a
single current dipole consisting of two electrodes pointing apart,
as shown in Figure 2C, and a dipole grid with 5 × 5 current
dipoles arranged in a square lattice with a dipole spacing of 2mm,
as shown in Figures 2D,E. If the grid dipoles were mounted on a
solid, continuous plate, a slightly higher current would flow in
the outside electrodes, since the shorter return path through the
conducting medium leads to a lower resistance. Therefore, the
mounting plate of the grid was assembled with holes to minimize
this effect. Simulations described below also confirmed that this
suppresses cross currents between electrodes on each side of the
grid. The minute additional potential drop from the base to the
tip of the electrode due to the current is practically identical for
all individual electrodes.
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Currents of up to 80 µA were applied using a home-built,
battery-powered, voltage-controlled current source enabling a
faithful reproduction of arbitrary waveforms. The phantoms
were calibrated by measuring the external magnetic field map
for a known drive current with 97 sensors of the 304-channel
SQUID system of PTB [32]. Those were close to the phantom
and more distant sensors were not used, since they would
contain mostly noise and hence negligible signal information.
Performing an equivalent current dipole reconstruction allowed
the determination of the effective dipole length.

2.3. 3D Ultra-Low-Field MRI
Pulse-Sequence
The 3D ULF-MRI sequence was a gradient echo sequence and
is displayed in Figure 3. The polarizing field BP of 17 mT,

applied for 500 ms (tP) including a 150 ms ramp, is turned
off adiabatically over 15 ms (tOff) until it is aligned with the
permanent detection field B0 of 38.6 µT. A π /2-pulse of length
2.43 ms (tRF) initiates the precession of the magnetization M.
Then, one frequency encoding gradient GF (dBx/dx) and two
phase encoding gradientsGPh (dBx/dy),GPh (dBx/dz) are applied
for the spatial encoding of the three dimensions (k-space filling).
For anatomical imaging, tPh should be as short as possible to
minimize signal loss due to relaxation. A tPh of 30 ms was

used, as in our previous in vivo imaging [27]. Detecting up to
four consecutive echoes leads to an overall measurement time
of about 800 ms, including the polarization period. A pause of
2 s between the individual measurements avoids overheating of
the uncooled polarizing coil. Table 2 summarizes the imaging
parameters.

FIGURE 3 | Schematic 3D ULF-MRI sequence. After adiabatic turn-off of BP and a subsequent π/2-pulse, phase encoding gradients GPh and a frequency encoding

gradient GF are utilized and echoes are generated by reversing GF. The dipole field BDip is applied permanently during the entire encoding period. Exemplary echoes

are shown for phase times tPh and t′Ph = 2tPh (gray color). In the latter, the gradient strengths are halved giving the same k-space coverage. Time periods t are

differently scaled.
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TABLE 2 | Imaging parameters for a phase time tPh = 30 ms and sampling

frequency of 20 kHz resulting in isotropic voxel sizes.

Voxel size Phase steps FOVy,z GF GPh,max

(mm) Ny ×Nz (cm) (µT/m) (µT/m)

5 20× 20 10 78.2 74.7

10 20× 20 20 39.1 37.2

15 10× 10 15 26.1 23.5

20 10× 10 20 19.6 17.6

25 10× 10 25 15.6 14.1

All voxel sizes were used for the simulation and 25 mm for the experimental study. FOVy,z

denotes the field-of-view in the y or z-direction, respectively.

In order to guarantee maximum phase accumulation, and
therefore the largest detectable signal, the dipoles are oriented
perpendicularly to B0. In this way, BDip are parallel and anti-
parallel to B0 just above and below the dipole, respectively. The
applied dipole field, as shown in Figure 3, was derived from the
measured temporal amplitude profile of a somatosensory evoked
long-lasting activity. BDip affects the precession during the spatial
encoding and the readout of the echo signal causing phase
and frequency shifts. The expectedly small frequency changes
in the millihertz range [33] are visualized using a difference
image technique. During one measurement the dipole field BDip

is active (on). A second measurement serves as a reference in
which the dipole is not driven and BDip = 0 (off). Subtracting
the two data sets (on−off) in the time domain reveals the
affected 1H-spins in the difference image. An additional reference
measurement (off′) allows screening for artifacts by calculating
a difference image (off−off′) which should not show a residual
above the noise level.

The measurement of the very small BDip of several hundred
pT imposes high demands on the 3D ULF-MRI setup, requiring
a high SNR, as well as a high stability of the applied magnetic
fields. In order to reduce the influence of magnetic field drifts
due to current drifts in the detection field coil or changes of
the background field within the magnetically shielded room, we
alternate the order of the measurements with and without the
applied dipole field. Nevertheless, low-frequency drifts mainly
from the current source driving the detection coil lead to
measured equivalent frequency shifts of up to ±27 mHz for
successive measurements. This causes artifacts in the difference
image, masking the influence of the dipole field. To correct for
these, the current through the detection coil was simultaneously
measured by acquiring the voltage across a precise sense resistor,
RS =1�, for subsequent phase correction. At a Larmor frequency
of 1,645 Hz the maximum frequency shifts correspond to ∼16
ppm (parts per million), which translate to a current change of
13µA in the detection coil or 13µV over the sense resistor. After
a ground isolation stage, this voltage is acquired with a 24-bit
digitizer. The noise of 65 nVHz−1/2 is dominated by the isolation
stage andwould result in 5.8µVrms given the 8 kHzmeasurement
bandwidth. Therefore, digital low-pass filtering with fc = 50 Hz
is applied to allow sub-µV resolution.

The number of measurements per setting, i.e., dipole on or
dipole off, was 400 so that for voxel sizes of 15, 20, and 25

mm averaging could be implemented to increase sensitivity.
The overall measurement time amounted to ∼40 min (on
and off) and to ∼60 min if the additional reference off′ was
taken, respectively.

2.4. Data Post-Processing
The magnetic flux changes during the data acquisition tDet
result from the induced echo signal Mz(t) (see Figure 3), as
well as interfering field changes of various sources. Starting the
data analysis, we apply first a fitting routine and subtract low-
frequency transients. These result from transient responses of
the shielded room, background field changes or small vibrational
movements of the sensor system within the gradient field. A
truncation to remove filter artifacts leads to a ∼10% larger voxel
size in the x-direction.

The Hilbert-Transformation is applied to the real-valued
measured data to derive the analytical signal sa(tn), with tn
denoting a discrete step of time t. This is then demodulated using
two synthetic waveforms c1 and c2(tn) according to:

s(tn) = sa(tn) · c1 · c2(tn) (1)

c1 = exp (−i1φ0) = exp

(

−i2π
tPh

N

N
∑

k=1

1fL(tk)

)

(2)

c2(t) = exp
(

−i1φ(t)
)

= exp

(

−i2π

∫ t

tPh

1fL(τ )dτ

)

(3)

c2(tn) ≈ exp

(

−i2π
tn − tPh

2n

n−1
∑

k=1

(

1fL(tk)+ 1fL(tk+1)
)

)

, (4)

where c1 adjusts the initial phase, accumulated during the phase
encoding period tPh, and, c2(tn) takes time varying phase changes
during data acquisition into account, and, fL is the Larmor
frequency. A further phase correction is applied, in order to
adjust the boundary between two slices to the position of the
current dipole in the phantom, thus avoiding signal loss due
to signal cancellation within one voxel reducing the difference
signal amplitude.

Subsequently, performing the 3D Fourier transform of the
time-domain difference signal 1s = son − soff and calculating
its amplitude image 1S, the highest possible CNR and reduced
influence of the detection field instabilities can be achieved. For
further analysis, the voxel with the largest amplitude 1Smax is
identified and the maximum CNR calculated according to:

CNR =
1Smax

SD
. (5)

Here, the image noise is given by the standard deviation SD
of the complex Gaussian noise N (0, SD2) . It is obtained using
SD = 〈1SN〉 /

√

(π/2) where 〈1SN〉 is the mean of the Rayleigh
distributed amplitude noise of the difference image 1S. For the
simulations, 〈1SN〉 can be evaluated using the entire (off−off′)
images. For the experiments, it is evaluated over the central

Frontiers in Physics | www.frontiersin.org 5 April 2021 | Volume 9 | Article 64737611

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Höfner et al. Feasibility of dcNCI Using ULF MRI

x-region of the difference images to take effects of residual
artifacts into account (see Appendix for details).

2.5. Computational Models of the
Phantoms
The magnetic field internal and external to the phantom
is generated by the sum of the primary current in the
dipole electrodes and the return volume currents within the
solution. It was calculated using commercial software (COMSOL
Multiphysics) in the quasi-static regime after the geometry of
the phantom and the electric sources were carefully digitized.
In the quasi-static approximation, the electric field E satisfies
∇ × B = 0 both inside and outside the phantom volume and
one can use the electrostatic potential V leading to the Laplace
equation 1V = 0. Since the currents can only flow parallel
to surfaces other than the electrodes, the boundary condition
for the inner phantom surface, including the PCB mounting, is
E⊥ = 0. For the calculation, the potential was set to +V on
one electrode base and to 0 on the counter electrode base. As
σPt = 9.43 × 106 S/m ≫ σSol, E is essentially perpendicular to
the uninsulated Pt conductor surface.

The volume current density J was obtained by solving J =

σE and used to determine the magnetic flux density B per unit
current using ∇ × B/µ0 = J. The magnetic field inside the
phantom mimics the neuromagnetic field in the proximity of the
source. After normalization by unit current and multiplication
by the shape of the long-lasting MEG-derived activity, it served
as the input to the Bloch equation solver to investigate the impact
of the source parameters on the dcNCI signal.

The magnetic field outside the phantom was calculated at all
the coordinates of the 304 channel SQUID system of PTB [32]
for comparison with experimental measurements and calibration
purposes. In the model, the phantom was placed with its center
70 mm below the bottom of the sensor array. The simulated data
allowed the estimation of the ECD of the phantoms which was
compared to the ECD of the built phantoms, as estimated from
direct measurements.

2.6. Analytical MR Solver for 3D dcNCI
AMatlab-based (The MathWorks, Inc.) NMR solver was created
to execute virtual NCI, ULF-NMR, and MRI experiments.
For arbitrary time varying fields B(t), the solution of the
Bloch equation can usually only be obtained by numerical
methods. However, if the spatial direction of the total magnetic
field B experienced by the sample is constant, the problem
simplifies immensely and one can determine the evolution
of the magnetization for any time dependent field using an
analytical expression.

Since the dipole phantoms are central in the MRI coil
system, we assume ideal MRI fields solely along the x-
direction and neglect concomitant gradients. In this case, the
instantaneous Larmor frequency, determined by Bx(r, t), can
be evaluated directly provided accumulative phase adjustment
is taken into account. With t0 = 0 and M0 assumed to be
constant throughout the volume due to the homogeneous BP, the
precession of the complex magnetization M(r, tn) = My(r, tn) +

iMz(r, tn) of a volume element dV and a given time step tn is
calculated as:

M(r, tn) = M0 exp

(

iγBx(r, tn−1)tn − iγ

n
∑

k=2

(

Bx(r, tk−1)

−Bx(r, tk−2)
)

tk−1

)

exp(−tn/T2), (6)

where γ is the gyromagnetic ratio of the proton. In case of
the dipole field BDip(r, t), only the x-component parallel to
the much larger imaging fields is considered. The solver was
verified against a numerical solution of the Bloch equation and
found to be in very good agreement with differences below the
parts-per-million level.

For the phantom volume, anisotropic discretization was
implemented with a minimum spacing of 0.1 mm close to the
dipoles. The time-domain signal s(tn) of the SQUID output is
then computed according to:

s(tn) =

∫

C(r)⊺M(r, tn) dV , (7)

where the coupling field of the sensor C(r) was obtained using
the principle of reciprocity. A validation via an NMR experiment
with an 80mmdiameter spherical sample of distilled water found
excellent agreement both in the amplitude and the shape of the
free induction decay (FID), but also small frequency changes
in the measured data, as shown in Figure 4. By evaluating the
phase difference 1φ between the simulated and measured FID
(seeAppendix), we determined the corresponding field drift1Bx
within the first 50 ms to ∼15 nT and identify transient fields
following the fast turn-off of the x-directional BP of 17 mT as the

FIGURE 4 | Comparison of simulated and measured FID signals for dephasing

in the static field B0 = 38.6 µT and the gradient dBx/dx = 2.4 µT/m. The

insets show close ups from 0 to 1 ms and from 150 to 151 ms, respectively,

and reveal a small field drift of ∼15 nT in the measured FID compared to the

simulation which assumes a constant Bx (r).
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likely origin. However, we found that this transient response and
additional frequency shifts are very reproducible and removed by
the subtraction method described in section 2.4.

Phantom dcNCI experiments were then simulated for dipole
depths of 15 and 35 mm representing a shallow and a deep
cortical source, respectively. The voxel sizes were isotropic
ranging from 5 to 25 mm.

3. RESULTS

3.1. Simulated Magnetic Field Distributions
We first present the results of the FEM calculations of the internal
and external fields. In Figure 5, the magnetic field generated by
the single dipole and the dipole grid within the phantom are
shown for an applied current of 5 µA. Compared to the single
dipole, the maximum field per unit current produced by the
extended dipole is significantly smaller due to cancellation effects
within the array. The simulations also show that cross currents
in the grid phantom are effectively suppressed by the holes in the
mounting plate facilitating the current flow across the grid.

3.2. Calibration of Physical Phantoms
The calibration of the phantoms was carried out using the
simulated and measured field distributions Bz/I outside the
phantoms, as illustrated in Figure 6. The field generated by
the extended dipole per unit current is 5% larger compared to
the single dipole. The ECD reconstruction assumes a point-like
dipole within a homogeneous conducting sphere. In case of the
simulated data, the center of the sphere was set to−70 mm (with
respect to the bottom of the sensor array) and the position of
the dipole to 15 mm above it, as given by the geometry of the
computational models.

For the measured maps, five fitting parameters were used: the
coordinates of the sphere center relative to the bottom plane
of the sensor array and the ECD components in x- and y-
direction (zero z-component was imposed, as the alignment was
defined by the phantom geometry). The estimated uncertainty of
the ECD’s vertical position of 0.5 mm was taken into account
by performing source reconstructions for fixed distances in the

range of (15 ± 0.5) mm. The resulting effective dipole lengths
(ECD normalized by applied current) are shown in Table 3. The
uncertainties are derived from the standard deviation of the fit
parameters combined with the uncertainty of the dipole distance
to the sphere center, as shown in Figure 6F.

The simulated effective lengths of the dipoles were found to
be about 10% smaller than the physical dimension of the dipole
electrodes. This is in line with expectations, as the current in
the electrodes flows into the solution as soon as it reaches the
uninsulated element of the Pt wire. Also, the effective length of
the extended dipole is slightly larger than the single dipole both in
the simulation and the measurement. The disagreement of about
30% compared to the actual values arises from an insufficient
electric insulation of the current feeds on the PCB immersed in
the aqueous solution. Due to this shunting, some of the current
does not flow over the electrodes resulting in a reduced effective
length of the physical dipoles.

3.3. Simulations and Experiments of 3D
dcNCI
We next present the results of the simulated noise-free dcNCI
experiments considering 35 mm deep dipoles. In Figure 7A, the
amplitude image together with the difference images are shown
for the single dipole and the dipole grid for an ECDmax of 41
and 43 nAm, respectively. Also shown are experiments for a
voxel size of 25 mm in Figure 7B, which were obtained for a
dipole current of 80 µA corresponding to an ECDmax of 418 and
497 nAm for the single dipole and the dipole grid, respectively.
The images have been phase adjusted to obtain the maximum
difference signal 1Smax. While the original location of the single
dipole and the dipole grid center was z = 0 for all voxel sizes,
this adjustment shifts the dipole positions toward the voxel edge
along+z. In this way, signal loss due to cancellation effects within
one voxel is minimized.

The maximum amplitude of the difference image 1Smax is
about 1,000 times smaller than the maximum amplitude image
itself in agreement with previous NMR phantom studies [18].
As expected from the simulations of the phantom’s internal
field, 1Smax of the single dipole is about a factor of 1.7 larger

FIGURE 5 | FEM simulation of the internal Bx field maps obtained for an applied current of 5 µA for (A) the single dipole and (B) the 5 × 5 dipole grid. The electrodes

are parallel to the y-direction with the single dipole and the center of the dipole grid 15 mm above the spherical phantom center.
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FIGURE 6 | Comparison of simulated and averaged measured field maps obtained for the bottom sensor array of the 304-channel system. (A) Simulation single

dipole. (B) Simulation 5 × 5 dipole grid. (C) Simulation single dipole − 5 × 5 dipole grid. (D) Measurement single dipole. (E) Measurement 5 × 5 dipole grid. (F) Fitted

effective length of each dipole source for different distances ECD—sphere center. Circles denote the coordinates of the z-sensors. For the simulated data, all

304 channels were used for the reconstruction. For the measured data, 97 channels were deployed and complete coverage of the bottom z-plane was not possible,

as some were malfunctioning.

TABLE 3 | Simulated and measured effective dipole lengths of the two phantoms.

Phantom Effective length simulated Effective length measured

(mm) (mm)

Single dipole 8.25 5.22 ± 0.30

5 × 5 dipole grid 8.70 5.87 ± 0.34

The physical length of an individual current dipole is 9.5 mmwith 1 mm insulation removed

at each electrode.

compared to the dipole grid for the 5 mm voxel size. The effect
is most pronounced around the dipole where BDip is largest
and the difference image appears smoother and more extended
for the dipole grid. This effect disappears for voxel sizes larger
than 10 mm and very similar 1Smax are determined. Clearly,
larger voxel sizes cannot reflect the detailed structure of the
internal fields between the single dipole and the dipole grid. The
phantom experiments for 25mm voxel size reasonably reproduce
the simulations with a twice as large expected 1Smax for the
single dipole. Good agreement is found for the dipole grid in
this particular measurement. However, also visible are residual
artifacts that could not be removed by the post-processing
procedure (see Appendix for details).

The dependency of 1Smax on the voxel size for dipole depths
of 15 and 35 mm, as determined by the simulations, is displayed
in Figure 8A. 1Smax decreases with larger depth according to

the sensitivity profile of the sensor system. In addition, 1Smax

increases linearly with voxel size up to about 15 mm and then
levels off, which is particularly clear for the 35 mm deep dipoles.
Also included is the image noise which reflects the sensitivity of
the MRI setup for the image sequence using a phase encoding
time of 30 ms. Figure 8A suggests that a 15 mm deep dipole with
a maximum strength of 50 nAm could be theoretically detected
by the low-noise MRI setup using the defined imaging sequence
for voxel sizes >20 mm. In contrast, a 35 mm deep dipole would
be unresolvable even for the largest voxel sizes, and we note
that there is no significant difference between the single and the
extended dipole source. Only for voxel sizes comparable to the
physical dimensions of the dipolar source does the single dipole
show a larger 1Smax compared to the dipole grid, as already
mentioned before.

Figure 8B shows the dependence of 1Smax on the applied
ECDmax for dipoles at a fixed depth of 35 mm and
a voxel size of 25 mm. The simulations predict, that
the amplitude of the difference signal decreases linearly
with a decreasing current dipole strength in line with
previous NMR phantom studies [18]. For the experimental
data, 1Smax and the SD are factor of ∼2 larger than
predicted by the simulations. We attribute both effects to the
aforementioned residual artifacts and discuss this in more detail
later.

The results of the simulations and measurements
indicate that a 35 mm deep dipole with an ECDmax
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FIGURE 7 | (A) Noise-free dcNCI simulations with voxel size of 5 mm (top), 10 mm (middle), and 25 mm (bottom) for 35 mm deep dipoles. Images were phase

adjusted to obtain maximum 1Smax which increases with voxel size; only for 5 mm is there a significant difference between the single dipole and the dipole grid. (B)

Phantom experiments with nearly isotropic voxel size of 25 mm (1x ≈ 28 mm) and ∼10× stronger ECDmax to enable clear identification of dipole activity in the

presence of noise and artifacts. In all cases, amplitude images of the phantoms are shown on the left, difference amplitude images of the single dipole in the middle

and of the dipole grid on the right. The cross and square denote the position of the single dipole and the dipole grid, respectively.

of about 150 nAm could be resolved using voxel sizes
not smaller than 25 mm. Therefore, the detection of a
realistic current dipole strength of 50 nAm requires an
improvement of the experimental sensitivity by at least a factor
of 3.

3.4. Optimization of 3D dcNCI Sequence
In order to identify optimal dcNCI sequence parameters for
maximum CNR, multiple images were simulated varying the
phase time tPh from 15 to 100 ms corresponding to echo times tE
of 30 to 200 ms for the 1st echo. The gradients GF and GPh,max
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FIGURE 8 | (A) Noise-free simulation of dcNCI showing 1Smax in dependence of voxel size for the single dipole and the dipole grid with an ECDmax of 50 nAm and

different depths. (B) Comparison between simulated and measured 1Smax vs. ECDmax.

FIGURE 9 | (A) Dependency of 1Smax/ECDmax and (B) CNR/ECDmax for varying echo times tE and a voxel size of 25 mm. Open markers represent noise-free

simulations and filled markers phantom experiments using 80 µA. Results are grouped according to echo number and an example for data belonging to tPh = 15 ms

are connected by the dashed black line in (B).

were adjusted accordingly to obtain a voxel size of 25 mm, as
illustrated in Figure 3, while the number of phase encoding steps
was fixed with Ny = Nz = 10 retaining the FOVy,z of 25 cm.
Since the sampling frequency was kept constant and tDet depends
on tPh, the FOVx varied, but was in the meter-range in all cases.

An optimum sequence is expected, as two competing
mechanisms occur. A longer tE allows BDip to cause larger
frequency shifts, but, on the other hand, spin relaxation leads
to a signal decrease. As BDip is not constant and derived from
an actual MEG measurement, comprehensive simulations are
required to determine an optimal tPh. For comparison, the
optimization was also carried out for a true DC activity, which
may be elicited for instance by auditory stimulation [34]. We
reiterate that this is in contrast to conventional imaging where tPh
should be as short as possible to obtainmaximum image SNR.We

also limit this optimization to an inverted frequency encoding
gradient GF during echo formation so that tDet = 2tPh as this
is implemented in our hardware. Application of a different GF

during this period would allow one to vary tDet independently
from tPh.

In Figure 9, the dependencies of 1Smax and the CNR, both
normalized by ECDmax, on the echo time tE are illustrated. The
normalization allows the comparison of the predictions between
the realistic sustained MEG activity and a constant DC signal.
Since four echoes were simulated for each phase time, different
tPh result on occasion in an identical tE for different echoes. As
shown in Figure 3, for example, the 2nd echo of a sequence with
tPh is formed at the same time as the 1st echo when t′

Ph
= 2tPh

resulting in equal echo peak amplitudes. Hence, the values for
1Smax collapse for separate echoes provided the echo times are
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the same. The DC signal results in a larger normalized1Smax and
the maximum values are observed for an echo time of ∼90 and
120 ms for the MEG and the DC signal, respectively.

The experimental results were obtained with a dipole current
of 80 µA. Again, they show values for 1Smax/ECDmax about
a factor of 2 larger than the predictions; however, they also
clearly demonstrate the maximum at tE ∼ 100 ms in line with
the simulations.

The CNR, on the other hand, shows an optimum at tE ∼

150 ms both for the sustained MEG and the constant DC signal,
respectively (see Figure 9B). In explaining this result, we refer
again also to Figure 3. In our sequence we always have tDet =

2tPh and for a given echo, an increase in tPh, and correspondingly
tE, leads to a longer acquisition time tDet. For the 1st echo, for
instance, this gives tDet = tE. Since the sampling frequency is
kept constant, the noise is then distributed over more frequency

bins resulting in N ∝ t
−1/2
E . Beyond tE resulting in maximum

1Smax, the image noise decreases more strongly compared to
1Smax pushing the optimum for CNR to longer echo times. The
maxima are rather broad and, as1Smax/ECDmax is smaller for the
MEG-derived signal, its CNR is correspondingly decreased. The
maximum CNR for each echo occurs at the same echo time but
decreases for consecutive echoes as tDet gets successively shorter
and consequently the noise larger, as discussed above. This is not
shown for the true DC signal which exhibits the same behavior.
For large tE, spin relaxation dominates causing 1Smax and CNR
to approach zero eventually.

The enhancement in CNR compared to the experimental
setup when using a tE of 60 ms is a factor of 1.5 for the MEG
signal improving the detection limit from ∼150 to 100 nAm. A
true DC activation in comparison to the MEG-derived activity
results in an even better improvement of 1.85 provided it has the
same ECDmax. The phantom experiments confirm this picture
and, within the accuracy of the measurement, the maximum
in CNR at tE ∼ 150 ms is also observed. It is worth pointing
out that increasing tE from 60 to 150 ms has only a secondary
effect on the total measurement time, since this is dominated
by the polarizing time tP, in particular if only the 1st echo
is acquired.

4. DISCUSSION

4.1. Experimental Validation
A comparison between simulated and measured 3D dcNCI
phantom experiments show an approximately 2-fold larger
1Smax for the experimental case. In the simulation model,
we used independently determined quantities, e.g., SQUID
conversion factor, and the actual geometry of the phantomwithin
idealized MRI fields without any freely adjustable parameter. The
very good agreement in the validation measurement of the solver
(see Figure 4) confirms the accuracy of the computational model.
However, with this in mind, the generally larger effect in the
3D dcNCI phantom experiments deserves a closer inspection. It
is possibly related to the increased uncertainty due to residual
artifacts, which—as pointed out in the Appendix—are likely due
to field drifts of environmental origin within the moderately
shielded MSR that are undetectable by the sensing circuit. This

might introduce a bias toward an overestimation of 1Smax.
Clearly, the residual artifacts after subtraction represent an
experimental issue and a more strongly shielded environment
may provide a possible solution. As a further comment, we
consider an erroneous determination of the ECDmax of the
phantoms unlikely, since the observed shunting during the
calibration proved to be stable in time. Further studies are
required to determine the origin of the larger experimental
1Smax. Nevertheless, we consider the agreement adequate and
the results of the simulations form the basis for further
discussions below.

4.2. Theoretical Sensitivity Limits of 3D
dcNCI
As we have shown, the theoretical CNR of 3D dcNCI using voxel
sizes in the cm-range and an optimized sequence applied to our
low-noise ULF-MRI setup is only slightly larger than unity. In
addition, compared to the phantoms, the water content of brain
tissue is lower and heterogeneous ranging from 70.6% for white
matter, 84.3% for gray matter and 97.5% for cerebrospinal fluid
(CSF) [35]. Partial volume effects may then be present as large
voxel sizes are likely to include multiple tissues. Consequently,
one can expect a reduction in CNR in an in vivo experiment
which depends on the size and the location of each voxel and
for the present discussion, we assume a worst case value of
70.6%. However, improvements are possible on the instrumental
side. We performed the study for a moderate BP of 17 mT, the
maximum achievable field of our setup. Amuch larger BP of up to
150 mT has been demonstrated in in vivo imaging of the human
brain [3] corresponding to an increase inM0 and consequently in
1Smax of a factor 9.

With respect to the noise performance, the application of a
large BP has been shown to lead to an excess low-frequency
noise due to flux trapping in the superconducting pick-up
coil [36]. However, it may be avoided by operation at a
sufficiently large Larmor frequency [37], a suitable BP ramp
down [38] or rapid thermal cycling of the pick-up coil [39].
Consequently, the noise performance is ultimately limited by
Johnson noise of the human body which was recently measured
at 55 aTHz−1/2 [40]. Improvements in SQUID performance,
e.g., by use of sub-micron-sized Josephson junctions, lead us
then to the conclusion that a noise level of about 100 aTHz−1/2,
although being quite challenging, is nevertheless feasible [41, 42].
Of course, this discussion requires instrumental factors, such as
noise generated by the field and gradient supplies to be negligible,
as should be the case for our ULF-MRI setup. In addition, the
occurrence of artifacts will have to be addressed. The projected
CNR for the MEG-derived sustained activity with ECDmax =

50 nAm and all these factors taken into account is shown in
Figure 10.

An overall improvement of ∼35 in CNR for the optimized
dcNCI setup appears possible. With CNR∼ 10, a 15 mm deep,
shallow focal cortical source should be well resolvable with a
voxel size of ∼5 mm. For deeper sources, such as the exemplary
somatosensory evoked sustained activity, the voxel size for
CNR ∼ 10 is about 10 mm. Voxel sizes in the range of 5 mm
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FIGURE 10 | Projected CNR for optimized dcNCI of the MEG-derived

sustained activity with an ECDmax of 50 nAm taking tE = 150 ms (1st echo),

BP = 150 mT, and S
1/2
B = 100 aTHz−1/2. Signal reduction by 0.706 due to

reduced spin density was taken into account.

result again in CNR close to unity and represent in our opinion
the theoretical limit of 3D dcNCI.

4.3. Toward in vivo 3D dcNCI
The development of a validated computational framework,
able to execute virtual dcNCI experiments, was motivated by
multiple needs. The identification of the required technological
improvements of ULF-MR hardware and the identification
of optimized dcNCI sequence parameters being the most
prominent. In particular, a sound knowledge of the impact of
the neuronal source spatial distribution, timing and orientation
on the MR signals permits the identification of optimal strategies
for detection. Hardware measures, such as increase of BP and the
reduction of system noise, are rather obvious means to improve
the CNR for the realization of dcNCI.

In assessing the relevance of the experimental and
computational phantom study for in vivo dcNCI, several
issues are worth discussing. dcNCI using ULF MRI, as presented
here, is limited to evoked and sustained, ideally monophasic,
neuronal activities. In addition, the emphasis is on focal
activation which can be approximated, at least from an MEG
point of view, by a dipolar source and parameterized by an ECD.
In this case, the simulation studies show that for voxel sizes
larger than 10 mm there is no significant difference between the
single dipole and the extended dipole grid in sensitivity even
though the internal fields are markedly different. This suggests,
that the detailed spatial structure of the neuronal field in an in
vivo experiment cannot be resolved by 3D dcNCI for voxel sizes
larger than 10 mm and voxels in the low mm-range are needed
to possibly achieve this.

The dependence on sustained activities of dcNCI has also
bearing on the temporal resolution which is of the order of the
echo time tE, the time during which the long-lasting activity is
present. For the somatosensory evoked and a true DC activation,
this amounts to 120 ms for the optimized sequence which is

significantly longer than in MEG but superior to fMRI. Note that
this comparison relates to the time needed to acquire one line
in k-space and not the entire image, which is much longer. This
emphasizes again the limitation to evoked activities that can be
elicited reliably. By reducing tE, an improvement of the temporal
resolution at the expense of CNR is possible.

A further point which deserves attention is the requirement
of parallel alignment between BDip and B0 in order to result in a
maximum CNR. However, this condition is less restrictive than
it might first appear. As long as B0 ≫ BDip, which is certainly
fulfilled even for dcNCI using ULF MRI, the component of BDip

parallel to B0 is of significance. As this scales as cosφ, where φ is
the angle between B0 and BDip, even a substantial misalignment
by φ = 30◦, for example, results in a reduction of the CNR by
only ∼13%. As a corollary we note that a radial dipole, although
silent in MEG, will show the full effect in dcNCI as long as the
dipole is perpendicular B0.

Finally, the above estimation of the sensitivity limit was
based on the assumption of a homogeneous distribution of
white-matter-like tissue within the MRI voxel. However, as
already mentioned, single voxel signals are expected to be largely
influenced by partial volume effects due to the presence of
multiple tissues with different proton densities and relaxation
times, such as white matter, CSF, bone, dura, and blood
vessels. This and many other concomitant factors, related to
the complex anatomical and neuroelectric complexity of the
human head, have not been investigated in this work. This
could be done replacing simplified phantom models with
high-resolution anatomical human head models, such as the
ones of the Virtual Population (IT’IS Foundation, Zurich,
Switzerland) [43] or the MIDA head model [44], combined with
realistic electrophysiological models of neuronal networks.

5. CONCLUSION

In conclusion, we illustrated the elements of a validated
computational framework allowing virtual experiments with the
aim to assess the feasibility of 3D dcNCI. The simulations
provide a controllable basis which allows the evaluation for a
best-case scenario. To this end, we considered idealized MRI
fields and magnetic field distributions generated by current
dipole phantoms mimicking neuronal activities. The source
models consisted of a single dipole and an extended dipole grid
with well-defined phantom geometry enabling accurate FEM
simulations of the internal and the external fields. The latter
were validated with MEG-type measurements, which served as
a calibration of the fabricated phantoms. An MR solver based on
an analytical solution to the Bloch equation was developed and
used to simulate the dcNCI experiment based on our low-noise
3D ULF-MRI setup. The framework was verified via phantom
experiments and allowed the assessment of the detection limit.
This experimental part was equally important, since it highlights
the technical challenges which need to be addressed.

We found that with our current technology and an optimized
dcNCI sequence minimal voxel sizes of 20 mm are required
to detect a 35 mm dipole deep dipole with an ECD of about
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100 nAm, which is a factor of 2 larger than the physiological
value. In addition, we used this tool to project a possible 35-
fold increase in CNR due to hardware improvements. The
framework should be combined with field simulations of a
realistic neuronal network embedded inside a cortical structure.
This is highly desirable, as it would ultimately allow the
optimization of in vivo dcNCI based on ULFMRI which remains
a formidable challenge.
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Dipole-Fed Rectangular Dielectric
Resonator Antennas for Magnetic
Resonance Imaging at 7T: The Impact
of Quasi-Transverse Electric Modes
on Transmit Field Distribution
Daniel Wenz1,2* and Rolf Gruetter3

1CIBM Center for Biomedical Imaging, Lausanne, Switzerland, 2Animal Imaging and Technology, Ecole Polytechnique Federale
de Lausanne (EPFL), Lausanne, Switzerland, 3Laboratory of Functional and Metabolic Imaging (LIFMET), Ecole Polytechnique
Federale de Lausanne (EPFL), Lausanne, Switzerland

Shortened dipole antennas based on rectangular dielectric blocks play an important role in
ultrahigh field magnetic resonance imaging (UHF-MRI) radio frequency (RF) coil design.
However, the generally assumed direct contact with the subject is difficult to maintain in
typical in vivo settings. We have previously observed that certain dielectrically shortened
dipole antennas can produce a substantially altered transmit field distribution with a very
low transmit efficiency when the block and the sample are physically separated. Therefore,
the aim of this study was to determine a) why certain designs of dielectrically shortened
dipole antennas can produce an inefficient transmit field when the block and the sample
are physically separated and b) how this depends on key parameters such as rectangular
block geometry, dielectric constant, loading geometry, and RF feeding. In this work, two
main types of quasi-transverse dielectric modes were found in different rectangular block
geometries and interpreted as TEz

11δ (MR efficient) and TEy
1δδ (MR inefficient), and their

impact on in vivoMRI experiments involving the human head, calf, and wrist was explored.
This study shows, for the first time, why certain antennas preserve their transmit field
efficiency despite physical separation from the sample. We conclude that the proposed
approach has the potential to provide new insights into dipole antenna design for
UHF-MRI.

Keywords: dielectric resonator antenna, dipole antenna, dielectric mode, radio frequency coil, ultrahigh field
magnetic resonance imaging, 7 Tesla

1 INTRODUCTION

Ultrahigh field magnetic resonance imaging (UHF-MRI) in humans (magnetic field strength
B0 S 7 T) can be challenging due to the short wavelength (about 12 cm) and increased radio
frequency (RF) power deposition in the tissue [1]. Multichannel RF coil arrays, which are widely used
to address these issues, allow for transmit field (B1

+) shimming to optimize the B1
+ homogeneity,

thereby providing significant signal-to-noise ratio (SNR) gains and higher acceleration factors in
parallel MRI [2–5]. Such multichannel arrays are typically built with loop elements. However, in
recent years, it has been shown that dipole antennas can lead to significant B1

+ efficiency gains in
deeper anatomical regions [6–9], and they also support curl-free current patterns that are crucial to
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approach the ultimate intrinsic SNR in UHF-MRI [10].
Increasing the number of channels in dipole antenna arrays
requires modification to the single dipole antenna element
geometry because the length of dipole antennas in free space
(∼50 cm at 297.2 MHz) is not suitable for most in vivo MR
applications.

Since the wavelength is inversely proportional to the square
root of dielectric permittivity εr, one promising approach to
shorten dipole antennas is to use a high εr medium [6, 11–13].
Unfortunately, the dimensions of dielectric blocks used in
previous investigations were rather large, which made it
difficult to use them as building blocks in very large dipole
antenna arrays (e.g., 32, 64, or 128 elements). Most of the
studies followed what Raaijmakers et al. suggested in their
study [6], that is, the height should be at least ¼ of
wavelength λ. Later, Ipek et al. [14] found that the optimal
transmit field efficiency can be achieved for a block with
150 mm × 50 mm × 50 mm and εr between 90 and 110.
Recently, Eigentler et al. [15] developed a self-grounded
bowtie antenna, which was immersed in a small volume filled
with deuterium oxide (D2O), but they used quite a large water
bolus to ensure a direct contact with a cuboid phantom.

All these reports [6, 13–15] assumed there was a direct contact
between the dielectric block and the human body (or a phantom
with a flat surface). Yet, such a contact is rather difficult to achieve
for a solid, rectangular geometry, and it may not always be
feasible in clinical settings. The curvature of the human head,
for example, makes meeting this condition particularly difficult.
Therefore, it is reasonable to assume that the dielectric block and
various anatomical structures are physically separated. A detailed
study, dedicated to this particular, realistic scenario, has not been
conducted yet.

In a previous study, we observed that certain types of
dielectrically shortened dipole antennas produced an efficient
transmit field in the presence of a small air gap, while others did
not [16]. We hypothesized that different dielectric modes can be
induced within the rectangular block, thereby affecting the
antenna performance; if a rectangular dielectric block is
sufficiently large, dielectrically shortened dipole antennas can
be interpreted as dipole-fed rectangular dielectric resonator
antennas. Rectangular dielectric resonator antennas can be
characterized by quasi-transverse electric modes [17–20], and
UHF-MRI can be an excellent tool to visualize them if water is
used as the dielectric medium [21, 22].

Therefore, the aim of this study was to determine: a) why
certain dipole-fed dielectric resonator antennas preserve (and
others do not) the transmit field distribution and efficiency when
the block and the object are physically separated, b) which
parameters play a critical role in this context, and c) to what
extent different quasi-transverse electric modes can influence in
vivo human MRI at 7 T.

2 METHODS

Numerical electromagnetic field and specific absorption rate
(SAR) simulations were performed using the finite-difference

time-domain solver of Sim4Life (Sim4Life, Zurich, Switzerland).
Copper elements were modeled as perfect electrical conductors.
The excitation signal was of Gaussian type (center frequency �
297.2 MHz and bandwidth � 300 MHz). The grid was manually
adjusted for all the components in the simulation. For
conductors, dielectric blocks and ports, the smallest mesh cell
was 2 mm (1 mm when the effect of the block/phantom physical
separation was investigated; 0.2 mm for 0.5 mm gap for εr � 200),
while for the phantoms it was 4 mm. The RF shield in the magnet
and polymethylmethacrylate (PMMA) boxes were not included
in the simulations. Two types of phantoms were used in the
electromagnetic field simulations: a spherical one, which mimics
the human head (radius � 85 mm, εr � 50.6, σ � 0.66 S/m), and a
cuboid one (300 mm × 300 mm × 300 mm, εr � 34, σ � 0.47 S/m),
which is more relevant for body applications, with dimensions
identical to those used in previous studies [6, 13]. Moreover, both
phantoms represent two different levels of curvature: a flat
(cuboid) and a rounded one (spherical). For all the elements
in the work, we used the transmit field efficiency defined as
B+
1 /

��
P

√
, where P is the input power, and the SAR efficiency

defined as B+
1 /

������
SAR10g

√
, where SAR10g is the maximum SAR

averaged over 10g. The simulation results obtained using
Sim4Life were normalized to 1W input power.

The transmit field distribution within the spherical phantom
was studied for different rectangular block geometries and
different values of dielectric permittivity (εr � 35, 50, 80, 100,
150, 200, 300, and 500), assuming a 5-mm air gap between the
block and the phantom. A constant conductivity value, close to

FIGURE 1 | (A) The frame of reference used to calculate the cutoff
frequency and to determine the type of the dielectric mode that propagates
across dielectric blocks. The following transformation from this system to the
system of coordinates in MRI environment would have to be made: x � z,
y � x, z � y). (B) Matching network diagram.
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the one for D2O (σ � 0.065 S/m) [11], was used for all the blocks
explored in this work. To identify the dielectric modes excited in a
dipole-fed rectangular antenna, we used a coordinate system
consistent with the commonly used convention (Figure 1).
Note that in this work, we refer to the frame of reference
from Figure 1 and not to the one typically used in MRI.
Converting from the antenna frame of reference to the one for
MRI requires the following transformation: x→z, y→x, and z→y.

Each dielectric mode was described by three subscripts: m, n,
and l. Additionally, one superscript (x, y, or z) was used to
indicate the direction of propagation for a given quasi-transverse
electric (TE) mode. The fraction δmeans that the given index was
equal to 0 (see [19]). The geometry of each rectangular block and
each εr value was determined as follows: first, we found the
dimensions of the smallest possible square geometry for which
the TE11δ mode was allowed to propagate according to the
following formula [19]:

fcutoff � c
2π

��ϵr√

���������������������(πm
a
)2

+ (πn
b
)2

+ (πl
d
)2

√√
(1)

where c is the velocity of light; m, n, and l are the dielectric mode
indices (δ means that there is a fraction of a field half-cycle in the
given direction); and a, b, and d are the block dimensions
according to the coordinate system in Figure 1. For instance,
to calculate the cutoff frequency using Eq. 1 for TE11δ and TE1δδ
modes, the indices mln would be defined as 110 and 100,
respectively. Note that if l � 0 (or if l � 0 and n � 0), Eq. 1
corresponds to the calculation of waveguide modes TE11 (or
TE10) rather than the 3D resonance TE111. Next, dimension a,
which was critical to ensure that TE11δ was allowed to propagate,
was multiplied by a factor of 2. By doing so, we obtained initial
values of a and b (a0 and b0), which were different for each εr
(Table 1). The dimension a (a0) was constant for each εr value: 35

(242 mm), 50 (202 mm), 80 (160 mm), 100 (144 mm), 150
(118 mm), 200 (102 mm), 300 (84 mm), and 500 (64 mm).
Then, dimension b was varied as follows: b0, 0.75b0, 0.5b0, and
0.25b0. For these dimensions of b, we investigated the following d/
b ratios: d/b � 1, 0.75, 0.25, and 0.125. According to Eq. 1, for
b � b0 and b � 0.75b0, the cutoff frequency for TE21δ was lower
than the resonance frequency. However, the TE21δ mode was not
observed in any of the investigated blocks regardless of the εr
value. For each εr value, the relative wavelength was calculated(λr ∼ 1/ ��

εr
√ ), and the length of each dipole antenna was

accordingly chosen: 42, 35, 28, 25, 20, 18, 14, 11, and 8 mm
per dipole arm (5-mm distance between both arms) for εr from 35
to 500. Half of the dipole antenna (copper wire, radius � 1 mm)
was immersed in the dielectric medium, while the other half was
in contact with air (Figure 1). Each antenna was tuned to
297.2 MHz and matched to 50Ω using an LCC tuning/
matching network (L-series, C-parallel, C-series).

The transmit field efficiency in the spherical phantom could
not be compared between all the blocks from Table 1 in a fair
manner because higher εr values resulted in smaller blocks and
shorter dipole antennas. For this purpose, a constant block
geometry (a � 160 mm, b � 60 mm, and d � 7.5 mm) and
dipole antenna length (28 mm per arm) was defined for all
analyzed εr values. The dimensions were chosen so that such a
block could be used as one of the elements in a close-fitting 8-
channel transmit/receive array for brain imaging [11].

The effect of an air gap on the transmit field distribution in a
cuboid phantom was studied for one larger block (0.75b0, d/
b � 0.75) for each εr value. The cuboid phantom was chosen for
this purpose because it provided good coupling (flat surface) to
the rectangular dielectric block; the transmit field distribution
in the cuboid phantom was also benchmarked against the
results obtained for the spherical phantom (rounded
surface). Five different air gaps were studied: 1, 2, 3, 4, and

TABLE 1 | The dimensions of rectangular blocks (in millimeters) used in simulations from Figure 2. The dimension a (a0) was constant for each εr value: 35 (242 mm), 50
(202 mm), 80 (160 mm), 100 (144 mm), 150 (118 mm), 200 (102 mm), 300 (84 mm), and 500 (64 mm). Four variations of b (b0, 0.75, 0.5b0, and 0.25b0) and for each b
four d/b (0.75, 0.5, 0.25, and 0.125) ratios were investigated.

b d/b Dielectric permittivity εr

35 50 80 100 150 200 300 500

b � b0 0.75 121/90.7 101/75.7 80/60 72/54 59/44.25 51/38.2 42/31.5 32/24
0.5 121/60.5 101/50.5 80/40 72/36 59/29.5 51/25.5 42/21 32/16
0.25 121/30.2 101/25.2 80/20 72/18 59/14.75 51/12.7 42/10.5 32/8
0.125 121/15.1 101/12.1 80/10 72/9 59/7.37 51/6.3 42/5.25 32/4

b � 0.75b0 0.75 90.7/68 75.7/56.8 60/45 54/40.5 44.2/33.1 38.2/28.6 31.5/23.6 24/18
0.5 90.7/45.3 75.7/37.5 60/30 54/27 44.2/22.1 38.2/19.1 31.5/5.7 24/12
0.25 90.7/22.6 75.7/18.75 60/15 54/13.5 44..2/11 38.2/9.5 31.5/7.87 24/6
0.125 90.7/11.3 75.7/9.3 60/7.5 54/6.75 44.2/5.5 38.2/4.7 31.5/3.93 24/3

b � 0.5b0 0.75 60.5/45.3 50.5/37.8 40/30 36/27 29.5/22.1 25.5/19.1 21/15.7 16/12
0.5 60.5/30.2 50.5/25.2 40/20 36/18 29.5/14.7 25.5/12.7 21/10.5 16/8
0.25 60.5/15.1 50.5/12.6 40/10 36/9 29.5/7.3 25.5/6.3 21/5.2 16/4
0.125 60.5/7.5 50.5/6.3 40/5 36/4.5 29.5/3.6 25.5/3.1 21/2.6 16/2

b � 0.25b0 0.75 30.2/22.6 25.25/18.9 20/15 18/13.5 14.7/11 12.7/9.5 10.5/7.8 8/6
0.5 30.2/15.1 25.25/12.6 20/10 18/9 14.7/7.3 12.7/6.3 10.5/5.2 8/4
0.25 30.2/7.5 25.25/6.3 20/5 18/4.5 14.7/3.6 12.7/3.1 10.5/2.6 8/2
0.125 30.2/3.7 25.25/3.1 20/2.5 18/2.25 14.7/1.8 12.7/1.6 10.5/1.3 8/1
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5 mm for all εr values. These simulations were extended by
investigating the y-component of the magnetic field H

→
(Hy) for

one larger air gap (20 mm) for two low-εr blocks (35, 50) and
one smaller air gap (0.5 mm) for one high-εr block (200). These
results were compared to the ones obtained for the spherical
phantom (5-mm air gap). The reason why the H-field was
considered instead of the B-field was to refer to the previous
study conducted by Ipek et al. [14], which focused on the case
when there is a perfect direct contact between the block and a
large cuboid phantom.

Plane wave simulations were conducted for six different
wave number and electric field vector configurations with the
following parameters: number of mesh cells � 681,000,
excitation signal � Gaussian, center frequency �
297.2 MHz, and bandwidth � 300 MHz, amplitude � 1 V.
The dielectric block (160 mm × 70 mm × 52.5 mm) was
defined as the wave source according to the approach
provided by Sim4Life, which is based on total-field/
scattered-field (TF/SF) formulation (also called the plane-
wave injector). In this method, only a certain region of the
calculation domain, the total field region (the dielectric block
in our case), propagates the plane wave.

Two dielectrically shortened dipole antennas (εr � 80) were
designed, built, and evaluated in MR experiments: 160 mm ×
70 mm × 52.5 mm (0.75b0, d/b � 0.75) and 160 mm × 70 mm ×
17.5 mm (0.75b0, d/b � 0.25). The prototypes were built of a
PMMA shell (wall thickness � 3 mm). The geometries were
chosen so that different dielectric modes can be excited within
the blocks. The reason for using εr � 80 was that water has an εr
value close to 80 at 297.2 MHz. Water is readily available and
easily imaged by MRI [22]. To visualize the dielectric modes
within the different block geometries, deionized water was used,
and the dipole antenna was tuned to 297.2 MHz and matched
to 50Ω.

MR experiments were conducted with a 7.0-T 68-cm bore
scanner (Magnetom, Siemens Healthineers, Erlangen,
Germany). A shielded cable trap, consisting of a capacitor
soldered to the shield of the coaxial cable, was connected to
each element and used in every experiment. MRI experiments
were performed in one male subject (age � 29 years, BMI �
28.5 kg/m2), who had signed written consent approved by the
local ethics committee, in three different regions of interest:
head, calf, and wrist. It was not feasible to conduct additional
experiments for other anatomical structures because the
scanner used is dedicated to the human head. The goal was
to investigate how different dielectric modes could propagate
across various anatomical structures (with different loading
geometries), given our prior knowledge on the differences
between cuboid and spherical phantoms [16]. To visualize
the magnetic field distribution within both blocks, standard
gradient echo (GRE) imaging was used with the following
parameters: repetition time (TR) � 8.6 ms, echo time (TE) �
4.0 ms, field of view (FOV) � 250 × 250 mm2, slice thickness �
7.0 mm, number of averages � 2, FA � 15°, and reference
transmit voltage � 5 V. For in vivo experiments, deionized
water, which produced a very-high-intensity signal,
compromising the in vivo image quality, was replaced by

heavy water (D2O, Sigma Aldrich, Germany), and a 2-mm
acrylonitrile butadiene styrene board was placed between the
block and the subject. In vivo images were acquired by 3D-GRE
imaging with the following parameters: TR/TE � 6.5/2.82 ms,
FOV � 256 × 240 mm2, slice thickness � 1.0 mm, number of
averages � 1, FA � 4°, and reference transmit voltage � 100 V.
The acquisition parameters of the RF pulse sequence were used
to scan each body part.

FIGURE 2 | Transmit field distribution in the spherical phantom for
various geometries (Table 1) of dipole-fed rectangular dielectric resonator
antennas and dielectric permittivity εr (35, 50, 80, 100, 150, 200, 300, and
500). The distance between the bottom of the block and the phantom
was 5 mm. Each column depicts different εr values. The figure was divided into
four groups (starting from the top): d/b � 0.75, 0.5, 0.25, and 0.125. Each
group consists of four rows: b � b0, 0.75b0, 0.5b0, and 0.25b0. Substantial
differences in the transmit field pattern and efficiency can be observed
between different geometries for a given εr, as well as for the same a/b/d ratio,
but different εr values.
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3 RESULTS

To determine the effect of block geometry and dielectric
permittivity on the transmit field distribution and efficiency
within the spherical phantom, electromagnetic field
simulations were performed (Figure 2). The transmit field
distribution within the spherical phantom for d � 0.125b was
the most consistent regardless of the combination of b/b0 and εr.
Moreover, d � 0.125b (for b � 0.5b0 and b � 0.75b0) resulted in the
highest transmit field efficiency in the center of the phantom for
all εr values. The most apparent change in the transmit field
distribution (two-side lobes and almost no transmit field along
the z-axis) and decrease in the transmit field efficiency was
observed for d � 0.75b (b � b0, b � 0.75b0, and b � 0.5b0) for
all εr values (Figure 2). For d � 0.75b (b � 0.25b0), that effect was
still present, but for the higher-εr blocks (εr ≥ 200). A similar
change in the transmit field pattern as for d � 0.75b was also
observed for thinner blocks with d � 0.5b. This was especially
prominent for higher εr (εr ≥ 150). Local SAR10g values for each
block are summarized in Table 2. Higher d/b ratios yielded lower
SAR10g values for narrower blocks (b � 0.25b0 and b � 0.5b0),
excluding d/b � 0.75, for the highest-εr values (εr ≥ 200). For
wider blocks (b � 0.75b0 and b � b0), SAR10g was the highest for
the thickest blocks (d/b � 0.75) excluding the lowest-εr values, 35
and 50 (the latter only for d/b � 0.5).

To determine which εr provided the highest transmit field
and SAR in the center of the spherical phantom,
electromagnetic field simulations were performed using a
constant block geometry and dipole antenna length
(Figure 3). The electric field distribution was found to
depend on εr of the block (Figure 3), and it was
significantly different for higher-εr blocks (εr ≥ 200). The

highest transmit field efficiency in the center of the phantom
was obtained with εr � 300 (0.21 μT/√W) and εr � 200
(0.197 μT/√W), but at the cost of reduced SAR efficiency
(0.103 μT/√W/kg and 0.126 μT/√W/kg). The highest SAR
efficiency in the center was obtained with lower εr values:
0.149 μT/√W/kg for εr � 80, and 0.148 μT/√W/kg for εr � 50.
The transmit efficiency (center of the phantom) with εr � 300
was higher by 33%, and the SAR efficiency was lower by 31%
than with εr � 80. The transmit efficiency (center of the
phantom) with εr � 200 was higher by 29%, and the SAR
efficiency was lower by 15.5% than with εr � 80.

To investigate how physical separation between the dielectric
block and the cuboid phantom can influence the transmit field
pattern and efficiency, an air gap (1–5 mm) between the block
and the phantom was assumed for one block geometry
(b � 0.75b0, d � 0.75b) for all εr (Figure 4). The larger block
was chosen because it produced a highly inefficient transmit field
in the spherical phantom (Figure 2, second row). It was found for
lower εr values (35 and 50) that, despite the air gap, the transmit
field pattern was very similar to the one obtained with a direct
contact between the block and the cuboid phantom, albeit with
slightly lower efficiency. For higher εr values (εr ≥ 80), a
significant difference in the transmit field pattern and
efficiency could be observed. For εr � 80, the effect was
present with a 3-mm air gap, while for higher εr values
(εr ≥ 200), a 1-mm air gap was already sufficient, and the
observed effect was much more prominent.

The impact of block/phantom physical separation and
phantom geometry was further investigated by simulating the
y-component of the magnetic field (Hy). Increasing the distance
between the phantom and the block by 20 mm for the two lower-
εr (35, 50) blocks resulted inHy being mostly contained within the
blocks (Figure 5A). For higher εr (200), the effect was already
prominent with a 0.5-mm air gap, showing that the distance
between the block and the phantom for the given εr value
significantly influenced the transmit field distribution. The
results were compared to those obtained previously for the
spherical phantom (5-mm air gap; Figure 5B): Hy was mostly
contained within the low-εr blocks (εr � 35 and 50) for the
spherical phantom, while for the cuboid phantom,Hy propagated
toward the phantom despite the 5-mm air gap.

To investigate the transmit field distribution within different
rectangular block geometries, PMMA boxes were filled with
deionized water and imaged by gradient-recalled echo at low-
flip angles. Based on the analysis of the simulated transmit field
patterns and MR experiments (Figure 6), we interpreted the
mode excited in the larger block (d � 0.75b) as TEy

1δδ . Using the
same approach, we identified the mode in the smaller block (d �
0.25b). Our results indicated that two modes (TEz

11δ and TEy
1δδ)

were adjacent to each other and could be switched by changing
the ratio of the block dimensions (d in this case).

To understand the impact on an MRI experiment of the
different dielectric modes that can be excited by a
dielectrically shortened dipole antenna, in vivo studies
were performed with one male subject. Two block
geometries were investigated: d � 0.25b, d � 0.75b. In vivo
images of the head, calf, and wrist were obtained (Figure 7).

TABLE 2 | Maximum local SAR10g values in W/kg provided for the simulations
from Figure 2. The exact dimensions of the blocks can be found in Table 1. In
general, for lower b values (0.5b0 and 0.25b0), the thicker blocks yielded lower was
the SAR10g than their thinner counterparts. This trend changed for d/b � 0.75 for
higher-εr blocks (300 and 500). For b � b0, SAR10g values for higher-εr blocks
(200, 300, and 500) were found to be significantly higher for d/b � 0.75 than for
d/b � 0.125.

b d/b Dielectric permittivity εr

35 50 80 100 150 200 300 500

b � b0 0.75 0.04 0.07 0.21 0.34 0.71 1.12 1.85 3.07
0.5 0.05 0.05 0.06 0.07 0.12 0.22 0.44 1.02
0.25 0.23 0.27 0.32 0.33 0.61 0.33 0.33 0.37
0.125 0.55 0.68 0.85 0.91 0.94 0.98 0.93 0.73

b � 0.75b0 0.75 0.04 0.05 0.12 0.19 0.39 0.65 1.11 2.09
0.5 0.07 0.08 0.10 0.11 0.17 0.27 0.46 0.93
0.25 0.29 0.34 0.40 0.41 0.42 0.46 0.48 0.59
0.125 0.64 0.76 0.90 0.93 0.96 1.03 1.01 1.17

b � 0.5b0 0.75 0.08 0.09 0.15 0.20 0.33 0.50 0.76 1.29
0.5 0.17 0.18 0.23 0.26 0.33 0.43 0.57 0.86
0.25 0.31 0.52 0.63 0.65 0.72 0.79 0.83 0.95
0.125 0.78 0.90 1.07 1.11 1.21 1.31 1.35 1.31

b � 0.25b0 0.75 0.28 0.35 0.45 0.48 0.56 0.64 0.73 0.86
0.5 0.46 0.54 0.67 0.70 0.78 0.84 0.87 0.95
0.25 0.79 0.91 1.06 1.09 1.18 1.25 1.27 1.18
0.125 1.18 1.26 1.47 1.61 1.99 2.12 2.09 2.55
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The thinner block provided highly superior image quality for
all tissues compared to its thicker counterpart, which yielded
very noisy images (very low to no SNR) for the brain, calf, and
wrist. However, qualitative differences were apparent among
the images obtained using the larger block, and the best image
quality was obtained with the wrist, which provided a flatter
surface. Significantly, lower image quality was noted for the
calf while the lowest was for the head, the body part with the
highest level of curvature in this study.

To determine whether the larger block (160 mm × 70 mm ×
52.5 mm) could still be used as an efficient RF antenna, plane-
wave simulations for six different orientations of the magnetic
field vector H

→
, the electric field vector E

→
, and the wave number

vector k
→

were performed (Figure 8). Different mutual
orientations of these three vectors led to different magnetic
field patterns in the spherical phantom. The mutual orientation
of H

→
and E

→
: Ez-kx was consistent with dipole excitation and

yielded a transmit field pattern similar to that in Figure 2. There
were also other excitation schemes (Ey-kx, Ex-ky, and Ex-kz) that,

unlike Ez-kx, provided efficient magnetic field in the spherical
phantom.

4 DISCUSSION

This study demonstrates for the first time why certain dipole-fed
rectangular dielectric resonator antennas for MRI at 7 T can
preserve (and others do not) the transmit field distribution and
efficiency when the dielectric block and the sample are physically
separated. We showed that different types of quasi-transverse
electric modes, which were induced in the analyzed block
geometries by dipole antennas, played the most critical role in
this context: TEz

11δ and TEy
1δδ . The approach used in this study

constitutes an important extension of prior work [14], which
focused on the analysis of the special case where there is a direct
contact between a rectangular block and a large cuboid phantom:
first, such a condition may not always be realistic: for example,
human heads and other body parts have different curvatures, and

FIGURE 3 | (A) Transmit field and electric field distribution within the spherical phantom for the constant block geometry (160 mm × 60 mm × 7.5 mm) and dipole
antenna length as a function of dielectric permittivity εr (35, 50, 80, 100, 150, 200, 300, and 500). The air gap was 5 mm. (B) Transmit and SAR efficiency as functions of
distance. The plots were zoomed in (85 mmon the x-axis corresponds to the center of the phantom) to better distinguish the differences between the blocks. The highest
transmit field efficiency in the center of the phantom was obtained for εr � 300 (0.210 μT/√W) and εr � 200 (0.197 μT/√W) but at the cost of a reduced SAR
efficiency (0.103 and 0.126 μT/√W/kg). The highest SAR efficiency in the center was obtained for lower εr values: 0.149 μT/√W/kg for εr � 80 and 0.148 μT/√W/kg for
εr � 50. Note that in higher-εr blocks (300, 500), a higher-order mode (TEz

12δ) was excited.

Frontiers in Physics | www.frontiersin.org June 2021 | Volume 9 | Article 6755096

Wenz and Gruetter Dielectric Resonator Antennas for 7 T-MRI

26

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


therefore, a perfect direct contact between the body and a
rectangular block is difficult, if not impossible, to achieve in
general. Thus, instead of assuming a perfect contact between the
dielectric block and phantom, the presence of air gaps is a more
realistic consideration.

By using the term “quasi-TE modes”, we have referred to Pan
et al. [20], who reported on a negligibly weak E-field component
which can be observed in the direction of propagation for TEmodes
in rectangular dielectric resonator antennas. Moreover, the prefix
“quasi” refers to a larger group of rectangular geometries which were
studied in this work but not optimized to excite “pure” TEmodes. In
such cases, a nonzero E-field component in the direction of
propagation may be observed. The same applies to the
distinction between TEz

11δ and TEy
1δδ modes. These modes can be

identified based on the electromagnetic field patterns within a
dielectric block (in principle, simulated vector fields are preferable
to discern the intricacies between different geometries). To
determine m, we looked into the magnetic field variation along
the x-axis (Figure 6, coronal slice), and we found that a full-field
maximum is contained within the block (indicating a sharp change
in the magnetic field direction at the dielectric boundaries along the
x-axis), yielding m � 1 for both blocks. To find n, we looked at the
magnetic field variation along the y-axis (Figure 6, coronal slice). In
the case of the TEz

11δ mode, the field maximum was fully contained
within the thinner block, that is, there was a sharp change in the
magnetic field direction at the block boundaries along the y-axis.
This resulted in no magnetic field leaking through the dielectric
boundaries along the y-axis, and the field decreased to nearly zero at
the edge of the block, resulting in n � 1. In this case, the magnetic
field propagates along the z-axis through the dielectric wall, and the

upper index z was used to better describe this mode. By increasing
the dimension d of the block, decreased magnetic field variation
along the y-axis can be observed, due to an increased contribution of
the TEy

10δ mode (n � 0 stands for no magnetic field variation in the
y-direction), and a similar magnetic field pattern is found in
rectangular waveguides for the TE10 mode. In the case of the
TEy

10δ mode, the magnetic field is not contained within the block
along the y-axis, that is, there is no change ofmagnetic field direction
at the boundaries, and the magnetic field leaks through the dielectric
walls in both directions along the y-axis and propagates down
toward the sample. The upper index y therefore serves to indicate
the change in the direction of magnetic field propagation for thicker
blocks. This change of magnetic field pattern between thinner block
and its thicker counterpart is similar to the transition between TE11
and TE10 in rectangular waveguides (see the subchapter
“Rectangular waveguide” in “Transmission lines and waveguides”
in Pozar’s [19] book). In this work, different, semi-arbitrarily chosen
rectangular geometries were analyzed, and TEy

10δ is considered to be
a subcomponent of a larger group of TEy

1δδ modes. We have
introduced index δ to indicate that certain modes have
insufficient purity to be interpreted as TEy

10δ and contributions
from both modes TEz

11δ and TEy
10δ can be very apparent (see

Figure 1). None of the blocks analyzed in this study had index l
equal to 1; however, it is clear (Figure 6, axial slice) that a fraction of
magnetic field variation can be observed along the z-axis for both
blocks, and we therefore assigned l � δ for both blocks.

Dipole-fed rectangular dielectric resonator antennas, in which the
TEz

11δ mode was excited, preserved their transmit field distribution
and efficiency regardless of (a) any block/sample physical separation
and (b) any level of curvature of the sample (for both phantom and

FIGURE 4 | Transmit field distribution in the cuboid phantom as a function of dielectric permittivity of the block and the block/phantom physical separation. The
geometry of one of the larger blocks was chosen (b � 0.75b0, d/b � 0.75—Table 1). The effect of five different sizes of an air gap (1, 2, 3, 4, and 5 mm) was investigated
for all εr values (35, 50, 80, 100, 150, 200, 300, and 500). No significant change was noted in the transmit field pattern for lower εr values (35, 50) when the antenna was
moved 5 mm away from the phantom. The transmit field changed significantly for higher εr values. The higher the εr value of the block, the lower the “threshold” size
of the air gap, for which the transmit field pattern changed along with a decreased efficiency.
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in vivo experiments). Rectangular dielectric resonator antennas, in
which the TEy

1δδ mode was induced, performed poorly when the
block was separated from the sample: a significantly altered transmit
field distribution and low efficiency was observed. When TEy

1δδ was
excited, there were two general cases in which it produced an
efficient transmit field: (a) a direct contact with the cuboid
phantom (flat surface) regardless of the εr value of the block and
(b) a fairly small block/phantom separation but only for low-εr
blocks (35, 50). Here, condition (b) remains valid as long as the
surface of the sample is flat: the resulting transmit field will be a
function of the level of curvature of the sample, and it can
substantially change when the surface approaches a rounded one
(Figure 5B). In vivo experiments showed that the TEy

1δδ mode,
unlike TEz

11δ , led to substantially degraded image quality,
highlighting the influence of dielectric block geometry and
propagation of dielectric modes on the performance of
dielectrically shortened dipole antennas. Further discussion on
how different parameters can influence the antenna performance
is given below.

The propagation of quasi-transverse dielectric modes depends
mainly on the ratio of the block dimensions (Figure 1): a, b, and d (if
the feeding type did not change; Figure 2) and on the feeding type (if
the dimensions were constant; Figure 8). Our results show that
when d was sufficiently smaller than b, a quasi-TEz mode was
expected to propagate. However, when dimension d approaches b

(even for d � 0.5b), the dominant mode shifts toward a quasi-TEy

mode (Figure 2). The main dielectric modes observed in our
experiments were interpreted as TEz

11δ (MR efficient) and TEy
1δδ

(MR inefficient; Figure 6). There was a striking difference in
performance between these modes, which had a major impact on
in vivo experiments (Figure 7). This observation differs from the
work of Ipek et al. [14], who reported only one type ofmode (TEy

1δ1):
this was possible due to the substantially different boundary
conditions (perfect direct contact between the block and the
cuboid phantom) in their experiments, leading to the situation in
which electromagnetic wave is guided across different dielectric
media (no high-/low-εr interface and less reflection). However,
for the geometries studied here, TEy

1δ1 was not allowed to
propagate (only for the geometries with d/b � 0.75, the cutoff
frequency was very close to 297.2MHz (see Eq. 1).

We found that a relatively small d/b ratio (d � 0.5b and d � 0.75b;
for εr� 500 evenwhen d� 0.25b) results in an inefficient transmitfield
in the spherical phantom (Figure 2): high-εr blocks (εr ≥ 200) can
produce an inefficient transmit field for much smaller d/b ratios than
low-εr blocks (35, 50). This indicates that TEy

1δδ can be excited using
smaller a/b/d ratios with higher εr values, and block dimensions
optimized for low εr values should not be linearly scaled for high-εr
blocks because an inefficient dielectric mode can become more
prominent, compromising the antenna performance. Using very
“thin” blocks (d � 0.125b) can be advantageous in the context of

FIGURE 5 | (A) The distribution of the y-component (in x–z plane) of the magnetic field (Hy) as a function of dielectric permittivity, phantom geometry, and block/
phantom physical separation. White lines depict the boundaries of the blocks and the phantoms. For the direct contact case (cuboid phantom) as well as for smaller air
gap (5-mm), Hy for lower-εr blocks (35, 50) coupled well to the phantom enabling the propagation of H-field in the z-direction. For the cuboid phantom (20-mm air gap)
and lower-εr blocks, Hy was mostly confined within the blocks, especially for εr � 50. In the case of εr � 200, a similar effect was observed even with a 0.5-mm air
gap. (B)Hy distribution in the cuboid phantom (5-mm air gap) was benchmarked againstHy distribution in the spherical phantom (5-mm air gap). The results showed that
Hy distribution within the block (and therefore the transmit field efficiency) was significantly dependent on the loading geometry.
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transmit efficiency (Figure 2) in contrast to the previous report in
which d � b for the case of a direct contact between the block and the
cuboid phantom [14]. This is possible because the dimension d does
not play a key role in excitation of the TEz

11δ mode and can be
significantly reduced. This finding can have important practical
implication due to substantial space constraints within the MRI
scanner bore and the general need for the “miniaturization” of
dielectric blocks.

Note, however, that decreasing d can result in needing larger
inductors to tune the antenna, which has an impact on the transmit
field efficiency. Thinner blocks are also expected to yield higher SAR
values than their thicker counterparts, excluding the wider blocks
with b � b0 and b � 0.75b0, especially for higher εr values (εr ≥ 200).
Therefore, certain tradeoffs would have to be considered and
accepted depending on the application. If the block dimension d
is properly chosen for a given a and b, the latter two play the key role
in overall antenna performance. With d � 0.125b, the most efficient

transmit field was observed with b � 0.5b0 and b � 0.75b0 (for
d � 0.125b) for all εr values. The transmit field efficiency for b� 0.5b0
was slightly higher (∼2.5%) than b � 0.75b0. However, on average,
20% higher inductance was needed to tune the antennas with b �
0.5b0. Losses associated with higher inductance were not included in
the simulations, and they are expected to affect the transmit field
efficiency. Moreover, the SAR efficiency for b � 0.5b0 was ∼7.2%
lower than that for b � 0.75b0. Interestingly, according to Eq. 1, the
cutoff frequency for the TEz

11δ mode was almost identical to the
resonance frequency of protons at 7.0 T for blocks with 0.75b0.

Transmit field patterns for d � 0.75b (Figure 2) should not be
confused with the pattern that would be expected for a standalone
loop coil at 297.2MHz. A transmit field pattern similar to the one for
the loop coil can be obtained by replacing the dipole-with a loop-type
excitation (see Ey-kx excitation from Figure 8). Note that for the ratio
d � 0.75b, the TEz mode turns into the TEy mode. The upper index
indicates that the magnetic field propagates across the dielectric

FIGURE 6 | Visualization of dielectric modes: the comparison between the electromagnetic field simulations and magnetic resonance measurements for two
elements: thinner one (d � 0.25b) and thicker one (d � 0.75b). The polymethylmethacrylate boxes were filled with deionized water, and their volumes were matched to the
dimensions of the dielectric blocks described in the Methods section. Low-flip-angle gradient echo imaging was used. The simulations are in an excellent agreement with
the measurements and show significantly different magnetic field distribution between the blocks. The mode that propagates within the thinner block was
interpreted as TEz

11δ and within the thicker one as TEy
1δδ . SIM stands for “Simulation” and MEAS for “Measurement”.
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boundaries along the y-axis (almost no propagation along the z-axis;
see Figure 6, axial view) and partially couples to the phantom placed
below the block (the resulting transmit field will also strongly depend
on the loading geometry; Figure 7). This applies to all the εr values
(d � 0.75b) from Figure 2. The reason why the transmit field pattern
for d � 0.75b in Figure 2 appears to be different for different εr values
is due to the colorbar with a maximum value of 1 μT/√W chosen as
the maximum value. For higher-εr values, the magnetic field
concentration is higher within and in the vicinity of the block,
resulting in a substantially higher transmit field in the peripheral
regions of the phantom (note that we used a different scale for the

simulations for εr� 200 inFigure 5). In the case of thinner blocks (e.g.,
d � 0.125b), the transmit field pattern in the phantom can be
considered similar to the one for a standalone dipole antenna.
However, in the blocks with d � 0.125b, according to Eq. 1, the
TE11δ mode can still be excited, and the electromagnetic field pattern
within the block for d � 0.125b looks very similar to the one for
d � 0.25b (see Figure 6, axial view).

The above considerations provide additional evidence why
dielectric modes are critical in dielectrically shortened dipole
antennas, given the fact that the particular b/b0 and d/b ratio
increments used in our study were chosen in an arbitrary
fashion. Our data also suggest that the propagation of dielectric
modes can become a limiting factor inminiaturization of rectangular
dielectric blocks in UHF-MRI. We observed that a more efficient
transmit field for dielectrically shortened dipole antennas can be
achieved when, for a given geometry and εr, the cutoff frequency for
the TEz

11δ mode was lower (or close to) the Larmor’s frequency.
The effect of the dielectric permittivity of the block on the transmit

field performance was analyzed by keeping the distance between the
block and the spherical phantom constant (5mm) along with the
geometry of the block (a/b/d ratio) and dipole antenna (wire) length
(Figure 3). The geometry was chosen such that it could be used as a
building block of an 8-channel array [11]. Our data showed that as
expected for higher εr values, the electromagnetic field is more
concentrated near the block [23]. This led to higher transmit
efficiency in the periphery for higher-εr blocks (especially for
εr � 300 and 500, in which the TEz

12δ mode was excited).
However, the best performance in terms of transmit field efficiency
among all the analyzed permittivity values in the center of the
spherical phantom was found for εr � 300 and 200, which are
∼3× and ∼2× higher than those reported for the case of a direct
contact between the block and the cuboid phantom [14]. This
increase, however, was accompanied by a decreased SAR efficiency
with higher εr values (Figure 3). The block with the best overall
performance would therefore represent a trade-off between transmit
and SAR efficiency. For example, with εr � 200, the transmit efficiency
was higher by 29% and the SAR efficiency was lower by 15.5% than
with εr � 80. The observed SAR increase for εr≥ 300 is associatedwith
the higher-order TEz

12δ mode. This mode had a critical impact on the
E-field pattern which was found in the spherical phantom (Figure 3).
The lowest transmit efficiency was observed for the lowest εr values
(35, 50). Note that these geometries were too small to allow propagation
of efficient dielectric modes, indicating that dielectric modes play a
critical role in the transmit field efficiency of dielectrically shortened
dipole antennas. We further note that the observed higher transmit
efficiency for higher-order modes (TEz

12δ) has, to our knowledge, not
been reported to-date for dielectrically shortened dipole antennas for
UHF-MRI, and this aspect could be further investigated in the future.

The electromagnetic field simulations also showed that the larger
rectangular dielectric block, which was coupled to the TEy

1δδ mode
using dipole feed placed on the top, could be still used as an efficient RF
antenna (Figure 8). Oneway to couple to a differentmode is to change
the geometry of the block, and another solution is to change the feeding
type. By conducting plane-wave simulations, we found other possible
excitation schemes (different mutual orientations of the vectors H

→
, E
→
,

and k
→
) that provided an efficient transmit field without any

geometrical modifications of the block. Different modes could

FIGURE 7 | In vivo MRI experiments in one human male subject using
two blocks: thinner (d/b � 0.25) and thicker one (d/b � 0.75). Three different
regions of interest (head, calf, and wrist) were investigated. The quality of all the
images was significantly compromised for the larger block (very noisy).
The images obtained using the smaller block were superior, and all the tissues
can be clearly delineated. Even though the quality of images (larger block) was
very low, it can be observed that the quality of the image of the wrist (low level
of curvature and almost flat surface) was the highest. The worst quality was
noticed for the image of the head (high level of curvature). These results can be
benchmarked against the ones obtained for the cuboid (wrist, Figure 5) and
the spherical phantom (head, Figure 5). The images have the same absolute
intensity.
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propagate for example by coupling with a small loop coil (Ey-kx),
instead of a dipole antenna (Ez-kx; Figure 8). If a dipole antenna is the
desired coupling mechanism, the geometry of the block should be
designed according to the guidelines presented in this work, that is, to
avoid geometries in which the TEy

1δδ mode could propagate. However,
as shown in Figure 8, this does not exclude certain block geometries
frombeing used as an efficient RF antenna.Wenote that there could be
other efficient feed mechanisms (or their combinations, given the fact
that some of them are orthogonal) which could be used, for example,
Ex-kz (Figure 8) and should be investigated in the future [23–28].

The analysis of the transmit field produced within the cuboid
phantom by bigger blocks (b � 0.75b0, d � 0.75b) with εr values
ranging from 35 to 500 showed that the distance between the block
and the phantom for a given εr is critical for the transmit field pattern
and efficiency (Figure 4). For each εr value, five different air gaps
(1–5mm)were investigated, and, despite the air gap, the transmit field
pattern for lower εr values (35 and 50) was very similar to the one
obtained with a direct contact between the block and the phantom,
albeit with a slightly lower efficiency. For higher εr values (εr ≥ 80), we
observed a significant difference in the transmit field pattern and

efficiency dependent on the air gap size. For εr � 80, an altered
transmit field pattern along with a decreased efficiency was present
with a 3-mm air gap, while for higher εr values (εr ≥ 200) a 1-mm air
gap was already sufficient, and the observed effect was much more
prominent. This can be explained by the different εr values of the
block. The higher the εr value, the higher the concentration of the
electromagnetic field within the block and therefore the lower the
coupling to the phantom (Hy remains well confined within the block).

Additional simulations demonstrated that a change in the transmit
field pattern and efficiency (withHymostly confinedwithin the block)
can be still observed with lower εr values but requires larger air gaps
(Figure 5). In general, the lower the εr value, the greater the
“threshold” air gap size required to have Hy confined within the
block and not significantly present in the phantom. In the case of
higher εr values (200), the effect was even observed for smaller air gap
(0.5mm). The latter highlights the importance of this study because
the “perfect direct contact” condition seems to be difficult to achieve in
practice because even such tiny air gaps can influence antenna
performance. Note that even with a direct contact for εr � 500, a
slight change in the transmit field pattern can be already observed

FIGURE 8 | Plane-wave simulations: the transmit field distribution in the spherical phantom (5-mm air gap) for one dielectrically shortened dipole antenna (εr � 80,
160 mm × 70 mm × 52.5 mm). Six different transmit field patterns arise from six different orientations of the H

→
, E
→
, and k

→
vectors: Ex-ky, Ex-kz, Ey-kx, Ey-kz, Ez-kx, and

Ez-ky. We see that different coupling schemes can lead to the excitation of different (MR efficient or MR inefficient) dielectric modes for a given dielectric block. Different
modes could propagate, for example, by coupling with a small loop coil (Ey-kx), instead of a dipole antenna (Ez-kx). Note that different color scales were assigned to
each row of the figure.
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(Figure 4). The results obtained with the cuboid phantom (5-mm air
gap) were compared to the data obtained with the spherical phantom
(Figure 5). All the blocks included in the comparison supported the
TEy

1δδ mode and produced a very inefficient transmitfield alongwith a
substantially altered field pattern in the spherical phantom for each εr
value. However, this was not the case for the cuboid phantom for εr �
35 and 50. This indicates that the geometry of loading can substantially
affect block/phantom coupling and influence the transmit field of
dielectrically shortened dipole antennas, as discussed further below.

As spherical and rectangular phantom geometries can be
considered ideal experimental conditions that may not mimic the
practical situation, we performed preliminary in vivo experiments
involving one male subject, focusing on three different organs: the
head, calf, and wrist (Figure 7). All the investigated anatomical
structures had different levels of curvature: human head (high), calf
(medium), and wrist (low, almost flat). Dielectric blocks with
d � 0.25b and 0.75b were used. All the images obtained when
using the thicker block were substantially inferior to the ones when
using the thinner block. We observed subtle differences between the
images obtained using the thicker block: the image of the wrist had
the highest quality, while the image of the head was very noisy, with
almost no anatomical details visible, and the calf image quality was
intermediate. In vivo data can be compared with our simulations
using spherical and cuboid phantoms; thewrist was similar to the flat
surface of the cuboid phantom, and the head was obviously more
rounded like the spherical phantom. Note that the thicker block used
in the in vivo experiments was very close to the optimal design
described by Ipek et al. [14], yet its performance was very low. To
summarize, when anatomical structures can be considered flat with
respect to the bottom surface of the rectangular block, such as the
wrist, they can couple better to the antenna’s TEy

1δδ mode than
organs with curvature such as the head (or even the calf).

An arbitrarily chosen conductivity σ (constant for each block) can
be considered one of the study’s limitations because σ is expected to
increase with εr of the block. Therefore, the authors recommend to
interpret with caution the results concerning transmit efficiency. This,
however, is not expected to significantly influence the data obtained in
the context of different dielectric modes and transmit field patterns
which were affected by them. Also, we would like to point out that
expected σ increase with εr should have a rather limited impact on
future developments, given the fact that there are available technologies
which enable manufacturing ceramic blocks with a very high εr value
(range of thousands) along with a very low σ value of 0.001 S/m
(roughly 60 times lower than the one used in this study).

In the context of our study, previous work can be divided into two
groups: (a) reports in which different, mainly loop-coupled, dielectric
structures were used with a clear motivation to induce desired
dielectric modes [23–26, 28] and (b) reports in which dielectric
structures were used solely for the purpose of shortening dipole
antennas [6, 11, 13, 15, 29, 30]. In the case of (a), different types
of dielectric modes were investigated, while in the case of (b), even if
dielectric modes and their impact on antenna performance were
considered by the authors, it was not mentioned in any of those
reports. Based on our results, we believe that (a) and (b) should not be
considered separately, and this is particularly apparent when the cutoff
frequency for a given block geometry and εr is below the NMR
frequency. In this study, we showed that dielectric modes play a key

role in the antenna’s overall performance when the block is separated
from the sample. Therefore, by treating such an element as a dipole-
fed dielectric resonator antenna rather than dielectrically shortened
dipole antenna, we highlight the impact of dielectric modes on overall
performance of a dipole antenna. This aspect could be further
investigated by looking into transmit field patterns produced by
combinations of different dipole antenna geometries with different
dielectric structures.We have already conducted a study [16], inwhich
we investigated the elements developed byWinter et al. [11], Sanchez-
Heredia et al. [13], and a scaled-version of Raaijmakers et al. [6], and
we found that exactly the same types of modes demonstrated in this
work were excited.

We conclude that the approach presented in this study can offer
guidance and new insights into the design of rectangular dielectric
resonator antennas for MRI at 7 T, given the growing number of
such antenna designs for UHF-MRI [29–31]. These findings should
also be relevant for geometries other than the rectangular ones and
for higher Larmor frequencies than the one investigated in this study.
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The Field-Frequency Lock for Fast
Field Cycling Magnetic Resonance:
From NMR to MRI
G. Galuppini 1*, L. Magni1 and G. Ferrante2

1Identification and Control of Dynamic Systems Lab, Department of Civil Engineering and Architecture, University of Pavia, Pavia,
Italy, 2Stelar s.r.l., Mede, Italy

Magnetic field stability plays a fundamental role in Nuclear Magnetic Resonance (NMR) and
Magnetic Resonance Imaging (MRI) experiments, guaranteeing accuracy and
reproducibility of results. While high levels of stabilization can be achieved for standard
NMR techniques, this task becomes particularly challenging for Fast Field Cycling (FFC)
NMR and MRI, where the main magnetic field is switched to higher or lower levels during
the pulse sequence, and field stabilization must be guaranteed within a very short time after
switching. Recent works have addressed the problem with rigorous tools from control
system theory, proposing a model based approach for the synthesis of magnetic field
controllers for FFC-NMR. While an experimental proof of concept has underlined the
correctness of the approach for a complete FFC-NMR setup, the application of the novel,
model based Field-Frequency Lock (FFL) system to a FFC-MRI scanner requires proper
handling of field encoding gradients. Furthermore, the proof of concept work has also
stressed how further advances in the hardware and firmware could improve the overall
performances of the magnetic field control loop. The main aim of this perspective paper is
then discussing the key challenges that arise in the development of the FFL system suitable
for a complete MRI scanner, as well as defining possible research directions by means of
preliminary, simulated experiments, with the final goal of favoring the development of a
novel, model based FFL system for FFC-MRI.

Keywords: FFC-NMR, FFC-MRI, field-frequency lock, stability, magnetic field

1 INTRODUCTION

Fast Field Cycling (FFC) Nuclear Magnetic resonance (NMR) and Magnetic Resonance Imaging
(MRI) are two high-end techniques that exploit the dependence of the spin-lattice relaxation rate
R1 � 1/T1 on the B0 magnetic field experienced by the sample, to highlight information about
molecular dynamics otherwise invisible to standard NMR or MRI. This eventually allows a more
complete characterization of the sample and a better classification of healthy and diseased
tissues.FFC experiments are characterized by a fast switching of the B0 field, whose magnitude
cycles over three levels [1, 2]:

• a high polarization field B0 � Bpol , to pre-polarize the sample;
• a low relaxation magnetic field B0 � Brel , whose intensity is changed at every repetition to
observe relaxation at different field strengths;
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• an acquisition field B0 � Bacq, to guarantee a sufficient
Signal-to-noize Ratio (SNR) for signal acquisition;

As magnetic resonance techniques, FFC-NMR and MRI
require a very precise and stable acquisition field. Due to the
tight bound between magnetic field strength and resonance
frequency, each magnetic field disturbance results in a
perturbation of the resonance frequency and, ultimately, in
noise affecting the experimental data. In addition, the FFC
experimental design requires the desired level of field accuracy
to be guaranteed as soon as possible, after the relaxation/
acquisition magnetic field switch. As a matter of fact, the later
the actual signal acquisition starts after the magnetic field reaches
the acquisition value, the less information about the dependence
of the spin-lattice relaxation rate on the magnetic field magnitude
is encoded in the acquired signal [1, 2].

1.1 The Challenge of Field Stabilization in
Fast Field Cycling Magnetic Resonance
In standard FFC setups, a magnetic field control loop, based on
direct magnetic field measurements, takes care of the tracking of
the field reference profile, but may not provide the desired field
regulation and disturbance rejection performances during the
acquisition phase [3, 4]. The main issue of this approach resides
in the lack of a proper magnetic field sensor, which should be able
to provide high resolution and quick response over a wide range
of measured values, while being sufficiently compact and suitable
to be placed very close to (virtually inside) the measured NMR
sample [5, 6]. Furthermore, the need for field cycling capabilities
does not allow for the application of the typical approaches
adopted to generate stable magnetic fields, such as the use of
permanent or superconducting magnets [7, 8]. The NMR Field-
Frequency Lock (FFL) is another common approach to reduce
magnetic field oscillations in NMR experiments [5, 6, 9, 10, 11, 12,
13, 14]. FFL systems exploit the dependence of the NMR signal on
the magnetic field, and obtain an indirect but very precise
measurement of magnetic field fluctuations from a parallel
NMR experiment, called the lock experiment. To avoid cross-
talk between main and lock experiments, the two are performed
targeting different nuclear species. Very often, it is possible to
construct samples containing the nuclei of interest for both the
main and the lock experiments, obtaining measurements of the
magnetic field at the exact position of the sample [9, 15, 16, 17].
The standard implementation of the FFL is the phase Locked
Loop (PLL) [8, 10, 18]: the lock signal is first processed to extract
its main frequency, which is compared with the reference one to
generate an error signal. The error eventually feeds into a
regulator that computes the necessary magnetic field
adjustment to steer the field error, and thus the frequency
error, to zero. However, the PLL control scheme is only
effective for the compensation of slow magnetic field drifts,
such as thermal drift effects, and does not allow for the rapid
field stabilization [5] required in the FFC context. A reliable
estimation of the frequency of the lock signal requires in fact a
sufficient number of samples, as well as a sufficient Signal to
Noise (SNR) ratio. Consequently, the control action can be

computed and applied to the system only at a relatively low
frequency, resulting in long closed-loop settling times and poor
high frequency disturbance rejection capabilities [19, 20].

1.2 State-of-the-Art Solutions for Field
Stabilization in Fast Field Cycling Magnetic
Resonance
To overcome the above limitation, the FFL approach can be
adapted as discussed in some recent works. References [5, 6]
demonstrate that a series of low power, high repetition rate Radio
Frequency (RF) pulses, which bring the sample in a Steady State
Free Precession (SSFP) regime ([15, 21, 22, 23, 24]), generate a
continuous NMR signal measuring the field deviation from the
resonant one. In the reminder of this work, the SSFP NMR signal
will be denoted as My(t); the magnetic field deviation from the
value resulting in perfect resonance will be denoted as ΔB(t). The
My(t) signal can be effectively adopted as feedback signal in a
continuous-time control loop [5, 6, 11]. Furthermore, [5, 6],
characterize the lock experiment as a sensor, both in term of static
and dynamic response, by means of simulations and real
experiments. The analysis underlines that the static response
of the sensor is linear and bijective in a symmetric interval
centered in ΔB(t) � 0, with ΔB � 0 corresponding to My � 0
at steady state. Moreover, the analysis underlines that the sensor
dynamic response can be approximated in this region as that of a
linear dynamic system. In addition, both works stress the impact
of field homogeneity on both static and dynamic responses, and
provide further insight on how the sample spin-lattice and spin-
spin time constants, T1 and T2, could affect the sensor dynamics.
Finally, [6, 25], propose a methodology for the synthesis of a
linear regulator, based on the linear model of the NMR lock
experiment, providing robust field regulation to the desired value
within a specified time deadline, as well as field disturbance
rejection capabilities. Reference [25] also demonstrates the
effectiveness of the approach by means of experiments
performed on a complete FFC-NMR setup, based on Stelar
[26] (magnets, probes, firmware and software) and IECO [27]
equipment (power supplies) [27]. The FFL setup tested in [25]
provides regulation of magnetic field to the setpoint in about
0.015 s, while the effects of sinusoidal disturbances at 10Hz,
25Hz and 50Hz can be reduced by 14 dB, 8 dB, and 2 dB,
respectively. The effect of the FFL system on the main FFC-
NMR experiment (S1P sequences, generating a standard decay) is
quantified as the power of the imaginary NMR signal component,
which should be null when the experiment runs in perfect
resonance. The best FFL setup tested in [25] allows reduction
of the imaginary signal power to 24% and 63% of the original,
open-loop values in presence of 10Hz and 50Hz current
sinusoidal disturbances, respectively.

While delivering promising results, a more specific analysis of
the experiments presented in [25] can highlight a series of issues
that may act as limiting factors for the FFC-FFL performances.
Therefore, this perspective paper aims at discussing such issues
and proposing possible research directions, based on preliminary
simulated experiments. Moreover, the final goal of this research is
the integration of a FFL into a novel FFC-MRI scanner, as the one
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FIGURE 1 | Enhanced FFL control scheme for MRI and preliminary closed-loop simulations. Simulations are performed with a virtual version of the Copper Sulfate
sample from [25]. (A) The control loop, including power supply, magnet, lock sample, three state transceiver, quadrature detector with hold procedure and a linear
regulator. The cascade sample-transceiver-detector plays the role of lock magnetic field sensor (green, dashed box). The main signals in the loop are the voltage control
action u(t), the current correction δi(t), the magnetic field correction δB0(t), the magnetic field disturbance ΔBd(t), the overall magnetic field deviation ΔB0(t), the

(Continued )
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described in [28]. Field stabilization of standard MRI scanners
represents a great challenge itself, due to the spatial distribution of
the magnetic field and the presence of field-encoding gradients.
Only few works address this problem, adopting both feedforward
[29, 30, 31, 32] or feedback control methods [13, 33, 34, 35].
However, none of them is currently examining solutions for FFC-
MRI scanners. Therefore, this work also aims at discussing
possible approaches to adapt the state-of-the-art field
stabilization strategies for FFC to handle the presence of field-
encoding gradients characterizing FFC-MRI scanners, thus
moving a step forward toward the design of a suitable FFL
system for FFC-MRI.

2 DISCUSSION

The Discussion section of this work addresses the key issues in the
implementation of a FFL system for FFC-NMR and MRI, as well
as possible ways to face them. In particular, Figure 1A depicts the
overall FFL scheme for FFC-MRI proposed in this work. The
main enhancements to its components are analyzed in the
reminder of this Section, by means of simulated experiments.
The simulation environment models all the main components of
the NMR lock experiment, consisting of magnet and power
supply, NMR physics, transmission and acquisition chains,
linear regulator. The simulation environment is discussed in
detail in [6, 25].

2.1 Field Frequency Lock Hardware and
Firmware Improvements
The proposed FFL can benefit from the hardware and firmware
enhancements described in the reminder of this Section, in case of
application to both FFC-NMR and MRI setups.

2.1.1 Receiver Hold Procedure
As previously introduced, the main step allowing to overcome the
use of PLLs and improve the FFL performance is the generation of
a continuous NMR signal, acting as magnetic field disturbance
measure. To this end, the lock sample must be stimulated with
low power RF pulses, with a repetition time T such that T <Tp

2 . In
this way, a SSFP is enforced [15, 21, 22, 23, 24], and the resulting
NMR signal provides high sensitivity to magnetic field
disturbances [5, 6]. However, it must be noted that the signal
is not actually acquired during the RF pulse (with a receiver gate

procedure, the signal is typically set to zero), as well as
immediately before and after it, to avoid measuring noise
related to transmitter operations (polarization, transmission
and discharge) [9, 15, 16, 17]. This interval of time will be
denoted as receiver blank time, Trb. The temporary lack of
significant lock signal represents a (typically high frequency)
measurement disturbance acting on the FFL closed-loop.
While linear regulators can be tuned to provide rejection of
high frequency measurement noise [19, 20], as well as some
degree of robustness, the temporary lack of feedback signal
inevitably results in chattering of the control action and in
degraded regulation performance. Simulations (as an example,
see Figures 1B,C) suggest that, when the receiver is not operating,
holding the last meaningful lock signal sample during Trb

represents a simple but effective improvement with respect to
setting the missing samples to zero. This modification can be
implemented in the firmware or hardware receiver chain in a
straightforward way.

2.1.2 Three-State Transceiver Design
Even when applying low power pulses, due to field
inhomogeneity, the sample Tp

2 limit may require the RF pulse
repetition time T to be so short that Trb may constitute a
significant portion of T. In this scenario, the hold procedure
described above may not be sufficient to guarantee correct and
effective operation of the lock control loop. The analysis
performed in [5, 6] suggests that a longer T may results in
poor sensitivity of the lock signal to field disturbances. On the
other hand, improving the field homogeneity, e.g, by means of a
local shimming setup, has the effect of increasing the lock signal
sensitivity, but, at the same time, shrinking the field disturbance
region where the lock signal response is approximately linear. The
proposed linear regulator can guarantee robust field regulation
and disturbance rejection, provided that the magnetic field
deviation from the resonance condition does not exceed the
linear region characterizing the lock experiment [6, 25].
Therefore, local shimming may not be a viable solution.The
design of a high-power RF transmitter would allow reducing
the time needed to deliver the required energy, but may require a
much longer time for discharge, thus delaying the start of signal
acquisition. To overcome this trade-off, a novel transceiver design
is proposed in this work, with the goal of combining high power
transmission capabilities, fast damping of the associated spurious,
discharge signal, and high SNR during signal acquisition. In
addition, the new transceiver should be compact and shielded

FIGURE 1 | gradient magnetic field contribution BG(t), the measured lock signal My(t), the error signal e(t) � 0 −My(t). Additionally, two different field encoding
gradient compensation strategies can be implemented, according to the gradient intensity in the lock sample volume. When the gradient intensity is small, a Feedforward
Gradient Compensation strategy (red, dotted-dashed box) exploits a dynamical model of the lock sensor to compute and adapt in real time the closed-loop reference
M̂y(t) and require regulation to the correct field intensity. With high intensity gradients, a Gradient-Aware Frequency Dwitch policy (purple, dotted box) adapts the
receiver working frequency to account for the presence of the gradient, thus obtaining a lock signal measuring the field deviation from the new resonance condition. (B)
Closed-loop simulation with sinusoidal field disturbance: a standard receiver gate procedure during the receiver blank time Trb � 20 μs (repetition time T � 100 μs) results
in chattering of the control action and, in turn, in chattering of the magnetic field. (C) Closed-loop simulation with sinusoidal field disturbance: the proposed receiver hold
procedure during the receiver blank time Trb � 20 μs (repetition time T � 100 μs) avoids chattering and helps improving the FFL regulation performances. (D) Closed-
loop simulation with sinusoidal field disturbance and high intensity field gradient active from t � 15ms to t � 35ms: the GAFS procedure restores the correct FFL
operation after a short transient phase characterized by underdamped oscillations. (E) Closed-loop simulation with sinusoidal field disturbance and low intensity field
gradient active from t � 15ms to t � 35ms: the FGC procedure quickly restores the correct FFL operation with almost no oscillations after gradient switch on and off.
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against external RF pulses, since it must be included in an existing
NMR/MRI instrument. The proposed design is based on the
online adaptation of the probe Q factor, according to three
operating states on the transceiver:

1. transmit: a high Q factor is engaged to handle high
transmission power (> 1 W);

2. Q-damping: a low Q factor is engaged to quickly discharge
the coil;

3. receive: a high Q factor is engaged again to provide
high SNR.

As depicted in Figure 2A, online adaptation of the probe Q
factor is obtained by connecting the probe to a damping resistor

during the Q-damping state. The three-state transceiver
operation state is determined by a three-way switch that
connects the probe to the transmitter, the damping resistor
and the receiver, respectively. An example of logic circuit to
control the state of the transceiver is depicted in Figure 2B. Note
that, while in the example the logic circuit is designed to be driven
by three lines, it can be straightforwardly adapted to a two lines
framework. Finally, to protect the receiver during the high power
transmission, the circuit includes protection diodes and preamp
disabling during transmit and Q damping states. The proposed
three-state transceiver design allows for impedance matching and
adjustable gain, and provides filtering of out-band noise and
overall low noise amplification, as underlined by preliminary
simulations performed with models of commercially available

FIGURE 2 | Three state transceiver. (A) Conceptual block scheme including transmitter, receiver, Q damping resistor, three way switch, tuning and matching
capacitors and RF coil. (B) Example of logic circuit (three command lines) driving the three state transceiver over transmit, Q-damping and receive states at each RF pulse
repetition time T. The receiver blank time Trb spans over transmit and Q-damping states. (C) Current through the RF coil IL [mA] for a 1V , AC input, as function of the
working frequency F [MHz]. (D) Voltage gain of the LC network during receive operation Vrx [dB], as function of the working frequency F [MHz]. (E) Return loss
S11 [dB], in case of impedance matching with 50Ω, as function of the working frequency F [MHz].
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discrete components. In particular, the plots reported in Figures
2C–E, which depict the current through the RF coil for a 1V , AC
input, the voltage gain of the LC network during receive oration
and return loss (S11 in dB), in case of impedance matching with
50Ω, respectively.

2.2 Handling of MRI Field Encoding
Gradients
Despite the enhancements discussed in the previous section, the
application of the FFL system to a FFC-MRI scanner
unavoidably requires explicit handling of field gradients.
From the FFL perspective, each magnetic field moving the
resonance condition from the original, resonance one
represents a disturbance to be rejected. In case of field
gradients, the lock sensor would detect a field disturbance
and try to restore the resonance condition corresponding to
no gradient active, possibly spoiling the results of the encoding
procedure. In a worst case scenario, this may spoil the results of
the whole experiment. Preliminary simulations suggest two
possible ways to mitigate this problem, and retain some of
the benefits of the FFL system during the application of field
gradients: the Gradient-Aware Frequency Switch (GAFS) and
the Feedforward Gradient Compensation (FGC) procedures.
Both techniques are based on the hypothesis that the field
deviation introduced with gradients is known (with sufficient
precision) at the lock sensor site. Since gradient generation is
controlled by the MRI equipment, this hypothesis is typically
reasonable.

2.2.1 Gradient-Aware Frequency Switch Procedure
The GAFS procedure, depicted in Figure 1A, consists in the
online switch of the lock sensor receiver frequency, Ω, from its
original value Ω � cBref

0 , to the gradient dependent value
Ω � c(Bref

0 + Bref
G ), with γ the gyromagnetic ratio of the lock

target nucleus, Bref
0 the magnetic field value corresponding to

perfect resonance without gradients, and Bref
G the magnetic field

value corresponding to perfect resonance with the current
gradient configuration. This approach requires a preliminary,
offline phase to determine the value of Bref

G for each possible
gradient configuration and construct a look-up table for online
consultation, at the benefit of negligible online computational
effort. Simulations (see Figure 1D for an example) suggest that
GAFS can effectively restore the FFL functioning after a short
time transient, where the magnetic field may undergo some
oscillations. The duration of the transient is related to the
closed-loop settling time of the main FFL control loop. This
behavior can also be interpreted as a step change in the closed-
loop reference.

2.2.2 Feedforward Gradient Compensation Procedure
The FGC procedure, depicted in Figure 1A, aims at reducing the
impact of such sudden reference change, by dynamically adapting
the closed-loop reference according to a dynamic model of the
lock sensor response. Note that, as a first approximation, this
model can coincide with the linear model used for the model
based tuning of the FFL regulator, and is therefore available at no

additional effort. While preliminary simulations (see Figure 1E
for an example) highlight the benefit of the approach, it must be
remarked that, due to the use of a linear model for the dynamic
lock sensor response, FGC can only be applied for gradients
whose intensity, Bref

0 , allows the lock sensor to work in its linear
operating region [25]. On the contrary, the GAFS procedure can
be straightforwardly applied regardless of the gradient intensity,
therefore the two solutions can be considered as complementary,
rather than alternatives.

2.3 Concluding Remarks and Open Issues
Based on the results presented in the recent literature regarding
FFL systems for FFC-NMR, this perspective article highlighted
and discussed some key problems and possible ways to improve
the FFC-FFL performances, and allow its implementation on a
FFC-MRI scanner. Since preliminary simulations suggested that
the proposed approaches can provide promising results, the
future work will focus on their practical implementation and
experimental evaluation. Moreover, while this work focused more
on issues related to hardware and firmware enhancements, it is
worth mentioning in this concluding section that room for
further improvement can also be found in the engineering of a
control sample whose characteristic time constants and dynamic
behavior could allow for even faster regulation of the magnetic
field [5, 25]. Finally, the tuning of the regulator could be
optimized and automatized, by adapting optimization-based
procedures suitable to handle systems characterized by very
complex high frequency behavior [36].
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Recent Advances and Challenges in
the Development of Radiofrequency
HTS Coil for MRI
Aimé Labbé1*, Gilles Authelet2, Bertrand Baudouy2, Cornelis J. van der Beek3,
Javier Briatico4, Luc Darrasse1 and Marie Poirier-Quinot 1*

1Université Paris-Saclay, CEA, CNRS, Inserm, Laboratoire d’Imagerie Biomédicale Multimodale Paris Saclay, Orsay, France,
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Radiofrequency (RF) coils fashioned from high-temperature superconductor (HTS) have
the potential to increase the sensitivity of the magnetic resonance imaging (MRI)
experiment by more than a dozen times compared to conventional copper coils.
Progress, however, has been slow due to a series of technological hurdles. In this
article, we present the developments that recently led to new perspectives for HTS coil
in MRI, and challenges that still need to be solved. First, we recall the motivations for the
implementations of HTS coils in MRI by presenting the limits of cooled copper coil
technology, such as the anomalous skin effect limiting the decrease of the electric
resistance of normal conductors at low temperature. Then, we address the progress
made in the development of MRI compatible cryostats. New commercially available low-
noise pulsed-tube cryocoolers and new materials removed the need for liquid nitrogen-
based systems, allowing the design of cryogen-free and more user-friendly cryostats.
Another recent advance was the understanding of how to mitigate the imaging artifacts
induced by HTS diamagnetism through field cooling or temperature control of the HTS coil.
Furthermore, artifacts can also originate from the RF field coupling between the
transmission coil and the HTS reception coil. Here, we present the results of an
experiment implementing a decoupling strategy exploiting nonlinearities in the electric
response of HTS materials. Finally, we discuss the potential applications of HTS coils in
bio-imaging and its prospects for further improvements. These include making the
technology more user-friendly, implementing the HTS coils as coil arrays, and
proposing solutions for the ongoing issue of decoupling. HTS coil still faces several
challenges ahead, but the significant increase in sensitivity it offers lends it the prospect of
being ultimately disruptive.

Keywords: high temperature superconductor, magnetic resonance imaging, MRI compatible cryostat, nonlinear
properties of superconductors, HTS coil, cryogenics, imaging artefact
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INTRODUCTION

The discovery of high-temperature superconductivity (HTS) by
[1], paved the way for the application of superconductor-based
technologies at temperatures above that of boiling nitrogen.
Simultaneously, powerful, low vibration, reliable cryocoolers
have been developed for applications at temperatures close to
90 K, the critical temperature of high-temperature
superconducting YBa2Cu3O7 (YBCO) which is the
technologically most useful HTS material. In microwave
technology, HTS has allowed the design of detectors and filters
of unmatched sensitivity/selectivity and noise figures, suitable for
satellite telecommunications [2]. A down-to-earth application of
HTS materials is Magnetic Resonance Imaging (MRI). Here, the
use of HTS materials can be envisioned both as magnet coils and
as probes for the detection of the radiofrequency (RF) MR signal.
The vanishing electric resistance of the superconducting MRI coil
brings electric noise levels within reach that are unachievable with
more traditional copper coils, even if the latter are cooled to much
lower temperatures than the HTS coil; typically, the signal-to-
noise ratio (SNR) can be increased more than a dozen times [3].
In spite of the promise held, the development of HTS
radiofrequency MRI coils, starting from early prototypes in the
90s [4], has been slow. Interest in this technology faded in the
2000s due to technological deadlocks that seemed
insurmountable at the time. These included drawbacks such as
having to employ wet cryostats (e.g. using liquid nitrogen or LN2),
as well as the necessary decoupling of the RF detection coil
(fashioned from a HTS material) from the (copper) RF
transmission coil. Both issues induce important artifacts in
MR images. Recently, however, a number of hurdles have been
lifted, heralding new possibilities for HTS coils in MRI. In this
paper, we review recent progress and challenges ahead.

First, we review the limitations of copper coils. Cryogenic RF
coils become relevant when the dominant noise source in MRI is
the RF coil used to collect the signal, i.e. in the case of
nonconductive samples, or when conductive samples are
probed with “small” surface antennas. With copper coils, noise
reduction is readily limited by the intrinsic properties of the
material. This limit can be significantly pushed by using
superconductors, justifying the implementation for HTS coils
in MRI with small samples or small RF coils.

We next present the progress made in the design of MRI
compatible cryostats. Such cryogenic systems face the key
challenges of ensuring full electromagnetic compatibility in
DC and RF domains and user-friendly integration for routine
practice in MR exams.

A recent study [5] has led to a much better understanding of
how the static field (B0)-inhomogeneities induced by magnetic
flux expulsion in the HTS coil can be mitigated. In addition to
their low intrinsic resistivity, HTS materials also present strong
diamagnetism that can induce significant B0-artifacts in MR
images, such as localized signal loss and continuous phase
shifts. Under the right circumstances, however, these can be
avoided.

We then address the subject of the RF ( B1) coupling between
the transmission coil (volume coil) and the HTS reception coil

(surface coil). In the absence of magnetic coupling, the HTS coil
acquires the MR signal with high sensitivity during reception and
does not perturb the homogeneous RF excitation emitted by the
transmission coil during transmission. This represents the
targeted operational mode for HTS coils. In presence of
coupling, however, the HTS coil picks up and locally amplifies
the B+

1 -field generated by the transmission coil, possibly inducing
important B+

1 -homogeneity artifacts in the MR images. These
include large-scale signal amplitude modulations and localized
π-phase shifts. To avoid the B+

1 -artifacts, a decoupling strategy
must be implemented so as to deactivate the HTS coil during
transmission. To illustrate this issue and its implications, this
section will present the original results of an experiment
implementing a decoupling strategy based on non-linearities
in the RF response of the HTS material.

Finally, we discuss the perspectives for further improvements
of HTS coil technology in view of novel MRI applications.

LIMITS OF COPPER COILS IN MAGNETIC
RESONANCE IMAGING

Cooling the RF coil circuit at cryogenic temperatures to improve
the sensitivity of nuclear magnetic resonance (NMR) detection
has been an early idea [6]. From the fluctuation-dissipation
theorem, the noise spectral density generated by a linear
dissipative medium is proportional both to its temperature
and to its power dissipation rate. A drastic reduction of the
coil noise is thus expected as a result of drop of the coil resistance
as the temperature is lowered. Conversely, neither the sample
temperature nor its equivalent damping resistance into the coil
are affected, so that the noise from the sample will eventually
limit the improvement in sensitivity [7]. The earliest proofs of
concept have been established with copper coils cooled to 4.2 K
using liquid helium (LHe) and at 77 K with liquid nitrogen,
respectively, to increase the sensitivity in 13C high-resolution
spectroscopy [8], and in low-field clinical MRI [9]. A dramatic
improvement in sensitivity was reported in NMR spectroscopy,
whereas for MRI the gain was rather modest due to the large
noise induced by the human body. A few years later, the
potential of HTS ceramics for replacing copper had been
demonstrated with prototypes of RF coils, at 77 K for low-
field MRI [10], 10 K for MR microscopy at high field [4] and
25 K for 1H detection in a 400 MHz spectrometer [11]. Electrical
losses of more than two orders of magnitude below that of
copper were reported. Since these early achievements, however,
the cooled-copper RF coil technology has spread widely in the
markets of high-resolution NMR spectroscopy [12] and
preclinical micro-MRI [13]. The replacement of copper by
HTS materials, on the other hand, has remained a research
topic in industrial and academic labs [3,14–18]. The objective of
this section is to provide guidelines to assess the coil material
performance in terms of ultimate SNR performance and report
the limits achievable with copper.

Using the reciprocity principle [7], the contribution of the RF
coil to the final signal-to-noise ratio in MR images can be
expressed by the RF sensitivity factor SRF :
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SRF �
ω(B−

1

I
)�����������������������

4kB(RcoilTcoil + RsampleTsample)√ (1)

that represents the time-domain SNR available from the coil per
unit magnetic moment and unit acquisition bandwidth [19] at the
Larmor frequency ω, assuming noiseless electronics. The RF coil
circuit is modeled by a self-inductance L in series with the NMR
electromotive force and with a sum of equivalent loss resistances.
The term B−

1 /I, with B−
1 the transverse magnetic field amplitude

generated by a RF current I in the circuit during reception,
evaluates the interaction between the coil and a nuclear magnetic
moment at a given position in the sample volume. The equivalent
resistances Rcoil and Rsample are weighted by the temperatures Tcoil

and Tsample to quantify the power spectral density of the noise
sources in the coil and in the sample, respectively (with kB the
Boltzmann constant). By defining the quality factor Q as the ratio
between the coil reactance and resistance, with respective
unloaded and loaded values Qu � ωL/Rcoil and Ql �
ωL/(Rcoil + Rsample), SRF is reformulated as:

SRF � B−
1

I
��
L

√
������
ωQl

4kBTeff

√
with Teff � Tsample(1 − Ql

Qu
) + Tcoil

Ql

Qu

(2)

where Teff is the effective noise temperature of the equivalent
loaded circuit. Assuming a negligible deformation of the
electromagnetic field by the conduction and displacement
currents inside the sample (quasistatic approximation), B−

1 /I
and L do not vary significantly upon sample loading and thus
only depend on the coil geometry. Themeasurement ofQl andQu

with a vector network analyzer (VNA) then allows a quick
assessment of the noise sources and a comparison of
sensitivity between RF coils of similar geometries operated at
different temperatures and loading conditions [3].

In the case of lossless samples (i.e. when Rsample ≈ 0 in Equation
1, or Ql � Qu in Equation 2), an RF coil with a given geometry

reaches an ultimate SNR performance that depends only on its
temperature Tcoil and on its resistance Rcoil. In the following, we
consider the RF regime in which the electromagnetic field only
penetrates a thin layer of the conducting material. Then, Rc is
directly related to the intrinsic surface resistance Ω by:

Rcoil � n2ξ
a
r
Ω (3)

with n the number of turns, a the average coil radius, and r the
wire radius. The proximity factor ξ accounts for the
concentration of the AC current along the minimum energy
path in bent or parallel wires. Assuming that the term ξa/r only
depends on aspect ratios of the coil geometry, then Rcoil only
depends on Ω considering homothetic scaling.

Figure 1 displays the ultimate sensitivity gain for RF coils at
different cooling temperatures as compared to copper at room-
temperature. For normal metals, the resistivity ρ drops almost
linearly for decreasing temperatures: inelastic scattering of
conduction electrons arises mainly from lattice vibrations until
it reaches a temperature-independent plateau given by the
residual resistance ratio (RRR) [20]. The latter is due to
residual scattering by impurities and lattice defects. The
screening of the metal by conduction electrons in a normal
conductor leads to the RF surface resistance Ωnc:

Ωnc � ρ

δ
�

����
μ0ωρ

2

√
(4)

with δ the RF skin depth and μ0 � 4π · 10−7 4π Hm−1 the
magnetic permeability of the vacuum. Actually, at extremely
low ρ,Ωnc can be much larger than expected from Equation 4
because δ decreases as ρ1/2 while the electronic mean free path λ
increases as ρ−1 (anomalous skin effect). Since a part of the
accelerated electrons tends to leave the conducting skin layer,
the effective surface resistance [21] increases significantly when

α � 3
2
(λ
δ
)2

� 3
4
μ0(ρλ)2ωρ−3 (5)

FIGURE 1 | (A) Expected resistivity ρ of copper at low temperature theoretically computed from [20], (black) and expected frontiers, i.e. α(ρ, ω) � 1, (blue) below
which the anomalous skin effect is no longer negligible compared to the skin effect. (B) Corresponding RF sensitivity factor, in the case of a lossless sample, using a
cooled copper coil (black) with RRR � 20 at different temperatures or a HTS coil (blue) at 77 K {data interpolated from [21]}, normalized by the sensitivity factor of the
same copper coil at room temperature. The dashed line corresponds to the ultimate surface resistance achievable with absolutely pure copper, accounting for the
anomalous skin effect [α(ρ,ω)→∞]. The effect of the static magnetic field on the HTS coil, not taken into account here, can significantly reduce these performances.
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becomes comparable or greater than 1, as showcased in
Figure 1A (grey curves). The factor (ρλ) is an intrinsic
constant for a conductor, close to 7.2 · 10−16 Ω.m2 for copper.
When α increases well above 1,Ωnc tends to a low asymptotic limit
of about 3.4 · 10−10ω2/3. Thus, the anomalous skin effect only
affects by a few percent the data at highest frequencies of
Figure 1B, which relies on a RRR of 20, an order of
magnitude for the RRR value of copper used in MRI probes.
However, due to the fast decrease of αwith ρ, it represents a severe
limit for copper with larger RRR values.

Figure 1B also displays the normalized RF sensitivity factor
expected for a typical HTS material at 77 K. A first key feature of
HTS is the partition of the conduction electrons between a
coherent Cooper pair state that carries the lossless
supercurrent, and a dissipative contribution from excited
quasiparticle states. A second is that the electromagnetic field
is extinguished over a surface layer, the thickness of which
corresponds to the frequency-independent London penetration
depth λL; in HTS, typically λL≈ 150 nm). The kinetic energy of the
Cooper pairs is concentrated within this layer. Electrical losses are
zero only for DC currents, when the Cooper pair supercurrent
shorts the quasiparticle current. However, AC electric fields
accelerate (and decelerate) both the Cooper pairs and the
quasiparticles contained in the surface layer. Assuming that
μ0ω≫ 1/2ρqp , with ρqp the quasiparticle resistivity, the
theoretical surface resistance Ωsc is given by [2]:

Ωsc ≈
1
2
μ20ω

2 λ
3
L

ρqp
. (6)

The depth λL increases rapidly as the temperature or
magnetic field approach the critical values Tc or Hc above
which the superconducting state disappears totally. Inversely,
for “perfect” superconductors, the dissipative quasiparticle
contribution is supposed to progressively vanish (ρqp → 0)
far below the critical limits. In HTS materials in particular,
supplementary losses occur due to the motion of magnetic flux
vortices, weak-link effects at grain boundaries, and the
unconventional d-wave Cooper pairing mechanism, leading
to complex and strongly anisotropic dependences of
dissipation on the magnetic field and RF current [2]. In spite
of fundamental limitations, much of the performance of a HTS
material relies on its fabrication process though. For
applications at 77 K, the best technology to date is that of
thin-film YBCO epitaxially grown on single-crystal dielectric
substrates such as lanthanum aluminate or sapphire, that exhibit
extremely low tangent losses. Systematic measurements from
20 MHz to 20 GHz with temperatures between 30 and 77 K [22]
show that the ω2 dependence expected from Equation 6 is only
approached in the GHz range and is closer to a ω1 in the low-end
frequency range up to a few hundred MHz, with a typical Ωsc of
0.5 μΩ at 100 MHz. Wafers of up to 20 cm in diameter are
currently available from manufacturers and can be accurately
etched to elaborate monolithic resonators using the substrate as
capacitance. Thin-film HTS coils with quality factors from a few
1,000 to several 100,000 have been reported for MR imaging
applications [19].

Another consideration with cryogenic probes comes from the
thermal insulation wall inserted between the sample and the low
temperature RF coil. To preserve the field-of-view accessible with
the coil, the thickness of the insulator needs to be accommodated
with a larger coil radius. Consequently, looking back at Equation
1, this tends to mitigate the sensitivity gains predicted above by
reducing the B−

1 /I factor. Indeed, from the Biot-Savart volume
integral and considering coils with constant aspect ratios the B−

1 /I
amplitude of surface coils is expected to decrease as 1/a when the
coil radius is adjusted to optimize the sensitivity at a target depth
below the sample surface. The same 1/a law also applies at the
center of volume coils. Considering a volume copper coil as a
typical example, the ultimate SNR gain at 30 K is about seven
when compared to room temperature (Figure 1). For a nominal
sample diameter of 5 mm and a realistic thickness of 2 mm for
thermal insulation, a 30 K copper coil with a mean diameter of
9 mm would thus achieve a net gain of about four over a tightly
adjusted RF coil at room temperature. Coping with even smaller
samples would require an improved insulation to accommodate
the larger surface-to-volume ratios, which intrinsically limits the
advantages of cooled RF coils over room-temperature ones below
a critical sample size. Since they offer a much larger ultimate SNR
performance than copper, HTS materials can significantly
alleviate this limit and bring substantial SNR improvements
over conventional probes even with millimetric samples [17].
More generally, far more complex rules have to be considered
with large conductive samples, with a general trend to limit the
SNR gain reachable with cryocooling. In any case, however, HTS
materials that provide much lower losses than their copper
counterparts offer a promising perspective to design novel RF
coil geometries such as actively screened or meta-structured
configurations.

PROGRESS IN MAGNETIC RESONANCE
IMAGING COMPATIBLE CRYOSTATS

The need for cryogenic means has long been seen as a serious
bottleneck to the dissemination of cooled RF coil technology in
MR applications. Many advances have been made during the last
20 years in the emerging field of superconductive electronics
where the requirement for low-cost, compact, secure, and
easy-to-use cryogenic devices has been a strong motivation
[23]. However, MR detection meets severe additional
constraints of compatibility with the presence of RF as well as
of large static magnetic fields: no metallic parts can be present
near the RF coil and no magnetic materials nor moving metallic
parts can be in proximity to the magnet bore. Specific materials
such as PVC, fiberglass composites, polystyrene or polyurethane
foams, quartz, glass, or ceramics are generally involved in the
cryostat body. Thus, initial developments [19] mostly relied on
homemade cryogenic designs. First trials involved immersion of
the coil circuit in LHe (4.2 K) or LN2 (77 K) [8,9], allowing
intrinsically uniform and temperature-stabilized cooling of
volume coils or large surface coils. To reduce mechanical and
electrical instabilities due to boil-off and bubbling, the trend was
then to replace the direct liquid immersion by a flow of cold
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nitrogen [24] or helium [25] gas, or by a cold finger made of high-
performance dielectric material such as sapphire [11,26].

Another particular constraint that arises during the study of
human subjects, animal models and biological samples is to
maintain the living system at room temperature all the while
keeping a small separation from the cooled RF coil. This can be
provided either by a plain insulating wall [10], by a double-wall
vacuum layer [25], or by a single-wall evacuated cryostat
containing the RF coil [27]. The latter allowed the reduction
of the insulator thickness to less than 1 mm, which is particularly
suitable for high-resolution surface imaging such as that of the
human skin and rodents in a preclinical setting. Nevertheless,
using conventional superinsulation with metallized layers to
block thermal radiation through the insulating window does
not fit the requirement for RF transparency, so an amount of
thermal leakage still occurs. Thus, insufflation of a warm stream
of an inert gas such as N2 into a reserved space along the outer
cryostat surface has been applied to preserve the temperature
stability of small living samples [24]. As pointed out in the
previous section, the requirement for a minimized insulation
thickness is not as severe with HTS coils as with copper coils since
the formers offer much higher ultimate SNR gains.

More than 15 years after the early demonstrations of RF coils
cooled by direct fluid immersion in the academic world, more
elaborated closed-cycle cooled RF probes [28] have become
available as standard accessories for analytical NMR
spectroscopy [29]. In the new probes, typically, circulating
helium gas transfers the cooling power from a distant two-stage
Gifford–McMahon refrigerator to the RF coil, through heat
exchangers at a regulated temperature ranging between 20 and
30 K. Temperatures of 20–30 K are low enough to improve the
sensitivity of copper RF probes by a ratio of four when compared to
room temperature, which enables 16 times faster acquisitions at
constant SNR. Moreover, an integrated preamplifier cooled to
below 80 K by the first stage of the Gifford-McMahon machine
ensures a low noise contribution from the receiver, even with
noiseless samples. Such new technology has been expanding
rapidly since the late 1990s to face the high throughput
demand in analytical chemistry. Its impact is tremendous in
large scientific domains such as genomics, proteomics, and drug
discovery, where the structural and dynamic analysis of large
proteins is very time consuming, only small amounts of the
substance under study are available, and less sensitive nuclei
such as 13C and 15N must be investigated [12].

Based on the closed-cycle technology already developed for
NMR probes, cryocooled surface probes designed for high-
resolution imaging of the mouse brain [30–32] have become
commercially available for routine operation on micro-MRI
systems up to 15.2 T. This has given rise to growing numbers
of cutting-edge structural and functional imaging applications
[13]. Typically, the probes are made of 15–20 mm circular or
rectangular copper coil elements bent onto a cold finger. Their
half-cylindrical shell packaging leaves a large access to the animal
head and offers a warm contact with a temperature-controlled
ceramic wall, ensuring a minimum coil-sample distance of about
1 mm. Compared to a similar probe operating at room
temperature, in vivo image acquisition with a 30 K quadrature

surface probe at 9.4 T exhibited a SNR gain of about 2.5 when
averaged over the mouse brain [31].

The rather high temperature range targeted with the new
closed-cycle technology allows a much more robust operation
than achievable with the early cryostats operating at 10 K and
below. Notably, the new technology offers a fully automated
control and does not require to refill the system with cryogenic
fluids. However, designs until now were not versatile enough to
allow for a change of RF coil configuration or orientation. The set-
up is expensive and cumbersome because a high cooling power is
required from the Gifford-McMahon unit, the rotary valve of
which has to be located a few meters away from the MRI magnet
for electromagnetic compatibility issues. Moreover, while cooling
to 30 K is needed to take the most out of copper RF coils, HTS
materials already exhibit sufficient performances at temperatures
above 50 K. Thus, research activity is still ongoing in academic
labs with simple all-in-bore 77 K static cryostats offering some
flexibility and sufficient autonomy for acquisition times of several
hours [3,33–36].

In order to optimize the handling of HTS coils, cryogenic
systems providing intermediate temperature control above 50 K
[15,37–40], and variable temperature set-ups for frequency
tuning [39,41] have been proposed. Along with a higher
working temperature, an important trend to alleviate the
charge on closed-cycle cryocoolers is to drastically reduce the
distance between the refrigerator machine and the cooled RF coil.
Pulsed tube refrigerators without moving parts close to the cold
finger have been used at close proximity to the MRI magnet, i.e.
on the patient bed [42], or even inside the magnet within the RF
coil cryostat [37]. The latter solution was designed to allow a
variable orientation of the RF coil with a very compact design;
however, it actually needs to be operated in a downward
orientation (i.e. upright for the pulse tube) because of gravity
issues for ensuring an efficient flow cooling.

The use of a refrigerant was eliminated in the cryogen-free
system proposed by [40], later described by [42], and displayed in
Figure 2. The cold source, provided by a commercial single-stage
pulse tube cryocooler connected to a remote motor, is located
directly on the non-magnetic cryostat vessel. The cold head is
thermally coupled to the HTS coil by a series of high-conductivity
pure aluminum flexible straps used in combination with copper
and sapphire supports, as depicted in Figure 2B. This solution
allows the transfer of sufficient cooling power to the RF coil; offers
great adaptability to the RF coil bedding geometry; minimizes
static and RF magnetic field perturbations induced by the system;
and minimizes the transfer of mechanical vibrations to the HTS
coil. Moreover, a non-magnetic heat exchanger tip anchored to
the coil bed and a fully automated control system enable the
control of the coil temperature to within 0.1 K, [41,42]. Thus, the
coil frequency can be tuned through temperature as a parameter.
These aforementioned characteristics, as well as the reasonable
weight (70 kg) and compact nature of the cryostat, allow an
installation as close as possible to the measurement zone of the
MRI scanner. In fact, this system is cryogenist-free—i.e. no
cryogenic knowledge is required to use it -, autonomous, and
adaptable to any MRI structure that stays in the examination
room during the experiments.
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MITIGATING THE EFFECTS OF
HIGH-TEMPERATURE
SUPERCONDUCTING COIL
DIAMAGNETISM

Another recent advance was made by better understanding the
interaction between the HTS coil and the static magnetic field B0

used in MRI. In the presence of a magnetic field, superconductors
spontaneously generate screening currents on their edges and
surfaces to expel the magnetic flux. This induces static field
(B0)-inhomogeneities in the vicinity of the superconductor,
which can result in B0-artifacts in the MR images. In type-II
superconductors, which include all HTS materials, magnetic flux
can be readmitted in the form of quantized flux lines, or “vortices”
[43]. Consequently, the magnetic properties of HTS materials are
typically temperature dependent and hysteretic. Depending on
the magnetic history of the material, notably whether it was
cooled in the presence (field cooled) or the absence (zero-field
cooled) of a magnetic field, it can display perfect or imperfect
diamagnetism. As presented in the previous section, HTS coils for
MRI applications have mostly been used at LN2 temperature, i.e.
sufficiently close to the superconducting transition temperature
Tc of the HTS material for its diamagnetism to be negligible.

However, with better-controlled experimental parameters and
new cryostats achieving lower temperatures (∼ 60 K) this
becomes an issue producing major B0-artifacts on MR images
in the vicinity of the HTS coil.

The static field inhomogeneity artifacts due to static field
expulsion from HTS coil were recently investigated [5] for
different cooling conditions and temperatures of the HTS coil.
This was done by measuring the MR signal at 1.5 T of a water
sample in the vicinity of a HTS coil: a 12 mm multi-turn
Transmission Line Resonator [44] (MTLR) with a pair of six-
turn YBCO spirals (Tc � 86 K) on both sides of a Al2O3

substrate. In the aforementioned study, the HTS coil was non-
resonant to avoid RF B+

1 -artifacts while keeping intact the
diamagnetic response of the superconductor. The coil was used
in the cryostat described in Figure 2, and the normal to its surface
was kept perpendicular to the static field B0 during the whole
experiment. A whole-body RF coil was used in transceiver mode.
Standard 3Dgradient-echoMR images were acquired after zero-field
cooling (outside the MRI scanner), field cooling (inside the MRI
scanner) and for different temperatures varying from 60 to 90 K.

In Figure 3, we present the main results of this study. Images
acquired after zero-field cooling displayed important signal losses
and phase perturbations (Figure 3A). The observed artifacts were
predominant closer to the HTS coil and shared the same

FIGURE 2 | Images of the cryogen-free cryostat. (A) The cryostat and associated equipment. (B) Detailed 3D drawing of the general layout and cryogenic scheme
of the system. (C) The HTS coil signal is probed by inductive coupling via the coupling coil. Matching and tuning of the HTS coil to the acquisition chain of the MRI scanner
is performed with the coupling coil and the tuning coil, respectively. Fine tuning is also achieved via temperature control of the HTS coil. (D) Position of the HTS coil inside
the cryostat, approximately 1.7 mm under the imaging zone. (E) Cryostat on the patient bed which can be inserted in the bore of the 1.5 T MRI scanner. This
system was fully described in [42].
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characteristic dimensions. In comparison, images acquired after
field-cooling the coil in the MR scanner were unaltered. The phase
perturbation was also shown to have a strong temperature
dependence (Figure 3B); the amplitude of the perturbation was
continuously reduced as the temperature increased. Using a
phenomenological model of the coil superconducting
diamagnetism, it was shown that these artifacts were caused by
a small yet unavoidable misalignment, less than 1°, of the HTS coil
in the static field B0, and that their temperature dependence
mirrored the temperature dependence of the in-plane critical
current of YBCO measured in comparable conditions [45].

Two important conclusions can be drawn from these results.
1) The B0-artifacts are linked to a low working temperature of the
coil when compared to its Tc, and 2) they can be mitigated at low
temperature by field-cooling the HTS coil in B0 at its working
position in the MRI scanner.

DECOUPLING THE HIGH-TEMPERATURE
SUPERCONDUCTING COIL DURING
TRANSMISSION

Another possible source of artifacts comes from the magnetic
coupling between the HTS surface coil and the volume coil used
during transmission. Copper coil technology typically relies on
diodes to deactivate the reception coil during transmission.
Unfortunately, these standard techniques cannot be
implemented with HTS materials, as the physical connections
required for incorporating discrete components in the coil circuit
degrade its quality factor and add too much noise. Decoupling is
hence a major technological challenge for HTS coils. A solution
can be found through the highly nonlinear electrical properties
presented by HTS materials [46]. The quality factor Q of HTS
coils depends on the power of the incident RF magnetic signal.
Their Q of a few thousand during reception (low power stage),

typically collapses to a few dozen during transmission (high
power stage) [47,48]. These nonlinear properties, which can be
tailored by fine engineering of the superconducting track
composing the coil, can be exploited as a means to deactivate
the HTS coil during transmission [49]. Here we present a study of
these nonlinear properties. In a first step (Setup 1), we will
present results of a RF characterization of a HTS coil realized
in a low field environment (Earth magnetic field). These results
will provide insight into the physical mechanism behind the

FIGURE 3 |MR images of a water sample in the vicinity of a HTS coil (A) after different cooling conditions of the coil (at 58 K), and (B) for different temperatures of
the coil after zero-field cooling. The slice shown is parallel to the HTS coil plane, ∼4.2 mm above. B

→
0 is oriented towards the vertical axis of the images. In (B), the phase

data were unwrapped, resolving the 2π-jumps. Data taken from [5].

FIGURE 4 | Schematic drawing of the interior of the dedicated cryostat
used in Setup 1.The VNA is connected to a measurement probe inductively
coupled to the HTS coil, which is secured on a cold finger. The temperature is
monitored using a thermosensor (Pt100). The system was fully
described by [50].
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collapse of the coil quality factorQ. In a second step (Setup 2), we
present this decoupling approach implemented in an MRI
environment (Figure 2), allowing the material to pass from a
zero-resistance state to a dissipative state during transmission
[49]. In both setups, the experiments were conducted with a
resonating (ω � 63.5MHz at 70 K) HTS surface coil of identical
design as the one described in the previous section [5].

Setup 1—The HTS surface coil is used in a dedicated cryostat
[50] shown schematically in Figure 4, cooled in Earth’s
magnetic field and characterized with a VNA and a method
inspired from [47]. The electrical parameters of the HTS coil
are obtained through the measurement of its RF response using
an inductive coupling approach involving a measurement probe
overcoupled with the HTS coil. The measurement probe is a
10 mm diameter copper loop placed in front of the HTS coil at a
5 mm distance. The incident power produced by the VNA and
transmitted to the HTS coil via the measurement probe is then
converted in equivalent B+

1 or B−
1 values, depending on the RF

amplitude with this experimental geometry. The HTS coil was
left resonating at its own resonant frequency, different from the
Larmor frequency, for the experiments involving Setup 1.

First, this setup simulates an MRI sequence. A high amplitude
pulse with B+

1 ∈ [0.02 μT , 0.4 μT] is applied with the
measurement probe to mimic the RF pulse used during spin
excitation (transmission). Then, a low amplitude pulse
corresponding to B−

1 � 0.02 μT is applied to reproduce the
NMR signal during reception. The switch time between the
two power levels is 12 µs. The HTS coil quality factor Q was
extracted as a function of B+

1 (during the excitation pulse) for
three temperatures T � 60, 70, and 80 K.

Secondly, the setup performs a swept-frequency analysis
where the modulus and phase of the compensated reflection
coefficient ρcomp(ω)�ρ(ω)-ρ0(ω), are measured with the VNA as
a function of the frequency ω for different incident
B+
1 ∈ [ 0.05 μT, 0.35 μT] and temperatures T � 60, 70 and

80 K. Here, ρ0 corresponds to a reference data set taken in the
absence of the HTS coil, whereas ρ integrates its
contribution [47].

Setup 2—Then, the HTS coil is cooled inside the MR
compatible cryostat [42] integrated into a 1.5 T clinical MRI
(Achieva, Philips) shown in Figure 2. Fine frequency tuning of
the HTS coil at ω0 is performed using a tuning coil [3], while
impedance matching is obtained with a coupling coil
(Figure 2D). The same coupling coil is then used to pick up
the HTS coil signal during the experiment. TheMRI sequence is a
standard 3D gradient-echo using the parameters listed in Table 1.
During transmission, a volume (whole-body) coil is used to
generate rectangular RF pulses with nominal amplitude B+

1 ∈

[0.08, 27 μT] and pulse durations t ∈ [6.4 μs, 4.0 ms]. The pulse
duration τ is calculated consequently to keep the flip angle
constant (α � cB+

1τ). Also, the imaging sample (Figure 5A) is
filled with a 1 ml solution of water with a gadolinium-based
contrast agent (Dotarem, C � 2.5 · 10−3 mmol/ml).

With this second setup, we first connected the coupling coil to
the MRI acquisition RF channel to acquire the HTS coil signal
during reception. A reference measurement was obtained using a
room temperature copper coil of similar dimensions (Figure 5A).
Then, the imaging sample was removed and the coupling coil
signal V was connected to an oscilloscope to measure the
response of the HTS coil during transmission as a function of
B+
1 at different temperatures T ∈ [62 K, 80 K]. A reference

measurement was also acquired with the coupling coil only
(i.e. without the HTS coil). The ratio V/B+

1 was then used to
track the evolution of the HTS coil quality factorQ. In addition to
these measurements, the quality factor Q of the HTS coil was also
measured in this configuration using a VNA and an incident
power producing a B+

1 ∼ 0.05 µT.
Figure 6 presents the results obtained with Setup 1. Figure 6A

displays the dependance between the Q value of the HTS coil and
B+
1 for three working temperatures of 60, 70 and 80 K.We observe

a transition from a superconducting state (Q ∼ 50000) to a
dissipative state (Q ∼ 100) for B+

1 values that are temperature
dependent. At lower temperature (60 and 70 K), this transition
occurs at B+

1 ∼ 0.2 μT whereas at 80 K (closer to Tc), B+
1 is reduced

by almost an order of magnitude to 0.04 μT. Also, we mention
that the transition time (not shown here) between the two states
was faster than 12 µs.

The effects of the RF power on the HTS material are shown in
Figures 6B–G, which displays the modulus and phase of ρcomp,
noted respectively

∣∣∣∣ρ∣∣∣∣ and ϕ thereafter, for different incident B+
1

and working temperatures. First, at low B+
1 ,
∣∣∣∣ρ∣∣∣∣ and ϕ display the

expected behavior for classical RF coils, except for the
temperature dependence of the resonance frequency; at 60 and
70 K, the coil resonates close to 63.5 MHz, which decreases to
63.1 MHz at 80 K. This frequency shift, which is due to the
temperature-induced increase of the kinetic inductance of the
superconductor, is predominant when Tc � 86K is approached.
Secondly, at higher B+

1 , we observe a collapse of
∣∣∣∣ρ∣∣∣∣ and a

deformation of ϕ that are also temperature dependent. At
80 K,

∣∣∣∣ρ∣∣∣∣ and ϕ simply flatten as B+
1 increases. This is to be

compared with the behaviour observed at 60 and 70 K, where
∣∣∣∣ρ∣∣∣∣

becomes strongly deformed at B+
1 � 0.35 μT and ϕ showcases a

discontinuity (inset of Figures 6C,E).
In Figure 5, we present the results acquired with Setup 2. The

spatial inhomogeneities observed in the MR images of Figures
5B–C are due to a non-uniform flip angle of the spins over the

TABLE 1 | Acquisition parameters of the 3D gradient-echo MRI sequence used in Setup 2.

HTS coil Copper coil (Reference)

Pixel receiver bandwidth 217 Hz/pixel 217 Hz/pixel
Echo time/Repetition time 6 ms/25 ms 3 ms/13 ms
Spatial resolution 250 μm × 250 μ × 250 μm 300 μm × 300 μm × 1,000 μm
Field of view 36 mm × 36 mm × 36 mm 20 mm × 20 mm × 20 mm

Frontiers in Physics | www.frontiersin.org July 2021 | Volume 9 | Article 7054388

Labbé et al. Advances with HTS Coils for MRI

48

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


sample. This is produced during transmission by the re-emission
of the spatially non-uniform B+

1 field generated by the surface coil,
the amplitude of which is proportional to its quality factor Q. In
the absence of artifacts, the MR signal would appear relatively
uniform over the sample. For a copper coil presenting linear
electrical properties (Figure 5C), the magnitude of the artifacts

does not depend on the value of B1, as expected at a given flip
angle α. For the HTS coil, however, the artifacts in Figure 5B are
more important at lower B+

1 . This indicates that increasing B+
1

increases the resistance of the coil, and consequently reduces its
quality factor Q during transmission. This behaviour is well
observed when we measure the signal of the coupling coil

FIGURE 5 | (Setup 2)–(A) Pictures of the HTS coil, water sample and copper coil. MR acquisitions obtained with (A) the HTS coil at 60 K and (B) the copper coil at
room temperature for different B1 varying from 1 to 10 μT at constant spin flip angle α. (C) V /B+

1 ratios (∝Q) as a function of the RF magnetic field B+
1 transmitted by the

volume coil.

FIGURE 6 | (Setup 1)–(A)Measured quality factorQ of the HTS coil as a function of the RF magnetic field B1 for different temperatures and (B–G) swept-frequency
analysis of the nonlinear HTS coil for different temperatures and B1. The top (B,D,F) and bottom (C,E,G) rows respectively display the modulus and phase of the
compensated reflection coefficient ρcomp. The dashed line at 63.5 MHz provides a visual guideline to highlight the temperature drift of the resonance frequency. The
insets in (C) and (E) highlight the phase discontinuity observed for B1 � 0.35 μT.
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during transmission. As shown in Figure 5D, the ratio V/B+
1 ,

which is proportional toQ, decreases as a function of B+
1 of almost

one order of magnitude between 0.05 and 10 μT at 62 K. In
comparison, this coefficient is almost constant for all B+

1 values
without the HTS coil (ref. curve in black on Figure 5D). For
values of B+

1 below 1 μT, Q displays a strong temperature
dependence, which is not the case anymore for higher B+

1 .
This dependence was also observed with the Q measurement
of the HTS coil inside the magnet performed with the VNA,
typically with Q ∼ 3000 at 60 K and Q ∼ 2560 at 70 K.

These two setups studied the nonlinear electrical properties of
the HTS coil in Earth’s magnetic field (Setup 1) and in a field of
1.5 T (Setup 2). We observed differences between the behavior of
Q in Earth’s field and at 1.5 T, in agreement with a previous study
(Lambert RSI 2008). This difference can be explained by vortex
dynamics, which we assume to be the principal dissipation
mechanism in our experiment [51]. The AC current
circulating in the HTS coil, depending on (B+

1 )2, is responsible
for energy dissipation in the HTS material and leads to the
increase of its electrical resistivity (i.e. its surface impedance).
In Earth’s field, vortex penetration is weak and does not, unless
the temperature closely approaches Tc, affect the HTS material
response much. At low B+

1 , the vortices remain pinned and the RF
current is not strong enough to induce large vortex
displacements. Consequently, the surface impedance of the coil
remains constant, leading to Q ≈ 50000 for all working
temperatures, in good agreement with precedent
measurements {Lambert RSI 2008 [3]}. At higher B+

1 , the effect
of hysteretic vortex motion in the HTS material becomes
significant, inducing an increase of the electrical resistance,
and a decrease of the Q values that amounts to one order of
magnitude between 60 and 70 K. This is even more pronounced
with an increase of temperature: we observe a decrease of two
orders of magnitude of Q. At 1.5 T, the critical current density is
lower, and the vortices are more easily set in motion by RF
currents even at low B+

1 . This phenomenon becomes more
pronounced as the temperature of the HTS material is
increased. Consequently, Q is halved between 60 and 80 K. In
contrast, for B+

1 ≥ 1 μT, Q does not depend on the temperature
anymore. This is most probably due to a complete penetration of
the material by the vortex lines carrying B+

1 ; once the RF field
completely penetrates the material, there is no further change in
field contrast associated with B+

1 , so that all related artifacts are
now independent of temperature. In the experimental results, we
observed that the value of B+

1 at which the superconducting
material transits from the superconducting state to the
dissipative state depends on temperature, but also on the value
of the static field. This can be explained by the temperature, field,
and field-orientation dependence of the critical current density of
the HTS material, as studied by [45], in comparable conditions.

DISCUSSION

In this work, we reviewed some of the challenges and recent
advances made in the implementation of HTS coil in MRI. The
key feature of HTS coils is that they do not share the lower limit

on resistivity experienced by copper coils, although the ω2

proportionality law between their electrical noise and working
frequency limits their potential for applications in high-fieldMRI.
HTS coils do, however, share the same extrinsic limitations as
cryogenic copper coils. To take full advantage of their benefits, the
necessity for the sample to be non-conductive, or at least not to
overload the coil (c.f. Equation 2), restrains the imaging volume
to small dimensions for in vivo applications at standard medical
imaging fields (i.e. up to a few milliliters at 1.5 and 3 T), as
discussed in the literature [19]. As for cryogenic copper coils, this
limits the prospects of implementations of HTS coils as volume
coils. For larger samples, they could nevertheless be implemented
as coil arrays, which would allow HTS coils to image far greater
fields-of-view while keeping advantageous SNRs. The issue of
decoupling the array elements from each other entails substantial
work, but a solution could be based on the work of [52], or that of
[14]. Considering the small dimensions of HTS coils, they could
only be used for surface imaging in clinical MRI for skin [53] or
extremities imaging, for instance. In preclinical MRI, they will
probably come as a natural successor to cryogenic copper coils, as
they are well suited for weakly conductive small biological
samples such as mice and rats, or ex-vivo biological samples
[54]. The high sensitivity of HTS coils also opens up the way to
high-resolution MRI (<100 μm) at relatively low fields (<3 T)
when compared to the more usual high fields used in preclinical
MRI (4.7 T and higher). Since the MR relaxation times depend on
B0, there is a strong motivation to investigate animal models
directly in clinical magnetic fields, since this approach greatly
facilitates the transfer of MR protocols from preclinical to clinical
imaging. Hence, this limits the need for additional investments.

In order for these applications to be developed, the HTS coil
must be integrated into a cryostat that achieves both MRI
compatibility and good thermal insulation between the
cryogenic probe and the room temperature imaging subject.
Although this has proven to be an important technological
challenge, recent years have seen the design of new and more
robust cryostats, with the notable development of the cryogen-
free and autonomous system that we described [42]. While we
focused our attention primarily on closed-cycle technology,
onboard open-cycle cooling approaches dedicated to small RF
coils show promising perspectives to address the challenge of
cooling high-density flexible HTS coil arrays, i.e. arrays where the
relative positions of the coil elements can be modified. Such
individual onboard cooling units or, alternatively, distributed
refrigerant streams, could be implemented respectively with a
compact N2 Joule-Thomson refrigerator [55] or a microfluidic
LN2 exchanger [56]. The actual challenges of such a device are
improving the compactness and reducing the cooling time while
keeping a standalone, user-friendly, and cryogen-free solution.
Compactness will be achieved by reducing the dimensions, and
therefore the weight of the device. Consequently, this will reduce
the heat stored in the system at room temperature as well as the
thermal resistance between the cooling system and the coil,
allowing for faster cooling or less cooling power. This cannot
be accomplished without a fine optimization of the thermal
capacity of the thermal link with the cooling power of the
cryocooler at all stages of cooling. These improvements will
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bring the device even closer to the MRI measurement zone and
impose having even more non-magnetic material entering its
composition. Using new polymeric materials—robust, lighter,
and compatible with vacuum and MRI scanners–, will fulfill
both requirements.

The question of the optimal working temperature for HTS
coils remains open. On the one hand, we have seen that working
at temperatures significantly lower than Tc may be associated
with circumstantial static field inhomogeneity artifacts caused by
the superconducting diamagnetism of the coil; these could be
avoided by field cooling the coil in the MRI magnet at its working
position. On the other hand, working at lower temperatures
should lead to a better sensitivity factor (SRF) of the HTS coil.
Therefore, regarding superconducting diamagnetism, working at
a lower temperature can be envisioned if these artifacts are
consistently avoided. For most applications, this implies
frequent temperature cycling of the coil in-between
experiments or after a change in geometry. This requires a
practical implementation involving quick, localized and
uniform heating of the HTS coil inside the cryostat. Such a
heating system could work by radiative, resistive, or
conductive heating but without any interference with the MRI
experiment, and would solve an important issue in the
implementation of HTS coils by providing the experimental
conditions required to obtain better images with this technology.

The issue of tuning and decoupling of the HTS coil also comes
into play for the selection of its working temperature. Until now,
our studies were conducted using HTS coils working at around
80 K in transceiver mode. As stated earlier, the HTS coil design is
chosen so as to resonate close to the Larmor frequency, and a fine
tuning of its resonance frequency is achieved by positioning a
closed-circuit copper loop [3]. Thanks to the new cryostat, this
fine tuning can now be performed by a fine control of the
temperature, as proposed by [42], since the coil resonance
frequency depends on the temperature [39]. Also, matching
the HTS coil to the source impedance was achieved by a
contactless matching technique using an inductive pick-up
loop tuned at the Larmor frequency. The coupling coefficient
is manually adjusted, modifying the distance between the pick-up
loop and the HTS coil, to reach the optimal 50Ω presented at the
input preamplifier. This matching step can be made more user-
friendly by the integration of an automated system based on
piezoelectric motors inside the cryostat [57].

In parallel, until the issue of the magnetic coupling between
the HTS coil and the transmission volume coil is solved, the
former can still be used in transceiver mode (i.e. as the transmitter
and receiver) Typically, the transmit level of the coupled volume
coil is manually adjusted to account for the presence of the HTS
coil, which effectively becomes the source of the RF excitation
flipping the sample magnetization during transmission. From the
perspective of the volume coil, this leads to flip angle values of one
to two orders of magnitude smaller than the ones currently used
in MR protocols in order to achieve a real π/2-flip angle in the
region of interest (ROI) These precautions are necessary to limit
the B+

1 -artifacts caused by the HTS coil non-uniform magnetic
field. Although this corresponds to a suboptimal implementation
of HTS coil, high quality MR images can still be obtained in this

operational mode [3]. However, the presented investigations were
all based on gradient-echo protocols, and imaging a larger area
was realized at the cost of a nonuniformly weighted T1 contrast.
Many of the sequences requiring a uniform flip angle to assess a
quantitative T1 or T2 contrast, for instance, are not usable in this
condition. Consequently, achieving decoupling with HTS coil will
open up a new world of applications for this technology.

To that end, the approach illustrated in our experimental
results exploits the non-linear electrical response of HTS
materials to minimize the quality factor during transmission.
Although the coil under study did not reach resistance levels
sufficient to achieve proper decoupling, it did provide a proof of
concept for this technique. To go further, the HTS coil have to
reach its dissipative state for lower RF B+

1 field values which
implies finding ways for the coil current to reach the critical
current density of the HTS material sooner. This must be
accomplished without degrading the coil sensitivity during
reception. This objective can be achieved either by reducing
the critical current density notably through temperature, as
seen in Figure 5 and providing another argument for working
at higher temperature, or by increasing the current density in the
coil by a fine engineering of the superconducting track [49]. This
can be performed by adding constrictions of various geometries
in the coil design and modifying the HTS material thickness.

CONCLUSION

HTS coil for MRI has come a long way in the last 30 years.
Cryogenics have advanced sufficiently to allow the design of MRI
compatible cryostats that allow one to reliably operate HTS coils.
In addition, we now better understand how HTS coils interact
with the superposed magnetic fields B0 and B1 used in MRI,
allowing for a better integration of the superconducting coil in the
MR environment. This technology still faces several challenges
before it is ready for practical applications in bio-imaging.
However, the significant increase in sensitivity it offers lends it
the prospect of being ultimately disruptive.
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Low-field permanent magnet-based MRI systems are finding increasing use in portable,
sustainable and point-of-care applications. In order to maximize performance while
minimizing cost many components of such a system should ideally be designed
specifically for low frequency operation. In this paper we describe recent
developments in constructing and characterising a low-field portable MRI system for in
vivo imaging at 50 mT. These developments include the design of i) high-linearity gradient
coils using a modified volume-based target field approach, ii) phased-array receive coils,
and iii) a battery-operated three-axis gradient amplifier for improved portability and
sustainability. In addition, we report performance characterisation of the RF amplifier,
the gradient amplifier, eddy currents from the gradient coils, and describe a quality control
protocol for the overall system.

Keywords: low field MRI, MR hardware, halbach magnet, gradient coil design, RF coil array, RF amplifier, quality
control, gradient amplifier

INTRODUCTION

In the past 15 years several groups have shown significant progress in the design of low field
(<100 mT) MRI systems [1–20]. Several different magnet geometries have been used, and each
system contains a unique combination of custom-built and commercial components. The following
paragraphs summarize the properties of systems which have been used for in vivo imaging in terms of
their hardware design and performance. For a more detailed review, Sarracanie and Salameh have
published an extensive review discussing general progress in low field MRI [21].

The Walsworth group designed a Helmholtz coil based bi-planar electromagnet which, after
passive shimming creates a magnetic field of 6.5 mT [1–3]: the planes on which the conductors lie are
separated by 79 cm, resulting in an open bore system which allows the subject to sit in an upright
position. The maximum gradient strength of the unshielded planar gradient coils is 0.7 mTm−1 using
140 A of peak current. Commercial RF amplifiers (300 W), gradient amplifiers (200 A peak current)
and spectrometer are used. Lurie’s group in Aberdeen have designed and built a fast field cycling
system which uses a 50 cm diameter custom-built resistive magnet which can be ramped to create an
axial magnetic field between 50 μT and 0.2 T [4–8]. Reported gradient efficiencies are between 0.17
and 0.18 mTm−1A−1. In addition, the system uses eleven shim coils resulting in 40 ppm B0
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homogeneity, measured over a 15 cm long cylindrical volume
with a diameter of 30 cm. Commercial RF amplifiers (2 kW),
gradient amplifiers (107 A peak current) and multi-channel
spectrometer are used.

In terms of systems which have been designed with portability
and point-of-care in mind, He et al. have designed an H-shaped
dipolar magnet system for cerebral stroke imaging [9]. The
system has a clear bore of 26 cm and is designed for imaging
within a 200 mm DSV. In this region they obtain a field strength
of 50.9 mT with a homogeneity of 120 ppm after passive
shimming. Unshielded fingerprint planar gradient coils have
efficiencies between 0.13 and 0.36 mTm−1A−1. A custom-built
(100W) RF-amplifier and commercial gradient amplifier (150 A
peak current) and spectrometer were used. A similar system with
a higher field strength of 0.2 T was built by [10]. This 200 kg
weighing system with a vertical gap of only 16 cm was mounted
inside a minivan. Commercial RF amplifiers (150 W), gradient
amplifiers (10 A peak current) and spectrometer are used. An
H-type magnet system has been commercialized by Hyperfine
creating a portable MRI for bedside imaging, which received FDA
approval in February 2020. The system operates at 64 mT, has a
30 cm vertical opening and uses an 8-channel receive only head
coil. Their bi-planar gradient coils create a gradient field with a
maximum strength of 26 mT1m−1 [11, 12].

An alternative approach to portable design is to use a system of
many hundreds or thousands of permanent magnets based on a
Halbach geometry [22–27]. The Halbach-array has the advantage
of being lightweight and having almost no fringe fields, making it
safer to handle. Such a system was built by [13–16], who have
used an approach in which the magnet is designed to produce a
linear gradient superimposed on the main magnetic field. In this
way only two gradient coils and amplifiers are required, but
specialized pulse sequences and image processing algorithms
must be used. The B0 field strength is 80 mT averaged over a
200 mm DSV with a built-in gradient strength of 7.6 mT1m−1.
For the remaining two encoding directions unshielded cylindrical
gradient coils with efficiencies of 0.575 and 0.815 mTm−1A−1

were designed. They use commercial RF (2 kW) and gradient
amplifiers (maximum current 9 A).

O’Reilly et al. have used an approach in which the Halbach
geometry was optimized to produce a magnetic field that is as
homogeneous as possible, with conventional spatial encoding using
three gradient coils [17, 18]. The 50.4 mT system has a homogeneity
of 2,400 ppm after passive shimming, measured over a 200mm
DSV. Using an analytical target field approach [28] three single
layer gradient coils were designed with coil efficiencies of 0.37 and
0.8 mTm−1A−1 for the axial and transverse coils, respectively. The
linearity is within 5% for the transverse coils, however for the axial
gradient this deviation is larger than 20% measured over a 200 mm
DSV. The console/spectrometer used is a Kea 2 system (Magritek
GmbH, Aachen, Germany). This operates over a frequency range of
1–100MHz. Direct digital synthesis is used on the transmit side,
with signal reception being at a fixed 100MHz oversampled
frequency, with 16-bit resolution, followed by decimation and
digital filtering to the desired acquisition bandwidth. An inbuilt
preamplifier has a gain of 37 dB and noise figure <1.5 dB: a passive
duplexer is used as a transmit/receive switch. We use three of the

four gradient drivermodules, which have a +/−10 V output with 16-
bit resolution. One of the eight TTL outputs is used to blank/
unblank the RF amplifier. Imaging sequences were written in
Prospa, which is a proprietary programming code very similar to
C++: the timing resolution on instructions is 100 ns. All timing is
controlled by a central 1 GHz clock.

In this work hardware improvements to the above system are
described, namely an axial gradient coil with significantly
improved linearity and field-of-view, a four-channel phased
array receive coil for knee and calf muscle imaging, and a
battery-operated gradient amplifier with improved filtering.
Detailed characterisation of the gradient eddy currents,
performance of the custom-built RF and gradient amplifiers,
and a quality assurance protocol including the overall system
noise are also reported for the first time.

IMPROVEDAXIALGRADIENTCOILDESIGN
AND CONSTRUCTION

Mathematical Framework
In our previous work Turner’s target field method [29] was
adapted for transverse background fields [28] and stable wire
path solutions were found by exploiting the cylindrical structure
of the gradient coil configuration via Fourier analysis and high-
frequency filtering: an open-source gradient design tool was made
available using this method.1 The transverse y, z-gradient coils
designed with this method yield linear performance within 5% for
a 200 mm DSV. However, the axial gradient has a significantly
reduced region of linearity with a deviation more than 20% over
this DSV. This is due to the locations of the target fields, which
can only be specified on a concentric cylinder and not in the
entire volume of the cylinder. Another reason is that small length/
DSV ratios [30] are not particularly suited to this method because
the Fourier transform requires infinitely long cylindrical
structures. Our aim is to produce an axial gradient coil with a
higher intrinsic linearity, as well as to further increase the imaging
field-of-view in the axial dimension by increasing the length of
the gradient coil.

Several approaches have been proposed to deal with relatively
short finite length cylinders [31, 32], though these are not
structural solutions. Carlson et al. first showed that a set of
sinusoidal basis functions can be used when considering finite
length cylindrical structures [33]. Later Forbes and Crozier
showed that using such a series, asymmetric target field shim
coils could be designed, specifically for zonal modes [34], which
are constant in the azimuthal and vary along the axis of the
cylinder. They showed that asymmetric target fields can be
prescribed and that the ill-conditioned coil design problem
can be solved in a stable manner with the help of Tikhonov
regularisation [35]. The same group created a more general
method to include all tesseral components [36], which are
modes with variations in both the φ- and z-direction.

1Gradient design Tool: https://github.com/LUMC-LowFieldMRI/
GradientDesignTool
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In this work we adapt Forbes and Crozier’s method for the
transverse magnetic field of a Halbach-array magnet. In addition,
we specify target fields within a volume, use different basis
functions, and optimize with respect to power rather than
current direction stability. The following finite length
cylindrical surface is considered

S � {(r,φ, z); r � a, 0≤φ≤ 2π,−L≤ z ≤ L},
and a weighted sum of sinusoidal basis functions is introduced to
describe the surface current density. Specifically, the φ- and
z-components of the surface current density are written as

Jsφ(φ, z) � ∑N
n�1

∑M
m�1

[Pnm cos(mφ) + Qnm sin(mφ)]cos(nπ(z + L)
2L

),
Jsz(φ, z) � ∑N

n�1
∑M
m�1

2mL
nπa [Pnm sin(mφ)

− Qnm cos(mφ)]sin(nπ(z + L)
2L

),
where N and M determine the number of modes that are
considered. The unknown weights that need to be found are
Pnm andQnm. The above equations satisfy the continuity equation
for a current on a cylindrical surface. Note that the z-component
of the current density vanishes at the boundaries z � ± L
ensuring that no current flows out of the truncated cylindrical
surface. As mentioned above, unlike the shim coils designed by
Forbes, zonal modes do not need to be considered here, as they
create a concomitant component. This decreases the number of
unknowns.

For Halbach-based gradient coil design the relationship
between current density and target field can be expressed by
the transverse component of the Biot-Savart Law, which is
written as

Bx(x) � μ0
4π ∫

x′∈S

Jsy(x′)(z − z′) − Jsz(x′)(y − y′)∣∣∣∣x − x′
∣∣∣∣3 dA.

Here x is the position vector, x′ the integration vector, and μ0
the permeability of vacuum. Writing Jsx and Jsz in cylindrical
components and substituting the expansions leads to the field
expansion

Bx(x) � a
μ0
4π ∑N

n�1
∑M
m�1

Pnmβnm(x) + QnmΓnm(x),

where βnm and Γnm are given by

βnm(x) � ∫L

z′�−L
∫2π

φ′�0

cos(mφ′)cos(nπ(z′+L)
2L )cosφ′(z − z′) − 2mL

nπa sin(mφ′)sin(nπ(z′+L)
2L )(y − a sinφ′)[(x − a cosφ′)2 + (y − a sinφ′)2 + (z − z′)2]3/2 dφ′dz′,

Γnm(x) � ∫L

z′�−L
∫2π

φ′�0

sin(mφ′)cos(nπ(z′+L)
2L )cosφ′(z − z′) + 2mL

nπa cos(mφ′)sin(nπ(z′+L)
2L )(y − a sinφ′)[(x − a cosφ′)2 + (y − a sinφ′)2 + (z − z′)2]3/2 dφ′dz′,

which are evaluated numerically. The equation for Bx is valid for a
single target field point at a location x. Requiring that this
equation holds for all target field locations of interest leads to

a system of equations Ax � b, where b is the K × 1 data vector
containing the target field values at the K different locations, x is
the L × 1 vector containing the unknown expansion coefficients,
and A is the K × L system matrix containing βmn and Γnm. To
obtain stable solutions in the next steps regularisation is
implemented.

Minimizing the power consumption of the gradient coil is
important for low resource settings. The power in terms of a
surface current density [36] can be described as

P � 1
σ ∫

x′∈S

∣∣∣∣∣∣∣∣Js(x′)∣∣∣∣∣∣∣∣2dA
and substituting the sinusoidal basis functions in the above
equations and evaluating the integrals over the surface S leads to

P � ∑N
n�1

∑M
m�1

P2
nmυnm + Q2

nmυnm,

where

υnm � aπL
σ

[1 + (2mL
nπa)2].

This expression can be included and the total system can be
treated as a regularised least squares problem. Specifically,
introducing the diagonal L × L matrix G, with the coefficients
υnm on its diagonal, the power P � xTGx and the following
functional can be minimized

F(x) � 1
2
||Ax − b||22 +

1
2
λxTGx.

The regularisation parameter λ allows weighing of the power
efficiency and stabilizes the problem of finding the expansion
coefficients. By taking the derivative of the functional with respect
to x and setting it to zero, the weights of the basis functions can be
found for a certain target field. Here the choice is made to
regularise with respect to the power. However, any term can
be added in this manner as long as it can be expressed in terms of
the unknown coefficients. This has, for instance, been done to
minimize the fluctuations in the current direction or the
inductance [31, 36]. After obtaining values for the weight
coefficients, the current density can be determined.
Subsequently, stream function theory is used to obtain the
wire patterns [37]. The expression for the corresponding
stream function can be found to be

ψ(φ, z) � ∑N
n�1

∑M
m�1

2L
nπ [Pnm cos(mφ)

+ Qnm sin(mφ)]sin(nπ(z + L)
2 L

).
Wires should be placed in between contours of the stream

functions, not on the contours themselves. The value of the
current can be found by taking the difference between
streamline levels. To increase the efficiency of the coil the
number of turns is chosen to be such that the insulated wires

Frontiers in Physics | www.frontiersin.org July 2021 | Volume 9 | Article 7011573

de Vos et al. Improved Low-Field MRI System

56

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


do not overlap, but do touch each other at the edges of the coil
holder.

Gradient Coil Simulation and Construction
Two axial gradient coils are simulated for the same cylindrical
geometry and optimized in terms of linearity for a 200 mm DSV.
One using the original method [28] and the other uses the
method described above. The diameters of both coils are
270 mm, with a length of 350 mm and 14 turns per quadrant.
The results are analysed using the magnetostatic solver of CST
Studio Suite 2019 (CST, Darmstadt, Germany). For the new
gradient coil the highest linearity is obtained by taking 640
target field points for the defined cylindrical sub-volume with
a length of 200 mm and a diameter of 200 mm. In order to take
into account a sufficient number of modes, N andM, representing
the axial and azimuthal modes, are both set to 8. This leads to a
total of 96 modes. The optimal trade-off between coil efficiency
and linearity is found using a parameters sweep, this leads to a λ
of 1.5 e-12 for the simulated comparison coil.

Figure 1 shows the wire patterns of a single quadrant, the total
coil and the corresponding simulated magnetic fields for the
original (A) and new method (B). The yz cross sections at x �
50 mm display that there is a significant increase in uniformity
using the new method. Table 1 shows that the DSV in which the
deviation from linearity along the centre line is less than 5% is

increased from 50 mm for the original method to 120 mm for the
new method. In previous work we found that the quasi-static
simulations performed in CST were very accurate with field
values varying within a few percent with respect to the field
measured experimentally with a 3-axis measuring robot [28].

In order to take further advantage of the intrinsic increased
linearity of coils designed using the new method, a 450 mm long
gradient coil is designed and built, using the target fields, number
of modes and diameter as discussed above. The optimal λ is found
to be 1 e-14. As shown in Table 1 the simulated linear DSV that
falls within a 5% error is equal to 160 mm for the constructed coil.

The gradient coil is built using enamelled copper wire with a
diameter of 1.5 mm pressed into a 3D printed (Raised 3D pro2
plus) cylindrical holder made from Polylactic acid (PLA) with a
wall thickness of 4 mm. The holder has 1.7 × 1.7 mm2 square slots
in which the wires fit tightly. Loctite super glue-3 is used to keep
the wires in place, photographs of the old and new coils can be
found in the Supplementary Figures.

A phantom consisting of many “point-sources” is used to
verify the simulation results. The phantom is cylindrically shaped,
with a length of 20 cm and a diameter of 20 cm. The phantom
consists of 16 vertically stacked, laser-cut, PMMA trays. Each tray
holds 185 SupraD soft shell, pearl shaped, vitamin D pills. The
pills have a diameter of 7 mm and a shell thickness of 0.5 mm.
The core consists of sunflower oil in which the vitamins are

FIGURE 1 | From left to right: illustrations of the wire paths of a single quadrant, illustration of the coils and the corresponding simulated magnetic field plots, for the
original (A) and new method (B). Simulated magnetic fields created with 1 A driving current. The transverse plane slices are shown at x � 50 mm.
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dissolved. The centre of the pills are separated by 13 mm in all
directions. The T1 and T2 values of the pills were measured to be
120 and 100 ms, respectively. Photographs of the phantom are
shown in the Supplementary Figures.

The solenoid used to image the phantom has a diameter of
25 cm, a length of 25 cm and a Q-factor of 69. Figure 2A shows
images of the centre planes of the phantom obtained using a
three-dimensional turbo spin echo (TSE) sequence, with
sequence parameters outlined in the figure caption. In red
the “ground truth” is masked on top of the image. The outer

circle denotes the 20 cm DSV. To ensure spatial distortions
observed originate predominantly from the gradient non-
linearities and not from B0 in homogeneities, the double
phase encoded planes are shown. These are obtained by
performing three different TSE scans, each with the
frequency encoding in a different direction. The phantom
images show signal fading at the edges of the field of view
due to the low B1 at the extremities of the RF coil. The 5% linear
DSV is determined by obtaining the displacement of the centre
of each signal source with respect to the centre linear line.

TABLE 1 | Characteristics of the simulated gradient coils designed using the original method and the new method (axial length 350 mm) and the actual constructed longer
coil (450 mm) designed with the new method.

Original method
(simulations)

Newmethod (simulations) Constructed gradient coil
(simulations)

Constructed gradient coil
(measurements)

Coil length (mm) 350 350 450 450
Coil radius (mm) 135 135 134 134
Turns per quadrant 14 14 16 16
Wire length (simulated) (m) 36 37 46 N/A
Resistance (1.5 mm copper) wire (Ω) N/A N/A N/A 0.44
Inductance (µH) 180 170 213 220
Gradient efficiency (mTm−1A−1) 0.53 0.4 0.38 0.3
Linear DSV 5% deviation (simulated) (mm) 50 120 160 143

FIGURE 2 | Centre planes of a point source phantom imaged using a TSE sequence (A). From left to right: Sagittal, transverse and coronal centre planes are
displayed with the following acquisition parameters: 230 (z: right-left) × 230 (x: head-feet) × 230 (y: posterior-anterior) mm3, data matrix: 150 × 150 × 150, TR/TE:
200/15 ms, echo train length: 6, scan duration 12 min 30 s. The small red circles denote the ground truth position of the point sources, the larger circle displays the
200 mm DSV. The lower part of the figure shows in vivo brain images of the same volunteer acquired with the old (B) and new gradient coils (C). The slices are
acquired using a TSE sequence with acquisition parameters: 180 (z: right-left) × 240 (x: head-feet) × 220 (y: posterior-anterior) mm3, data matrix: 90 × 120 × 55, TR/TE:
400/15 ms, echo train length: 5, scan duration 9 min 36 s. For the in vivo and phantom images standard Fourier reconstruction with a sine bell squared filter are used.
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In vivo brain images of a healthy volunteer were made with the
old and the new gradient coil. The dimensions of the old gradient
coil are those of the simulated comparison coil listed in the first
column of Table 1. A TSE imaging sequence is used for all in vivo
measurements: the sequence parameters are presented in the
figure captions. For the reconstruction, conventional inverse
Fourier transform combined with a sine bell squared k-space
filter is used. Figure 2B shows results for the old, and Figure 2C
for the new gradient coil.

We note that the transverse gradient coils can also be designed
using the new method. However, the resulting wire patterns are
essentially the same as when designed with the original method.
This is because the target fields corresponding to these coils are
constant in the axial direction, and the lower order harmonics
proposed in the previous method are sufficient to produce these
fields accurately.

DESIGN OF A FOUR-CHANNEL RADIO
FREQUENCY COIL ARRAY

All of the low-field systems outlined in the introduction use a
single transmit and receive coil, using a variation on a solenoid
with either variable diameter or variable winding pitch. In
contrast, phased array receiver coils [38] are widely used on
clinical MRI systems due to their improved signal-to-noise ratio
(SNR) compared to larger volume coils, and for their capability of
accelerating scans by under sampling k-space [39]. Although the
coil-dominated loss at lower field strengths means that the
intrinsic increase in SNR is much lower than at higher fields,
phased array coils can still be used to reduce the imaging time and
enable lossless receive bandwidth amplification via preamplifier
impedance mismatch. More importantly, the design of phased
arrays receivers on low field systems is more challenging than at
conventional fields since coil/sample coupling is much lower,
loaded Q-values are higher, and as a result inter-coil coupling is
higher. For the same reasons there is strong coupling between the
transmit and receive array which requires high-performance
detuning circuitry. Conventional PIN-diodes are not effective
in the low MHz range and so other actively switching
components must be used. One example of a low field array
has been presented previously [15], but this used surface loops
only, many of which had very low sensitivity since the B0 and B1
directions are coincident. The design considered here takes the
transverse B0 direction into account by choosing array elements
which are different from the ones used in conventional MRI. We
designed a four coil receive array for in vivo imaging of the knee
or calf muscle with a diameter of 15 cm using a combination of
loop (6 × 10 cm2) and butterfly coils (15.5 × 13.5 cm2) as well as
an 18 cm long solenoidal transmit coil with a diameter of 20 cm
which has a fast-decoupling field effect transistor (FET)-based
switch.

EM simulations are performed using CST Studio Suite 2019
(CST, Darmstadt, Germany). The frequency-domain solver is
used with electric boundary conditions set at 10 cm distance from
the coils. The impedance matching network for each coil is
implemented by simulating discrete tuning and matching

capacitors. A cylindrical phantom (12 cm diameter and 15 cm
length) with tissue properties (ε � 61, σ � 0.029 S/m, at 2.15 MHz)
matching those of the knee2 is placed at the centre of the coils.
The Tx coil uses a sigmoidal function of winding pitch for the
solenoid. Coupling between the adjacent butterfly and loop coils
is minimized by empirically varying the distance between
neighbouring elements, and finding that 10.25 mm gaps are
optimal for this configuration.

The simulated B1
+
field of the solenoid coil is shown in Figures

3A,B: the field is homogeneous to within 1 and 13% over a centre
line of 10 cm for the radial and axial directions, respectively.
Figure 3C shows the simulated fields of the receive array for each
individual element, and the sum of squares. The left part of
Table 2 shows the simulated S parameter-matrix (in blue) for
each of the Rx coils under loaded conditions. The inter-element
coupling for neighbouring coils is very small, with much larger
(up to −11 dB) coupling occurring between opposite butterfly
elements.

Radio Frequency Coil Array Construction
The transmit solenoid coil is constructed using 31 turns of 1 mm
copper wire on a 3D-printed cylinder with 20 cm diameter and
18 cm length (Figure 4A). The receive coils are fabricated using
0.8 mm copper wire placed on 3D-printed bases and fixed on a
plexiglass cylinder with 15 cm diameter (Figure 4B). The loop
and butterfly coils have 5 and 3 turns, respectively. For the Tx coil,
capacitive segmentation into three serially-connected sections
was performed using capacitors of the same value as the
tuning capacitor (Ct). These values together with the Q-values
of the coils unloaded and loaded with a saline phantom can be
found in the right part of Table 2. For all coils an L-matching
network was used.

Power metal oxide semiconductor field-effect transistors
(MOSFETs) are appropriate counterparts for PIN diodes at
low frequency [40]. The switching delay was measured to be
∼10 µs at 2.15 MHz. Figure 5 shows the circuit diagram of the
MOSFET switch inserted into the impedance matching circuit of
the Tx coil. A single 9-V battery is used to power the supply
switch, and a voltage regulator (LM317BT, STMicroelectronics,
Geneva, Switzerland) to step the voltage up to 12 V to switch the
MOSFET (IRLIZ44N, Infineon Technologies AG, Germany). The
TTL signal from the spectrometer is fed to an optocoupler
(HCPL-2201-000E, Broadcom, United States) to switch the
MOSFET gate voltage between 0 and 12 V. To detune the
transmit coil an LC resonant “trap” circuit tuned to 2.15 MHz
using an inductor and capacitor as well as the parasitic
capacitance of the MOSFET. This is added between the drain
and source of the MOSFET to detune the coil when the switch is
off. An additional LC trap is placed on the ground of the
MOSFET to block RF flow to the ground. The RX coils are
passively detuned using crossed diodes (BAT6804E6327HTSA1,
Infineon Technologies AG, Germany) and additional inductors
and capacitors in parallel to the tuning capacitor to form an LC

2IT’IS database for thermal and electromagnetic parameters of biological tissues:
https://itis.swiss/virtual-population/tissue-properties/overview/
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FIGURE 3 | Simulated fields of the transmit coil, axial (A) and transverse (B) slices are shown together with values of themagnetic flux density taken along the centre
lines. The fields corresponding to the receive array are depicted in the bottom images (C), which shows a CST model of the array loaded by a cylindrical phantom with
ε � 61, σ � 0.029 S/m, at 2.15 MHz. The B1 is normalized to 1 W input power. (D) phantom measurements obtained with a cylindrical phantom of the same dimensions
as the simulated phantom, the following acquisition parameters were used: 200 (z: right-left) × 200 (y: posterior-anterior) × 300 (x: head-feet) mm3, data matrix:
100 × 100 × 60, TR/TE: 200/15 ms, echo train length: 6, scan duration 3 min 33 s.

TABLE 2 | Left) Simulated (blue) and measured (orange) S-parameter matrix (dB) under loaded conditions. Right) Loaded and unloaded Q values for the Tx coil and Rx coils
including tuning andmatching capacitor values. Variable capacitors were used in parallel with all Ct and Cm except for transmit coil where the variable capacitor is added
to one of the segmentations. The numbers in the left part of the table correspond to the coils in the right part of the table.
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trap at 2.15 MHz. The S-parameters obtained experimentally are
shown in orange in the left part of Table 2.

Phantom images were performed using a TSE sequence on a
12 cm diameter 15 cm length cylindrical phantom, which is the
same size as the simulated phantom. The T1 and T2 values of the
phantom were measured to be 95 and 48 ms respectively. The
results of the individual elements, sum of squares reconstruction
and the sequence description can be found in Figure 3D. The
phantom measurements are in good agreements with the coil
profiles found in the simulations.

In vivo TSE knee images are acquired using the array. Figure 6
shows the images obtained with each element, as well as a sum-of-
squares reconstruction. Sequence parameters are described in
the figure heading. An inverse Fourier transform combined with
a sine bell squared filter was used for reconstruction. In
agreement with the simulated and measured S-parameters
there is very low coupling between adjacent elements because
of the low mutual inductance, but signal coupling between
opposite butterfly elements is apparent due to the very low
loading of the sample.

FIGURE 4 | Transmit solenoid coil (A), 4-channel array coils (B) and the integrated assembly (C).

FIGURE 5 | The MOSFET switch circuit (A), and Tx coil impedance matching circuit when switch is on (B) and off (C). Note that when the TTL signal is on, the
switch is off, and vice-versa.
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DESIGN OF A BATTERY-POWERED
GRADIENT AMPLIFIER

As part of making low-field systems sustainable, the
electronics should be as robust as possible with respect to
operating conditions, be easily repairable, and ideally be able to
run off battery power for operation in remote regions. This
section describes an improved version of a three-axis current-
output gradient amplifier [17] (designed and built by the
Technical University of Delft) which makes it more robust
and sustainable. Design specifications for the new amplifier
were: maximum current to the load +/−15 Amps, maximum
duty cycle 30% per channel, inductance of the gradient coil
between 20 and 300 μH, a rise time 50 μs which results in a
bandwidth of 7 kHz, overload protection, driving a coil with
equivalent series resistance of 0.4 Ω and a parasitic parallel
capacitance between the gradient coils estimated at 130 pF.
The amplifier is designed to run off an external power source
with a supply voltage between +/−10.5 and +/−15 V. To
facilitate the use of batteries, where the voltage drops as the
battery discharges, the biasing of the amplifier is made relative
to the relevant power supply rails. When the batteries are

drained an under-voltage lock-out disables the amplifiers at a
threshold voltage of 10.5 V. Two 20 Amp car fuses (ATO
Blade) are used for protection at the positive and negative
terminals.

A schematic of one of the channels of the battery-operated
gradient amplifier (each channel is identical) and a photograph of
the gradient amplifier can be found in the Supplementary
Material. At a 3 A average discharge current, which is typical
for an imaging session, the batteries last 5–6 h.

A four-layer PCB configuration was designed with each layer
designed for a specific purpose: the upper layer 1 has most of the
components for easy access, replacement and routing, layer 2 is a
ground layer for thermal stability and optimal heat spreading
which is separated per channel to prevent cross coupling, layer
three routes the power and layer four contains the high power
components with wide copper tracks.

SYSTEM CHARACTERISATION

Having described in detail the improvements in the current setup
for the 50 mT low-field imaging system, the final section outlines

FIGURE 6 | Sagittal slice TSE images of the knee. (A) individual elements. (B) sum of squares. parameters: 150 (z: right-left) × 165 (y: posterior-anterior) × 150 (x:
head-feet) mm3, data matrix: 200 × 110 × 50, TR/TE: 300/15 ms, echo train length: 4, scan duration 6 min 53 s.

FIGURE 7 | Filter design for gradient amplifier output on each channel (A), S21 plot of the output filters on each channel of the gradient amplifier (B).
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detailed measurements of the performance of individual
components of the system, as well as that of the integrated system.

Gradient Amplifier Performance
At 2.15 MHz the measured output noise is measured to be
−123 dBm/Hz, which is roughly 50 dB above thermal noise.

Although an RF shield is placed between the gradient coils
and the RF coil, this does not provide sufficient attenuation
without it becoming so thick that eddy currents become
dominant. Therefore, notch filters, see Figures 7A,B, were
designed at the gradient amplifier outputs which give over
40 dB extra attenuation. Noise measurements performed at

FIGURE 8 | Step response of the amplifier as a function of driving current for a gradient coil with resistance 0.32 Ω and inductance 213 μH. The ramp time is 5 µs
and the plateau duration 500 µs. The amplifier input signal is shown in green, the output voltage is shown in red, and blue shows the output of the current monitor for a
targeted output current of 5 A (A), 10 A (B) and 15 A (C). At 15 A the output starts to significantly limit the slew rate because of clipping to the supply rail.

FIGURE 9 | Digital traces of a 100 µs pulse at different stages of the transmit chain. The expanded views (A) show different features of the amplified pulse shape.
The 2.15 MHz square pulse is 100 μs long, preceded by a 5 V TTL un-blanking trigger signal 20 μs prior to the RF pulse. The same signal is shown after the Tx/Rx switch
(B) and received by a un-tuned pickup loop (C).
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2.15 MHz using an RF coil placed at the center of the system show
no increase in the measured noise by the spectrometer after the
gradient amplifiers were switched on (Section Quality Assurance
protocol and overall system noise characterisation and
measurement over time).

Figure 8 shows the step response of one of the channels when
driving an inductance of 213 µH with an ESR of 0.32Ω, which
corresponds to the values of a typical gradient coil for our
application. The waveforms show high fidelity at lower driving
currents, whereas it is clearly seen that at 15 A the output starts to
limit the slew rate because of clipping to the supply rail.

Radiofrequency Amplifier Performance
Schematics and details of the 1 kW RF amplifier used on the
Halbach-based system have been provided as supplementary
material to a previous publication [17], but no system
performance was reported. Here, testing was performed using
a four-channel digital oscilloscope (Teledyne LeCroy HDO
4034A 350 MHz). A sequence of 100 μs pulses were output
from the Magritek Kea-2 spectrometer, with an unblanking
5 V TTL pulse applied 20 μs before each RF pulse, and
returning to 0 V immediately after each RF pulse.
Measurements were performed at: i) the input of the RF
amplifier, ii) the output of the RF amplifier, iii) the output of

the internal transmit/receive switch, and iv) at the RF coil via a
loosely-coupled unmatched pick up loop.

Figure 9 shows digital traces of a 100 µs pulse at different
stages of the transmit chain. Figure 9A shows the output of the
RF amplifier, where several features of the amplified pulse are
labelled with their values listed in Table 3. Figure 9B shows the
pulse after the internal transmit/receive switch of the
spectrometer. Lastly, Figure 9C shows the signal measured by
an un-tuned pick up loop placed inside a tuned solenoidal coil
with a Q value of ∼90. The low frequency transients after the
transmit/receive switch are filtered out by the tuned RF coil. The
long rise-time and fall-time of the RF pulse caused by the high Q
of the coil are apparent. There is a delay (400 µs) to allow pulse
ringdown after each of the 100 µs pulses before the gradient
pulses are applied in the 3D sequences: since the interpulse delays
are on the order of 5–10 ms for in vivo imaging experiments this
delay is not significant.

In addition, the voltage gain of the amplifier was measured
across a frequency range 1–5 MHz. This was performed using the
four-channel digital oscilloscope by comparing the amplitude of
the 100 µs pulse before and after it went through the RF amplifier.
The results are shown in Figure 10A, which shows a flat response
with only ∼2 dB variation across the entire frequency range. The
linearity of the response at 2.15 MHz was measured as a function
of input power from −50 to −2 dBm: as shown in Figure 10B the
gain is within 2.8 dB for values from −50 to −10 dBm, with only
substantial variations from uniformity for powers greater than
−5 dBm.

Eddy Current Characterisation
In conventional superconducting MRI systems, eddy currents are
created primarily by the interaction of the pulsed gradient fields
with the metallic bore of the magnet. These interactions are
minimized by actively shielding the gradients [33]. The
quantification and correction of these effects are well
documented in conventional systems [41–45]. In Halbach-
based systems eddy currents produced by this interaction

TABLE 3 | Measured pulse characteristics at 2.15 MHz at the output of the RF
amplifier.

Blanked noise voltage 0.0066 ± 0.0021 V
Bias enable transmit voltage 1.84 V
Unblanked noise voltage 0.0096 ± 0.004 V
Pulse rise transition duration (10–90% of peak output voltage) <1 µs
Rising pulse overshoot <1%
Pulse overshoot ringing/decay time <1 µs
Pulse tilt positive/negative <1%
Pulse falling transition duration (90–10% of peak output
voltage)

<1 µs

FIGURE 10 | Plot of voltage gain vs. frequency (A), and the voltage gain at the operating frequency of 2.15 MHz vs. input power from the Kea spectrometer (B).
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might be expected to be much lower, since the magnetic material
is discretized into small elements, and the copper RF shield placed
between the RF coil and gradient coils is much thinner than the
skin depth at low frequencies.

The effects of the eddy currents were measured using a
standard spectroscopic method. A 4 mT/m, 20 ms square
gradient pulse is applied. The length of the gradient pulse is
chosen so that the eddy current measurements were dominated
by the falling edge of the gradient pulse rather than a combined
effect of the rising edge and falling edge, which is the case if a
shorter gradient pulse is applied. The value of 4 mT/m is ∼90% of
the maximum gradient strength obtainable with the system
described here. The pulse is followed by a variable delay time,
before an RF pulse is applied to produce a free induction decay.
The peak intensity of the spectrum is recorded as a function of
this delay. Three readings were made for each value to estimate
the standard deviation of each measurement. Measurements were
performed for the three gradient coils separately. Figure 11 shows
the measured peak amplitudes for each gradient coil. The eddy
current effects are approximately the same for the y- and
z-gradient which have the same geometry but are rotated by
90o with respect to one another. The x-gradient, has a different
shape and shows longer time-constant eddy currents, possibly
due to it being the closest to the shield.

Quality Assurance Protocol and Overall
System Noise Characterisation and
Measurement Over Time
Since portable systems are intended to operate in conditions
outside those characterised by tightly controlled temperature and
humidity, as well as an RF shielded environment, it is important
to have a rapid assessment of the performance of each of the
individual components of the system. In addition, it is very useful
to check over a longer period of time whether system
performance degrades, and which component(s) is/are
responsible for this. To this end a simple 30-min quality
control protocol is set up which consists of:

i) Checking the impedance matching of the coil at 2.15 MHz:
the S11 should be less than -20 dB or the coil should be
retuned.

ii) Determination of the resonance frequency with all shims
set to zero. The resonance frequency is highly dependent
upon the time after a previous in vivo scan has been
acquired, since the magnets heat up in such experiments
due to passive thermal emission from the body, and so the
resonance frequency decreases (our estimate for the
maximum shift is about 1 kHz immediately after a
45 min scan, and one measurement immediately after an
in vivo scan was included to demonstrate this effect). For
this reason, the quality control measurement is performed
a significant time after in vivo measurements, as it is
intended to monitor the very long-term stability of the
magnet, since it is known that NdBFe slowly demagnetizes
over time.

iii) Averaging five noise measurements with only the
spectrometer turned on and the output/input of the Tx/
Rx switch connected to the coil. This determines whether
the coil picks up noise signals which means that any
shielding or noise reduction in place is not functioning
sufficiently. The Magritek console outputs a reference 1 μV
signal, and measures the noise voltage with respect to this
internal standard. The precision of the reference voltage is
0.01 μV. The noise is measured with the maximum receiver
gain and so any quantization noise is much less than the
noise level.

iv) Averaging five noise measurements with the
spectrometer and the RF amplifier turned on and the
output/input of the Tx/Rx switch connected to the coil.
This determines whether the RF amplifier contributes to
the noise.

v) Averaging five noise measurements with the spectrometer,
the RF amplifier and the gradient amplifier turned on and
the output/input of the Tx/Rx switch connected to the coil.
This determines whether the gradient amplifier contributes
noise, i.e., there may be a problem with the gradient filters.

FIGURE 11 |Signal amplitudes (arbitrary units) of themagnitude spectrum as a function of the delay time after the gradient has been turned off, before the spectrum
is acquired. Full extent of delay times up to 40 ms (A), and zoomed view of the first 10 ms of the data (B). The average and standard deviation of four measurements per
delay time are displayed. Blue: x-gradient, red: y-gradient, yellow: z-gradient.
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vi) Calibration of the power required for a 90o pulse to ensure
that coil components have not degraded over time. For the
90° pulse the variation from day-to-day is less than 0.3 dB, so
anything consistently outside this range indicates that the
coil Q has degraded.

vii) Measuring the SNR in 2D projection spin echo images
using three different combinations of the gradient coils:
frequency encoding gradient x and phase encoding
gradient y, frequency encoding gradient z and phase
encoding gradient x, and frequency encoding gradient
y and phase encoding gradient z. The spectrometer has a
specific protocol for measuring the noise level with
respect to an internal 1 μV standard signal. For the
SNR measurements regions-of-interest were defined
within the object (signal) and outside the object
(noise). The measurements have a variation of ∼7%
which indicated that anything outside of this range
should be checked further.

viii) Obtaining a simple spectrum after application of a 90° pulse
in order to measure the lineshape. This measurement is
made after first order shimming via the linear gradients. To
estimate the effect of a malfunctioning gradient coil we
performed one set of measurements with each of the coils
disconnected in turn.

A 3D phantom holder is designed to make positioning
inside the RF coil and magnet highly reproducible. The
phantom is a sphere of 74 mm diameter containing a
copper sulphate doped (3 mM) agar mixture (0.5%) and has
a T1 value of 227 ms and T2 of 224 ms. It is placed inside a
transmit/receive solenoidal coil (inner diameter of 147 mm,
outer diameter of 155 mm, length 170 mm, 1 mm copper wire,
Q value 89), which can be positioned accurately via markings
inside the scanner. Photographs of the solenoid, phantom and
holder are shown in the Supplementary Figures. The protocol
discussed above has been run over the course of several weeks
and the results are discussed below.

Figure 12A shows the frequency is stable over a longer period
of time with the measurements taken once a day on average,
over a course of six weeks, a significant time after in vivo
experiments have been performed. A decrease in frequency can
be observed in the last week, the likely cause is that this week
was particularly warm. The increase in the temperature is
likely to be the cause of this field drift. One outlier can be
observed which was obtained after an entire day of in vivo
scanning: the field drift was caused by an increase of
temperature caused by the human body, as expected. This
type of field drift can be corrected for when performing in vivo
experiments as described by [18]. Figure 12B shows the RMS

FIGURE 12 | The f0 frequency measurements measured in the course of 6 weeks with an average of one scan per day (A). Noise measured using five averages
obtained in the course of 6 weeks with the coil connected, and the coil connected with respectively only the RF amplifier on and both the RF and gradient amplifiers
turned on (B). SNR measurements obtained over a period of 2 weeks for the three encoding directions (C) (frequency/phase encoding). The magnitude spectrum on
different occasions measured over the course of a 3 days, with all shims on (left), and the effects on the magnitude spectrum when one of the shims is not
functioning correctly (D).
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noise measured over a bandwidth of 50 kHz, with no RF pulses
applied, the data are obtained over the course of 6 weeks. No
significant differences are observed when switching on the RF
and gradient amplifiers. The noise measurement appears to
have a variation of less than 10% (which is also limited by the
resolution of the measurement on the system), and so anything
beyond 20% is indicative of either very broadband interference
or some problem with the preamplifier or receiving chain.
Figure 12C shows the SNR measured from imaging data over
the period of 4 weeks. The left side of Figure 12D shows four
spectra acquired on three different days: the right side of the
figure shows the effects when one of the gradients were
disconnected showing a very obvious deterioration in
performance.

DISCUSSION

In this paper on-going developments of a 50 mT Halbach-based
portable MRI system for in vivo imaging have been discussed. In
addition to specific hardware improvements including a gradient
coil with increased region of linearity, a four-element phased
array receive coil, and a battery-operated gradient amplifier,
detailed system characterisations of eddy currents, RF
transmitter performance, and quality control protocol have
been shown.

The comparison of two axial gradient coils simulated for the
same target DSV, but designed using two different target field
methods, demonstrated that for fixed dimensions, in
simulations, the new method increases the 5% linear DSV
by ∼150%, traded against a decrease in efficiency of ∼25%. The
improvement in linearity is confirmed with phantom
measurements. This home-made inexpensive point source
phantom proved to be a powerful tool for displaying the
current capabilities and limits of the system. In the future
the phantom can be used to calibrate new low field systems.
The linearity measured differed slightly from the simulations,
one reason for this is that the pills introduce a relatively large
discretisation error with respect to the smoother simulated
data. The increase in axial linearity allows the whole adult
brain to be imaged with little geometric distortion, at a spatial
resolution of ∼2 mm using the maximum output of 4 Amps
from the gradient amplifier. The reduced gradient efficiency
comes about primarily due to the large number of very closely
spaced turns at the ends of the gradient coils, which are used to
increase the linearity. The trade-off between linearity and
efficiency will be further investigated, particularly given that
for spatial resolutions on the millimetre scale the distortions
created by small non-linearities can be relatively easily
corrected via post-processing [46]. Another area which will
be investigated is the design of asymmetric axial gradient coils
[47, 48]. Due to the relatively small magnet bore positioning of
the subject’s head at the centre of the magnet/gradient is
restricted by the shoulders. This means that for all of the
images currently acquired, the centre of the brain lies towards
the front of the magnet, and if the subject has a relatively short
neck the lower part of the brain may coincide with an area of

poor B0 homogeneity and close to the region where the axial
gradient coil linearity begins to deteriorate. Cooley et al. have
used boundary element methods to design an asymmetric axial
gradient coil with variable diameter and the zero gradient
point towards the bore entrance [13]. Such a design is also
possible using asymmetrical target fields and the approach
outlined in this paper.

Although not common at the moment, receive arrays
could be used to reduce the time required for image
acquisition, if the SNR is sufficient, by utilizing parallel
imaging reconstruction of under-sampled data. In this
paper we showed a basic four-element array comprised of
two surface coils and two butterfly-shaped coils. The coils
were reasonably decoupled from each other geometrically,
but the decoupling could be increased by the use of low input
impedance preamplifiers. Since coil loss is dominant at low
frequency, and inter-coil coupling therefore much higher,
the input impedance of such preamplifiers must be much
lower than for commercial systems, so <<1 Ohm, which
would require a custom design. Multiple low loss
transmit/receive switches would also be required to be
designed and constructed for these low frequency systems.

Designing the gradient amplifier to be battery powered
demonstrated the first steps in making the system
independent of the power grid, and thus well suited for low
resource and remote settings. The maximum current output of
∼15 Amps is much lower than that of ones used in commercial
scanners, and may need to be increased if applications in
musculoskeletal MRI, for example, are to be targeted, in
which case sub-millimetre resolution is required. Currently
we do not use any pre-emphasis in the system to compensate
for eddy currents, this would require the capability to provide a
large over-voltage, which might compromise the desire to have
only air-cooling of the amplifier.

Finally, we presented some very simple quality checks of
the noise and SNR levels when different components of the
system are turned on. Since all designs are available open-
source, this information allows interested researchers to
construct systems based on all or a subset of the hardware
described. Additionally, the system characterisation gives a
baseline for future studies to compare the performance
obtained with different custom-built or commercial low-
field systems.
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A Nested Eight-Channel Transmit
Array With Open-Face Concept for
Human Brain Imaging at 7 Tesla
Sydney N. Williams1, Sarah Allwood-Spiers2†, Paul McElhinney1†, Gavin Paterson1,
Jürgen Herrler 3, Patrick Liebig4, Armin M. Nagel5, John E. Foster2, David A. Porter1 and
Shajan Gunamony1,6*

1Imaging Centre of Excellence, University of Glasgow, Glasgow, United Kingdom, 2MRI Physics, NHS Greater Glasgow & Clyde,
Glasgow, United Kingdom, 3Department of Neuroradiology, University Hospital Erlangen, Erlangen, Germany, 4Siemens
Healthineers, Erlangen, Germany, 5Institute of Radiology, University Hospital Erlangen, Erlangen, Germany, 6MR CoilTech
Limited, Glasgow, United Kingdom

Purpose: Parallel transmit technology for MRI at 7 tesla will significantly benefit from high
performance transmit arrays that offer high transmit efficiency and low mutual coupling
between the individual array elements. A novel dual-mode transmit array with nested array
elements has been developed to support imaging the human brain in both the single-
channel (sTx) and parallel-transmit (pTx) excitation modes of a 7 tesla MRI scanner. In this
work, the design, implementation, validation, specific absorption rate (SAR) management,
and performance of the head coil is presented.

Methods: The transmit array consisted of a nested arrangement to improve decoupling
between the second-neighboring elements. Two large cut-outs were introduced in the RF
shield for an open-face design to reduce claustrophobia and to allow patient monitoring. A
hardware interface allows the coil to be used in both the sTx and pTx modes. SAR
monitoring is done with virtual observation points (VOP) derived from human body models.
The transmit efficiency and coverage is compared with the commercial single-channel and
parallel-transmit head coils.

Results: Decoupling inductors between the second-neighboring coil elements reduced
the coupling to less than −20 dB. Local SAR estimates from the electromagnetic (EM)
simulations were always less than the EM-based VOPs, which in turn were always less
than scanner predictions andmeasurements for static and dynamic pTx waveforms. In sTx
mode, we demonstrate improved coverage of the brain compared to the commercial sTx
coil. The transmit efficiency is within 10% of the commercial pTx coil despite the two large
cut-outs in the RF shield. In pTx mode, improved signal homogeneity was shown when the
Universal Pulse was used for acquisition in vivo.

Conclusion: A novel head coil which includes a nested eight-channel transmit array has
been presented. The large cut-outs improve patient monitoring and reduce
claustrophobia. For pTx mode, the EM simulation and VOP-based SAR management
provided greater flexibility to apply pTx methods without the limitations of SAR constraints.
For scanning in vivo, the coil was shown to provide an improved coverage in sTx mode
compared to a standard commercial head coil.

Keywords: RF coil, B1 homogeneity, 7 Tesla, parallel-transmit (pTx), specific absorption rate (SAR), virtual
observation points (VOPs), ultra-high field, transmit array
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INTRODUCTION

MRI at 7 tesla (7T) has the potential to improve diagnostic
imaging due to the clinical capabilities in high resolution
anatomical as well as functional and metabolic imaging [1].
This has provided motivation for integrating MRI at 7T into
clinical workflows and initial regulatory approval [2, 3] has now
been granted for brain and knee imaging using single-transmit
(sTx) radiofrequency (RF) coils.

The benefits of 7T brain MRI are offset by an inhomogeneous
transmit field which causes signal loss in the posterior and
temporal fossae, and in the skull base. A transmit array coil
together with parallel transmit (pTx) methods is essential to
mitigate the image heterogeneity caused by the shorter
wavelength in brain tissue [4, 5]. PTx technology will
significantly benefit from the performance of the transmit
array coil if the coil design offers high transmit efficiency as
well as low mutual coupling between the array elements. Several
transmit array designs and array decoupling methods can be
found in the literature. The fundamental transmit element is
designed using conventional loops [6–12], microstrip
transmission lines [13–15], dipoles [16–19] or a combination
of loops and dipoles [20–22]. The coupling between the adjacent
elements is minimized using various decoupling methods such as
geometric overlap [23], counter-wound inductors [9], resonant
inductive decoupling (RID) [24], capacitors [8, 13, 14] in the gap
between adjacent elements, self-decoupled coils [25] and by
shielding [26]. These coil arrays are built as close-fitting
transceiver arrays (TxRx) or as transmit-only receive-only
arrays (ToRo), in which a large transmit array and a tight
receive array is used in combination to achieve high signal-to-
noise-ratio (SNR) [27, 28].

Conventional loop-based transmit arrays are well suited for
high power applications because the voltage is distributed along
the loop capacitors, and their tuning is less subject-dependent
compared to other RF coil designs. In a ToRo head coil, the
transmit array is typically built on 280–300 mm diameter
cylinders to allow sufficient space for the receive array and a
rear-projection mirror system for fMRI studies. Hence the size of
the overlapped individual loops in an eight-channel transmit
array is large enough to cause substantial coupling between the
second-neighbouring elements. This results in split resonance,
increased reflected power due to mismatch and coupling, and loss
in transmit efficiency.

While gapped designs can reduce the coupling between the
second-neighbouring elements, they also reduce the sample
loading due to the smaller element size. The commonly used
preamplifier decoupling technique is not applicable for transmit
arrays. Chen et al. [29] have proposed triangular shaped transmit
elements as a way to bring the next-neighbouring elements closer
to install a decoupling inductor. We have developed a novel eight-
channel transmit array in which the adjacent elements are
overlapped to maintain sample loading, and the second-
neighbouring elements are nested to implement decoupling
inductors and minimise coupling. Although loop arrays have
been extensively investigated [6–12], a nested transmit array for
MRI of the brain at 7T has not been presented to the best of our

knowledge. The nested-loop transmit array is combined with a
32-channel receive array and configured for use in both sTx and
pTx-modes of a 7T scanner.

Self-built RF coils can improve transmit field (B1
+)

homogeneity at ultra-high fields (UHF) while allowing full
access to the electromagnetic (EM) model of the coil. A wide
range of UHF applications will benefit from efficient specific
absorption rate (SAR) management by enabling the use of
realistic virtual observation points (VOP) [30] derived from
human body models. For pTx in particular, SAR can be
produced in localized tissue regions by superimposed RF fields
so requires accurate prediction and control. We provide extensive
details of the checks we conducted for time-resolved SAR
monitoring using offline calculations and experimental
measurements in a phantom and in vivo.

In this article, we present the design, evaluation, and SAR
management of our custom-built dual-mode head coil as well as a
comparison with both sTx and pTx commercial head coils.

METHODS AND MATERIALS

AllMRmeasurements were performed on aMAGNETOMTerra 7T
whole body scanner (Siemens Healthcare GmbH, Erlangen
Germany), fitted with a whole body gradient (amplitude 80mT/
m, slew rate 200 T/m/s). The scanner is equipped with 32 receive
channels and eight transmit channels and operates in two acquisition
modes, supporting sTx and pTx operation, respectively. The
commercial single- and parallel-transmit head coils (1Tx32Rx and
8Tx32Rx, Nova Medical Inc., MA, United States) were used as the
reference coil in the comparison studies.

We imaged healthy volunteers who had signed a written
consent form approved by a delegated ethics committee with a
remit from the West of Scotland Research Ethics Committee and
NHS Greater Glasgow and Clyde (NHS-GGC) Research and
Development Department.

Transmit Array Design
Single Transmit Element
For a transmit coil housing with inner diameter 280 mm, the width
of the individual loop in the transverse plane will be about 140 mm
if two adjacent elements are critically overlapped to reduce mutual
coupling. The width of the loop will be about 100 mm for a gapped
design with 10mm between two adjacent loops.

Two test loops were built on a rapid prototyped fiberglass tube
(inner diameter: 280 mm; wall thickness: 3 mm; length: 355 mm;
manufacturer: Klaus Hoppe Werbetechnik, Ofterdingen,
Germany) and the Q-ratio was measured in different positions
around the cylinder. The length of the loop along the head/foot
direction was chosen to be 210 mm to achieve whole brain
excitation. Solder pads to assemble the capacitors were
manufactured using flexible circuit board material (PW
Circuits, Wigston, United Kingdom) and the pads were
attached on to the surface of the tube using double sided tape
(3M, Bracknell, United Kingdom).

The loop position and the corresponding coil Q-factors are
shown in Figure 1. The Q-factor was measured by placing the
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single loop inside a local RF shield at a distance of 24 mm from
the loop, which was then positioned inside a dummy shield
mimicking the scanner bore. The larger loop provided higher
sample loading across different positions, and the overlapped
configuration was chosen over gapped design.

8-Channel Nested-Loop Transmit Array
The array consisted of eight overlapped loops arranged in a
single row. The loop was built using 2 mm diameter silver
plated copper wire (APX, Sarrians, France). A total of 13 fixed
capacitors (6.8 pF; 100°C series; American Technical
Ceramics, NY, United States) and one variable capacitor
(5,610; 1–7.5 pF; Johanson Manufacturing Corporation, NJ,
United States) were distributed in each loop. To reduce
radiation loss [31], a local RF shield was concentrically
placed. A double-sided flexible PCB with 9 µm copper was
used to form the RF shield. To reduce gradient induced eddy
currents, each layer was slotted and the copper in the second

layer was offset from the first to form a continuous RF shield
at high frequency [32]. The RF shield PCB was attached to the
inner surface of a fiberglass tube (Outer diameter: 340 mm;
wall thickness: 2 mm; length: 355 mm) using double sided
tape. The distance to the RF shield was 24 mm in this design
based on the standard sized tube that was available to us.
However, there is scope for further improvement in transmit
performance by optimizing the distance to the RF shield [6].

The equivalent circuit of a single element is shown in
Figure 2A. A PIN diode (D1, MA4P7446-1091T, MACOM,
United States) was installed in series with the loop and a
series LC circuit (C16, L3) was connected across the PIN diode
and adjusted to maximize the isolation when the diode is turned
OFF. A shielded cable trap tuned to 297.2 MHz was soldered
across the input matching circuit.

Due to the large size of the individual loops, the coupling
between the second-neighbouring elements is strong enough to
cause split resonance and deteriorate the performance of the

FIGURE 1 |Coil Q-ratio measurements demonstrate higher sample loading for the larger loop. The larger loop has the dimensions of a single-transmit element in an
overlapped 8-channel transmit array.

FIGURE 2 | (A) Equivalent circuit of a single element of the transmit array consisting of 13 × 6.8 pF fixed capacitors (C1 to C13) and a trimmer capacitor C14 to fine-
tune the coil resonance frequency to 297.2 MHz. (B) Picture of the completed transmit array. (C) A two dimensional view of the transmit array configuration. The
capacitor distribution in the shared conductor is also provided.
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transmit array. Furthermore, the reflected power from a coupled
transmit array depends on the amplitude and phase of the RF
excitation signal, making it challenging to employ such an array
in parallel transmit applications [33]. Hence, it is necessary in this
case to implement a decoupling mechanism between the first and
the third transmit element in addition to decoupling the adjacent
elements. The second-neighbouring elements are nested as
shown in Figure 2B and a pair of inductors wound in
opposite directions [9] was installed to minimize the mutual
coupling between them.

Open-Face Design
The top ranked criteria in the wish list of our clinical collaborators
is an open-face coil to reduce claustrophobia and to allow
monitoring of the patient. To satisfy this requirement, two
large cut-outs in the RF shield and the fiberglass tubes were
introduced in front of the eyes, eachmeasuring 80 mm × 145 mm.
To minimize the coil structure and allow a larger cut-out, the
overlap in front of the nose was replaced by a shared conductor
[29, 34]. There were two fixed capacitors (6.8 pF, ATC 100°C
series) and one variable capacitor (5,610; 1–7.5 pF; Johanson
Manufacturing Corporation, NJ, United States) evenly
distributed along the shared conductor between transmit
elements 1 and 8. The variable capacitor was adjusted to
minimize the coupling between the coil elements 1 and 8.
Finally, the cut-outs were closed off using a fiberglass part for
ingress protection.

A 2D layout of the final transmit array configuration is shown
in Figure 2C. Also note in Figure 2C that there is no inductive
decoupling across the second-neighbouring coil pairs (1 and 7; 2
and 8) to maintain a clear open structure. This would allow a
‘look-out’ mirror, which is commonly used in 1.5T/3T clinical
head coils, to be fixed outside the transmit array for the subject to
see the operator during the scan and reduce claustrophobic effect.

Receive Array Design
To increase the SNR, the transmit array was combined with a 32-
channel receive array. The receive array design is a retuned
version of the design previously presented for a 9.4T receive
array [9, 11]. Briefly, the receive array consisted of 32 elements
arranged in four rows. The first three rows form a complete ring
around the helmet and the fourth row formed a partial ring with
only four receive elements. More details about the receive array
layout and circuit schematic can be found in [9]. The final setup
consisting of the transmit and receive array, with the view of the
open-face approach as seen by the subject being scanned, is
shown in Figure 3A.

Interface to Single-Transmit Mode
Until CE and FDA approval for clinical use of pTx is received,
MRI at 7T will continue to be performed in a hybrid environment
using scanners which support imaging in sTx mode for clinical
diagnosis and pTx mode for research and clinical validation. Our
coil was configured to be interfaced to both pTx and sTxmodes so
that a single device can be used in both the scanner modes.

The scanner provides eight PIN bias lines in each 8-channel
receive socket and eight more in the pTx socket to control the

active detuning of the receive and transmit elements, respectively.
The PIN bias lines in the pTx socket was not used as this cannot
be activated when the scanner is in sTx mode. Instead, eight PIN
bias lines from the receive sockets were routed to the transmit
array through a multi-pin non-magnetic connector (Amphenol
Alden, Chicago, IL. United States). This can be seen in the service-
end view shown in Figure 3B. The remaining 24 PIN bias lines
were shared to control the switching of the 32-channel
receive array.

A 1x8 power splitter was custom built [35] and fitted with the
same 8-channel high power socket (ODUGmbH, Germany) as in
the scanner. To achieve a circularly polarized (CP) mode
excitation, an incremental phase offset of 45° was realized by
increasing the length of the coaxial cable and implemented inside
the splitter housing. The total loss introduced by the splitter and
the additional short connecting cable from the patient table to the
splitter input was 0.8 dB. A picture of the custom-built power
splitter and an internal view showing the different cable lengths
can be seen in Figure 3C.

The transmit array cable is connected directly to the pTx
socket in the patient table just like any conventional pTx coil. In
sTx mode, the RF power amplifier output is connected to the
input of the splitter and the transmit array cable is connected to
the output of the splitter.

Bench Measurements
The S-parameters of the transmit and receive arrays were
measured by loading the coil with a fiberglass head-and-
shoulder phantom filled with tissue equivalent solution (εr �
52.1, σ � 0.41 S/m) [36]. Bench measurements were performed
using a 2-port ZND series vector network analyzer (Rohde and
Schwarz, Germany). Final tuning and adjustment of the transmit
array was performed in the presence of the actively detuned
receive array. Test jigs were custom-built to control the switching
and biasing of the PIN diodes and preamplifiers.

Transmit Array Simulation
A co-simulation approach consisting of RF circuit simulation and
3D electromagnetic (EM) simulation (CST Studio Suite, Dassault
Systems, France) was used to simulate the transmit array [37, 38].
Each lumped element included series resistance values obtained
from the component datasheet. The local RF shield, fiberglass
tubes as well as the scanner bore were also included in the model.
The RF shield and coil conductors were both made from annealed
copper with the following properties: σ � 5.80 × 107, ρ � 8.93 × 103

kg/m. The fiberglass is standard FR-4 from the CST database: ε �
4.3, μ � 1, electrical tand. � 0.025. However, we did not include the
coaxial cables, cable traps and DC wiring in the numerical model.
The variable capacitors, matching circuit and decoupling inductors
were represented as ports resulting in a total of 29 ports in the 3D
EM simulation. There are eight excitation ports in circuit co-
simulation and each one was connected to the matching network
via a 0.6 dB attenuator to represent the cable loss from the coil feed-
point to the coil plug.

The transmit array elements were tuned to 297.2 MHz and
matched to a 50Ω port in circuit co-simulation whereas the
electric and magnetic field components as well as the SAR maps
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were calculated in the 3D EM domain [37, 38]. A voxel model of
the head-and-shoulder phantom with 1 mm isotropic resolution
was imported from a CT scan. The coil was first tuned and
matched to the phantom and then loaded with Duke and Ella
models from the Virtual Family cohort [39] and Gustav from
CST, truncated at the level of the chest. For each model, the EM
field and SAR were estimated for three different positions in Z (0,
−10 and −20 mm) to mimic the different possible subject
positions during scans in vivo.

A typical mesh consisted of about 40 million cells. The frequency
sweep was set from 280 to 320MHz and a convergence criteria of
−40 dB was set to obtain the RF field distribution for each discrete
port. On a dual Intel Xenon workstation with 256 GB RAM and
GPU acceleration using Nvidia Tesla K80, each body model
simulation took approximately 1 h per 3D port, for a total
simulation time of just over a day.

Virtual Observation Point Generation for
Local Specific Absorption Rate Monitoring
Accuracy and control of SAR monitoring is critical for in-house
UHF pTx coils [40]. The scanner used in this study uses VOPs
[30] as part of its standard framework for local SAR prediction
and real-time monitoring during pTx operation.

For each body model and coil position, the electromagnetic
field E(r) at all mesh locations r was used to average over 10 g
volumes to generate a positive semi-definite “Q-matrix” [41],
Q(r) ϵCNc x Nc for Nc � 8 transmit channel excitation
combinations. This was achieved in CST by setting the signal
of the upper matrix elements to 1 Vrms with a phase of 0° for both
ports and in the lower matrix elements, the signal was 1 Vrms and
0° for the first port and 1 Vrms and 90° for the second port. For
diagonal matrix elements signal was simply set to 1 Vrms for the
first port. This resulted in N2

c � 64 separate post processing tasks
and anNc x Nc SARmatrix for each voxel in the simulation, from
which the final three-dimensional Q-matrix array was derived.
These arrays of Q-matrices were exported from CST as a text file
and read into MATLAB (The MathWorks, Natick, MA). This
step was validated by comparing the CST Q-matrix SAR and
MATLAB SAR.

Once the MATLAB Q-matrix SAR was corroborated with CST
for each body model, they were concatenated into one large
Q-matrix array. The combined Q-matrix array was compressed
into a set of VOPs following the method from Eichfelder and
Gebhardt [30]. In an initial study [42], the effect of various
overestimation factors for VOP compression on local SAR
measurment online by the system was compared. In this work,
time-resolved instantaneous local SAR calculations for various
overestimation factors is compared with respect to the full
Q-matrix array values. Ultimately, a 25% overestimation factor
yielded was found to be a good compromise between local SAR
and RF performance. As per the equipment manufacturer’s
recommendation, the VOPs were also adjusted to account for an
RF supervision system error tolerance of 12% in amplitude and 5° in
phase with the following calculation,

VOPmodified � 1.16 VOPoriginal + 0.09 λmax1 (1)

where λmax is the maximum Eigenvalue from the original VOPs.
After generating the final, modified VOPs, they were validated by

comparing local SAR estimates calculated offline and by the scanner
for three B1

+ shim configurations with known input power: CP (45°

increments), CP2+ (90° increments), and the worst case mode which
is the Eigenvector associated with λmax. Local SAR calculated before
VOP compression with the Q-matrix array was always less than the
VOP-compressed SAR, which in return was always less than the
scanner prediction and measurements. This test validated the coil
and SAR management for B1

+ shimming or static pTx. The entire
VOP generation process is summarized in Figure 4 below.

Coil Performance Evaluation
B1

+ Map Simulation and Measurement Comparison
The transmit performance was evaluated by collecting B1

+ maps with
a pre-saturated Turbo-FLASH sequence [43]. For both sTx and pTx
operation, a B1

+ map combining all transmit elements was collected
in CP configuration using the following parameters: number of slices
45, slice thickness 3mm, slice gap 0.9 mm, flip angle (FA) 5°, TE
1.55ms, TR 11010ms, acquisition time (TA) 23 s, FOV 300 ×
300mm2, and matrix size (MAT) 256 × 256. Results were then
compared to the EM simulation qualitatively and quantitatively by
comparing the peak B1

+
field value. In pTx mode, phase-sensitive,

FIGURE 3 | (A) The completed coil assembly. (B) View of the coil from the service-end. (C) The custom-built 1x8 power splitter with built-in CPmode phase offsets.
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single channel B1
+maps were also acquired for each transmit channel

using the same scan parameters and a total measurement time of
111 s. These maps were simulated and measured in our custom-built
head-and-shoulder phantom. To obtain relative phase maps between
channels from the measured phase maps, a reference channel was
used to remove additional residual phase components. These
complex single channel B1

+ maps were then compared
qualitatively to the simulated single channel maps from the EM
model.

Comparison of Self-Built Parallel-Transmit Coil and
Commercial Parallel-Transmit Coil
The transmit performance of the self-built parallel-transmit
array was also compared to the commercial 8Tx/32Rx coil
(Nova Medical, Wilmington, MA, United States). The
commercial pTx coil is not available at the Imaging Centre
of Excellence at the University of Glasgow, so a second head-
only phantom filled with tissue equivalent solution (εr � 51.1,
σ � 0.38 S/m) was prepared. This phantom was scanned with
the self-built coil in pTx mode as well as with the commercial
pTx coil in another site using the pre-saturated TurboFLASH
B1

+ mapping sequence with a fixed combined voltage of 165 V
(no. slices/slice thickness/slice gap/FA/TE/TR/TA/FOV/MAT �
45/4 mm/0.8 mm/10°/1.48 ms/30000ms/61 s/240 × 240 mm2/96 ×
96). For each coil experiment, the FA maps generated from the
B1

+ mapping sequences were compared with both sagittal and
axial slices for their transmit efficiency and flip angle
homogeneity.

Measurement of Dynamic Parallel-Transmit
Waveforms
A final validation step for our pTx coil was to verify the accuracy of
the scanner’s SAR estimation for time-varying RF waveforms. Four

external pTx waveforms were used for this study: a conventional
Shinnar-LeRoux (SLR) [44] slice-selective pulse in CP configuration
with a nominal flip angle of 90°, the same SLR pulse with transmit
channels 4-6 turned off, a 3D hard rectangular pulse with a nominal
flip angle of 5°, and a 5° 3DUniversal Pulse (UP) [45] designed with a
3D SPINS trajectory [46] using the method described in [47]. The
slice-selective SLR pulses were both played out three times in a 2D
FLASH sequence with a single 5mm slice, FOV � 240 × 240mm2,
MAT � 256 × 256, TE � 10ms, and 3 TRs: 50, 100, and 250ms. The
3D hard pulse and UP were both played out in a 3D GRE sequence
with TE/TR/TA/FOV/MAT � 2.28ms/1,010ms/101 s/250 × 220 ×
160mm3/250 × 220 × 160.

For all scans, the external RF waveforms were recorded during
data measurement via the directional couplers (DICOs) of the
pTx system. These measurements were compared offline to the
prescribed waveforms to validate the fidelity of the dynamic pTx
system. Furthermore, the time-integrated local SAR was
calculated and compared to the scanner predicted and
measured values. The time-varying local SAR for ith VOP at
time point t the for an applied external pTx pulse b ϵCNt×Nc was
calculated as

SARlocal (i, t) � ~b
H(t) · VOP(i) · ~b(t) (2)

where ~b(t)ϵCNtNc×1 is the pTx pulse stretched into a vector,
where Nt is the total number of time points and Nc is the number
of transmit channels. This instantaneous SAR was then averaged
across time with respect to the RF duty cycle D, representing the
fraction of RF duration for a given sequence TR. The time-
averaged local SAR can be compared to scanner estimates with
the following summation across each time point indexed as tk,

SARlocal (i) � D
Nt

∑Nt

k�1
SARlocal(i, tk) (3)

FIGURE 4 |Generalized workflow for generation and validation of the virtual observation points for local SARmonitoring in pTx. Blue boxes represent chronological
steps within the procedure while, purple boxes show feedback steps for additional EM simulations.

Frontiers in Physics | www.frontiersin.org July 2021 | Volume 9 | Article 7013306

Williams et al. Nested Transmit Array for 7T

75

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Anatomical Imaging in Single-Transmit and
Parallel-Transmit Modes
After completing additional temperature mapping and
simulation studies [48, 49], the coil was granted local ethics
and safety approval for imaging studies of healthy subjects in
pTx and sTx modes for operation in normal IEC-SAR mode in
the head using local transmit coils (10 W/kg). In the first study,
the longitudinal coverage of the coil was compared to the
commercially available 1Tx/32Rx coil (Nova Medical,
Wilmington, MA, United States). A healthy volunteer was
scanned with the commercial coil and the self-built dual-mode
coil in sTx operation. The same volunteer was then also scanned
with the self-built coil in pTx mode using B1

+ shimming. The
three-way comparison was performed with a sagitally-oriented
T2-weighted 2D RARE sequence with the following parameters:
no. slices/slice thickness/slice gap/FA/TE/TR/Echo Train Length/

TA/FOV/MAT � 39/3 mm/3.9 mm/140°/58 ms/9,000 ms/9/
198 s/172 × 230 mm2/768 × 1,024. When scanning in pTx
mode, the vendor provided B1

+ shimming routine was set over
a volume covering the brain parenchyma.

The second in vivo experiment examined the performance
of the self-built coil using dynamic pTx waveforms. Here, two
3D MPRAGE sequences were compared in pTx mode with the
same healthy volunteer. The first acquisition used a CP hard
pulse for excitation and the second used the Universal Pulse
described previously in Measurement of Dynamic Parallel-
Transmit Waveforms above. Both scans used the same
vendor provided, CP mode adiabatic inversion pulse with a
combined total voltage of 350 V. The remaining sequence
parameters were FA/TE/TI/TR/TA/FOV/MAT � 5°/2.28 ms/
1,100 ms/3,000 ms/294 s/250 × 220 × 160 mm3/250 ×
220 × 160.

FIGURE 5 | (A) S-parameter plots of transmission and reflection demonstrating high coupling and split-resonance between second-neighbouring transmit
elements in a coil without decoupling inductors. (B) Picture of the 8-channel loop array (140 m × 210 mm loops) with decoupled adjacent elements, but no decoupling
between second neighbouring elements. (C,D) Simulated (C) and measured (D) S-parameter matrix of the 8-channel transmit array, respectively.
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RESULTS

S-Parameters
Figure 5A demonstrates the coupling between second-neighbouring
elements in transmit arrays consisting of large loops. The coupling
between the second-neighbouring transmit elements was more than
-6 dB.During thismeasurement, all other loops were terminatedwith
50 ohms. The S11 plots also demonstrates the split resonance caused
by the high mutual coupling. A picture of the 8-channel transmit
array with overlapped loops constructed for these measurements is
shown in Figure 5B.

The simulated and measured S-parameter matrices of the 8-
channel transmit array are shown in Figures 5C,D. The
measurements were performed in the presence of the actively
detuned receive array, and the coil was loaded with the head-and-
shoulders phantom. All channels were matched to better than
−30 dB in both simulation and measurement. The average
coupling between the adjacent elements in the constructed
array was −19.8 dB. Nesting the second-neighbouring elements
using inductors reduced the average coupling to −20.2 dB. The
adjacent and second-neighbouring element coupling in the
simulated model was −17.97 dB and −19.67 dB, respectively.

The measured coupling between the two pairs of second-
neighbouring elements (1&7 and 2&8) across which there are no
counter-wound inductors was −11 dB. The corresponding value
from the simulated model was −9.83 dB. It is important to note
that the size of loops 1 and 8 are reduced because the overlap
between element 1 and 8 was replaced by a shared conductor.

This helped to minimize the mutual coupling and maintain an
acceptable decoupling. Although this will slightly reduce the
overall performance of the transmit array, an open-face design
with a large visual field to reduce claustrophobia was an
important consideration in our design approach.

In Figure 6, the measured S-parameter plots of the tune and
match, adjacent element, and second-neighbouring element
coupling of the constructed transmit array with and without the
receive array are shown. The ‘m’ shaped S21 curve is between the
transmit elements 1 and 8 which are decoupled by the shared
conductor. Only the tune and match of the transmit array was
adjusted after the receive array was inserted. The decoupling
inductors and the overlaps were not adjusted. The plots shown
in Figure 6 demonstrate that the transmit array coupling
charecteristics are not influenced by the presence of the 32-
channel receive array.

Comparison of Transmit Array Simulation
and Measurements
Figure 7 compares the simulated and experimental B1

+ maps in
the head-and-shoulders phantom. Figures 7A,B show the sagittal
cross section of the combined CP mode magnitude maps. The
peak B1

+ in the center of the phantom was 111 nT/V in
simulation and 107 nT/V in measurement, with the voltage
referenced to the coil input. Furthermore, B1

+ maps were
acquired with and without the receive array to quantify the
influence of the receive array. The attenuation in the B1

+
field

FIGURE 6 | (A,B) Measured S-parameter plots of the reflection, adjacent element and next-neighbouring element coupling of the constructed transmit array
without the receive array (A) and with the receive array (B).
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due to the presence of the receive array was 7%. Figures 7C–F
show the simulated and experimental B1

+ maps for the individual
transmit channels, both magnitude and phase. The spatial
distributions between simulation and their measurement
match well for each individual channel, although some small
phase differences do exist.

Virtual Observation Point Model Validation
Figure 8A shows the SAR simulations in the three human body
models used for EM simulation (Duke, Ella, and Gustav) in CP
configuration. For each model, their 10 g SAR is reported with 1W
input power at the three simulated coil positions. All SAR
simulations are scaled to the same windowing level for
comparison. Figure 8B reports the local SAR for the combined
SAR coil model (all three human body models, all three positions).
The local SAR is compared for CP mode, CP2+ mode, and the
worst case excitation vector. The values are listed for the full,
combined EM simulation Q-matrices, the compressed VOPs, and

the scanner prediction and measurements. The table validates the
VOP models because the Q-matrix SAR is always less than the
VOP compression estimate, which in return is always less than the
scanner predictions and measurements.

Dynamic Parallel-Transmit Waveform
Measurement and Local Specific
Absorption Rate Calculations
Figure 9 demonstrates instantaneous local SAR calculations (Eq.
2) for the 5° 3D SPINS Universal Pulse with duration of 1 ms and
explores how various VOP overestimation factors affect the local
SAR estimates. Figure 9A plots the RF pulse magnitude
waveforms for the eight transmit channels. Figure 9B plots
the absolute instantaneous SAR of the single pulse in an
MPRAGE acquisition with TR � 3,000 ms for the
uncompressed Q-matrices (for visualization purposes, the
Q-matrices are downsampled here). At various time points

FIGURE 7 | Comparison of simulated and measured B1
+ maps in the head-and-shoulders phantom. (A) Simulated, sTx (CP mode) B1

+ map of Tx array and (B)
matching experimental sTx B1

+ map. (C) Simulated, normalized |B1
+ | field magnitude and (D)matching experimental, normalized |B1

+| magnitude for all 8 Tx channels.
(E) Simulated ∠B1

+
field phase and (F) matching experimental ∠B1

+ phase for all 8 Tx channels.

Frontiers in Physics | www.frontiersin.org July 2021 | Volume 9 | Article 7013309

Williams et al. Nested Transmit Array for 7T

78

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


with distinct amplitude and phase configurations, different
Q-matrix voxel locations deposit more local SAR. Figure 9C
compares the normalized maximum local SAR at each time point
of the UP excitation for the Q-matrices and various VOP
compressions: 5, 10, 25, and 50% worst case SAR

overestimation. As anticipated, the difference between max
instantaneous SAR using the Q-matrices and the VOP
compressions increases with overestimation factor. Higher
factors also leads to smoother instantaneous SAR plots due to
fewer VOPs and less possible SAR variation. In practice, the

FIGURE 8 | (A) 3D CST simulations of 10 g-SAR with 1W of input power for Duke, Ella, and Gustav body models all positioned at the B0 field isocenter with the
same color scaling on eachmodel. Themax SAR value for eachmodel for all three positions (z � 0, −10, and −20 mm) is listed in the left hand corner for each bodymodel.
(B) Comparison of local SAR values for concatenated body model Q-matrices, VOP compressions calculated offline, and values reported by scanner during predicition
and measurement.

FIGURE 9 | Local SAR for a 5° excitation Universal Pulse. (A) UP magnitude waveform; (B) Instantaneous SAR for the UP excitation in MPRAGE using
downsampled uncompressed Q-matrices; (C) Max local SAR for each time point of the UP for the Q-matrices and VOPs with 5, 10, 25, and 50% overestimation, all
normalized to the maximum of the Q-matrices’ SAR. Different time points of the UP (i.e., different amplitude and phase configurations) lead to varying levels of VOP
overestimation relative to the Q-matrices, but importantly the VOP-derived estimate is always overestimated.
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dual-mode coil uses a 25% overestimation of worst case SAR.
This overestimation factor was chosen empirically to provide a
conservative local SAR estimate without compromising overall
RF performance drastically.

Figure 10 plots test pTx waveforms and their complex-valued
DICO measurements. Subplots 10A show the magnitude
waveforms for forward and reflected measurements using the
2D SLR pTx pulse played in CP mode. Subplots 10B show the
forward magnitude and phase waveforms for the 5° 3D SPINS
Universal Pulse (for visualization simplicity, only 3 out of 8
channels are plotted here).

Table 1 compares the local SAR calculations (Eq. 3) for the
four test 2D and 3D pTx pulses and a few different sequence TRs.
The fourth column from the left shows the local SAR calculations
without considering additional experimental factors. Column 5
shows these calculations including the cable loss between the RF
power amplifier (RFPA) and the coil plug of the system, a fixed,
measurable value roughly equal to 1.7 dB. Column 6 shows the
final, true local SAR calculations that includes cable loss and the
gain variation of the RFPA, a value measured for each channel
that is calibrated with each new scan session. These final SAR
calculations are in excellent agreement with the scanner predicted
and measured values for all test pTx pulses and all TRs.

Phantom Comparison of Commercial and
Self-Built Parallel-Transmit Coil
Figure 11 compares the phantom flip angle maps collected with
the self-built, dual-mode parallel transmit coil and the
commercially available parallel-transmit coil using the same
applied 165 V. For both coils, sagittal and axial images are
shown to visualize the longitudinal coverage and the FA right-
left symmetry. Qualitatively, the self-built coil has similar
transmit behavior to the commercial coil. Quantitatively, the
maximum, mean, and standard deviation of flip angle are
reported for the center slice of each acquisition orientation.
The self-built coil has a decrease in peak FA and has about
the same FA standard deviation despite the lower mean. These
discrepancies can be attributed to the effects of the eye cut-outs
not present in the commercial coil shield.

Healthy Volunteer Experiments
Figure 12 displays the T2w RARE images collected in a healthy
subject using the commercial single-transmit coil and the dual-
mode parallel-transmit coil operating in both sTx and pTx modes.
The self-built coil has better longitudinal coverage in the inferior
regions of the brain for both modes compared to the commercial
sTx coil. In pTx mode, the self-built coil applied B1

+ shimming,

FIGURE 10 | Comparison of prescribed RF waveforms (black, dotted lines) and their measurements single transmit channels (solid, colored lines). (A) A
conventional, circularly polarized, slice-selective SLR pulse with nominal flip angle of 90°, the left plot contains the forward measurement and the right plot contains the
reflected measurement; (B) Dynamic, non-selective Universal Pulse pulse with nominal flip angle of 5°, the left plot shows the RF magnitude waveforms and the right plot
shows RF phase waveforms for 3 out of 8 pTx channels.
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TABLE 1 | Time-averaged input power (W) and SAR values (W/kg) for 4 pTx pulses: SLR, SLR w/Tx 4-6 off, CP hard excitation, and UP Excitation. For calculation and
experimental measurements, each pTx pulse is associated with a specific sequence and TR. Column 4 values are from Eq. 3 using the external pulses in volts and the
electromagnetic field simulation VOPs. Column 5 values add the cable loss from the RF power amplifier (RFPA) to the coil plug, measured to be 1.7 dB. Column 6 values are
the true local SAR calculations with cable loss and RFPA gain variation included. The values in column 6 are in good agreement with the scanner predicted local SAR and
measured local SAR in the final two columns.

Pulse sequence/
TR [ms]

pTx pulse Input
power [W]

Calculated local
SAR

[W/kg] (Eq. 3)

Calculated local
SAR

w/cable
loss [W/kg]

Calculated local
SAR

w/cable loss and
RFPA gain
variation
[W/kg]

Scanner predicted
local

SAR [W/kg]

Scanner
measured 10 s

local SAR (mean/
max)
[W/kg]

FLASH/50 SLR 1.72 2.55 1.72 1.75 1.88 1.76/1.80
FLASH/100 SLR 0.86 1.27 0.86 0.87 0.94 0.87/1.22
FLASH/250 SLR 0.34 0.51 0.34 0.35 0.38 0.35/0.62
FLASH/50 SLR w/Tx

4–6 off
1.08 2.46 1.66 1.69 1.95 1.86/1.91

FLASH/100 SLR w/Tx
4–6 off

0.54 1.23 0.83 0.85 0.98 0.91/0.94

FLASH/250 SLR w/Tx
4–6 off

0.22 0.49 0.33 0.34 0.39 0.37/0.65

GRE/1,010 CP hard
pulse Exc.

1.01 1.52 1.03 1.04 1.11 0.89/0.95

GRE/1,010 UP Exc. 1.52 3.31 2.24 2.28 2.41 2.29/2.38

FIGURE 11 | Comparison of measured flip angle maps with the commercially-available pTx coil and the dual-mode self-built coil operating in pTx mode with an
applied voltage of 165 V. The top two rows show sagittal images and the bottom two rows show axial images. For all flip angle maps, the max, mean, and standard
deviation of flip angle in the center slice is reported in the bottom table.
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which led to improved image signal in the inferior slices of the
brain.

Figure 13 shows the T1w MPRAGE images from a healthy
volunteer acquired in the self-built coil operating in pTx mode.
The CP pulse images have darker and less homogeneous
excitation than the pTx Universal Pulse images, confirming
the successful mitigation of B1

+
field inhomogeneity of dynamic

pTx with the coil.

DISCUSSION AND CONCLUSION

A dual-mode 7T head coil prototype which could be interfaced to
both the excitation modes of the scanner was developed. The
single device supports imaging in sTx mode for clinical diagnosis
and pTx mode for research and clinical validation. MRI at 7T is

expected to be performed in this hybrid environment until
regulatory approval for pTx is received and the pTx workflow
is simplified for non-experts.

The large cut-outs also allow a ‘look-out’ mirror to be fixed
outside the transmit array for the subjects to see the operator,
helping to reduce anxiety and claustrophobia during clinical
examinations and also providing patient monitoring. Although
the simulations predicted a 10% loss in transmit efficiency due to
the cut-outs in the RF shield, equivalent imaging performance can
be obtained by increasing the transmit power. This efficiency loss
does not immediately mean increased local SAR deposition [50],
because this depends on the loss mechanisms such as the radiated,
reflected and absorbed power. This suggests that our approach of
fully modeling the EM field of the coil and rigorously testing the
SAR management experimentally is the best way to understand
local SAR and safely use pTx.

FIGURE 12 | Comparison of dual-mode head coil coverage to commercial single-transmit coil with a sagittal T2w 2D RARE acquisition in the same volunteer. Top
row) Acquisition using the commercial coil at several slice locations; Middle row). The same acquisition using the dual-mode coil in single-transmit operation; Bottom row)
The repeated acquisition with the dual-mode coil in parallel-transmit mode, here with complex B1

+ shimming applied. Comparing the commercial Nova coil to the self-
built dual-mode coil, there is improved coverage in the inferior regions of the brain. In this example, there are some modest improvements going from sTx to pTx in
the dual-mode coil with B1

+ shimming, particularly in the most distal slices (columns 1 and 5).

FIGURE 13 | T1w MPRAGE images collected in a healthy volunteer with the self-built coil in pTx mode. The top row shows the images acquired in CP mode,
equivalent to the sTx case. The bottom row shows the images using dynamic pTx with Universal Pulses for excitation. Both images used the same CP mode 350 V
adiabatic inversion and are windowed to have the same contrast. The green arrows highlight a few regions where the UP excitation improves the B1

+ homogeneity and
resulting image uniformity.
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The accuracy of the EM coil model was important to validate
with experimental B1

+ mapping. For sTx operation, the simulated
and experimental flip angle maps are in excellent agreement both
qualitatively and quantitatively (Figures 7A,B). Comparisons of
the complex, single channel maps (Figure 7C—7F) also are
qualitatively correlated yet have small phase mismatches.
Further experiments to bridge these gaps could include
preparing and simulating a more geometrical phantom with
known electrical properties that would enable more accurate
and more homogeneous field maps and also including the 32-
channel receive array in our coil model simulation.

The presented transmit coil is fundamentally a transmit array
in which the internal wiring enables a hardware interface through
a 1x8 power splitter to the sTx mode of the scanner. We have
demonstrated whole brain coverage in sTx mode, which offers a
far simpler workflow similar to clinical imaging at 1.5 T/3 T. In
the current implementation, a 45° phase increment was set inside
the power splitter to achieve CP excitation. However, the setup
allows the implementation of a non-CP phase configuration in
the splitter that offers a more homogeneous excitation.

For sTx and pTx modes of the coil, SAR monitoring for CP
operation uses conventional safety factor or “k-factor”
supervision. The EM simulations shown in Figure 8A
represent the range of subjects and positions that are
anticipated while scanning with our coil. Here, the peak local
SAR for 1W input power and CP excitation across all bodymodel
simulations is 0.42 W/kg. The safety factor is added by listing the
1W input SAR value as 1W/kg in the coil file that is read by the
scanner. This safety factor supervision is always active with
reference to CP mode, whether the coil is driven in sTx or pTx.

In general, the more body models and positions included in
local SAR estimation, the better, yet often computational and
storage resources become a limiting factor with these high-
resolution simulations. The overestimation factors and safety
margins included in the EM field-derived VOPs ensure that
the local SAR is never underestimated, even for every time
point in a time-varying pTx pulse (Figure 9). For the initial
study presented in this work, the overall safety margin was a
factor of 1.7. In an ongoing work, different body models, head
positions and rotations are being studied. The VOP can be
created by concatenating the different Q-matrices and a higher
safety factor is anticipated to account for the subject variations.
Future work will also include pathological cases for use of the coil
in a clinical population and will examine the influence of subject
motion on local SAR [51].

Dynamic pTx operation has demonstrated the improved B1
+

homogeneity that the additional degrees of freedom a multi-
transmit can provide in the sagittal T1wMPRAGE example using
Universal Pulses (Figure 13). With the single row transmit array
design, even greater homogenization can be obtained for axially-
oriented 2D acquisitions and have found this to be true in some
further initial B1

+ shimming scans.
In conclusion, a novel eight-channel nested transmit array was

developed and its performance in both sTx and pTx modes was
demonstrated. This work further demonstrates that a device can
be hardwired to both the scanner modes. The coil setup is
enhanced by incorporating two large windows which helps

claustrophobic subjects as well as opens opportunities for
niche applications such as motion correction. This new coil
offers uniform coverage of the whole brain and is well suited
for 7T clinical neuroimaging. We believe that the dual-mode coil
setup is a valuable tool for both clinical diagnosis as well as
research and clinical validation in pTx.
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B0-Shimming Methodology for
Affordable and Compact Low-Field
Magnetic Resonance Imaging
Magnets
Konstantin Wenzel 1, Hazem Alhamwey1, Tom O’Reilly2, Layla Tabea Riemann1,
Berk Silemek1 and Lukas Winter1*

1Physikalisch-Technische Bundesanstalt (PTB), Berlin and Braunschweig, Germany, 2C.J. Gorter Center for High Field MRI,
Department of Radiology, Leiden University Medical Center, Leiden, Netherlands

Low-field (B0 < 0.2 T) magnetic resonance imaging (MRI) is emerging as a low cost, point-
of-care alternative to provide access to diagnostic imaging technology even in resource
scarce environments. MRImagnets can be constructed based on permanent neodymium-
iron-boron (NdFeB) magnets in discretized arrangements, leading to substantially lower
mass and costs. A challenge with these designs is, however, a good B0 field homogeneity,
which is needed to produce high quality images free of distortions. In this work, we
describe an iterative approach to build a low-field MR magnet based on a B0-shimming
methodology using genetic algorithms. The methodology is tested by constructing a small
bore (inner bore diameter � 130mm) desktop MR magnet (<15 kg) at a field strength of
B0 � 0.1 T and a target volume of 4 cm in diameter. The configuration consists of a base
magnet and shim inserts, which can be placed iteratively without modifying the base
magnet assembly and without changing the inner dimensions of the bore or the outer
dimensions of the MR magnet. Applying the shims, B0 field inhomogeneity could be
reduced by a factor 8 from 5,448 to 682 ppm in the target central slice of the magnet.
Further improvements of these results can be achieved in a second or third iteration, using
more sensitive magnetic field probes (e.g., nuclear magnetic resonance based magnetic
field measurements). The presented methodology is scalable to bigger magnet designs.
TheMRmagnet can be reproduced with off-the-shelf components and a 3D printer and no
special tools are needed for construction. All design files and code to reproduce the results
will be made available as open source hardware.

Keywords: magnetic resonance imaging, B0 shimming, low field MRI, Halbach arrays, MR magnet, open source
hardware

INTRODUCTION

In the last decades, magnetic resonance imaging (MRI) developed to one of the most useful medical
imaging techniques allowing to depict the structure and function of tissue and organs in a quality,
which is unmatched by other clinical imaging modalities. Despite this technological and clinical
progress, machines and operation of these machines is still very expensive and restricted to a small
portion of the global population of patients [1]. Current MRI magnets mostly rely on cryogenically
cooled superconductors to reach high magnetic fields of typically B0 � 1.5–3.0 T. These high fields
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drive the complexity and are mainly responsible for the high costs
of an MRI [2]. Recently, several efforts emerged investigating the
benefits of low field MRI (B0 < 0.2 T) to provide a low cost, point-
of-care alternative [2–7]. The MR magnet design benefits from
reduced complexity and costs at lower fields. While in the past
most low field MR magnets were based on permanently
magnetized iron with a ferromagnetic yoke, more recently
permanent magnet designs are based on a Halbach or Halbach
type layout, wheremultiple small magnets are arranged in a specific
way [8–12]. These designs have the advantage that less magnetic
mass is utilized, making themagnets smaller, moremobile, and less
costly. A challenge with these designs is, however, to achieve a good
B0 field homogeneity, which for commercial high field systems is
typically below <10 ppm. One way to relax these requirements is to
build in fixed gradients into the magnet design which are used for
spatial encoding [7, 10–13]. Even for classical imaging applications
using switched gradient coils along three dimensions, Halbach
based low-field magnet designs were recently able to produce in-
vivo imaging of the extremities, the brain [14] and implants [15],
which benefits from lower specific absorption rate (SAR) and lower
susceptibility artefacts compared to higher field systems. These
encouraging results were acquired with a Halbach based
permanent magnet that has an inhomogeneity of 2,400 ppm in
the target field of view, demonstrating that the requirements on B0
field homogeneity at low fields are less strict. Spin echo based
imaging can be used to generate most contrasts and T2* based
contrasts utilizing gradient echo imaging techniques that require
higher field homogeneities, are much lower at lower fields.
Nevertheless, the B0 homogeneity over the target volume needs
to be within the bandwidth of the RF excitation and a strong B0
inhomogeneity might lead to image distortions.

Even thoughMRmagnets can be designed very homogeneously
in numerical simulations [9], translating these results into the
practice is very challenging especially in a low-cost setting. The
strengths of the magnetic field from neodymium-iron-boron
(NdFeB) magnets may vary up to 5% due to material
imperfections and the angular variation of the magnetization
vector up to 0.9° [16]. The remanence of the magnetic material
is sensitive to temperature changes and the positioning and
orientation of the many magnets will deviate slightly from the
simulated setting e.g., due to forces that are present between the
magnets [17].

B0 shimming work for low-field permanent magnets is so far
mostly limited to simulation studies [18], two pole or C-shaped
magnets [18, 19] and/or for small shimming volumes focusing on
the application of nuclear magnetic resonance (NMR) spectroscopy
[20]. Recently low-fieldMRmagnets are being constructed based on
genetic algorithms using a dipole approximation to determine the
position, orientation and material of the discrete magnets to reach a
target field profile [9, 11, 12].

In this work an iterative approach in the design of a low-field
MR magnet using Halbach arrays is investigated with the goal to
improve B0 homogeneity. The methodology is tested on a small
bore (inner bore diameter � 130 mm) MR magnet with a B0 field
strength of 0.1 T and a target field of view of ∼4 cm in diameter.
The strategy is two-fold relying on a compact base magnet design,
which consequently is shimmed using a genetic algorithm and

shim inserts. The MRmagnet can be reproduced with off-the-shelf
components and a 3D printer and used e.g., for educational
purposes in existing setups [21]. The evaluated shimming
techniques improve B0 homogeneity up to a factor of 8 in the
first iteration and the applied methodology is scalable to bigger
magnet designs. Design files and code from this work will be made
available as open source hardware on opensourceimaging.org.

MATERIALS AND METHODS

The presented strategy to construct a homogeneous MR magnet
consist of two parts:

1) The construction of a base magnetic field with the envisioned
B0 field strengths and inner bore diameter (Figure 1).

2) Shimming of the base magnet using a genetic algorithm to
calculate the sizes, locations, and orientations of the shimming
magnets, which are inserted in the base magnet design
(Figure 2). A requirement of this shimming approach is
that the inner or outer dimensions of the base magnet are
not modified.

The proof of concept of this methodology is tested on a desktop
MR magnet with a targeted inner bore diameter of 10 cm
(including gradient coils). The size was chosen such that all
components can be 3D printed with a standard sized 3D printer.

Simulation Environment and Mathematical
Methods
For the base magnet, magnetostatic field simulations were
conducted using COMSOL Multiphysics 5.4 (COMSOL AB,
Stockholm, Sweden) utilizing the finite element method
(FEM). The geometry of the magnets is assumed to be not
chamfered. Inside the magnets, the remanent field is set to the
appropriate strength, while outside it is assumed μr � εr � 1.

For the B0 shimming algorithm, the dipole approximation was
used to calculate the magnetic field distribution of each shim
magnet [22]:

B
→ � μ0

4π
⎛⎜⎜⎜⎜⎜⎜⎜⎝3 r→(m→ · r→)

| r→|5 − m→
| r→|3

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (1)

with the permeability of vacuum μ0 and the location r of
the magnetic field with respect to the origin of the magnetic
dipole moment (or shim magnet) m. For a shim magnet, the
magnitude of the magnetic dipole moment m can be calculated
by [23].

m � BrV
μ0

(2)

with the remanence Br and the magnet volume V . Only the
z-component is considered, as the magnetic field to be shimmed
is oriented along this axis.
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Using the weighted orthogonal basis set of real
(orthonormalized) spherical harmonic functions Ylm in
spherical coordinates, the z-component of the magnetic field
Bz on a sphere with radius r, polar θ and azimutal ϕ angles is
described as

Bz(θ, ϕ) � ∑∞
l�0

∑l
m�−l

clmYlm(θ, ϕ) (3)

The spherical harmonic coefficients clm, dependent on the
degree l and order m, can be calculated with

clm � −∫2π

0
∫1

−1
Bz(θ′, ϕ)Ylm(θ′, ϕ)dθ′dϕ (4)

Using this representation, coefficients of higher order and
degree, can be truncated reducing the number of parameters used
to represent the field and subsequently reducing the
computational time of the shimming algorithm. Note that
the spherical harmonic coefficients used here are not
implicitly dependent on the radius contrary to standard
literature, as the field is considered on a sphere with
constant radius [22]. The coefficients are calculated using
the module SHTOOLS [24].

Base Magnet Design
The base magnet is made from octagonal (circumradius �
11.64 mm, width � 14 mm) NdFeB magnets (N50, Ningbo
Zhaobao Magnet, Ningbo Shi, China), which are arranged in
three times two rings of 20 magnets each (total of 120 magnets) in

a Halbach array design [16, 25] (Figure 1). Octagonal magnets
were chosen over rectangular ones, because in terms of
homogeneity they can better resemble an ideal Halbach array
[16, 26, 27]. The base magnet was constructed of same sized
magnets to facilitate reproducibility and the octagonal magnet
size was limited to maintain reasonable forces enabling a
relatively safe and easy construction by hand. Multiple dipolar
Halbach magnet stacks or rings can improve field homogeneity
by adjusting the distance between the rings [8]. While for two
rings the distance can be determined analytically, for a higher
number of stacked rings numerical calculations are required. A
higher number of rings increases the overall magnet size, weight
and costs substantially. Therefore, a three-ring setup is
implemented in this work. Two stacks of octagonal magnets
with 2 mm distance in x-direction are considered a single ring
(Figure 1). The central ring (Ring 2) generates a field of around
50 mT in the center and shows a concave Bz profile along y-z
direction (Figure 3). Adjusting the distance of Ring 1 and Ring 3
generates a convex magnetic field profile along the same direction
(Figure 3). By adjusting the distance between ring 1 and ring 3, it
is therefore possible to homogenize the field in the center of ring 2
to some extent (Figure 3). More importantly this step can be
performed based on measurements (including all material
imperfections or positioning errors) and does not require
simulations to determine the distance. Overall a B0 of 103 mT
is reached in the center of the base magnet. For the base magnet
the octagonal magnets were not individually measured and sorted
beforehand so that all material imperfections influence B0
homogeneity of the base magnet.

FIGURE 1 | Illustration of the base magnet before shimming. (A) Side and (B) Front view on the base magnet depicting the octagonal magnets of Ring 1–3. Front
view on (C) Ring 1 (radius r1 � 80.5 mm) and (D) Ring 2 (radius r2 � 89.2 mm). (E) 3D renderings of the magnet casing showing the magnet pockets and threaded rods
allowing to adjust the correct distance between the rings. (F) Side view of the 3Dmodel of the base magnet including a base plate to mount the threaded rods and lids for
each magnet pocket.
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FIGURE 2 | Photographs and 3D renderings of the constructed and assembled shim pieces including the 9 mm cubic shim magnets. (A) CAD drawing of a single
shim piece (orange) and cover (blue). Please note that the pockets are designed in a way that the shim magnets can be inserted in both radial (k � 1) and Halbach (k � 2)
orientation. (B) 3D printed shim piece with insertedmagnets and the cover removed. The poles of themagnets aremarkedwith north (N) and south (S). (C) Illustration of a
fully assembled shim ring constructed from four shim pieces. (D) Photograph of the fully assembled base magnet including all shim inserts.

FIGURE 3 | Optimization procedure of the base magnet to determine the optimal distance between the rings. Simulations of the magnetic flux densities of Ring 1
and 3 based on the distance between the rings (d1 inPanel 1F) along (A) y-direction and (B) z-direction. Themagnetic flux distribution fromRing 2 (central ring) is plotted
as a black dotted line. The concave curvature generated by the Ring 1 and Ring 3 configuration can be compensated to some extent by the convex curvature of Ring 2 in
order to homogenize Bz.
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Genetic Algorithm
For B0-shimming, shim magnet placement was restricted in
between and at the end of the base magnet rings (Figure 4),
thus not reducing inner bore diameter or increasing the outer
magnet dimensions. Furthermore, as the magnetic field decreases
with the power of three Eq. (1), placing shim magnets further
away from the targeted field of view increases the magnetic mass
of the shims and the overall magnet weight and costs.

After B0 field measurements to determine the B0 field
distribution of the base magnet in the field of view, a genetic
algorithm is used to determine the size, position, and orientation
of the shim magnets [9, 28]. Over other algorithms typically used
in shimming as linear programming or the least square method
this allows for a more flexible mathematical formulation of the
optimization problem [29].

In the algorithm, a population (i.e., a collection of possible
arrangements of shimming magnets) is evolved to find the best
individual (i.e., best arrangement to homogenize the field). Each
individual has a genome composed of genes (e.g., location of a
shim magnet) describing the state (e.g., the orientation of the
shim magnet) of the individual. As an underlying symmetry, the
magnets are placed in a ring around the bore in Halbach or radial
orientation. In total for each magnet five states were considered,
four rotational deviations by 0°, 90°, 180° and 270° from the
Halbach or respectively radial arrangement and the fifth state
indicated no magnet placement.

The algorithm starts by creating 25,000 random individuals
and calculates their cost function, which is a measure of
inhomogeneity created by a given individual. The best
individuals of the population are selected via tournament
selection, where three individuals are chosen by random and
the best is selected as a surviving individual. This process is
repeated until the new population reaches the initial population
size including redundant individuals. In the next step, the two-
point crossover is performed with a probability of 75%, which

recombines two neighbouring individuals by interchanging one
randomly chosen part of their genome. To further diversify the
population, a 20% mutation chance was set. If an individual
mutates, every gene of its genome is changed randomly with a 5%
chance. All cost functions, which have been changed by previous
procedures, are calculated and the algorithm starts again with the
tournament selection. The chosen probabilities have been shown
to work well within the class of problems [8, 10]. A minimum of
300 iterations is performed, the algorithm converges when the last
20% of iterations do not create new individuals with a lower cost
function. For the implementation, Python 3.6 was used and the
DEAP module [9].

For the target field approach, using predetermined values at
given spatial positions [30], the cost function is set to the peak-to-
peak B0 difference in the investigated 2D or 3D area. Compared to
inhomogeneity, this avoids calculating the mean, which is
numerically costly. This is reasonable since the B0 shim field
does not change the mean field amplitude significantly.

In addition, a representation based on spherical harmonics
was investigated and the results compared to the target field
approach. For this spherical harmonics approach, the cost
function is chosen as the sum of the absolute values of the
spherical harmonic coefficients (except the 0th) [31, 32]. As
orthonormalized functions are used, every function contributes
equally to the field inhomogeneities and no weights are applied.

2D/3D B0-Shimming
Prior to shimming the base magnet, simulations were performed
to evaluate different shim configurations. The field of the magnet
is simulated using the FEM and the genetic algorithm is used to
assess different shimming scenarios. The number of magnets
in one ring is maximized for the given radius while considering
a 2 mm distance between neighbouring magnets. A single
shim ring consists of two stacked rings of magnets with
r1 � 67mm +

�
2

√
2 · dm (Figure 4A) and r2 � 95mm

FIGURE 4 | Illustration of the shim ring positions with respect to the base magnet (A) Side view of the shim ring positions with respect to the base magnet rings 1–3
(grey). Smallest radius rings of the inner (blue) and outer (orange) shim rings (for 9 mm magnet size the radius is 73 mm), (B) Sideview of the shim ring positions of the
larger radius (r � 95 mm) for the inner and outer shim rings. (C) 3D view of the fully assembled magnet and position of the stacked shim rings with respect to the base
magnet.
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(Figure 4B), where dm is the magnet size. Three configurations
were assessed:

1. One shim ring is positioned in between Ring 1 and Ring 2 and
another one in between Ring 2 and Ring 3 with an offset of
26.25 mm from the center of the magnet. These rings are
referred to as inner shim rings (Figure 4A).

2. One shim ring is placed in front of Ring 1 and another one at
the end of Ring 3. These rings are referred to as outer shim
rings (Figures 4A–C). The distance of the outer shim rings to
the center of the bore is ±78.75 mm.

3. A combination of inner and outer rings, which is referred to
as both.

For all these combinations, the genetic algorithm was applied
for cube-shaped shim magnets of 6, 8, 10, 12 and 14 mm edge
length. Two targets to homogenize the field were investigated:

1) A 2D area of 4 cm in diameter in y-z plane at the center of the
magnet (x � 0), which corresponds to a 2D slice used for
imaging

2) A 3D spherical volume of 4 cm in diameter around the center
of the magnet.

Each simulation took on average 2 h 35 min with a standard
deviation of 43 min on an Intel Xeon Processors E5-2,690 v3 (12
cores, 24 threads in total).

For the finally applied shims, cube shaped (9 × 9 × 9) mm3

NdFeB magnets (N48, Otom Group GmbH, Bräunlingen,
Germany) were purchased. Before installation, the magnetic
field of these magnets was measured at a distance of 45.6 mm
to reduce variability in betweenmagnets. Each 10th measurement
a reference magnet was used, and the temperature was monitored

(Figure 5). Magnets with stronger variations in magnetic field
were sorted out.Within the errors of the sensor, they are normally
distributed with a mean of 1.587 mT and a standard deviation of
7 μT. This results in a mean effective remanence (assuming a
perfect magnet volume of (9 × 9 × 9) mm3) of 1.296 T with
standard deviation 6 mT at 20°C. This mean remanence was used
for the B0 shimming calculations.

Magnet Construction
The base magnet casing and the shim inserts were designed in
FreeCAD (v018, http://www.freecadweb.org). Selective laser
sintering (SLS), with a dimensional accuracy of ±0.3 mm, was
used to fabricate the designs. These rings are positioned on four
threaded brass rods, whereas the distance between the rings was
adjusted using nuts (Figure 2D). Each shim ring consists of four
interlockable pieces (Figures 2A–C), which can be inserted
radially into the base magnet without modifying its assembly
(Figure 2D). These shim inserts contain pockets that allow the
placement of (9 × 9 × 9) mm³ magnets to be positioned at various
angles in radial or Halbach orientation. A maximum of 76 shim
magnets can be placed in a single shim ring, leading to an overall
maximum of 304 shim magnets that can be inserted into
the shims.

Measurement Setup
For magnetic field measurements of Bz, a Hallprobe (Gaussmeter
Model 460, LakeShore Cryotronics, Westerville, OH,
United States) was used. The Hallprobe was mounted to COSI
Measure [33], an open source 3-axis positioning system with
submillimeter precision, to autonomously map the magnetic field
of the magnet before and after shimming. Since the magnets are
temperature dependent, room temperature was measured inside a
water bottle using a temperature probe (P550, Dostmann

FIGURE 5 | Experimental characterization of individual shim magnets used for populating the shim inserts. (A) Magnetic field measurements for each individual
magnet represented by a blue dot. The error is displayed with an opaque blue band. In the inset, a histogram of the distribution of the magnetic field amplitudes is
displayed. Quantification of the effective remanence of the shim magnets. (B) Magnetic field measurements of the reference magnet at different temperatures with
regression fit to determine the temperature coefficient of the magnet. (C) Resulting temperature dependence of the mean effective remanence of all magnets
calculated based on the temperature coefficient of the reference magnet.
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electronic GmbH, Wertheim-Reicholzheim, Germany). The 2D
magnetic field measurements were performed at 1 mm spatial
resolution in all dimensions inside an area/region of 5 cm
diameter around the center of the bore. A snail shell like
pattern was sampled (starting at the inside and moving
towards the outside) with an overall measurement time of
about 80 min. The 3D sphere was sampled on 40 evenly
spaced points along the azimuthal plane and 40 points along
the altitude angle obeying the quadrature points. This
measurement took 70 min to sample 1600 points.

RESULTS

Base Magnet
The distance d1 between Ring 1 and Ring 3 was adjusted in
measurements to 75 mm, which was the distance found giving the
best compromise between compact magnet size and B0 field
homogeneity. The measured unshimmed magnetic field of the
base magnet in the center of the field of view is B0 � 102.8 (3) mT,
with an inhomogeneity of 5,448 ppm in the 2D and 8,271 ppm in
the 3D target region, both of 4 cm diameter.

B0-Shimming
The results based on the simulations of the base magnet to evaluate
the shim magnet size and configuration are displayed in Figure 6.
For the 2D target the lowest B0 inhomogeneity was 418 ppm using
10mm magnets for the outer shim rings (Figure 6A). Using only
the inner rings for shimming, the minimum was found for 9 mm
cube magnets with an overall inhomogeneity of 1,240 ppm. A
combination of inner and outer same sized magnets showed a
minimum of 429 ppm using 9 mm cube shaped magnets. Like the

2D shimming results, 10mm magnets showed the best
homogeneity for the outer ring magnets with 4,015 ppm and a
3D target volume (Figure 6B). The magnet size for the inner ring
magnets was best for 12mm sized magnets with 4,091 ppm. Using
the configuration “both” for same sized magnets, B0 homogeneity
could be improved slightly to 3,913 ppm for 9 mm magnets.

2D B0-Shimming of the Base Magnet
Based on the simulation results, 9 mm cube shaped magnets were
used to determine the shims for the base magnet. The results of
the genetic algorithm for multiple runs and different magnet
orientations [k � 1 (radial), k � 2 (Halbach)] are depicted in
Figure 6C. Both show similar performance. Due to an easier
construction process, a radial orientation was used for the final
shim. The overall number of magnets at a certain rotational angle
is displayed in Figure 6D and shows a balanced distribution
between the different states. Overall, 236 of possible 304 magnets
were placed in the shim rings and all rotational possibilities were
used in the final set of shim magnets. The final shim magnet
arrangement (exemplified on a single shim ring) is shown in
Figure 6E. Implementing this shim, the simulations predicted a
reduction in inhomogeneity by a factor 8 from 5,448 ppm
(Figure 7A) to 560 ppm (Figure 7B). The measured field
inhomogeneity was 682 ppm (Figure 7C). The calculated and
measured field inhomogeneities over the target area are depicted
in Figure 7D. A slight shift in the measured mean field was
observed, which was 0.35 mT higher in the absolute B0 values for
the calculated shim configuration (Figure 7E).

Spherical Harmonics
All spherical harmonics coefficients up to the 17th degree and
±17th order of the measured B0 field of the desktop magnet are

FIGURE 6 | Results calculated by the shimming algorithms. (A) Homogeneities achieved for different shim magnet sizes based on the simulated magnetic field
distribution (FEM) for configurations inner (blue circles), outer (orange crosses), both (green boxes) for (A) the 2D target slice of 4 cm in diameter and (B) the 3D sphere of
4 cm in diameter. (C) Calculated B0 homogeneities for a radial (k � 1) and Halbach (k � 2) base symmetry of the shim. The best calculation is indicated in orange. (D)
Occurrence of the rotational orientation and placement for the best design identified in C. (E) Example configuration of shimmagnet placement in one shim ring. The
arrows indicate the orientations of the magnetic moments at the respective positions of the shim magnets.
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shown in Figure 8A. To determine how many coefficients are
necessary to properly reconstruct the field, the pointwise
difference for a truncation at a certain degree (and order in
the inset) is depicted in Figure 8B. Above degree four and order
two no improvement (deviation <100 μT) of the reconstruction
from the measured field can be observed. The difference between
the measured (Figure 8C) and the reconstructed field based on
the truncated (l ≤ 4, m≤ 4) spherical harmonics (Figure 8D) is
depicted in Figure 8E. Overall a mean difference of 0.2 ± 17 μT
was found with a maximum peak-to-peak difference of 145 μT in
the overall volume. Consequently, the truncated spherical
harmonics representation can be used to calculate a B0 shim
for the 3D volume, which reduced computational time
substantially in particular for a larger number of shimming
magnets.

3D B0-Shimming
The calculated and measured 3D shim results are displayed in
Figure 9. Before shimming, the 3D target sphere showed an
inhomogeneity of 8,271 ppm. The calculated magnetic field
distribution after shimming using the 9 mm magnets showed a
inhomogeneity of 2,596 ppm (Figure 9A) over the target volume
while the measured values were at 3,759 ppm (Figure 9B). The
difference is displayed in Figure 9C. For the 3D approach, the
improvement in homogeneity is less pronounced compared to
the 2D target by only a factor of 2.2 (Table 1). Illustrating the
shimming results based on spherical harmonic degree showed
that all spherical harmonic coefficients except the coefficients of
degree four can be shimmed efficiently (Figure 9D). Three
coefficients are mainly contributing to the inhomogeneities.

These are (l, m) � (2, −2), (l, m) � (4, 0) and (l) � (4, 2) as
illustrated in Figure 9E. To further understand how the
truncation of the field distribution is influencing the outcome
of the shim, the field of the shim magnets is calculated with the
dipole approximation and added to the truncated measured field
before shimming. Compared to the calculation of the shim field
with the truncated coefficients, the inhomogeneity reduces by
31 ppm. Consequently, the truncation of the dipole field of the
shims is a good approximation and does not induce a large error.
The results of the inhomogeneity per diameter of the sphere is
displayed in Figure 9F. After a diameter of around 30 mm, B0
inhomogeneity rapidly decreases.

DISCUSSION

In this work, B0 shimming based methodology is investigated to
construct a homogeneous, low-cost and low-field (B0 � 0.1 T) MR
magnet using permanent magnets in an Halbach array
configuration. The desktop magnet can be easily constructed
using 3D printers, readily available NdFeB magnets and simple
tools. It is relatively lightweight (∼15 kg) and has an overall
material cost of ∼700 €, which is mostly due to the cost of the
magnetic material used. It is therefore suitable to be used for
educational applications in tabletop systems [21, 34] or small
volume imaging applications.

Previous work demonstrated that a homogeneity of 2,400 ppm
over the target field of view is sufficient to achieve good image quality
at 50mT using turbo spin echo sequences with reasonable
acquisition times [9, 14, 15]. To reach these homogeneities for

FIGURE 7 |Measured magnetic field distributions before and after shimming on a two-dimensional target slice. (A)Measured field distribution of the desktop MR
magnet before shimming. (B) Predicted distribution calculated by the genetic algorithm with the dipole approximation. (C)Measurement after the implementation of the
shim. The black dash-dotted line indicates the 4 cm target region. (D) Field inhomogeneities over diameter of the slice measured before (blue) and after the shim (orange),
together with the prediction of the shim, as calculated by the algorithm (green). (E) Occurrence of field values measured before (blue) and after shimming (orange)
and calculated (green) by the algorithm in the 4 cm target area (dash-dotted line in D) using the same colour representation as in D.
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FIGURE 8 | Evaluation of the measured magnetic field distribution on the 4 cm 3D sphere of the base magnet. (A) Power per spherical harmonic coefficient of the
measurement. In red the truncated spherical harmonic coefficients are enclosed. (B) Boxplot of the point wise difference between the measured data and the
reconstruction truncated at a maximum spherical harmonic degree. In the inset, the point wise difference for a maximum spherical harmonic order is displayed for the
truncated spherical harmonics at degree four. The box extends from the lower to the upper quartile, the orange line represents the median and the whiskers extend
according to Tukey’s boxplot. Outliers are indicated as circles. (C) Reconstruction of the measured field of the unshimmed desktop magnet with the truncated
coefficients displayed in the red box in A. The field is displayed in polar projection, with the center of the depiction being at the greatest x coordinate. (D)Measured field
without reconstruction. (E) Residuum of reconstruction and measurement.

FIGURE 9 | Measured field distribution after shimming for a 3D target sphere. The magnetic field distribution is depicted in polar projection of the field. (A)
Calculated field distribution after the shim determined by the genetic algorithmwith the dipole approximation. (B)Measured field distribution after the shim. (C)Difference
between themeasured and predicted data. (D) Power per spherical harmonic degree present in the unshimmed desktopmagnet (blue) and determined after the shim by
measurement (orange) and by calculation with the genetic algorithm (green). (E) Power per spherical harmonic coefficient for the measured field after shimming. (F)
Field inhomogeneity in the target region of the desktop MR magnet. The data is reconstructed from field data measured on a 4 cm sphere using truncated spherical
harmonics and plotted along the diameter of the three-dimensional sphere for the unshimmed (blue), shimmed (orange) magnet and predicted by the algorithm (green).
The dash-dotted line indicates the diameter of the measured target region.
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the desktopmagnet, an iterative approach is suggested to build a base
magnet that mainly determines the targeted B0 field and in a second
step to iteratively position shim inserts to improve the field
homogeneity. With this approach, the initial B0-field
inhomogeneity of the base magnet of 5,448 ppm in the 2D area
could be reduced by a factor ∼8–682 ppm in the first shimming
iteration. The results are encouraging and suggest that even higherB0
shimming homogeneities can be reached using an iterative
approach. Simulation results of varying the shim magnet sizes
show that the outer rings alone already improve B0 field
homogeneity substantially (Figure 6A). Consequently, a first
shimming stage would e.g., implement the outer shim rings first
and apply the genetic algorithm to determine the magnet size for the
second shimming stage. Due to the more homogeneous base field,
themagnets from the second stage will bemuch smaller (e.g., half the
size) allowing space for the potential placement of another two shim
rings in a third shimming stage close to the magnet center. This
iterative shimming approach was not tested in this work due to
limitations in the available Hall sensor sensitivity (∼500 ppm), which
is clearly visible in the presented data (Figures 7B,C). For further
investigations and to improve the results, a Hall sensor with higher
sensitivity is needed or an NMR based magnetic field measurement
where accuracies typically are in the order of 10 ppm or less.

For the 3D shimming results the target sphere could be shimmed
from initially 8,271 to 3,759 ppm. This corresponds to an
improvement by a factor of 2.2. Even though such improvement
is comparable to other works on passive B0 shimming after a single
iteration [35], it is relatively low compared to the 2D shim results.
Calculations based on the measured spherical harmonic coefficients
(Figure 9F) demonstrated that B0 field inhomogeneity decreases
rapidly after around 30mm diameter from the center of Ring 2.
Further calculations (Figure 9D) showed that the main contributor
to these inhomogeneities are the spherical harmonic coefficients of
fourth degree, which could not be shimmed efficiently using the
investigated setup. This indicates a drawback in the presented
magnet design of the base magnet, which is adjusted to perform
2D imaging of a central slice. To improve the homogeneity along the
x-axis, more rings are needed in order to approach the homogeneity
of a perfect Halbach cylinder [26, 36]. Adding these rings however
would furthermore increase the size, weight and cost of the magnet
substantially and would require numerical optimization [36].

One advantage of the presented approach is that the shims can
be inserted after the base magnet assembly, without
compromising the inner or outer dimensions of the magnet.
Placing movable magnet blocks inside the magnet [37], could
further improve B0 field homogeneity while compromising inner
bore diameter. Placing shims outside of the magnet may require
bigger shimming magnets and more magnetic mass. Another

advantage of the three-ring setup for the base magnet is that, in
principle, it can be constructed without any magnetostatic field
simulations using FEM, where dedicated software is required. The
distance adjustment between Ring 1 and Ring 3 can be performed
based on the measurements alone. At this stage the optimization
for homogeneity is less important due to the possibility of adding
the shim inserts afterwards and homogenizing B0 in an iterative
manner using the genetic algorithm and the dipole
approximation. This would allow the magnets to be scaled
easily to a particular application of interest where a target B0
is chosen based on parameters such as inner/outer radius and/or
cost of magnetic material used [38]. Bigger magnet sizes are likely
to further improve the shimming results since more shimming
magnets can be used and magnetic field fluctuations in the target
area due to position, orientation and/or material errors of
individual shim magnets are expected to be less severe.

Octagonal magnets were used to improve the homogeneity of
the base magnet and increase the magnetic flux compared to
rectangular magnets [16, 27]. However, the first shim iteration is
already improving homogeneity by nearly an order of magnitude,
so it might be advantageous to use rectangular magnets, which are
more accessible and affordable.

The calculations based on the genetic algorithm converged
within 300 ppm (Figure 7D), therefore the parameters are chosen
well and conservative. For 3D shimming and larger overall MR
magnet dimensions the number of shim magnets that could be
placed would increase together with the overall calculation time.
Using the spherical harmonics approach investigated in this work
reduces the number of parameters used for the genetic algorithm
leading to a reduction in simulation time by a factor of ∼3.

From the data presented in Figure 7E, it is visible that the
shimmed field shows lower overall B0 values compared to the
calculated shim. This may indicate a slight misalignment of the
shim rings along the x-axis, which reduces the absolute field
values in the target area. Improving the precision in aligning the
shim rings along the x-axis may improve the shimming results in
the y-z plane leading to values closer to the calculated ones.

A drawback of permanent magnets is the associated
temperature drift of the magnetic field (Figure 5). In order to
investigate the temperature dependence of B0 field distribution of
the current setup an additional experiment was performed, where
the magnet was heated inhomogeneously (Supplementary
Figure 1). This resembles a possible worst-case scenario, where
both ambient temperature changes and local temperature changes
are present. Heating the magnet to temperatures from 30.5–36.8°C
resulted in a decrease in homogeneity from 407 to 1,095 ppm in the
investigated area. Apart from the inhomogeneous temperature
distribution which influences both base magnet and shim ring

TABLE 1 | Summary of 2D and 3D shimming results using the target field or spherical harmonics approach and the genetic algorithm.

Target Approach Before shim After shim
(calculated)

After shim
(measured)

Improvement

2D slice Target field 5,448 ppm 560 ppm 682 ppm 8.0
3D sphere Target field 8,271 ppm 2,596 ppm 3,932 ppm 2.1
3D sphere Spherical harmonics 8,271 ppm 2,515 ppm 3,759 ppm 2.2
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field drifts, a reason for the increased inhomogeneity at different
temperatures might be the use of two different magnet grades used
in the setup: N50 for the octagonal magnets and N42 for the shim
inserts. Ideally a single material grade is implemented for both base
magnet and shim inserts to avoid different temperature
dependencies, which may affect B0 homogeneity even for global
temperature changes. An interesting approach to stabilize the field
at different temperatures is the use of at least two magnetic
materials with different temperature coefficients, which can be
positioned in a way to cancel temperature dependent field
variations efficiently [39]. Another way to counteract
unavoidable temperature changes and homogenize the field is
the use of active B0 shimming techniques [31, 40].

CONCLUSION

It was demonstrated that an iterative approach to construct a
cost-effective, homogeneous desktop MR magnet consisting of
a base magnet and B0 shim ring inserts is feasible. The
approach is scalable to bigger magnet dimensions and has
the potential to improve B0 field homogeneity even further.
These findings are encouraging towards increasing the
availability of MR imaging technology globally using
affordable low-field MR systems.
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Supplementary Figure 1 | Temperature dependent 2D B0 field maps at the center
of the magnet measured with an NMR probe (PT2026, Metrolab Technology SA,
Geneva, Switzerland). The magnet was heated from a homogeneous baseline room
temperature of 24.7°C to an inhomogeneous temperature distribution of 36.8°C on
one outer shim ring vs. 30.5°C on the other outer shim ring. (A) Measured B0 at
24.7°C room temperature with a mean of 91.58 mT and an inhomogeneity of
407 ppm. (B) B0 field measurements for an inhomogeneous temperature
gradient ranging from 30.5 to 36.8°C over the desktop MR magnet.
Temperatures were measured with an infrared thermometer. The mean of the
corresponding magnetic field is 1.15 mT smaller with 90.43 mT with an
inhomogeneity of 1,095 ppm. C) Difference map between (A) and (B).
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Network and Field Analysis of Koch
Snowflake Fractal Geometry
Radiofrequency Coils for Sodium MRI
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Sodium is one of the most abundant physiological cations and is a key element in many
cellular processes. It has been shown that several pathologies, including degenerative
brain disorders, cancers, and brain traumas, express sodium deviations from normal.
Therefore, sodium magnetic resonance imaging (MRI) can prove to be valuable for
physicians. However, sodium MRI has its limitations, the most significant being a
signal-to-noise ratio (SNR) thousands of times lower than a typical proton MRI.
Radiofrequency coils are the components of the MRI system directly responsible for
signal generation and acquisition. This paper explores the intrinsic properties of a Koch
snowflake fractal radiofrequency surface coil compared to that of a standard circular
surface coil to investigate a fractal geometry’s role in increasing SNR of sodiumMRI scans.
By first analyzing the network parameters of the two coils, it was found that the fractal coil
had a better impedance match than the circular coil when loaded by various anatomical
regions. Although this maximizes signal transfer between the coil and the system, this is at
the expense of a lower Q, indicating greater signal loss between the tissue and coil. A
second version of each coil was constructed to test the mutual inductance between the
coils of the same geometry to see how they would behave as a phased array. It was found
that the fractal coils were less sensitive to each other than the two circular coils, which
would be beneficial when constructing and using phased array systems. The performance
of each coil was then assessed for B1

+ field homogeneity and signal. A sodium phantom
was imaged using a B1

+ mapping sequence, and a 3D radial acquisition was performed to
determine SNR and image quality. The results indicated that the circular coil had a more
homogeneous field and higher SNR. Overall while the circular coil proved to generate a
higher signal-to-noise ratio than the fractal, the Koch coil showed higher versatility when in
a multichannel network which could prove to be a benefit when designing, constructing,
and using a phased array coil.
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1 INTRODUCTION

Sodium magnetic resonance imaging (23Na-MRI) has the
potential to become a valuable tool in the clinical setting, by
assisting physicians through the diagnosis, prognosis, and
monitoring of a variety of pathologies including cancers,
degenerative brain disorders, concussion, and osteoarthritis [1,
2]. However, due to quantum mechanical limitations such as
rapid spin dephasing and a small gyromagnetic ratio, and
biological restrictions including low in vivo sodium
concentrations, the signal-to-noise ratio (SNR) of the resultant
23Na-MRI images can be up to thousands of times lower than
traditional clinical protonMRI images [2, 3]. The point-of-source
in MRI signal generation and acquisition is the radiofrequency
(RF) coil, and the quality of coil performance will propagate
throughout the remainder of the system. The quality of the
performance of an MRI RF coil is based on the contribution
of several factors intrinsic to the coil such as the tune and match
of the coil, the quality factor (Q), the homogeneity of the
produced RF field (B1

+), and the homogeneity of the induced
RF signal (B1

−) [4, 5].
The simplest RF coil is a one element transmit/receive (Tx/Rx)

surface coil, consisting usually of a single conductive loop with
capacitors for tuning and matching [4, 5]. The Tx/Rx surface coil
has great signal sensitivity in a local area; however, it produces an
inherently heterogeneous B1

+
field (and due to reciprocity, the

B1
−) because the field strength decreases with distance from the

coil. Multiple surface coils can be arranged together to form a
multi-channel phased array coil. Phased array coils can produce a
more homogeneous B1

+,−
field over a larger volume than a single

surface coil; however, the multiple elements interact with each
other, which creates challenges when designing and constructing
the coil. This study looks to see if a fractal geometry can play a role
in improving the SNR of 23Na-MRI by overcoming some of the
shortcomings of traditional RF coils.

The term fractal originated from Benoit Mandelbrot’s Fractal
Geometry of Nature published in 1983 [6], however these
structures have been studied by mathematicians since the early
1900’s. Fractal geometries are patterns that can be decomposed
into self-similar elements. As such, they do not conform to
standard Euclidean geometry and instead behave
idiosyncratically. These patterns can exist in non integer
dimensions and have unique space filling ability [7, 8]. Fractal
geometries have been explored before in electromagnetic
applications [9], as fractal antennas have been used in
telecommunication systems for years, with the common
benefit being compact size which allows for a greater effective
antenna length within a smaller space. This is not the only benefit
to having a fractal (or fractal-like) shape, as it has been shown that
these so-called “shaped antennas” can produce higher gain,
directivity, and field strength than a standard loop or
monopole/dipole antenna of a comparable size [8, 10].

Telecommunication systems are generally focused on far field
applications, however most MRI RF coils exist in the near field
region, so the question arises: how do far field fractal antennas
translate to near field MRI applications? A single fractal antenna
can act as though it is comprised of multiple elements due to each

self-similar subsection of the coil radiating as a single antenna [8].
This may produce some interesting constructive and destructive
interference patterns more locally around the antenna and could
more evenly distribute the radiated energy. The aforementioned
space filling ability of a fractal antenna has been shown to result in
higher Q values and better impedance matching than standard
antennas that take up the same amount of space, which would
benefit MRI by maximizing the signal transfer [11, 12]. It has also
been shown that a multi-loop fractal-like surface coil geometry in
proton MRI applications produces higher sensitivity [13].

There exist thousands of fractal and fractal-like geometries
and a smaller subset are the focus of most antenna research and
applications, but here only one pattern was studied: the Koch
snowflake (Figure 1). This geometry was one of the fractals that
was explored in [11, 12] and showed a higher Q, better impedance
match, and less mutual inductance when in arrays. In protonMRI
applications, it has been shown that multiple Koch snowflake
fractal elements when in an overlapping array have higher
sensitivity, Q values, and SNR along with reduced mutual
inductance than circular elements in a similar array [14].
Previous simulations of a Koch snowflake coil performed by
Dona Lemus et al. [15] and Nowikow et al. [16] have shown that
physical construction and implementation is warranted.

This leads to the hypothesis that a Koch snowflake fractal
geometry surface coil can improve the quality of 23Na-MRI
images by increasing the resultant SNR due to a more
homogeneous B1

+ (and B1
−) field, a superior filling factor, and

more robust impedance matching than a typical circular
geometry surface coil. In addition, the lower mutual
inductance for the Koch snowflake geometry will facilitate
implementation in phased array coils.

2 MATERIALS AND METHODS

2.1 Coil Design
Design parameters for the initial simulations were set with
fabrication in mind. Due to the complex geometry of the Koch
snowflake fractal, it was decided that the coils would be
manufactured on a printed circuit board (PCB) to allow for
consistency and accuracy. This restricted the size of the coil
designs to fit within a 100 mm by 100 mm area. As such, the
coil diameter chosen was 90 mm (∼3.5″) which falls within the
3–6″ size of many standard commercial surface coils. The
choice of conductor was copper as it is a standard etching
material. The width of the copper was selected to be 3 mm as it
was narrow enough to allow for a Koch design but wide enough
for ease of capacitor soldering for the eventual construction.
With restrictions on coil diameter and copper width, it was
determined early on that the only viable Koch snowflake fractal
generation that could be manufactured with a level of
practicality was a third-generation Koch. Thus, two
different Tx/Rx surface coils were simulated and
constructed, the first was circular in geometry to act as a
reference for a standard “typical” surface coil and the
second was a third-generation Koch snowflake fractal
geometry (Figure 2).
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2.2 Simulations
The two coils were simulated using ANSYS HFSS (Ansys Inc.,
Canonsburg, PA, United States), using the design constraints
laid out previously. The coils were simulated as copper sheet
conductor (infintesimally thin) on a 1 mm thick FR4
substrate. Each design incorporated five breaks, four in the
main loop for tuning capacitors and one in between the legs
for a matching capacitor. These were used to tune the coils to
33.8 MHz, the Larmor frequency of sodium at 3 Tesla (T),
and to match the coils to 50Ω. The coils were loaded by a
rectangular box of 0.9% wt/v saline to mimic a standard 23Na-
MRI phantom.

Two sets of fields data were acquired via simulation. The first
set included the electric (E) and magnetic (H) fields, as well as the
surface current density (J), obtained at unity power, where both
coils were fed with the same power level to act as a direct
comparison between the fields. The second set of fields were
acquired at an adjusted power level such that the coils would
produce a magnetic field that would cause a 90° tip in the sodium
spins in the phantom directly below the coil. At this power level
the now denoted B1 fields were acquired, as well as the E fields
and surface J fields.

The H and B1 fields were analyzed in MATLAB (Mathworks,
Natick, MA, United States) to determine their homogeneity with
two main methods. First the homogeneity of the field was
measured by calculating the mean and standard deviation of
the signal over various regions of interest (ROIs) selected to be
located in the sensitive region of the coil [4, 5], where the standard
deviation of the field in each ROI was used as a representation of
the homogeneity. The selected ROIs were two cylindrical regions
of different radii (25 and 45 mm) situated with their circular faces
parallel to the coil plane with a height between a half radius and a
radius away from the coil plane. Six spherical ROIs were also
selected, with varying radii (6, 8, 10, 12, 14, and 18 mm). All ROIs
are shown in Figure 3. It was also of interest to see how the
magnetic fields behaved as distance from the coil increased, and
so a set of plots were made of the mean signal strength as a
circular ROI (of two radii, 25 and 45 mm) moved away from the
coil plane.

The E and J fields were used as a way to see if the safety
measures between the two coils would need to be modified. As the
fractal coil has a greater effective length of conductor in the same
area it was thought it may require more capacitive breaks to help
disperse the E field and current density.

FIGURE 1 | The first four generations of a Koch snowflake fractal compared to a circle of the same radius (image modified from https://en.wikipedia.org/wiki/Koch_
snowflake, which is licensed for free use under: https://creativecommons.org/licenses/by-sa/3.0/deed.en).

FIGURE 2 | The geometry of the (A) circular, and (B) fractal coil. Each were copper etched on a 100 × 100 mm FR4 substrate with breaks in loop for the tuning
capacitors (Cs1−4) and the matching capacitor (Cp). One end of the loop for both coils was connected to the T/R switch via a coaxial cable while the other end of the loop
was grounded using the same coaxial cable to form a one port network.
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2.3 Coil Construction and Bench
Measurements
After simulation the two coils were then constructed. The coils
were manufactured on a PCB, as copper etching on an FR4
substrate by Elecrow (https://www.elecrow.com/). The etched
copper was 3 mm in width and 35 um in thickness, and the
coils themselves replicated the simulated designs: 90 mm in
diameter to fit on the 100 × 100 mm substrate. The same
number of breaks in each loop as the simulations were
incorporated into the design to allow for tuning and matching
capacitors (American Technical Ceramics, NY) with values
ranging between 10 and 470 pF. Ideally, the coils would be fed
by a λ/2 coaxial cable; however, due to sodium resonating at such
a low frequency at 3T, the coaxial cable required would have to be
4.45 m in length which would not be feasible to implement in the
MRI without introducing loops and bends. Instead, a 0.4 m
coaxial cable was used to feed the two coils, the shortest
length that allowed the coil to reach both the phantom and
transmit/receive (T/R) switch.

All S-parameter and Q measurements of the fabricated coils
were performed using an Agilent 4395A network analyzer and
an Agilent 87511A S-parameter test set. Both the circular and
fractal surface coil were tuned and matched, while being loaded
by a saline phantom, to 33.8 MHz, the Larmor frequency of
sodium at 3 T. To explore how effective each geometry was at
matching to various parts of anatomy, once their original tune
and match (to the phantom) were set, the coils were loaded with
different parts of the body and the respective S11 parameters
were recorded and reported in decibels (dB): 20 log 10(|S11|). The
chosen regions of anatomy were the right knee, abdomen
(slightly right from midline, below the ribcage to emulate a
possible liver scan), and the back of the head as these are three
potential clinically relevant regions for 23Na-MRI scans. 11
subjects were used for the knee, abdomen, and head loading

experiment. A ratio of unloaded to loaded Q (QU and QL) was
calculated for each bodily load [denoted as (Qratio)].

Additional circular and fractal coils were constructed, and
tuned and matched to the phantom, to explore how the coil
geometry affected their mutual inductance. The S21 of each coil
pair while loaded by the phantomweremeasured as 20 log 10(|S21|)
(dB) using the aforementioned network analyzer and S-parameter
test set at multiple separation distances between 4 and 9 cm
(measured center to center), as well as at the optimal
separation for a single, not split, S21 peak. As two coils interact
with each other their resonant frequency splits into two modes
which can be visualized as a split in S21 curve. The geometry of the
coil dictates at what degree of coil separation geometric
decoupling occurs (i.e. where the mutual inductance is
eliminated, or at least minimized) which can be visualized as
this split S21 curve merges back into a single resonant peak. The
fractal coil’s S21 for each distance was measured in three
configurations: overlap on the long axis (denoted LA), overlap
on the short axis (denoted SA), and overlap between the long axis
of one fractal and the short axis of the other (denoted MA, for
“mixed axis”). The QU and QL were measured for the coils at their
optimal distance of separation/overlap.

2.4 Experimental Setup
The remaining experiments were performed using a GE MR750
3 T magnet (General Electric Healthcare, WI). The phantom
was elevated on the bed of the MRI by a foam riser such that
when the selected coil was placed atop, the field-of-view (FOV)
of the coil was at magnet isocenter. The coil in use was
connected to the scanner via a single-channel sodium T/R
switch. The coil that was being used was positioned on top
of the phantom, substrate down, such that the coaxial feed was
aligned down the bore of the magnet. The coil was secured in
place using a weighted bag. Each coil had a vitamin E capsule
taped to the center of the coil to allow for localization with a

FIGURE 3 | The ROIs used for the homogeneity measurements of the simulated fields and the 3D radial volume data, as well as the SNR calculations from the 3D
radial data of both the circular and fractal coils. The cylindrical ROIs are of radius 25 mm and ∼45 mm and are used to represent the coil’s optimal sensitivity region
between r/2 and r deep into the phantom [4]. The simulations also used six spherical ROIs of radii 6, 8, 10, 12, 14, and 18 mm, whereas themeasured 3D radial data used
only three spherical ROIs of radii 9, 12.5, and 18.75 mm. The noise ROI for SNR calculations using the measured data is shown as the spherical ROI above the coil
plane for the 3D radial data.
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generic proton three-plane localizing scan using the body coil.
The phantom used to load the coils during their tune and match
was the phantom that was used for imaging. The phantom was a
rectangular plastic box of dimensions 160 × 270 mm with a
depth of 90 mm containing 0.9% wt/v saline (aqueous NaCl).
The size of the phantomwas chosen to allow for a B1

+ map of the
full FOV of each coil if a 90° tip angle was applied directly below
the coil plane.

2.5 MNS Prescan
To determine the power required to achieve a 90°tip angle, a
GE Healthcare sequence, implemented by Schulte et al. [17]
called the MNS prescan, was used. The power was calibrated to
a 10 mm thick plane at the surface of the phantom, directly
below, and parallel to the plane of the coil, and the lid of the
phantom. Before the MNS prescan was run, an initial 10dB
attenuation was applied to the RF power, so that the transmit
gain (TG) could be effectively chosen (no initial attenuation
would result in too much power for a 90°tip, even if the TG
was 0).

2.6 B1
+ Mapping

The Bloch-Siegert shift method, as outlined by Sacolick et al. [18],
was selected as the way to map the B1

+
fields of the two coils. Four

maps of the B1
+

field were calculated for each coil: one
perpendicular to the coil plane and through the center of the
coil, and three maps parallel to the coil plane, at differing depths
(15, 25, 35 mm) from the coil. The data was acquired using a 2D,
four-arm spiral sequence over a 150 mm FOV. The tip angle of
the 10 mm thick slice selective pulse was 90°. The repetition time
(TR) of the sequence was 84 ms, and 50 signal averages (NEX)
were used. K-space was reconstructed using the algorithm
described by Beatty et al. [19] into an 80 × 80 matrix. The
mean and standard deviation of the field strength over each map’s
FOV was calculated to determine the homogeneity of the field in
that slice.

2.7 Homogeneity and Signal-to-Noise Ratio
Measurements
A 3D radial sequence was used to obtain a 48 × 48 × 48 image
matrix of the phantom. A 90°hard pulse was used to excite a 150 ×
150 × 150 mm volume, and 7,333 spokes were sampled—one per
every 23 ms TR.

Two NEX were used, and k-space was reconstructed using the
previously stated algorithm [19]. The volume selected was
centered on the coil in the transverse plane, and encompassed
the entire depth of the phantom below the coil, and an additional
air space above the coil. This volume was chosen such that the
entire FOV of the coil would be imaged while leaving enough
“empty space” available for a noise measurement.

The B1
+ mapping sequence acquired the data in a 10 mm

thick slice, and as such did not allow for reliable measurements
of field homogeneity over a volume. However, since the
acquired signal is proportional to the sine of the flip angle,
and the flip angle is proportional to the magnitude of the B1

+

field, the signal acquired by the 3D radial imaging sequence

over its 15 cm FOV is representative of the field strength over
that same volume. The homogeneity of the field was then
measured using this 3D volume, by calculating the mean
and standard deviation of the signal over various ROIs
selected to be as similar as possible to the ROIs used to
analyze the simulation results. The cylindrical ROIs for the
experimental data were situated in the same coil sensitivity
region with radii of 25 and 45 mm. Due to a reduction in
resolution of the experimental data versus the simulated fields,
only three spherical ROIs could be obtained with radii of 9, 12.5
and 18.75 mm. The ROIs used for this 3D radial data can be
found alongside the simulated fields’ ROIs in Figure 3 (Note
the FOV of the simulated data is 11 cm as opposed to the 15 cm
FOV of the experimental data which explains the size
discrepancy in the figure). As with the simulations it was of
interest to see how the B1

+
field behaved as distance from the

coil increased. Thus, plots were made of the mean signal
strength as a circular ROI (of two radii, 25 and 44 mm)
moved away from the coil plane. Much like the analysis of
the simulated data, all experimental data was analyzed using
MATLAB.

The 3D volume acquired by the radial sequence was also
used for SNR measurements. To allow for a homogeneity/SNR
comparison, multiple SNR values were calculated, using the
five ROIs described previously (Figure 3) as the signal region
in the SNR calculation. The noise region used in the
calculations was kept constant and can be seen in Figure 3
(spherical region above the coil). SNR was calculated as
μsignalROI/σnoiseROI.

3 RESULTS

3.1 Coil Loading and Matching
The S11 and Q values of the two coils when unloaded, loaded
by the phantom, and loaded by the varying anatomical regions
are given in Table 1. The values associated with anatomical

TABLE 1 | The S11 values (in dB), the Q values (unitless), and the ratio of unloaded
to loaded Q are reported in this table for both the circular and fractal coil over
various loads. A mean and standard deviation are reported for the values
calculated over the 11 subjects.

Load Circular Fractal

Unloaded S11 (dB) −2.50 −4.00
QU 199 178

Phantom S11 (dB) −28.26 −29.59
QL 31 43
Qratio 6.48 4.14

Knee S11 (dB) −4.62 ± 0.51 −7.06 ± 0.68
QL 111 ± 12 105 ± 9
Qratio 1.82 ± 0.19 1.70 ± 0.15

Abdomen S11 (dB) −6.97 ± 1.56 −8.60 ± 1.71
QL 78 ± 16 91 ± 14
Qratio 2.65 ± 0.53 2.01 ± 0.33

Head S11 (dB) −4.76 ± 0.67 −7.18 ± 0.76
QL 108 ± 14 104 ± 9
Qratio 1.87 ± 0.25 1.73 ± 0.16
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regions (n � 11 subjects) are reported as a mean ± standard
deviation. The Qratio (QU/QL) is also reported in the table. The
coils were tuned and matched while being loaded by the
phantom, and as such the respective S11 (at 33.8 MHz) of
both are below a respectable −28 dB. There are three notable
differences between the two coils when it comes to coil match
and tissue coupling. First, the Koch coil has a significantly
better match than the circular coil when being loaded by the
anatomical regions, which can be observed in the lower S11
values. The second notable difference is the measured values
when the coils are unloaded. The circular coil “unmatches”
more so than the Koch coil (i.e. a higher S11) which results in a
higher QU. These combine for a notable difference in Qratio

when loaded by the phantom, and less notable difference in
Qratio when loaded by human subjects.

3.2 Mutual Inductance
The S21 curves of the circular coil pair, and three
configurations of the fractal coil pair, are shown in
Figure 4 over a 20 MHz bandwidth. At a separation
distance of 9 cm both coil pairs had a split S21 peak, and as
coils began to overlap, the peaks merged into one, each at a

unique distance. It can be seen that depending on the
rotational orientation of the fractal pair, the optimal
distance to eliminate mutual inductance was varied,
ranging between 5 and 6 cm, whereas the circular pair only
had one optimal distance of 6.5 cm. It can be noted as well that
the fractal coil pairs, regardless of orientation, were less
responsive in terms of an S21 split peak as a function of
distance, which could lead to the assumption that the
interaction between the two fractal coils is less than
the interaction between the two circular coils. The QL and
the QU values are reported in Table 2 for the different coil pair
configurations. There were two instances, when the coil pair
was unloaded, that the S21 peak split and the QU was not
measurable—and is indicated as “n/a” in the table.

3.3 B1
+ Field Homogeneity and

Signal-to-Noise Ratio
The four B1

+ maps made for each coil are shown in Figure 5,
alongside their simulated counterparts. The experimentally
determined maps were overlayed onto their respective slices
taken from the 3D volume acquired using the radial sequence.

FIGURE 4 | The S21 curves (in dB) of (A) the circular coil pair, (B) long axis (LA) overlap of the fractal pair, (C)mixed axis (MA) overlap of the fractal pair, and (D) short
axis (SA) overlap of the fractal pair. The coil diagrams in the top left corner of each plot show the coil configurations. The black “OP” curve is the curve at an optimal
distance of separation where the mutual inductance goes to zero and the curve merges into one singular peak.
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The mean and standard deviation of the B1
+ maps are given in

Table 3. The acquired maps were quite noisy, especially the third
parallel slice 35 mm from the coil, which explains why the field
strength appeared to increase at a larger depth. However, the
standard deviation of the circular coil’s B1

+
field for each map was

consistently lower.
The signal strength and homogeneity calculated over the

various ROIs from the 3D volume are given in Figure 6, again,
alongside their simulated counterparts. In the simulations the
field strength of the fractal coil over the ROIs was consistantly

higher, whereas experimentally the coil with the higher signal
for each ROI fluctuated; however, the standard deviation of the
signal acquired by the circular coil is consistently lower than
that of the Koch coil, over all ROIs—simulated and measured.
The plots of signal behaviour with distance from the coil are
shown in Figure 7. The signal from the Koch coil decays (in
space) more rapidly than that from the circular coil, with signal
variation of the latter being less as well. The SNR, calculated
over various ROIs (Figure 3 and Table 4) shows the circular coil
consistently had greater SNR than the fractal coil.

TABLE 2 | The Q values for each coil pair when arranged at their optimal distance to eliminate mutual inductance. Those distances are respectively 6.5, 5, 5.5, and 6 cm. The
QU was reported as “n/a” for the configurations where the S21 peak was split at the optimal distance when unloaded.

Q values Circular pair Fractal LA pair Fractal MA pair Fractal SA pair

QU n/a 107.2 109.5 n/a
QL 28.2 42.8 42.2 40.8

FIGURE 5 | The experimental B1
+ field maps of the circular and fractal coil, alongside eachmaps simulated counterpart at the same slice location. The simulated B1

field maps and the measured B1
+ field maps are given in μT and the simulated H field maps are given in A/m.

TABLE 3 | The mean and standard deviation of each of the measured B1
+ maps shown in Figure 5, given in μT over the FOV shown in the map. The three parallel slices are

listed in order of depth from the coil: 15, 25, and 35 mm respectively.

Coil Perpendicular slice Parallel slice 1 Parallel slice 2 Parallel slice 3

Circular 26.91 ± 10.99 33.37 ± 7.15 25.96 ± 9.30 29.73 ± 12.19
Fractal 31.37 ± 11.80 31.82 ± 7.61 25.64 ± 9.72 30.00 ± 13.18
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3.4 Coil Safety
The simulated coil surface current densities, coil surface electric
fields, and the simulated electric fields in the phantom can be
found in Figure 8. It can be seen that the fractal coil’s conductive
surface had both a lower current density and electric field than

that of the circular coil at both power levels. The E fields deposited
in the phantom are quite similar for both coils, however the
circular coil’s E field appears to penetrate deeper into the
phantom, whereas the fractal coil’s E field is more
concentrated into a smaller area (on a slice per slice basis).

FIGURE 6 | The means and standard deviations over various ROIs shown in Figure 3 for the simulated H field (given in A/m), the power compensated simulated B1

field (given in μT), and the measured signal from the 3D radial volume data (given in a.u.) for both the circular and fractal coil. As the standard deviation of the ROIs was
used as themain metric for determining a given coil’s homogeneity, the standard deviations are shown for comparison as their own bar in the plot. The radii of each ROI is
the label for each set of bars.

FIGURE7 | The plots of field strength and variation of the simulated H field (given in A/m), the power compensated simulatedB1 field (given in μT), and themeasured
signal from the 3D radial volume data (given in a.u.) over a circular ROI (of radii 25 and 45 mm) as the ROI moves away from the coil and deeper into the phantom for both
the circular and fractal coils. The mean of the field strength is given by the bold curves in red and black, and the lighter bands in grey and pink that encompass the bold
curves represent the range of signal values over the ROI at each distance from the coil.
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4 DISCUSSION

This study explored the network parameter and B1
+

field
characteristics of a Koch snowflake fractal geometry RF
surface coil compared to that of a standard circular surface
coil for sodium MRI. The hypothesis was that the fractal coil
would provide increased SNR in sodium MRI. Coil loading and

matching, mutual inductance, RF field homogeneity and SNRwas
evaluated. However, the fractal design only excelled in being less
prone to object-induced match variability and in reducing mutual
inductance between loops, as compared to circular coils of the
same diameter.

Impedance matching is important when designing,
constructing, and tuning an MRI RF coil—the better the
match, the optimal the power transfer between the coil and

the system, and hence a higher resultant SNR [20]. Most coils
are tuned and matched once to a standardized phantom or
specific region of anatomy. Some in house manufactured
surface coils may include a variable capacitor that can be
adjusted based on the load, however most commercial coils
lack this feature, and furthermore, would be impractical for
phased arrays. There has been work in tuning circuits for

TABLE 4 | The SNR values for each 3D radial experimental data ROI shown in
Figure 3. The first three ROIs in the table are the spherical ROIs, and the last
two are the cylindrical ROIs. The noise ROI used for calculations is also given in
Figure 3 as the spherical ROI above the coil plane.

Coil/ROI radius
(mm)

9.0 12.5 19.0 25.0 44.0

Circular 17.39 19.31 21.90 17.66 15.09
Fractal 15.46 17.87 21.45 15.30 11.43

FIGURE 8 | The simulated surface current density, the surface electric field, and the electric field depositied in the phantom for both the circular and fractal coil.
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single and multi coil applications however they are limited [5, 21,
22]. The coil impedance match is ideal when loaded by the
phantom/body part to be probed. Once the coil is loaded by
something else, whether it be a different phantom or different
region of the body, or a different person altogether, the match will
suffer for it. The S11 parameter is a measure of the coil match,
where the lower the S11 (in dB) the better. Based on S11
measurements (Table 1) the fractal coil was more robust and
insensitive to anatomical region compared to the circular coil.
However, this advantage came at the cost of a reduced Qratio.
Thus, fractal-based coils may offer a robust solution to impedance
matching (at a cost) for varied anatomy whenmanual matching is
not an option (i.e. phased array configurations). The S11 values
would need to be explored further in a larger phased array
configuration.

When surface coils are arranged in arrays they begin to
interact and interfere with each other via geometric coupling,
resulting in an equivalent mutual inductance between coils. It is
not possible to eliminate between-coil mutual inductance in
phased arrays. However, a goal is to ideally minimize this
problem in order to maximize SNR [5]. As individual coil
elements are moved towards each other and begin to overlap,
the mutual inductance effect worsens. As the overlap continues
the coils will reach an optimal overlap that eliminates the mutual
inductance, where this optimal configuration varies based on
geometry [23]. Optimal overlaps are well documented for coil
array elements for standard geometries, however it can be a
challenge to adhere to those restrictions when trying to optimize
coil coverage over a set area. The S21 network parameter of a coil
network indicates the mutual inductance between two coils.
When two coils experience coupling it appears as a split S21
peak and the peaks will merge into one when the mutual
inductance is minimized. The S21 measurements made
(Figure 4) between the pair of circular coils, and the pair of
fractal coils, revealed that the fractal pair allowed for more
configurations and spacings, such that the mutual inductance
between coils could be minimized or ideally eliminated. It was
also observed that the fractal pair was less sensitive to coil overlap
as seen by less profound S21 peak splitting which could allow for
increased error when arranging large numbers of coils in array
configurations.

The homogeneity of the coil’s B1
+
field is also essential in

maximizing image SNR. The SNR is related to the sine of the flip
angle, and the flip angle is related directly to the B1

+
field strength.

In order to maximize signal from a sample, the flip angle needs to
be 90°, assuming adequate T1 recovery time is permitted. This
also requires a spatially homogeneous B1

+
field across the sample

as well. It is well known that surface coils produce inherently
heterogeneous fields, and any increase in homogeneity would be
beneficial to increasing SNR [4]. Measured B1

+
field maps were

created (Figure 5) for both circular and fractal coils, and field
homogeneity was compared. The standard deviation of the field
strength over each map was used as a metric for homogeneity,
where the lower the standard deviation the higher the
homogeneity (Table 3). Over all the maps of the circular coil
had a lower standard deviation, indicating a more homogeneous
field compared to the fractal coil. However, these maps were noisy

even after averaging over a 10 mm thick slice. This made
homogeneity assessment over a volume challenging. Thus, a
3D volume was imaged and signal intensity variation across
several ROIs inside the coil FOV were used as a B1

+
field

homogeneity metric (Figure 6). For the experimentally
determined data, across all five ROIs selected, the circular coil
had lower signal variation compared to the fractal coil, based on
ROI standard deviation measurements. Again, lower standard
deviation within an ROI indicates a more homogeneous field,
corroborating the B1

+
field map findings. The 3D volume was also

used to create a plot of signal intensity versus distance from the
coil plane, to visualize axial homogeneity (Figure 7). Surface coils
have reasonable homogeneity at approximately one radius from
the coil plane after which the signal uniformity decreases rapidly
(with distance). The fractal coil signal drops faster with distance
which also supports the same conclusion as the perpendicularly
sliced B1

+ map that the circular coil produces a more
homogeneous field compared to the same diameter fractal coil.

When comparing the simulation results to the experimental
there are some differences that should be noted. Interestingly in
the simulations, the fractal coil produced a higher mean field over
the ROIs (Figure 6) and this discrepancy was reduced when
power was compensated for. This can be explained by the fact that
the fractal’s field, as can be seen in Figure 5, is more concentrated
into a smaller FOV, whereas the circular coil’s field is more
dispersed over a larger area. And so experimentally due to the
MNS prescan (the fractal coil required less power than the
circular coil), the coils produced the same field strength at the
surface of the phantom and so the mean field strength’s
experimentally are quite similar. This same phenomenon can
be seen in Figure 7 as well, where in simulation the fractal coil
produces a stronger field closer to the coil. As the ROI increases
from 25 to 45 mm, the means of the coils at shallower depths
converge, again confirming that the fractal coil’s FOV is smaller
with a field that is more concentrated to the center of the slice. And
then again since the MNS Prescan calibrates the power such that
the coils give equal field strength, the curves for the experimental
data in Figure 7 are essentially the same mean value.

The main similarity between the simulated magnetic fields and
the experimental data is that the circular coil consistently had a
lower standard deviationmeaning higher homogeneity. However,
it is important to note that since it’s been determined that the
FOV’s of the two coils are different, it may be of some interest to
investigate other ROI’s of different shapes and sizes to more
accurately deduce if the circular coil has a more homogeneous
field for all applications.

SNR was calculated from the same 3D volume, over the same
five ROIs as described above. Aligning with expectations that the
coil with the more homogeneous B1

+
field would provide a higher

SNR, the circular coil produced a higher SNR measurement
across all ROIs used. While this result is the opposite to our
hypothesis there are still potential benefits to a fractal surface coil
that deserve exploration. Sodium has only one resonance peak in
vivo, but homogeneity over a wider excitation bandwidth was not
explored as it is not necessary for sodium. As a fractal geometry
consists of self-similar elements, each individual element of the
whole can radiate as its own antenna, metaphorically. In
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practicality what this means is the single element fractal antenna
can have a wider bandwidth than a non-fractal antenna, or even
be multi-band [8, 10, 12]. A wider bandwidth could improve the
spectral homogeneity of the generated B1

+
field. Improved

transmit homogeneity would be beneficial for imaging nuclei
with wide spectral bandwidths such as 13C, 19F and 31P, especially
when chemical shift imaging of these nuclei is being attempted.

In conclusion we found that, although a Koch snowflake
shaped surface coil did not provide improved SNR or spatial
homogeneity, the largest potential benefit is with reduced mutual
inductance and robust impedance matching if implemented in
phased array configurations. Phased array coils almost always
provide higher SNR than their surface coil counterparts [24–26].
They can accelerate acquisitions via parallel imaging [27, 28] or
compressed sensing techniques [29]. Multi-element arrays are
a challenge to design and construct as geometric coupling
plays a large role in the ability of the coil to function properly.
There have been attempts to create unique geometries of
elements to reduce this cross-talk and mutual inductance [30],
but we believe the Koch snowflake would offer a more robust
solution. As shown by the measured S21 parameters, the fractal
design allows for more latitude when it comes to positioning
individual elements over a surface, and provides minimal mutual
inductance between a pair of coils. Another challenge facing
phased array coils is that they are a challenge tomanually rematch

with each scan, and is seldom, if ever, done. The ability of a fractal
design RF coil to provided a lower S11 over varying loads could
also improve the signal transfer to the system, boosting
SNR. Thus, further exploration into larger array fractal-based
phased configurations, compared to arrays of circular coils, is
warranted.
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Sebastian Littin1*, Feng Jia1, Philipp Amrein1 and Maxim Zaitsev1,2

1Medical Physics, Department of Radiology, Faculty of Medicine, University Freiburg, Freiburg, Germany, 2High Field MR Center,
Center for Medical Physics and Biomedical Engineering, Medical University of Vienna, Lazarettgasse, Austria

The design of gradient coils is sometimes perceived as complex and counterintuitive.
However, a current density is connected to a stream function in fact by a simple relation.
Here we present an intuitive open source code collection to derive stream functions from
current densities on simple surface geometries. Discrete thin wires, oriented orthogonally
to the main magnetic field direction are used to describe a surface current density. An
inverse problem is solved and stream functions are derived to find coil designs in the
current and stream function domains. The flexibility of the design method is demonstrated
by deriving gradient coil designs on several different surface topologies. This collection is
primarily intended for teaching, as well as for demonstrating all gradient coil design steps
with openly available software tools.

Keywords: magnetic resonance imaging, gradient coil design, MRI hardware, boundary element method, stream
function, open source

1 INTRODUCTION

Gradient coils are the key component to enable imaging using nuclear magnetic resonance (NMR).
Spatially varying magnetic fields are switched in a time dependent manner to achieve spatial
encoding of the NMR signals. Different approaches to gradient coil design have been proposed over
the past decades to derive very sophisticated designs compared to initially implementedMaxwell and
Golay type coils [1,2].

Most approaches to gradient coil design today are based on boundary element methods [3,4].
These approaches are based on representing the actual electrical current density by its stream
function discretized on a surface mesh. Due to the counterintuitive approximation of a surface
current density by equidistant iso-contour lines of the stream function the coil design problem is
oftentimes perceived as complex. However, the relation between the current density and stream
function is oftentimes perceived as complex. For educational purposes the level of complexity of the
boundary element method can be reduced to understand and design simple gradient coils. The coil
design problem can be derived intuitively with an intermediate step which represents the current
density. In addition it can be simplified by reducing its dimensionality if the current carrying surface
is oriented in parallel to the main magnetic field. This is done by neglecting currents which flow in
parallel to B0 and therefore do not generate a Bz component relevant for encoding. Therefore we
propose the most simple framework for coil design based on thin wires oriented orthogonally to the
main magnetic field. This paper aims at providing an intuitive access to gradient coil design.
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Additionally, Stream functions are derived from an intermediate
representation of current densities and by a direct solution. The
straight-forward, yet powerful approach presented here is suitable
for simple, regular surface geometries such as cylinders or planes.

Most coil designs are derived by deploying commercially
available closed source software, e.g. [5,6]. To the knowledge
of the authors there is no code openly available which includes the
surface mesh definition for gradient coil design, as well. One
repository available on GitHub by Bringout et al. [7]. needs a
predefined triangular surface mesh. Here, the mesh definition is
included within the code that accompanies this paper and the
complete sources are available on GitHub.

2 THEORY AND METHODS

All scripts to demonstrate this method were designed to run with
GNU Octave and MatLab (The Mathworks, Nattick, MA,
United States). Images in this manuscript were plotted with
GNU Octave on a laptop computer.

Gradient coils for spatial encoding are usually operated with
frequencies below 10kHz, therefore the coil design may be treated
as a magneto-static problem. The relation between the magnetic
field of the gradient coil, B(r), and a free current density, J(r), is
given by Ampere’s law:

∇ × B(r) � μ0J(r), (1)

where μ0 is the permeability of free space.
Conventional magnetic resonance imaging (MRI) usually

deploys a main magnetic field which is highly uniform,
unidirectional and very strong to achieve a sufficient spin
polarization. Due to its historic origin from NMR, direction of
the main field B0 is by convention chosen along the z-axis. The
local Larmor precession frequency only depends on the absolute
value of the superposition of the main magnetic field and the field
induced by the gradient coil. A Taylor expansion of this
magnitude of the superposition field yields

B0,zẑ + B(r)∣∣∣∣ ∣∣∣∣ ≈ B0,z + Bz(r) +
B2
xy

2 · B0
+ . . . , (2)

where ẑ is a unit vector along z. For high field systems themagnitude
of themainmagnetic field, B0, exceeds themagnitude of the gradient
encoding fields typically about two orders of magnitude. Therefore,
the expansion in Eq. 2 can typically be terminated after the first
order term, corresponding to the z-component Bz(r), and the
transverse field components Bxy(r) can usually be neglected.

Thin-Wire Approximation
For simple, regular surface geometries such as planar or cylindrical,
a current density, J(r), may be approximated by discrete thin wire
segments. As only Bz is considered relevant for spatial encoding
and due to the curl operation as in Eq. 1 between the current and
the generated magnetic field, the orientation of each current
carrying element, m, is chosen to be orthogonal to the z-axis.
Wires running parallel to B0 produce no Bz component and can be
used in this model to feed the orthogonal current segments. All

feeding wires are allowed to overlap in space, as wire thickness is
ignored in the basic thin-wire approximation.

Each orthogonal thin-wire segment m with a current Im
contributes to each target point n, which results in a spatially
dependent magnetic field Bz,n, at point n, depicted in Figure 1A.
The relation between the current in each thin-wire segment and
the field of each point in space is described by the Biot-Savart law:

dB � μ0Idl × r
4πr3

(3)

Combining these relations defines the sensitivity matrix Snm.
By representing the currents in each thin wire segment as a vector,
Im, and extracting only the Bz component of the field vector,
simple algebraic expressions become possible. The resulting
gradient field is defined by the column vector, Bz,n, according to

Bz,n � Snm · Im. (4)

A corresponding current distribution for a given target field
Btarget
z may be calculated by deploying the pseudoinverse S+nm of

Snm. However, depending on the number of current elements m
and number of target points n, the resulting system of linear
equations may be under-determined. In addition, this inverse
problem is ill-conditioned, as most inverse problems in
magnetostatics. A direct inversion of such problems typically
leads to impractical solutions such as depicted in Figure 2A.

Power Optimization
A Tikhonov regularization may be used to find solutions with
smaller norms, which penalizes high opposing currents according
to the following minimization problem

min Snm · Im − Btarget
z

���� ����22 + Γ · Im‖ ‖22( ). (5)

Here, ‖ · ‖2 is the Euclidean norm and Γ describes the
Tikhonov matrix which is in this case chosen as the identity
matrix multiplied by a regularization parameter λ:

Γ � λ1. (6)

The identity matrix in the Tikhonov regularization penalizes
the sum of squares of the currents in each of the elements. This is
proportional to the power dissipated by all elements and therefore
acts to limit the total required electrical power. From a physics
point of view the coefficient λ is related to the resistance of the
wire segments. An appropriate choice of the weighting factor is
balancing efficiency against accuracy of the resulting field. This
free design parameter has to be chosen by the coil designer.
Different approaches, e.g. the L-curve method [8] may be used to
choose practical values. An exemplary regularized current
distribution is shown in Figure 2B.

The Stream Function Representation and
Discretization
Discrete wire layouts of gradient coil designs are usually derived
from a stream function representation of surface currents. The
stream function is then used to plot equidistant iso-contours, so
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FIGURE 1 | (A)One current carrying element which hosts a current Im generates a magnetic field component Bz at position rn. Multiple discrete thin wires which are
oriented orthogonal to the direction of the main magnetic field, z, may be used to approximate a current density, J, on a regular surface. (B) A coil design may be realized
with closed loops if there is a return path for each current flowing along z. (C) A basic rectangular cell of a boundary element is defined by combining two neighboring thin-
wire elements with opposite current directions. Each color depicts one basic cell. If only Bz is considered this cell is composed of two parallel wires.

FIGURE 2 | Different steps to illustrate gradient coil design based on a surface current density. Scales are in [A]. (A) An un-regularized current density results in high
opposing currents and is therefore very inefficient. (B) Regularization penalizes opposing currents. (C) Integration along the z yields the stream function. However, the
discrete wire paths which are given by streamlines are not realizable by closed loops. (D) An additional constraint is added to ensure that the sum of currents along z
equals zero. (E) The corresponding wire paths are now realizable as closed loops. (F) A 3D-rendering may be plotted by the supplied code.
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called streamlines, representing trajectories of equally spaced
steady flow of current. The number of streamlines is chosen
according to engineering constraints, e.g. wire thickness,
minimum wire spacing or maximum inductance.

The stream function is related to the current density by its
integral. An integration of the previously regularized current
density is depicted in Figure 2C. In matrix form, the integration
may be directly acquired from the current density by calculating the
cumulative sum along the z-direction according to

[a, b, c, . . .] � [a, a + b, a + b + c, . . .]. (7)

Here, it should be noted that the depicted discrete coil layout
may not be realized by closed loops, leading to a gradient coil
requiringmany current terminals on each side. The example shown
in Figure 2Cwould require current terminals and sinks of twice the
number of iso-contours on each side, which is impractical.

Realizing Closed Loops
As depicted in Figure 2C, even the regularized current
distribution may not be realizable in a straight-forward
manner due to a high number of feeding ports. An additional
constraint, enforcing the sum of currents along the z-axis to be
zero along the surface boundaries, ensures for a design with
closed loops. This constraint is given by

∑
z

Iij,z � 0. (8)

In this equation the index m is replaced by two indices,
corresponding to the position of represented segments in the
2D matrix. Effectively, this is equivalent to Kirchhoff’s current
law, which states the principle of the electric charge conservation.
If this condition is fulfilled, for each current flowing along the
direction orthogonal to z there is an opposing current, or currents
with the same ij coordinate, present elsewhere along the z axis.
Closed loops, including their feeding wires running in parallel to
B0 needed to fulfill Eq. 8 are sketched in Figure 1B. Such
interconnections along z might even be realized without
altering the resulting target field Bz. On continuous surfaces of
simple topologies this ensures a design which is realizable with
closed current loops on this surface. In the practical
implementation Eq. 8 can be converted to a matrix form and
appended to Eq. 5 before solving the regularization problem.

Closed loop iso-contours derived from the stream function
requires some manual interaction to get realizable gradient coil
design, which can be manufactured by a single wire. Manual
addition of connections between neighboring iso-contour lines
transforms each quadrant into a spiral. Connections are usually
chosen along the z-direction while return paths are positioned on
top to mitigate effects from the introduced changes [9]. An
automated process to interconnect multiple groups of
streamlines has been proposed recently [10]. However, such
an automatic approach is beyond the scope of this work.

Additional constraints may be added to enforce further design
requirements. Exemplary mentioned here is the balance of force
or torque which may be expressed by simple matrix operations, as
well. Assuming thin wires which host currents In orthogonal to a

strong and unidirectional main magnetic field Bz the force on
each discrete element, n, is given by

Fn
�→ � In · �l × �B. (9)

To account for field inhomogeneities, the main magnetic field
B needs to be defined at each wire location. Accordingly, the
excess torque may now be calculated by summation over all
moments from force F at position r. The resulting term

M
�→ � ∑

n

rn × Fn
�→

, (10)

may be added and minimized during the optimization. A
regularization parameter has to be added for an adequate
weighting of the constraints. Balancing multiple regularization
parameters is the art of coil design and usually requires a
comparison of multiple designs within a reasonable parameter
space [11].

From Current Distributions to Stream
Functions
The thin-wire approximation provides an already powerful
approach to find realizable gradient coil designs. However, the
coil layout is not directly derived, but requires and intermediate
step in the current domain.

For calculating stream functions, the boundary element method
is usually deployed. Most methods are based on triangular meshes,
each triangle describing one boundary element. However, finite
element methods (FEMs) in general are not limited to triangular
meshes. Boundary elements with a rectangular mesh may be used,
as well (e.g. [12,13]). Considering only the z-component of the
magnetic field, a simplified rectangular element may be derived
from two neighboring thin wires, as used in the thin-wire
approach. Since connecting paths along the z-axis do not
contribute to Bz, they may be neglected. A basic cell from wire
elements is sketched in Figure 1C.

Corresponding to the sensitivity matrix S (Eq. 4) a similar
sensitivity matrix in the stream function domain Sstream may be
derived. Size of the original sensitivity matrix S is given by the
number of target points, n, the number of circumferential
segments, mc, and number of segments along z, mz, Sn,mc,mz.
The stream function sensitivity Sstream is given by spatial
derivative along z of the sensitivity S. In a matrix-like notation
the stream function sensitivity is defined as

Sstream � Sn,m( : , 1: end − 1) − Sn,m( : , 2: end). (11)

In analogy to the inverse problem stated in Eq. 5 a
corresponding current value may be calculated. For
regularizing this equation an effective current has to be used
which consists of the combination from currents of two
neighboring cells at the same location which can be achieved
by an appropriate modification of the matrix Γ.

As previously shown, closed loops were enforced in the
current domain by a constraint which was defined in a global
manner (see Eq. 8). Due to the definition of the stream-function
as spatial difference between two neighboring current carrying
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elements the same constraint does not lead to a meaningful result.
Therefore closed loops have to be enforced using a different
strategy. The approach chosen here was to demand the peripheral
elements to carry zero current. This requires the addition of
further terms to the inverse problem. Same currents of all outer
elements, in this case zero, ensures closed stream lines. In analogy
to the closed loops, further constraints may be added similarly. As
stated above, this may include balance of force and torque,
maximum current density or others.

The basic idea of the coil design method is demonstrated using
the dimensions of a cylindrical whole-body gradient setup with a
radius of 0.4 [m], a length of 1.2 [m], a mesh density of 56 angular
by 61 longitudinal elements. A y-gradient with a 1 [mT/m]
spherical target field with a radius of 0.2 [m] was chosen.

Besides a simple cylinder other geometries were simulated to
demonstrate the variability of the method. This includes a shielded
setup which consists of two independent cylindrical surfaces with
radii of 0.4 [m] and 0.5 [m] and a length of 1.2 [m]. A thin-wire

FIGURE 3 | (A) A spherical y-gradient target with 1 [mT/m] was used for the cylindrical coil design. (B) The difference between target and generated field is
depicted. (C) The mesh for the optimization consists of single individual wires which are oriented orthogonal to the main field direction. (D) 3D-rendering with dimensions
of the resulting cylindrical whole-body gradient design.
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mesh of 48 angular by 61 longitudinal elements was chosen on each
cylinder along with a spherical target with a radius of 0.15 [m].

A biplanar coil setup with two flat surfaces of 0.6 [m] × 0.6 [m]
separated by 0.4 [m] with a mesh of 61 × 61 elements was used to
demonstrate the feasibility of flat surfaces. The target region was
chosen to be spherical with a radius of 0.15 [m].

An additional level of complexity is added for split gradient
coils e.g. for multi-modality or combined MR-Linac systems
[14,15]. Such coils in a shielded arrangement consist of four
independent current carrying surfaces. Dimensions of the
cylindrical shielded coil were used as a basis to simulate such
a setup with radii of 0.4 [m] and 0.5 [m], a length of 0.6 [m] and a
separation along z of 0.2 [m]. A thin-wire mesh of 48 angular by
61 longitudinal elements was chosen on each cylinder along with
a spherical target with a radius of 0.15 [m]. Plots of each surface
mesh are included in the code supplied with this paper.

The strength for each target field was set to 1 [mT/m] and the
number of iso-contours was chosen to allow for a good
visualization for plotting. It should be noted that the actual
number of iso-contours is usually chosen based on constraints
given by the overall system design. For larger coils the choice is a
trade-off between efficiency and possible switching speed which is
limited by the available maximum current and voltage. For

smaller coils the number of iso-contours is mostly limited by
the available space which is needed for a finite wire thickness.

3 RESULTS

To demonstrate the versatility of the proposed method, stream
functions based on discrete current distributions have been
calculated for multiple different numbers of independent
current carrying surfaces and different coil geometries. A
gradient coil design on a single surface is given by the
cylindrical design shown in Figure 2. The original target field
along with the deviation of the resulting field is depicted in
Figure 3. The regularization chosen here results in a deviation of
about ±6%. This deviation may be controlled by the relation
between the regularization and the chosen dimensions.

Cylindrical shielded gradient coils are usually used in high-field
MRI scanners to suppress eddy currents in the cryostat [16–18].
Therefore, a second target region is defined on a cylindrical surface
at the position of the cold radiation shield. A wire mesh along with
the main and shield target is shown in Figure 4. Compared to the
main layer, the shield exhibits opposite polarity which corresponds
to opposite direction of currents.

FIGURE 4 | (A) The design of a shielded gradient coil hosts currents on two independent surfaces. In such a design the goal is to achieve a target field in center (B),
while suppressing fields outside the coil. (C) The magnetic field on an additional cylindrical target surface, representing the cryostat, was set to zero. Depicted are (D) the
main layer, (E) the shielding layer and (F) a combined representation of the resulting coil design.
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A biplanar set of coils deploys two independent current carrying
surfaces and is depicted in Figure 5. One should keep in mind that
most biplanar setups in the literature are designed for a main
magnetic field which is oriented along the vertical axis. However,
this is not the case in the example shown here.

An additional level of complexity is added in the design of split
coils e.g. for multi-modality or combined MR-Linac systems
[14,15]. Such coils in a shielded arrangement consist of four
independent current carrying surfaces. Resulting wire layouts are
shown in Figure 6. Same dimensions as for the previous shielded
design and a gap of 0.2 m was chosen.

One of themain results is the code whichwas used to generate the
rectangular thin-wire mesh and all designs within this manuscript.
The full code is available as supporting material and under1.

4 DISCUSSION

One of the main motivations for this work is the educational aspect,
introducing gradient coil design in a straight-forward, intuitive and

FIGURE 5 | Bi-planar design to demonstrate the feasibility of using flat surface geometries. Direction of the main magnetic field is along the z-axis. Both surfaces
(first and second row) along with a 3D visualization are shown for three different gradient fields. Currents on all edges of both surfaces had to be forced to zero for
achieving closed loops.

1https://github.com/Sebastian-MR/ThinWire_MRIGradientCoilDesign
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easy to understandway. To do so, we approach the gradient coil design
from a current-density perspective. If the magnitude of the encoding
field is much smaller than the main field strength a simplified
representation becomes possible by considering the z-component
of the magnetic field, only. Hence one field component instead of
all three has to be calculated while significantly reducing the
computational effort. Versatility of the proposed method is
demonstrated by coil designs on flat and cylindrical surfaces. Coil
designs on multiple independent current carrying surfaces are
demonstrated by a shielded and a split shielded design.

The coil design methods shown are closely related to
previously shown boundary element approaches, e.g. [3,4]
which have been maximally reduced. Due to the reduction to
Bz only, the optimizationmay not be usable directly for all magnet
types. For classical and superconducting electromagnets the
current carrying surface(s) are usually orthogonal to the main
magnetic field, regardless of field strength. MRI systems based on
rare Earth magnets are usually orientated such, that the current
carrying surfaces of the gradient coils are not perpendicular to the
direction of the main magnetic field. This includes u-shaped and
Hallbach array type magnets [19–22] and others. However, the
reduced form presented here may be easily adapted by adding
longitudinal thin-wires to consider all field components,
including Bxy, and closing the boundary element loops. Such a
possible addition comes with an increased computational effort.

Due to the simplification using only wires orthogonal to the z-
axis, the current method is limited to regular surface geometries.
Methods for arbitrary surfaces have been shown e.g. in [5,23]. It
should be noted that for manufacturing reasons most gradient
coils are realized in fact on simple surfaces. However, with new
manufacturing techniques based on 3D printed materials, such as
shown in [24] other shapes might be used more often in the
future. For such cases a full description of all components of the

current density is also possible. For instance in the literature on
the FEM methodology, approaches to shear and deform
rectangular elements are usually covered, e.g. [12,13]. In the
context of gradient coil design non-triangular mesh elements
have been used, as well [25,26].

Minimum wire distance is one of the engineering constraints
which has to be considered during the design. This has not been
considered in the designs presented here and the associated
problems are most apparent in the bi-planar designs in
Figure 5. One approach is to choose the number of coil turns
according to spatial constraints. More sophisticated approaches
constrain the gradient of the stream function, the current density,
using a minimax design or a p-norm [6,27]. Alternatively, an
explicit constraint could be relatively trivially added directly to
the thin-wire solver.

As a further step the iso-contour lines of the stream function
have to be interconnected. A automatized interconnection
algorithm has been demonstrated recently [10]. We hope that
a combination of the intuitive approach to coil design shown here
with an easy to use interconnection algorithm lowers the
boundary for making experimental gradient coils.

A further goal of this publication was to make gradient coil
design code which covers main aspects of the coil design problem,
including surface mesh definition, available to the public. In
addition to the supplemented materials, the code is available
on GitHub under1. We hope that additional adaptations of the
code are available in the future, including extensions to arbitrary
orientations of the main magnetic field, e.g. for systems based on
Halbach type magnets.

FIGURE 6 | A shielded split coil design with four independent current carrying surfaces. Depicted are (A) the thin-wire mesh and (B) the resulting wire layout. Such
designs are usually deployed in systems which combine linear accelerators for cancer treatment with MRI for imaging.

1https://github.com/Sebastian-MR/ThinWire_MRIGradientCoilDesign
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Potential Reduction of Peripheral
Local SAR for a Birdcage Body Coil at
3Tesla Using a Magnetic Shield
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D.W.J. Klomp1, C.A.T. van den Berg1 and A.J.E. Raaijmakers1,5

1Department of Radiology, University Medical Center Utrecht, Utrecht, Netherlands, 2Faculty of Physics and Engineering, ITMO
University, St. Petersburg, Russia, 3Tesla Dynamic Coils, Zaltbommel, Netherlands, 4Department of Electronics and
Nanoengineering, Aalto University, Espoo, Finland, 5Biomedical Engineering Department, Eindhoven University of Technology,
Eindhoven, Netherlands

The birdcage body coil, the standard transmit coil in clinical MRI systems, is typically a shielded
coil. The shield avoids interaction with other system components, but Eddy Currents induced in
the shield have an opposite direction with respect to the currents in the birdcage coil. Therefore,
the fields are partly counteracted by the Eddy currents, and large coil currents are required to
reach the desired B1

+ level in the subject. These large currents can create SAR hotspots in body
regions close to the coil. Complex periodic structures known as metamaterials enable the
realization of a magnetic shield with magnetic rather than electric conductivity. A magnetic shield
will have Eddy currents in the same direction as the coil currents. It will allow generating the same
B1

+ with lower current amplitude, which is expected to reduce SAR hotspots and improve
homogeneity. This work explores the feasibility of a birdcage body coil at 3 T with a magnetic
shield. Initially, we investigate the feasibility by designing a scale model of a birdcage coil with an
anisotropic implementation of a magnetic shield at 7 T using flattened split ring resonators. It is
shown that themagnetic shield destroys the desired resonancemode because of increased coil
loading. To enforce the right mode, a design is investigated where each birdcage rung is driven
individually. This design is implemented in a custom built birdcage at 7 T, successfully
demonstrating the feasibility of the proposed concept. Finally, we investigate the potential
improvements of a 3 T birdcage body coil through simulations using an idealizedmagnetic shield
consisting of a perfect magnetic conductor (PMC). The PMC shield is shown to eliminate the
peripheral regions of high local SAR, increasing the B1

+ per unit maximum local SARby 27% in a
scenario where tissue is present close to the coil. However, the magnetic shield increases the
longitudinal field of view, which reduces the transmit efficiency by 25%.

Keywords: birdcage (BC) coil, SAR, metamaterial, split ring resonator (SRR), MRI, RF, antenna, magnetic shield

INTRODUCTION

The birdcage body coil [1] has been the standard transmit coil in almost all MRI systems for well over
30 years. With two ports, it allows for quadrature excitation and reception and provides excellent
homogeneity. Birdcage body coils are surrounded by a shield, which screens external radio frequency
(RF) signals and prevents unwanted interactions with other parts of the scanner. Typically, such an
RF shield consists of copper foil, in which some precaution has been made to reduce low frequency
eddy currents (e.g., [2, 3]) due to switching of the gradients. A downside of such a shield is that the
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currents in the birdcage coil induce eddy currents in the shield,
which are described by out-of-phase mirror currents. The B1 field
produced by these eddy currents in the shield interferes
destructively with the field produced by the coil. This reduces
the B1 field strength per unit current. For this reason, larger
currents are required to reach a desired B1 level. These strong
currents are associated with large amounts of reactive energy [4],
which can dramatically increase Specific Absorption Rate (SAR)
levels in close proximity to the coil.

To prevent tissue damage due to high SAR, the International
Electrotechnical Commission (IEC) provides guidelines that limit
the amount of power that may be deposited in patients. For whole
body coils, the limit is set to 4W/kg of global SAR at the first level
controlled operation mode, averaged over 6 min [5]. No limits are
set for local SAR when a whole body birdcage coil is used for
transmission. However, recent studies [6–12] indicate that SAR
hotspots can cause local temperatures to exceed 40°C without
exceeding the global SAR limit. Although the extensive history of
safe use of current clinical MRI scanners provides strong
confidence in its safety, it is still with some unease that these
local temperature levels are regarded. In this work, we explore the

potential reduction of local SAR by adapting the RF shield of the
birdcage body coil using a magnetically conducting shield.

A conventional copper shield imposes a boundary condition
(Etan � 0) at the metal surface due to its high conductivity. To
satisfy this boundary condition, the currents in the shield
(described by mirror currents) must have opposite phase with
respect to the source currents (Figures 1A,B). The destructive
interference can be alleviated by placing the shield at further
distance. In the extreme case, the shield could be placed at a
distance of one-quarter wavelength at which the mirror currents
constructively interfere due to phase retardation over the
distance. However, such an approach requires very large bore
diameters, which is not feasible. In practice, every inch of bore
diameter is precious and the body coil should be realized as thin
as possible. Some hybrid approach is to have the birdcage’s rungs
bend slightly inward. This increases the distance between the
shield and the rungs, reducing destructive interference [13]. As an
alternative, Foo et al. [14] have explored analytically the
possibility of filling the space between the coil and the shield
with dielectric material but only considered the idealized case
where the coil, shield, and phantom have infinite length. Liu et al.
[15] have investigated various ways of adapting the birdcage and
shield to provide different return paths for the current. They
found small improvements in terms of homogeneity and Signal-
to-Noise Ratio (SNR) but did not evaluate SAR. However, recent
advances in electromagnetics of complex periodic structures
known as metamaterials have opened up new routes for
improving the RF shield. In this work, we propose the use of
a magnetic shield for a birdcage body coil.

A magnetic shield [16, 17] is a shield that exhibits magnetic
conductivity (instead of “normal” electric conductivity), which
implies that the tangential component of the magnetic field is
zero at the boundary. Eddy currents in a magnetic shield are
described by in-phase mirror currents (see Figures 1C,D), which
interfere constructively with the field produced by the coil. This
increases the amount of field generated per unit current.

While true magnetic conductors do not exist in nature, they
can easily be simulated with the Finite Difference Time Domain
(FDTD) method [18]. Moreover, current RF technology is able to
physically realize magnetic conductivity using metasurfaces.
These two-dimensional structures with engineered
electromagnetic boundary conditions consist of many
periodically arranged passive circuits. Macroscopically, this
results in extraordinary interactions with incident
electromagnetic fields. A range of metasurfaces exist, known as
artificial magnetic conductors (AMCs) or high-impedance
surfaces (HISs), which exhibit high effective magnetic
conductivity and surface impedance over a particular
bandwidth [19–21]. These surfaces are often applied in the
GHz range but can be adapted to operate at lower frequencies.
Saleh et al. [22] have successfully applied such a structure to
improve the B1

+ efficiency of a stripline antenna at 7 T. Chen
Zhichao et al. have used a HIS to improve the SAR efficiency of a
loop antenna at 7 T [23]. They also report an increased SAR
efficiency and homogeneity for a single dipole antenna backed by
a HIS [24], compared to a copper shield. These improvements
match closely the expected improvements when the HIS shield is

FIGURE 1 | Illustration of how themethod of mirror currents can be used
to describe shielded currents. (A) A conventional shield with high electric
conductivity (modeled as a perfect electric conductor) does not allow electric
fields to penetrate. As a result, the tangential component of the electric
field is zero at the boundary. (B) An out-of-phasemirror current at the opposite
side of the shield (dotted line) satisfies the same boundary condition on the
shield and realizes the same field distributions. (C) Amagnetic shield (modeled
as a perfect magnetic conductor) does not allow magnetic fields to penetrate.
As a result, the tangential component of the magnetic field is zero at the
boundary. (D) An in-phase mirror current at the opposite side of the shield
(dotted line) satisfies the same boundary condition on the shield and realizes
the same field distributions.
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replaced with a Perfect Magnetic Conductor (PMC) shield in a
FDTD simulation. For an 8-channel dipole array at 7 T, the HIS
results in only modest improvements on a homogeneous
phantom, and on a heterogeneous head model, no improved
SAR efficiency is reported [25]. Additionally, Chen Haiwei et al.
[26] reported an increased SAR efficiency at 9.4 T when
comparing a loop coil shielded by a magnetically conducting
metasurface to the one with a plain copper shield.

Lezhennikova et al. [27] have investigated potential
improvement of a birdcage head coil at 7 T using a slot
resonator, which makes a section of the shield magnetically
conductive. Using a 400 mm diameter birdcage, they found
significant improvement in transmit efficiency using their slot
resonator. However, a smaller conventional birdcage with
300 mm diameter still performed better, and the authors were
unable to apply their slot resonator to this smaller coil. In other
work, Lezhennikova et al. [28] described potential improvement
of birdcage coils with RF shields of arbitrary impedance, and they
designed an artificial magnetic shield for use in a small animal coil
(Ø 70 mm) for 7 T. However, their resonant structure has a
significant thickness, increasing the diameter of the total coil +
shield to 140 mm, thus resulting in a solution that would not be
practical to implement at 3 T, where bore space is precious.

This work explores the feasibility and potential improvements
of a birdcage body coil at 3 T with a magnetic shield. For practical
reasons, the final result at 3 T contains simulated results only, and
various measurements at 7 T are performed to demonstrate the
feasibility of our proposed solutions at 3 T. This work consists of
three sections: The first section outlines the development of a
magnetic shield at 7 T using flattened split ring resonators. Bench
measurements and simulations are used to assess whether this
shield is working as intended. The second section uses 3 T
simulations to show that the birdcage needs to be adapted for
use with a magnetic shield. This adaptation is implemented in a
custom built birdcage at 7 T with 300 mmdiameter. This birdcage
is a scaled down version (by a factor of 7/3rd) of a birdcage body
coil at 3 T and is used to demonstrate the feasibility of the
required adaptation. Finally the third section compares
simulated results of a birdcage body coil with magnetic shield
to a conventionally shielded birdcage body coil at 3 T.

THEORY

Figure 1 illustrates how the Eddy currents in a shield can be
described using mirror currents for both Perfect Electric
Conductor (PEC) and Perfect Magnetic Conductor (PMC)
boundary conditions. The fields generated in the scanning
subject (or phantom) are a superposition of the fields
generated by the source current and the mirror current. Of
course, in a practical situation, the amplitude of the mirror
current will be lower than that of the source due to losses.
Additionally, phase retardation due to the distance between
the antenna and the shield must be taken into account.
However, in general, the fields generated by an antenna with a
PEC shield are caused by the difference (superposition with 180
phase difference) of two currents. Therefore, they will decay more

rapidly with an increasing distance from the antenna, compared
to those generated by unshielded or PMC-shielded antennas.
Figure 2 shows the effect this has on the field of a birdcage coil: to
reach a target B1 level in the center of the coil with a PEC shield, a
strong current is required which results in strong electric fields in
close proximity to the birdcage rungs. Note that a PEC shield
reduces the amount of field generated per unit current, but not
necessarily per unit power. Since the PEC shield reduces both
B-fields and E-fields per unit current, the loading to the current
decreases. As a result, generating 1 A of shielded current requires
less power than 1 A of unshielded current.

To define what magnetic conductivity is, let us first review how
electric conductivity is described using Ampère’s circuital law (in
differential form and SI units),

∇ × B � μ0(J + ε0
zE
zt
) . (1)

Here, µ0 and ε0 refer to the vacuum permeability and permittivity,
respectively. B and E refer to the magnetic and electric fields, and
J is the electrical current density, describing the movement of
electric charges. Analogously, we could write Faraday’s law of
induction as

∇ × E � (Jm − zB
zt
) , (2)

where we have introduced a “magnetic current” Jm that is
normally absent in typical formulations of Faraday’s law. This
magnetic current is entirely fictional: It describes the movement
of magnetic monopoles, which do not exist, and therefore it is
always zero. However, the second term zB/zt can definitely exist,
and a material is said to exhibit “magnetic conductivity” when
this time-varying magnetic field behaves in such a way that it
effectively functions as a magnetic conductivity. Metamaterials
with this property are called Artificial Magnetic Conductors
(AMCs) and typically consist of periodic structures, which are
tuned to capture this time-varying magnetic field in local
currents, resulting in magnetic conductivity within a certain
bandwidth [19–21]. A metasurface (2D metamaterial) with
this property is also known as an HIS as opposed to a PEC
surface whose surface impedance is zero. In this study, we will
refer to them simply as a “magnetic shield”.

METHODS

The Split Ring Shield
This section outlines the development and validation of the split
ring shield, a magnetic shield suitable for MRI purposes at 7 T.
Since the final application is a birdcage coil shield, uni-directional
magnetic conductivity is considered sufficient where the
magnetic conductivity will be oriented along the azimuthal
direction following the circumference of the birdcage coil.

Designing the Split Ring Shield
Figure 3 illustrates the design process of our magnetic shield,
designed to operate at 300 MHz. Split ring resonators were
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flattened and arranged in a periodic array and combined with a
copper backplate to produce the Split Ring Shield (SRS). The
dimensions of the rings (length: 360 mm, height: 4 mm) were
determined via exploratory FDTD simulations: a plain dipole
(length: 300 mm, width: 12 mm) is placed in front of a SRS design
(oriented parallel to the resonator elements; see Figure 4), and the
B1 field distribution is compared to a simulated dipole setup with
an ideal magnetic shield (PMC). It was expected that beneficial
reflective properties would occur in a bandwidth below the self-
resonance frequency of the rings, which is around 380–400 MHz
with these dimensions. Ideally, a somewhat longer length of
around 420 mm would be preferred, bringing the resonance
closer to (but still safely above) 300 MHz. However, the split
ring resonator elements carry current, which causes the
transmitted field to extend further in the z-direction than that
of the dipole alone. Typical UHF MRI arrays are designed to
generate fields over lengths up to 300 mm for body imaging (head
imaging: ∼200 mm), and generating fields outside of a target
region is inefficient. The length of 360 mm was chosen as a
tradeoff between 300 and 420 mm.

Measuring the Field of a Dipole Antenna With
Magnetic Shield
Figure 4 shows photographs of themeasurement setup. Reflective
properties were measured by positioning a dipole antenna
(length: 300 mm, width: 12 mm) close to the SRS (10 mm
distance from the backplate) and parallel to the rings. A tank

of salt water was positioned at 20 mm distance from the antenna.
The dipole antenna was connected to the first port of a vector
network analyzer (VNA). A pickup loop was positioned in the
water and connected to the second port of the VNA, and
transmission was measured at varying distance from the
antenna by measuring S12 from 250 to 450 MHz. The distance
between the antenna and the pickup loop was varied from 20 to
140 mm. The same measurements were performed with a
conventional copper shield (at 10 mm distance from the
antenna) and without a shield. Each measurement was
performed multiple times. (without shield: 3 times,
conventional shield: 5 times, SRS: 7 times)

To characterize how quickly the field decays with increasing
distance from the antenna, we fit the following function to the data:

Transmission(x) � A · exp(−β · x)
xq

, (3)

where x is the distance between the pickup loop and the antenna,
and the exponential factor encompasses the reduction in field
strength due to conductivity of the salt water, with β being
the imaginary part of the wave propagation vector, computed
using σ � 0.5 S/m and εr � 78 [29]. A and q are the free
parameters, A representing the amplitude and q representing
how rapidly the field falls off with distance, with higher
q signifying a more rapid decay. For each measurement, this
fit is performed at each frequency, and the q values of different
measurements are averaged.

FIGURE 2 | (A) example geometry of birdcage using FDTD simulation. Dotted red line indicates position of the profiles of (B) and (C). The loading phantom (blue
cylinder) was given tissue-like properties. Birdcage dimensions are radius: 352 mm, rung length: 420 mm, endring width: 80 mm, rung width: 40 mm, and shield radius:
372 mm. (B) B1

+ field strength profile with and without PEC shield. Since the fields are normalized to 1 W accepted power, the shield actually increases B1 because
without a shield, more power is radiated away. (C) Electric field strength profile with and without shield.
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The measurement setup was also simulated using
FDTD (Sim4Life, Zurich Medtech, Switzerland), where
6.6 MCells were used to model the dipole antenna, water
tank (σ � 0.5 S/m, εr � 78), and shield. Each simulation was
performed on the same grid. In addition to the SRS,
conventional shield, and unshielded simulation, a

simulation with a PMC shield was also performed. Again,
in-depth B1 profiles were fitted to Eq. 3to arrive at a decay
constant q as a function of frequency. Additionally, the
source current magnitude was computed from the
simulated fields and the B1 amplitude was taken at a point
located 100 mm deep in the phantom on the central axis

FIGURE 3 | (A) A split ring resonator, which carries current and thus is able to capture a time-varying magnetic field. (B) Split ring resonators are flattened and
arranged into a period array. (C) The split ring resonators are merged with a backplate and dubbed the “Split Ring Shield” (SRS). (D) Photograph of the SRS under
construction. The rings are made by applying copper tape to foam spacers and soldered to a copper backplate. The dimensions are as follows: ring length: 360 mm,
width: 6 mm, height: 4 mm, gap size: 2 mm, and ring spacing period: 10 mm.

FIGURE 4 | (A) Photograph of split ring shield with foam spacers and dipole antenna (length � 300 mm). (B)Measurement setup with SRS, dipole antenna, foam
spacers, salt water tank (σ � 0.5 S/m), and pickup loop inside the water. (C) Close-up of the pickup loop positioned inside the water. The dipole is oriented in the
z-direction, the loop position varies in the x-direction, and the loop is oriented in the xz-plane.
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above the antenna to compute the current-efficiency in terms
of B1 per unit current.

The Loading Problem and Multi Transmit
Birdcages
This section outlines how the resonant mode of a birdcage coil gets
disrupted if the conventional shield is replaced by amagnetic shield
and presents a solution. To demonstrate the feasibility of this
solution, it is implemented in an eight-channel (8Tx) birdcage
shielded with the SRS at 7 T and used for in vivo imaging.

Simulations of Unloaded Birdcage Coils at 3 T
Initially, we will compare FDTD simulations of two unloaded
high-pass birdcages at 3 T (128MHz) with a conventional shield
(modeled as a perfect electrical conductor, PEC) or a PMC shield.
Both shields have a length of 600mm and a radius of 372mm. Initial
tests showed that the setup with the PMC shield radiated energy
(∼50% of input power in loaded condition) in the axial (±z) direction.
To reduce these radiation losses, both shields were extended with
400mm PEC sections on both sides, reducing radiation losses to <5%
of input power for both setups in loaded condition. In the unloaded
condition, there are no other losses (all copper is simulated as PEC and
the shield as PEC or PMC) than radiation, which prevents the
simulations from converging properly. To remedy this, the
background medium (i.e., the “air”) of the simulation environment
was given a small conductivity of 10–6 S/m. For both setups, the
birdcage geometric properties are 16 rungs, radius: 352mm, rung
length: 420mm, endring width: 80mm, rung width: 40mm, and
shield radius: 372mm. Both birdcage setups are tuned to 128MHz
and are simulated on the same grid (nvoxels � 153 * 153 * 69 � 1.615
MCells). Both simulations are run until a convergence level of −40 dB
is reached. We will evaluate the B1

+ and |E| field, with the two ports
driven in quadrature (without any matching circuits) and normalized
to accepted power (forward power−reflected power). Additionally, we
will calculate the birdcage’s current efficiency in terms of B1

+ in the
isocenter per unit current in the rungs.

Simulations of Loaded Birdcage Coils at 3 T
To evaluate the performance of the birdcages in a more realistic
situation, we load the birdcages with a cylindrical phantom (σ � 0.5 S/
m, εr � 46, length: 1m, and radius: 200mm). As shown by the results,
this severely dampens the required resonantmode of the birdcagewith
PMC shield due to increased resistance. Our solution to enforce the
correct mode is to place a port in each of the birdcage’s rungs, yielding
a 16Tx bandpass birdcage with PMC shield. This allows us to enforce
the desired current pattern in the rungs regardless of the load.
Subsequently, the capacitors in the endrings need to be optimized
to make sure that the currents in the endrings are in the correct phase
to contribute maximally to the B1

+
field, when the rungs are driven in

quadrature.

Construction of the 8Tx Birdcage at 7 T
We aim to investigate the potential improvements at 3 T via a
downscaled model of a birdcage at 7 T. With the frequency
increased by 7/3rd and all length scales reduced by the same

factor, the two birdcages are described by the same physics. The
reason behind this detour is merely practical: Adapting the shield
of a 3 T birdcage body coil would require dismantling the MR
system, severely hindering clinical operation and possibly voiding
warranty. At the 7 T scanner, the smaller birdcage coil can be
inserted, connected, and tested while leaving the scanner itself
intact.

The SRS presented in Introduction (built on a flexible
backplate) is curved into a cylindrical shape (diameter:
320 mm, total length: 500 mm). A birdcage coil with eight
rungs (diameter: 300 mm, length: 250 mm, rung and endring
width: 12 mm) is constructed on a Plexiglass former. Plastic
spacers are attached to the shield to hold the birdcage in
place. A port is inserted in every rung of the birdcage using
SMB connectors, the female part of which was soldered onto a
small PCB in the rung containing matching elements. Small holes
were drilled in the shield through which the male part of the SMB
connector was connected, allowing us to feed each rung
individually using coaxial lines. Extra insulation was applied to
prevent the connectors and matching elements from touching
the SRS.

Tuning the 8Tx Birdcage
To find the optimal value of capacitors in the endrings of the
birdcage, a series of FDTD simulations with a realistic human
model (“Duke”, ITIS Foundation [30]) is performed with
capacitance values ranging from 3 to 10 pF. The legs are
chosen as an imaging target, mostly because the shoulders do
not fit to enable head imaging. Also, the chosen setup has
tissue in close proximity to the antenna, which poses a risk of
creating SAR hotspots if a conventional birdcage were used,
whereas a PMC shield birdcage would not have this problem.
The rungs are driven in quadrature (45° phase increments
between neighboring channels). Average B1, B1 homogeneity
(σ/μ), and SAR efficiency (average B1/√peak SAR) are
computed over the voxels containing tissue over a 180 mm
FoV. The capacitance value that maximizes these metrics in
simulations is considered optimal and will be used in the
constructed 8Tx birdcage. For reference, the same setup is
simulated using a conventional 2Tx birdcage (with the same
dimensions) with PEC shield.

In-Vivo Measurements
The legs of a healthy volunteer are scanned by a 7 T scanner
(Philips Achieva). Eight channels, corresponding to the eight
birdcage rungs, are used for both transmission and
reception. Transmit phases are determined by phase
shimming on a dumbbell-shaped target region containing
both legs. Anatomical scans are performed with the following
parameters: Gradient echo, TE/TR � 4.935/11 ms; FA:10°,
and voxelsize: 1 × 2 × 1 mm3. DREAM B1 amplitude maps are
recorded with the following parameters: TE/TR � 1.97/14 ms,
FA: 10o, steam FA: 60o, and voxelsize: 4.7x4.7x30 mm3. Local
SAR was assessed based on simulated fields. The validity of
simulated fields was assessed by comparing measured and
simulated B1 maps.
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The Simulated 16Tx Birdcage With PMC
Shield at 3 Tesla
This section compares the performance of a sixteen-channel
(16Tx) birdcage body coil with PMC shield to a conventional
2Tx birdcage with copper shield at 3 T (128 MHz) using FDTD
simulations with a realistic human model.

For the 16Tx birdcage, the lumped elements in the endring do
not necessarily have to be capacitive but may also need to be
inductive for optimal performance. It is therefore referred to as
endring reactance ΧER. To determine the optimal value of the
endring reactance, a series of simulations is performed. In each
simulation, a value of ΧER ranging from –j 12,433Ω (0.1 pF) to + j
80Ω (100 nH), as well as shorted and open connections, was
assigned to all endring lumped elements. The rung currents are
forced to produce a CP-mode by driving them with
corresponding fixed phases using current sources, mimicking
perfect matching. The birdcage is loaded with the cylindrical
phantom mentioned in the section titled Simulations of loaded
Birdcage coils at 3 T. Transmit efficiency (B1

+/√Pacc) is evaluated
by averaging over voxels contained in a spherical volume with
300 mm diameter around the origin. The value of ΧER, which
yields the highest transmit efficiency, is considered optimal. By
this procedure, we are effectively “tuning” the 16Tx birdcage with
PMC shield.

In order to make a fair comparison of the transmit efficiency of
the 16Tx birdcage with magnetic (PMC) shield versus a
conventional 2Tx birdcage with conventional (PEC) shield, we
will consider only fixed quadrature drive settings, i.e., 2Tx-PEC:
[0, 90°], 16Tx-PMC: [0, 22.5, 45, . . . , 315, 337.5°]. This allows us
to isolate the benefits of a magnetic shield from the inherent gains
(and added complexity) that are associated with an increased
number of transmit channels. Additionally, the fixed quadrature
drive setting represents a more realistic use case of a 16Tx-PMC
birdcage than using 16 channels in parallel transmit. If we allow
the 16Tx coil to be driven with any phase setting, coupling will
cause a significant portion of the forward power to be reflected,
drastically increasing the amount of forward power required to
reach the desired B1 level. With carefully designed matching
circuits, it is possible to cancel all reflections for one particular
drive setting, e.g., quadrature. In our simulations, we mimicked
these perfect matching conditions by using current sources and
normalizing to accepted power.

We compare the birdcages with PMC and PEC shields using
FDTD simulations loaded with a realistic human model. The
model is positioned for abdominal imaging with the isocenter of
the coil coinciding with lumbar vertebra L4. The birdcage and
shield dimensions and simulation parameters are the same as
mentioned in the section titled Simulations of unloaded Birdcage
coils at 3 T, except for the grid that is made finer (nvoxels � 285 *
383 * 334 � 36.46 MCells) to allow for accurate assessment of
local SAR. Additionally, we will perform the same comparison in
a “tissue-near-coil scenario” where Duke’s wrist is positioned
close (∼8 mm) to the coil.

The various simulation setups that were outlined in the
preceding paragraphs will be evaluated by a couple of metrics.
First, the B1 field per unit current is extracted. This figure is

expected to increase for PMC shielded coils. For the same B1 field,
currents will be lower, and therefore, lower peak SAR levels are
expected close to the coil structures. Transmit efficiency is defined
as the B1

+
field per unit power (|B1

+|/√Pacc). This ultimately
determines how much B1 is achieved for a given amount of
deposited power. This metric also determines the global SAR; for
larger transmit efficiency, the global SAR levels will be lower.
Transmit homogeneity is defined as the average B1

+ divided by
the standard deviation. The final metric is the SAR efficiency,
which is defined as the average B1

+ divided by the square root of
peak local SAR (average |B1

+|/√ peak SAR10g). Average and
standard deviation of B1

+ are evaluated over all tissue within a
300 mm diameter sphere centered at the isocenter.

RESULTS

Split Ring Shield
Figure 5A shows two examples of measured depth profiles, one
obtained with a conventional shield (red) and one without a
shield (blue). Fitted parameters A and q are also shown, and we
see that with the conventional shield the value of q is higher,
signifying a more rapid decay. Figure 5B shows the average
values of q over the entire bandwidth, where we see that at each
frequency, the conventional shield results in a more rapid decay
than without a shield. The SRS is seen to exhibit resonant
behavior around 380–400 MHz. Above the resonance
frequencies, it functions poorly, showing rapid decay. Below
the resonance frequencies, a large bandwidth exists where the q
values measured with the SRS are lowest. Figure 5C shows q
values resulting from fitting simulated data, which are in
agreement with the measured values. A simulation with PMC
shield is also included, which shows that decay profiles with
PMC are very similar to the unshielded situation. All this shows
that the SRS is working properly as a magnetic shield. The
current-efficiency, computed from the simulated fields, was
0.39 μT/A with the PEC shield. With the SRS, the PMC
shield, and no shield, the current efficiencies were 0.77, 1.35,
and 1.05 μT/A, respectively. This shows that the SRS
successfully increases the current-efficiency of the dipole
antenna.

The Loading Problem and Multi-Transmit
Birdcages
Simulations of Unloaded Birdcage Coils at 3 Tesla
Figure 6 shows simulated fields for two unloaded birdcages: one
with a conventional shield and one with a magnetic shield. Both
are high-pass birdcages, tuned to 128 MHz (3 T) and driven in
quadrature by two ports located in the endrings. The lumped
elements required to obtain the correct mode were 29.9 pF and
18.4 nH for the PEC and PMC birdcages, respectively. The
simulation geometry is shown in Figure 6A, along with
arrows indicating the positions of the transverse slices. The
depicted transverse slices showing the B1

+ distributions
(Figures 6C,E) are located in the mid plane, but the electric
field slices (Figures 6I,K) are located just above the bottom
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endring where the largest E-field components are located. In all
slices, we see that the conventional birdcage generates stronger
fields (normalized to accepted power) than the birdcage with
magnetic shield, but from the table (Figure 6G), we see that the
conventional birdcage requires disproportionally more current.
This makes the birdcage with magnetic shield more efficient in
terms of B1

+ per unit current. Note that the choice to stabilize the
unloaded simulations using slightly elevated air conductivity may
cause an unknown bias in the italic values presented in the table

(Figure 6G). However, the resulting current-efficiency does not
depend on the type of losses that are included. The reasons for
presenting these results are to show that the PMC-birdcage can be
made to resonate in the correct mode and to compare the shape of
the resulting field distributions. Another notable difference
between the PEC and PMC cases lies in the homogeneity.
From Figures 6C,H as well as the profiles shown in Figures
6F,L, we see that the field generated by the PEC-birdcage is
homogeneous in the center but increases substantially in close

FIGURE 5 | (A) Three example depth profiles of measured transmission at 300 Mhz with SRS (green), without shield (blue) and with conventional copper shield
(red). Parameters A and q resulting from fitting Eq. 3 to these depth profiles are also shown. The numerical value of β is around 10.5 m−1 at 300 MHz. (B) Averages of
fitted q from measured data as a function of frequency. (C) Fitted q from simulated data. Vertical bars signify 1σ error margins.

FIGURE 6 | Unloaded birdcage coil field distributions with the conventional (PEC) or magnetic (PMC) shield at 128 MHz. (A) Simulation geometry. The part of the
shield simulated as either the conventional or magnetic shield is depicted in blue. The yellow part was PEC for both scenarios. The red arrow indicates the position (z �
200 mm) of the transverse slices (I,K) and profile (L) of the electric fields. The blue arrow indicates the position (z � 0) of the transverse slices (C,E) and profile (F) of the B1

fields. (B–E) Mid-sagittal and transverse slices of the B1
+ fields of the birdcages with conventional (B,C) and magnetic shield (D,E). (H–K) Mid-sagittal and

transverse slices of the electric fields of the birdcages with conventional (H,I) and magnetic shield (J,K). The white dashed line denotes the birdcage outline. (F,L)
Transverse profiles of B1 and electric fields, respectively, at height indicated by the arrow in (A). (G) Table summarizing the B1

+ field strength in the center and required
current, as well as their ratio. Currents are computed by numerically integrating the Ampère–Maxwell equation. The value listed here is the maximum of the magnitude of
the currents in the rungs. All results are normalized to 1 W of accepted power.
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proximity to the rungs. The fields of the PMC-birdcage are more
uniform toward the edges. From Figure 6D, we see that the
volume where the PMC-birdcage generates a homogeneous B1

+

field extends further in the z-direction than with the PEC-
birdcage.

Simulations of Loaded Birdcage Coils at 3 Tesla
Figure 7 shows simulated B1

+ and electric fields similar to
Figure 6, but now the birdcages are loaded with a phantom.
The conventional birdcage (Figures 7A,B,F,G) still has a
homogeneous field, but the birdcage with magnetic shield

(Figures 7C,D,H,I) does not. In Figures 7C,H, we see a
strong field in the bottom right corner, close to where the port
is located. In Figures 7D,I, we see that only the rungs next to the
ports produce a significant B1

+
field. The profiles of Figures 7E,J

also show asymmetric field distributions for the birdcage with
magnetic shield. This is caused by increased resistance due to the
larger current efficiency, as illustrated by Figure 8. Figures 8A,B
show current distributions over the 16 rungs of the birdcage with
magnetic shield in loaded and unloaded conditions. In Figure 8A,
only one port is active, and in Figure 8B, two ports are active and
driven with a 90° phase difference. The characteristic sinusoidal

FIGURE 7 | Loaded birdcage coil field distributions with the conventional [PEC, (A,B,F,G)] or magnetic [PMC, (C,D,H,I)] shield. (A–D) B1
+ field distributions. (F–I)

electric field distributions. (A,C,F,H) Sagittal slices. (B,D,G,I) transverse slices. For the B1
+ distributions, both the sagittal and transverse slices are positioned at the origin

(x � 0 or y � 0). The transverse slices of the electric fields are positioned at z � 200 mm (see Figure 6A). The white dashed line denotes the birdcage outline. (E,J)
transverse profiles of B1 and electric fields, respectively, at the same height as the transverse slices. All results are normalized to 1 W of accepted power.

FIGURE 8 | (A)Current distributions in the rungs of the birdcage with magnetic (PMC) shield in loaded (frequency � 133 MHz) and unloaded (frequency � 128 MHz)
conditions, with one port active. (B) Idem with two ports active, driven in quadrature. The currents were calculated from the electric and magnetic fields by numerically
integrating the Ampère–Maxwell equation over a rectangular path (in the central transverse plane) enclosing the rung. Here shown is the real part of the phasor. All results
are normalized to 1 W of accepted power. (C) Scattering parameters of the birdcage with magnetic shield in loaded and unloaded situations.
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pattern, used to construct the CP-mode, can still be seen but the
amplitude is much lower. In fact, the current only has high
amplitudes in the rungs adjacent to the feeding port(s). Figure 8C
shows the reflection coefficients S11 and S12 at one of the ports of
the birdcage with magnetic shield in loaded and unloaded
situations. In the unloaded situation, a resonant mode is
observed at 128 MHz. In the loaded situation, the mode is
shifted to 133 MHz, but the increased resistance lowers the
Q-factor such that it can hardly be observed.

The 8Tx Birdcage at 7 Tesla
The bottom row of Figure 9 shows results of the tuning
process, plotting various metrics versus endring capacitance
value. We see that all metrics have their maximum value
around a capacitance of 7 pF, so this is the value that was
used in the constructed birdcage. The left part of Figure 10
compares the performance of the 8Tx birdcage with SRS to a
conventional 2Tx birdcage with the same dimensions.
Overall, the two coils showed similar performance. We see
that the conventional birdcage produces a slightly
higher average B1 but much higher peak SAR values,
resulting in a marginally better SAR efficiency for the

birdcage with SRS. These metrics are summarized in the
table (Figure 10G), which also shows the maximum current
amplitudes found in both the rungs and endrings of the birdcage.
The right part of Figure 10 shows in vivo results, demonstrating the
feasibility of the concept of a multi-transmit birdcage. The scattering
matrix of the 8Tx birdcage with SRS can be found in the
supplementary material as Supplementary Figure S1.

The 16Tx Birdcage With PMC Shield at
3 Tesla
Figure 11A depicts the model of the 16Tx birdcage at 3 T with a
phantom load used for tuning and the locations of the ports indicated
by red dots. Figure 11B shows the result of the tuning process, similar
to Figure 9. The average B1

+magnitude is plotted for various values of
endring reactance. The optimal values are those where the absolute
magnitude of the reactance is high: small capacitance, high inductance,
or open connections. For symmetry and stability reasons, we decided
to use a lumped capacitance of 1 pF in the endring gaps.

Figure 12 shows field distributions for the conventional 2-port
birdcage with conventional shield (left) and 16-port birdcage with
magnetic shield (right). Both birdcages are driven in quadrature.

FIGURE 9 | (A) 8Tx birdcage coil with SRS in FDTD simulation environment (Sim4Life) with a feeding port located in each rung. (B) photograph of the 8Tx birdcage
coil with SRS and a loading phantom. The ports are connected through small holes in the shield. (C–E) “Tuning” the 8Tx birdcage. Simulated (at 300 MHz) values of
average B1

+ (C), homogeneity (D) and SAR efficiency (E) are shown as a function of endring capacitance value. Values obtained with a conventional birdcage (with the
same dimensions as the 8Tx birdcage) are also shown for reference. All results are normalized to 1 W accepted power.
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The top row shows B1
+ distributions in transverse and coronal

slices. The bottom row shows maximum intensity projections of
the 10-g-averaged SAR distributions in coronal and transverse
planes. The table (Figure 12I) summarizes the relevant metrics.

The birdcage with magnetic shield has 27% lower B1
+ magnitude

and 33% lower peak local SAR resulting in a SAR efficiency
(average B1

+/√peak SAR) that is 11% lower. However, the
magnetic shield does increase homogeneity by 13%.

FIGURE 10 | Overview of results obtained using 8Tx birdcage with SRS. Left: simulated B1 distributions (A,B) and 10-g averaged SAR distributions (D,E)
comparing the 8Tx birdcage with SRS to a conventional 2Tx birdcage with PEC shield. (G) Table summarizing metrics computed from simulated fields. All simulated
fields are normalized to 1 W accepted power. Right: In-vivo results obtained using 8Tx birdcage with SRS. (C) Anatomical image. (F) DREAM-B1 map obtained with
1,257 W of accepted power.

FIGURE 11 | 16Tx PMC-birdcage. (A) Simulation geometry. The locations of the ports are denoted by red dots in the rungs. The magnetically conducting part of
the shield is shown in blue, and the yellow part is modeled as PEC. The cylindrical phantom (εr � 46, σ � 0.5 S/m) is shown in purple. (B) Average B1

+ as a function of
endring reactance. The ports were simulated as harmonic current sources, driven in quadrature. The field was evaluated in a spherical volume of 300 mmdiameter about
the isocenter and normalized to 1 W of accepted power.
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Figure 13 shows field distributions similar to Figure 12, but
this time, the model’s arm has been repositioned such that it is
close (8 mm) to one of the endrings. The bottom row shows that
this causes a local SAR hotspot to appear in the lower arm when a
conventional shield is used but not with a magnetic shield. The
birdcage with magnetic shield again yields lower (25% less) B1

+

per unit power, but the peak local SAR is almost three times
higher with the conventional shield. This results in the birdcage
with magnetic shield having a 27% higher SAR efficiency, as can
be seen in table (Figure 13I). Additionally, the magnetic shield
again results in a slightly more homogeneous (6%) transmit field.

DISCUSSION

The Split Ring Shield
The resonator length of 360 mmwas chosen as a tradeoff between
300 and 420 mm. Of course, various strategies can be employed to
reduce the resonance frequency of the resonators without
increasing their total length, and there exist MRI applications
where a 420 mmFOV is desired, but these are outside the scope of
this proof-of-concept study. However, note that scaling these
dimensions by 7/3rd results in 840 mm long resonators (and
fields extending equally far in z-direction) at 3 T, so if applied at

3 T, the current implementation would have to be adapted to
reduce resonator length.

In both bench measurements and simulations, the SRS
significantly reduces the rate at which the field of a dipole
antenna decays. However, its behavior somewhat differs from
that of a PMC. The field of the dipole with PMC closely
resembles that of the unshielded dipole antenna. This is
expected, as the field produced by two closely located in-
phase current sources is essentially the same as the field
produced by a single current source. More surprising is that
the SRS outperforms the unshielded situation over a large
bandwidth. This may be caused by the fact that the SRS is
longer than the dipole, and the resonators of the SRS carry
current over their total length. Thus, the spatial extent of the
current that generates the field is larger, resulting in less
rapid decay.

Overall, the SRS behaves like a magnetic shield at 300 MHz in
the sense that it reduces the decay rate of the field produced by a
dipole antenna, when compared to a conventional copper shield.
Additionally, the SRS reduces the current of the dipole antenna,
increasing the amount of field generated per unit current.
However, by design, the magnetic conductivity of the SRS is
anisotropic: if the source current is not oriented parallel to the
resonators of the shield, no magnetic conductivity is seen.

FIGURE 12 | Field distribution in the birdcage coils with conventional [PEC, (A,B,E,F)] and magnetic [PMC, (C,D,G,H)] shield. The top row shows coronal (A,C)
and transverse (B,D) slices of the B1

+ distribution. The bottom row shows maximum intensity projections of the 10-g averaged local SAR distributions projected to the
coronal (E,G) and transverse (F,H) plane. The table (I) summarizes important metrics calculated from the fields. Maximum current values are found in the endrings of the
PEC-birdcage but in the rungs of the PMC-birdcage. All fields are normalized to 1 W of accepted power.
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The Loading Problem and Multi-Transmit
Birdcages
A drawback of the magnetic shield is that the resistance due to
loading is increased. In a birdcage coil with conventional shield,
the energy delivered by the port is allowed to propagate around
the birdcage in the azimuthal direction with little loss due to
loading. The propagating waves form a distinct resonance mode
setting up the desired sinusoidal current pattern. With a magnetic
shield but without loading, this is still the case, as shown in
Figures 6, 8. However, when the birdcage with magnetic shield is
loaded, the resistance increases dramatically. This follows from

the definition of resistance as R � deposited power
|Icoil|2 � ∫∫∫ σ |E|2dV

|Icoil|2 �∫∫∫ σ ∣∣∣∣∣∣∣ E
Icoil

∣∣∣∣∣∣∣2dV . With a magnetic shield, the birdcage coil becomes

much more efficient in terms of RF field magnitude per unit
current. This applies to the B1

+
field but also to the electric field.

For a coil with magnetic shield, the term E/I in this definition of
resistance increases and therefore the resistance increases. This

results in stronger losses as the energy propagates in the
azimuthal direction. With a magnetic shield in the loaded
situation, the losses are so severe that the desired sinusoidal
current pattern nearly disappears and instead the current tends to
take the shortest path: a local loop-like current that flows through
the rungs adjacent to the port. This loop-like current also
generates B1 but only very locally. Moreover, it is ∼90° out of
phase with what is left of the desired sinusoidal current. This
results in an inhomogeneous B1 field. Thus, a birdcage with PMC
shield driven in quadrature with two ports performs poorly
because the desired resonance mode with sinusoidal current
pattern cannot be achieved.

In situations with weaker loading than described in this
work (e.g., children in a 3 T scanner whole body birdcage, a
head in a 400 mm birdcage at 7 T or small animal scanners
[28]), this loading problem will be less severe. The energy can
propagate in the azimuthal direction without too much losses,
which results in a sinusoidal current pattern over the rungs. An

FIGURE 13 | Same as Figure 12, except for the fact that the model now has his hand close (∼8 mm) to one of the endrings. Field distribution in the birdcage coils
with conventional [PEC, (A,B,E,F)] and magnetic [PMC, (C,D,G,H)] shield. The top row shows coronal (A,C) and transverse (B,D) slices of the B1

+ distribution. The
bottom row shows maximum intensity projections of the 10-g averaged local SAR distributions projected to the coronal (E,G) and transverse (F,H) plane. The table (I)
summarizes important metrics calculated from the fields. Maximum current values are found in the endrings of the PEC-birdcage but in the rungs of the PMC-
birdcage. All fields are normalized to 1 W of accepted power.
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example is provided by Lezhennikova et al. [27] where a
400 mm diameter birdcage coil with magnetic shield loaded
by a human head at 7 T did not severely disrupt the sinusoidal
current pattern.

As a solution, we propose a multi-transmit birdcage with one
port in each rung, which allows us to enforce the CP-mode,
regardless of loading. An eight-channel birdcage with 300 mm
diameter, shielded with the SRS, has been constructed and
successfully used for imaging at 7 T. Simulations show this
8Tx birdcage with SRS has similar performance as a
conventional birdcage of the same dimensions. It achieves
slightly lower average B1 with a lower peak SAR value,
resulting in a slightly higher SAR efficiency, but the
differences are small. Both in simulations and in vivo, the 8Tx
birdcage with SRS achieved B1 amplitudes ranging from 0.23 to
0.45 μT (normalized to 1W accepted power), providing
confidence in the validity of the simulated fields. Due to the
anisotropic magnetic conductivity of the SRS, it exhibits a
different surface impedance for the z-oriented currents in the
rungs than for the azimuthally oriented currents in the endrings.
For this reason, the table (Figure 10G) vshows the maximum
values of rung and endring currents separately. Compared to the
conventional birdcage, the current in the rungs is much lower, but
the current in the endrings is actually higher with the SRS. This
strongly mitigates the benefit of the magnetic shield in this
specific case: in Figure 10E, we see the peak SAR value occurs
in the leg close to the endring. This implementation of a birdcage
with magnetic shield is therefore suboptimal for reducing SAR
hotspots. However, it does successfully demonstrate the feasibility
of a birdcage with magnetic shield using a multi-transmit drive
configuration to enforce the CP mode with a sinusoidal current
pattern over the rungs.

The 16Tx Birdcage With PMC Shield at
3 Tesla
This work explored the use of a magnetic shield to improve the
performance of a birdcage body coil at 3 T. The main advantage
provided by a magnetic shield is an increased efficiency in terms
of B1

+ per unit current. A conventional birdcage can create SAR
hotspots close to the endrings due to strong currents. With a
magnetic shield, the currents are lower, which eliminates these
SAR hotspots near the rungs and endrings. The magnetic shield
reduces B1

+ efficiency but substantially reduces peak local SAR if
tissue is present in close proximity to the coil, increasing the SAR
efficiency by 27%. This tissue-near-coil scenario is a potentially
realistic situation since patients are, in principle, free to place their
arms in a position that is comfortable (as long as they do not
create current loops), possibly on the bore lining and close to the
birdcage coil.

The current IEC guidelines [5] only limit global SAR when a
volume coil, such as a birdcage body coil, is used. However, our
results confirm the findings from other studies [6–12] that local
SAR can reach considerably high levels although global SAR
levels are kept within the limits. Results show that, in particular, a
posture with the hand of the patient close to the birdcage ring
may result in excessively high SAR levels. The same may hold for

obese patients where parts of the body will inherently be close to
the rings. Results have shown that a 16Tx birdcage body coil with
magnetic shield requires much lower currents to reach the same
B1 level, which translates into much more lenient SAR levels in
body parts close to the coil conductors. However, the reduced
transmit efficiency of ∼25% indicates that in order to reach the
same B1

+ level with a magnetic shield, the whole-body SARwill be
∼1.8 times higher.

To investigate the potential benefit of a magnetic shield for a
3 T birdcage body coil, we chose to perform the comparison in an
idealized situation with a PMC shield. No copper losses were
included in any of the simulations. Of course, a physical
implementation of an artificial magnetic conductor is
associated with losses, but the exact loss performance depends
very much on the specific implementation. However, the lower
currents in the birdcage (as a result of field-per-current efficiency)
with a magnetic shield indicate that ohmic losses in the birdcage
coil will be lower if a magnetic shield is used. Furthermore, a PMC
reflects incoming electromagnetic waves from all incident angles
and polarizations with perfect 0° phase, whereas AMCs have a
reflection coefficient of which the magnitude and phase depend
on the incident angle and polarization. Often times, a tradeoff
exists between losses, angle independence, and thickness of the
structure. Based on AMC implementations at higher field
strengths [23–26], we suggest a patch-based approach with
vias, but more research is needed to determine which AMC
structure would be most suitable for MRI. For example, the
implementation by Chen Zhichao [23–25] uses a thicker
structure, but the implementation by Chen Haiwei [26] might
be more lossy due to the presence of lumped capacitors.

The practical realization of a 16Tx birdcage body coil with
magnetic shield is first of all impeded by the clinical workflow,
which does not allow the adaptation of any of our scanners.
Without this obstacle, it would still pose a considerable
engineering challenge. The 16Tx drive could be achieved using
a Butler matrix to distribute the power over the rungs. Note that
while the coupling between ports is relatively low due to the
increased load with magnetic shield, still coupling levels of up to
−6 dB are present (see Supplementary Figure S2). Therefore, the
matching circuits in each rung need to be designed such that they
negate all reflections caused by coupling for one particular drive
setting (CP-mode). By employing current sources driven with
fixed phases, this simulation study essentially mimics perfect
matching conditions and considers only the effect of the
magnetic shield itself.

By using a PMC as a magnetic shield and assuming perfect
matching conditions for the 16Tx setup, we have assumed two
“best case” scenarios for our birdcage with magnetic shield. Still
the final result is ambiguous: Though the 16Tx PMC-birdcage
successfully reduces SAR hotspots in the periphery, the reduced
transmit efficiency makes the coil inferior for most applications.
Note that imperfections in realistic magnetic shield
implementations may further deteriorate the efficiency as
reported here.

The birdcage coil dimensions used in this work were derived
from an actual 3 T system. Dimensions with the conventional and
magnetic shield were kept the same to study the effect of the
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magnetic shield only. However, the 16Tx birdcage coil with
magnetic shield yields a remarkably large field-of view in the
z-direction of almost 1 m. This explains the lower B1

+ efficiency
for the birdcage coil with magnetic shield. Subsequent efforts will
focus on adaptations of the system such that more field focusing is
achieved with a magnetic shield. However, preliminary findings
(shown in the supplementary material under “Additional
Setups”) indicate that this is not trivial. Reduction of the
birdcage dimension and/or the shield length do not suffice
(see Supplementary Figure S3). There are situations where
this longer B1 field is advantageous, such as whole-body
imaging. At higher field strengths, the “long” transmit field of
a magnetically shielded coil becomes comparable to the FOV of
the scanner, and similar transmit efficiencies can be achieved with
a magnetic or conventional shield, as shown in The loading
problem and multi-transmit birdcages (Figure 10). However,
for a typical 3 T birdcage, the FOV is maximally 500 mm, and
a B1 field that extends for almost 1 m in z-direction is not efficient.

One might argue that the investigated 16Tx birdcage is similar
to a phased array of dipoles and that similar performance gains
(improved SAR efficiency and homogeneity) can be achieved in a
simpler way using dipoles and a magnetic shield. However, in our
16Tx birdcage, the endrings do carry some current (albeit much
less than with a conventional 2Tx birdcage), which adds to the
produced B1 field. Simulations show that plain dipoles with a
magnetic shield perform worse than our 16Tx birdcage with a
magnetic shield, which can be seen in Supplementary Table S1.
This indicates that some capacitive coupling between the rungs
through the endrings still adds to the B1

+ efficiency.
Since a conventional birdcage is shown to exhibit SAR

hotspots close to the endrings, one might argue that removing
the ports from the endrings and placing a port in each rung is
already enough to remove these hotspots, without the need for a
magnetic shield. We have performed additional simulations to
show that this is not the case. As can be seen in Supplementary
Table S1, a 16Tx birdcage with conventional shield and a port in
each rung performs worse than a regular 2Tx birdcage.

Maximum current values are found in the endrings of the
PEC-birdcage but in the rungs of the PMC-birdcage. We realize
that the model’s hand is positioned close (<1 cm) to one of the
endrings and not necessarily close to the rungs (∼4.5 cm),
possibly resulting in a bias towards the PMC-birdcage where
the rungs carry most current. To test this, we have performed the
same simulations again but with Duke rotated such that his hand
is now close to the rung as well. The results (shown in
Supplementary Figure S4) were slightly different but did not
change the significance of our results.

The purpose of this study was to investigate whether the
application of a magnetically conducting shield could improve
the performance of a birdcage coil. Other studies [22–26] have
demonstrated improved performance for local transmit antennas
by using a magnetically conducting shield, but for the birdcage
coil at 3 T, this has not been investigated. Lezhennikova et al. [27,
28] have investigated potential improvements of birdcage coils
with a magnetic shield under weaker loading conditions, where
no adaptation to the driving scheme is required. However, they
have not investigated potential SAR hotspots in any scenario

where tissue is present close to one of the conductors, which was
the focus of this work. Our results indicate that the magnetic
shield substantially reduces the current required to produce B1

+

field, which reduces the strong electric fields near the coil.
However, birdcage coils traditionally use a resonant mode to
set up the desired current pattern efficiently. The improved
current efficiency of the magnetically shielded birdcage
associated with increased load resistance severely dampens the
resonant mode. Therefore an alternative driving scheme is
employed to restore the CP mode. The magnetic shield
reduces peak local SAR by a factor of three in a tissue-near-
coil scenario. However, in both the standard scenario and the
tissue-near-coil scenario, the magnetic shield reduces the B1

+

efficiency from 0.20 to 0.21 to 0.15 µT/√W. Thus, using a
magnetic shield reduces the SAR efficiency (B1

+/√ peak local
SAR) from 0.52 to 0.47 µT/√(W/kg) in the standard scenario,
but it increases the SAR efficiency from 0.38 to 0.48 µT/
√(W/kg) in the tissue-near-coil scenario. Nevertheless, for
general applications where a large field of view is not
required, the magnetically shielded birdcage body coil is still
inferior to a conventional birdcage body coil because of the
reduced B1

+ efficiency and concomitant increased global SAR
levels.

CONCLUSION

The birdcage body coil with a conventional (electric) shield
requires large currents to reach sufficient B1

+ inside the
patient. These large currents may cause severe SAR hotspots
in parts of the patient that are close to the birdcage endrings.
This study explores the possibility of improving a birdcage
body coil using a magnetic shield. A magnetic shield using split
ring resonators, suitable for MRI at 7 T, is developed and
tested. Magnetic shields make antennas much more current-
efficient, which reduces the required current amplitudes.
However, this larger efficiency also results in severely
increased loading of the coil. In the case of a birdcage coil,
this dampens the required operation mode. This can be
addressed by driving the birdcage coil at each rung
separately, resulting in a multi-transmit birdcage coil. The
feasibility of this concept is demonstrated by constructing an
8Tx birdcage with magnetic shield at 7 T. Its feasibility is
demonstrated by in vivo leg imaging while FDTD simulations
show that the magnetic shield birdcage has similar B1

+

efficiency and larger SAR efficiency than a conventional
birdcage counterpart. At 3 T, a simulation study comparing
a 16Tx birdcage coil with magnetic shield to a conventional
2Tx birdcage coil has been conducted for a standard imaging posture
and a posture where the hand of the patient model is positioned close
to the endring (tissue-near-coil scenario). Results show that local SAR
hotspots in extremities close to the endrings can be avoided using a
birdcage with magnetic shield. However, the increased longitudinal
field of view results in reduced transmit efficiency, which effectively
renders the magnetically shielded birdcage coil as presented in this
study still inferior to the current state-of-the-art for general
application.
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Interelement Decoupling Strategies at
UHF MRI
Irena Zivkovic*

Electrical Engineering Department, Technical University of Eindhoven, Eindhoven, Netherlands

Moving to the ultrahigh field magnetic resonance imaging (UHF MRI) brought many
benefits such as potentially higher signal-to-noise ratio, contrast-to-noise ratio, and
improved spectral resolution. The UHF MRI regime also introduced some challenges
which could prevent full exploitation of mentioned advantages. A higher static magnetic
field means increase in Larmor frequency, which further implies the shorter wavelength in a
tissue. The shorter wavelength causes interferences of the RF signal and inhomogeneous
excitation, which can be partially resolved by the introduction of the multichannel coil
arrays. The biggest problem in UHFmultichannel densely populated arrays is the existence
of the interelement coupling, which should be minimized as much as possible. This article
presents the nonconventional, recently developed decoupling techniques used in
UHF MRI.

Keywords: decoupling, UHF MRI, RF coils, MRI arrays, interelement decoupling

INTRODUCTION

Moving to the ultrahigh field regime brought many benefits such as increased signal-to-noise ratio
(SNR), contrast-to-noise ratio (CNR), and spectral resolution [1–8]. With a higher static magnetic
field, the Larmor frequency increases and wavelength in a tissue decreases. Shorter wavelength in a
tissue causes constructive and destructive interferences which cause inhomogeneous excitation,
lower SNR, and even signal voids. Introduction of parallel transmit (pTx) systems with individually
controllable amplitudes and phases of each channel helped in solving the interference problems [4,
9–12]. Multichannel arrays allowed homogeneity shimming of the transmit field in a region of
interest and accelerated acquisition. Very often, the individual elements in multichannel arrays are
closely spaced, and due to the magnetic flux linkage and stray capacitance emanating from the coils,
the problem of interelement coupling arises. The coupling manifests as induced voltage across the
terminals of input ports of individual elements in the array. This produces an unwanted tertiary
magnetic field, and as a result, the corresponding reflection coefficient measured at the input of the
coupled terminals shows “mode splitting.” The coupling of more than two coils will produce
additional modes in the frequency spectrum which will manifest in both reflection and transmission
coefficients. The coupling is a big issue for transmit-only or transmit-and-receive (transcieve)
systems because it dramatically reduces the efficiency and influences the shimming capabilities of
pTx systems. However, for receive-only coils, the increased coupling increases noise correlations and
has an effect on the g-factor.

The most common coil elements in MRI but also at UHF are loop coils. Widely used decoupling
techniques of loop elements are partial overlapping [13], preamplifier decoupling [14], and
introduction of the inductive [15] and capacitive networks [16, 17] between the elements. In the
work in reference [18], it was demonstrated that at 9.4T, it is possible to decouple an eight-channel
loop array only by partial overlap of the elements. It is shown that at 9.4T and for a given size of a loop
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element, there is an optimal overlap which minimizes both
resistive and reactive couplings at the same time. Overlapping
of loops allows using of loops with increased diameter.
Overlapped loops with increased diameters have increased
penetration depth compared to the gapped loops. Overlapping
also eliminates a signal void present in the gaps of nonoverlapped
loops which improves peripheral SNR (which is associated with a
greater loop size). On the receive side, overlapped loops have
reduced g-factor but only for higher accelerations [18].

Beside loops, other common elements used in UHF
multichannel arrays are dipole and monopole antennas,
microstrip elements, and recently proposed shielded-coaxial-
cable (SCC) coils. Decoupling strategies developed for loop
coils do not easily translate to nonlooped elements; thus, some
novel techniques have been introduced.

In this review article, the latest developments in interelement
decoupling techniques of the mentioned array elements at UHF
will be described.

INDIVIDUAL COIL DESIGN FOR IMPROVED
INTERELEMENT DECOUPLING

Shielded-Coaxial-Cable Coils—Decoupled
Elements Per Se
The shielded-coaxial-cable (SCC) coil has recently been proposed
for use at UHF [19, 20]. The SCC coil is made of a coaxial cable
with the shield interrupted at one point and with the central

conductor interrupted at the opposite point of the shield
interruption. The SCC coil design is very similar to that of the
high impedance coil [21]. The main difference is in the matching
circuit; in the high impedance coil [21], there is a parallel inductor
across the feed port, while in the SCC coil design [19, 20], there is
a parallel capacitor (the matching circuit contains only
capacitors). The use of a matching capacitor versus an
inductor influences the coupling properties of the coil. The
high impedance coil [21] needs preamplifiers for additional
decoupling and for that reason is proposed for use as a
receive-only element for hand imaging. The SCC coil is a
highly decoupled element, and there is no need for any
additional decoupling. Multichannel arrays built with SCC
coils are shown in Figure 1. The SCC array elements can be
used as both transmit and/or receive elements since their
decoupling property does not depend on pre-amplifiers or
partial overlapping. Those elements are flexible—the coils can
be bent, elongated (Figure 1A,C), and overlapped while
maintaining the high interelement decoupling without
compromising the performance of the coil. A constructed neck
array, for example, consists of five SCC elements placed on flexible
foam [20] and can conform to different neck sizes without
elements being detuned. Likewise, a five-channel array was
constructed for hand imaging [19]. SCC elements were
attached to the glove. Due to the hand geometry, every SCC
element was elongated, and in a final setup, when the glove with
the attached SCC elements was placed on a hand, individual
elements, besides being elongated, were also partially overlapped.
Even in this extreme case, the tuning and matching were not

FIGURE 1 | Fabricated SCC coils and arrays with SCC coil elements. (A) Round SCC coil, (B) schematics of the SCC element, (C) elongated SCC coil, (D) 8-
channel knee array, (E) 5-channel hand array, and (F) 5-channel neck array. This Figure was partially adapted from [19].

Frontiers in Physics | www.frontiersin.org October 2021 | Volume 9 | Article 7173692

Zivkovic UHF MRI Array Decoupling

137

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


altered. The diameter of the proposed SCC coil was around 10 cm
in all presented examples of arrays operating at 7T. That size of
the SCC coil seems to be optimal for different imaging regions
(knee, head, neck, hand, etc.). The diameter of the SCC coil
cannot be arbitrary. It can vary from around 8 to 12 cm for
operation at 7T, and there is a need for using techniques for
increasing/decreasing the coil diameter. In the work in
reference [22], it is proposed to introduce multiple gaps on
the shield and/or inner conductor to obtain the desired coil size.
Similarly, in the work in reference [23], different combinations
of multiple gaps and multiple turns were proposed for optimal
operations at different frequencies. Introduction of the multiple
gaps influenced the coupling properties of the coil, which in
turn introduced the need for partial overlap for further
improvement of decoupling [22]. The coupling properties of
the coils proposed in the work in reference [23] were not
investigated.

Self-Decoupled Coils
Recently the self-decoupled coil principle was introduced, based
on the intentional nonuniform distribution of impedances along
a rectangular coil [24]. Relatively large impedance is positioned
opposite the coil feed port, and the rectangular coil behaves as a
hybrid of a dipole and a loop element (Figure 2); thus, the
coupling between the adjacent coils is both electric and magnetic
in nature (they are of the same magnitude but opposite signs).
The current density on a coil’s conductor depends on the
impedance of the corresponding arm, and the current’s
magnitude defines the coupling nature. The concept can be
used for decoupling rectangular coil elements and decoupling
between dipoles and loops (Figure 2). The drawback of this
method is in the required number of lumped elements, the values

of which must be precisely calculated. Also, the relative
orientation of the coils with respect to each other is fixed, and
therefore is not appropriate for flexible arrays.

Microstrip Elements With Meander Endings
In the work in reference [25], microstrip elements are ended with
meandered structures. It is demonstrated that the size of the
meandered structure influences interelement coupling, that is, it is
possible to optimize the size and geometry of themeander for the best
decoupling between the elements. In the optimized case, no
additional decoupling is needed. There are some additional
parameters that can be optimized at the same time as the
meander size, such as distance between the antennas in the array
and the distance from the phantom, for both RF efficiency and
coupling properties. After parametric study, it was concluded that the
medium meander size produces maximum central H-field strength
and optimum decoupling between the elements. This work shows
that alteration of the electrical length of the microstrip elements
changes current distribution along the element, which influences its
coupling properties. Similar strategies can be applied on linear coils
such as dipole and monopole antennas.

PASSIVE STRUCTURES AND
METASURFACES FOR IMPROVED
DECOUPLING

Induced Current Elimination or Magnetic
Wall Decoupling Method
The use of induced current elimination or magnetic walls has been
proposed as a decoupling method for transmission lines [26], loops

FIGURE 2 | (A) Schematics of a pair of decoupled coils. (B) Simulated vector current distribution of magnetic-dominant and electric-dominant coupling. (C)
Schematics of a loop–dipole decoupling array. (D) Simulated vector current distribution of a loop-mode and dipole-mode coupling achieved by adjusting the two
C-mode capacitors in a loop. This Figure was reproduced from [24].

Frontiers in Physics | www.frontiersin.org October 2021 | Volume 9 | Article 7173693

Zivkovic UHF MRI Array Decoupling

138

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


[27], and monopole [28] and dipole [29, 30] elements. To reduce the
mutual coupling, a magnetic wall is inserted between elements in the
form of a passive element. The magnetic wall operates as a stopband
between the terminals of the coils and eliminates the transmission of
energy between the two individual channels. This technique is
especially attractive for elements that cannot be partially
overlapped or decoupled by using inductive or capacitive networks.
In the example of two monopole elements [28], the decoupling
element is inserted between the active elements. The decoupling
element is a passive monopole element connected through the
capacitor to the common ground plane of the two active elements.
A similar strategy is also used for loop and microstrip elements [26,
27]. The passive loops andmicrostrip elements are placed between the
two active elements. The electromagnetic field from the active
elements induces current into the inserted passive element, and in
that way, the coupling between the active elements is reduced. In the
work in reference [30], decoupling of two or three active dipoles by
insertion of one passive (parasitic) dipole between them has been
demonstrated. For a dense array where the distance between the
elements is less than one tenth of a wavelength, the decoupling
condition differs. This method of decoupling shrinks the
operational bandwidth of dipoles. The drawback of this method is
in affecting the primary RF field. An additional RF field produced by
the inserted passive elements interferes with the primary RF field and
reduces the efficiency of the array and/or decreases the primary field
homogeneity.

As another example [31], decoupling of meander microstrip line
elements with parasitic elements is shown. Conductivity of the sample
creates common current paths within the sample, and coupling has
resistive (real) and reactive (imaginary) components. The common
impedance should be equal to 0 for the completely decoupled case. It
must be mentioned that the RF array [31] is surrounded by the RF
shield (to be isolated from the gradients and the outside environment),
which also has the effect of reducing coupling.

Decoupling of Dipole Antennas—EBG
Structures, Stacked Resonators, and
Metasurfaces
Dipole antennas are very popular antennas at UHF MRI, especially
for use as array elements for body imaging. Dipole elements are linear
elements, and therefore, decoupling techniques such as geometrical
decoupling cannot be applied. There have been several dipole
decoupling techniques proposed recently: decoupling with the
electromagnetic bandgap (EBG) structures [32], decoupling with
stacked resonators [33], and decoupling with metasurfaces [34].

The EBG structures are periodic structures with subwavelength
periodicity. The EBG effect prevents all surface modes in a certain
frequency band from propagating. In the work in reference [32],
the finite EBG structure containing mushroom-type metasurface
elements has been designed and positioned between dipole antenna
elements. The position of the EBG structure was optimized for the
best decoupling between the two elements.With this technique, the
interelement decoupling is improved while the biggest drawback is
reduced transmit efficiency.

As a decoupling strategy of dipole-type antennas, passive
stacked magnetic resonators (SMRs) have been proposed [33].

The design of the SMR structure was inspired by metamaterial
structures and consists of several open loops which end with
capacitive gaps. Improved decoupling is achieved when more
layers are positioned between the coils.

Decoupling of dipole antennas using metasurfaces without
distortion of the transmit field has been proposed in the work in
reference [34]. The metasurface is a periodic structure which
consists of five parallel resonant wires and is a continuation of the
work presented in reference [30]. Compared to decoupling with a
single resonant wire [29], in the proposed metasurface, it is
possible to excite higher-order coupled modes. The single wire
acts as a scatterer and produces a strong parasitic resonance. In
the work in reference [34], the transmit field of the coil has been
studied in the cases without decoupling elements and with one
and five resonant decoupling elements. It is shown that adding
more resonant elements improves the isolation between the
channels without distorting the transmit RF field.

Another decoupling technique applied to dipole and
monopole types of antennas is cloaking. In the work in
reference [35], the dipole antennas were cloaked with two
metasurfaces consisting of N vertical metallic strips. In the
work in reference [36], two monopole-type antennas operating
at different frequencies were cloaked with two embedded
elliptically shaped metasurfaces. The efficiency depends on the
number of linear elements in the array, as this constrains the
distance between them. For distances less than 1/30th of lambda,
the proposed techniques do not work.

Similar to the use of meandered structures at the end of
microstrip elements [25] to alter electrical length and current
distribution, it is proposed [37] to fold dipole antennas. The
eight-element array consisting of folded dipole-type antennas for
head imaging has been proposed. It was shown that folding of the
dipole element and use of the RF shield close to the folded part
can decouple the array elements sufficiently. The mutual
inductance is defined by the distance of the dipoles to the RF
shield and the length of a folded portion of the dipole element.
The optimal decoupling value, S12, can be achieved for various
combinations of height and the portion of the folded dipole. The
bending and folding of the dipole element “takes away” the
current on the element which directly influences coupling
between the elements. Different array configurations with
different elements were examined, such as bent dipole, straight
dipole, 10-mm folded bent dipole, 30-mm folded bent dipole, and
10-mm straight folded dipole. All those arrays were simulated
with and without the RF shield. The parameters such as SAR and
transmit efficiency and averaged coupling coefficients over all
eight elements were observed, and the most optimal array
configuration was the one with the 30-mm bent folded dipole.

DISCUSSIONS

In this review, we presented the most recent developments in
interelement decoupling strategies for application in
multichannel array design for operation at UHF MRI. The
loop element is one of the most used coils in MRI, but at
UHF, other elements, such as dipole and monopole antennas,

Frontiers in Physics | www.frontiersin.org October 2021 | Volume 9 | Article 7173694

Zivkovic UHF MRI Array Decoupling

139

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


microstrip coils, and shielded-coaxial-cable coils, were proposed.
For newly proposed elements, traditional decoupling techniques
cannot be applied. To improve decoupling between the elements
at UHF, two strategies could be recognized: 1) use of advanced
element design (a shielded-coaxial-cable SCC coil, self-decoupled
elements, microstrip elements with a meandered structure at the
end, etc.) and 2) development of new decoupling techniques
(inclusion of the passive elements, metasurfaces, RF shields, etc.).
The advanced element design reduces coupling between the
elements by adjusting the geometry and the design concept of
the element itself. The shielded-coaxial-cable coil has been
proposed as a highly decoupled element, and operation of
several arrays at 7T were demonstrated. The optimal coil
diameter at 7T is around 10 cm and cannot be increased/
decreased arbitrarily. Self-decoupled coils use intentionally
nonequal impedance distribution along the coil’s conductor,
which defines the current distribution which dictates a
coupling between the neighboring elements. The decoupling
between the neighboring elements is improved while
nonadjacent elements are not solved. The example of a
microstrip element terminated by meanders demonstrates the
possibility of decoupling between the elements by altering the
electrical length of the elements, which further alters the current
distribution and influences coupling.

As a second direction in reducing the coupling between the
elements in an array is the use of passive structures. The basic

principle is the following: the energy that would be transferred
between the active elements is captured by the passive element/
structure placed close to the active elements. The active
elements become isolated from each other. The drawback of
this technique is the existence of the secondary RF field
produced by the passive element/structure which can reduce
the radiation efficiency of the active array. In the work in
reference [34], it is shown that the higher number of passive
elements and their proper spacing can reduce interaction with
the transmit RF field. Passive decoupling structures could also
interfere with the receive array elements (in transmit-only
receive-only (ToRo) configurations) since the passive
elements are not detuned.

Some of the latest developments in the interelement
decoupling at UHF were mentioned and discussed. Table 1
summarizes the mentioned coil types and related decoupling
methods with the main advantages and disadvantages. There is
still room for improvement in designing both elements for the
lowest coupling and optimal passive structures to reduce
interelement coupling.
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An Unmatched Radio Frequency
Chain for Low-Field Magnetic
Resonance Imaging
Joshua R. Harper1*, Cristhian Zárate2†, Federico Krauch2†, Ivan Muhumuza3, Jorge Molina2,
Johnes Obungoloch3 and Steven J. Schiff 1,4,5

1Center for Neural Engineering, Department of Engineering Science andMechanics, The Pennsylvania State University, University
Park, PA, United States, 2Laboratory of Mechanics and Energy, Department of Engineering, National University of Asunción,
Asunción, Paraguay, 3Low Field MRI Lab, Department of Biomedical Engineering, Mbarara University of Science and Technology,
Mbarara, Uganda, 4Department of Neurosurgery, The Pennsylvania State University, University Park, PA, United States,
5Department of Physics, The Pennsylvania State University, University Park, PA, United States

Magnetic Resonance Imaging (MRI) is a safe and versatile diagnostic tool for intracranial
imaging, however it is also one of the most expensive and specialized making it scarce in
low- to middle-income countries (LMIC). The affordability and portability of low-field MRI
offers the potential for increased access to brain imaging for diseases like Hydrocephalus
in LMIC. In this tutorial style work, we show the design of a low powered and low cost radio
frequency chain of electronics to be paired with a previously reported prepolarized low-field
MRI for childhood hydrocephalus imaging in sub-Saharan Africa where the incidence of
this condition is high. Since the Larmor frequency for this system is as low as 180 kHz, we
are able to minimize the impedance of the transmit coil to 5 ohms rather than match to 50
ohms as is traditionally the case. This reduces transmit power consumption by a factor of
10. We also show the use of inexpensive and commonly available animal enclosure fencing
(“chicken wire”) as a shield material at this frequency and compare to more traditional
shield designs. These preliminary results show that highly portable and affordable low-field
MRI systems could provide image resolution and signal-to-noise sufficient for planning
hydrocephalus treatment in areas of the world with substantial resource limitations.
Employment of these technologies in sub-Saharan Africa offers a cost-effective,
sustainable approach to neurological diagnosis and treatment planning in this disease
burdened region.

Keywords: low field MRI, low cost, low power, prepolarization MRI, low- to middle-income countries,
radiofrequency, sustainable MRI, portable

1 INTRODUCTION

Magnetic Resonance Imaging (MRI) is one of the safest and most versatile biomedical imaging
methods available. Higher field strength systems (> 1.5 tesla) can produce increased signal-to-noise
pushing voxel size as low as hundreds of micrometers [1]. However, this capability comes at a cost of
at least $1M per tesla [2] making these high-field systems inaccessible to those in low-to-middle
income countries (LMIC). The unequal distribution of MRI and other medical technologies
throughout the world has been well documented [3]. Even when technology such as MRI is
introduced into LMIC through donation or purchase, more than half typically falls into disrepair and
more than a quarter may never even be operational [4]. This is due to the lack of spare parts,
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consumables, trained technical staff, or reliable power in addition
to the high initial cost of acquisition [5]. A sustainable solution is
necessary if diagnostic imaging is to be a useful tool for clinical
practice in LMIC.

The term “sustainability” has been used in many different
contexts, even as it relates to medical care. Following a review of
the uses of “sustainability” in medical research in which the
authors attempted to aggregate the most common definitions
used, this work most closely matches the category of “Continued
program activities” [6]. Here we invoke “sustainability” in the
most literal sense—we need technology that can operate in LMIC
in the long term.

A condition representing high clinical need in LMIC is
childhood hydrocephalus. Globally there are an estimated
400,000 new cases of pediatric hydrocephalus per year with
over 90% in LMIC [7]. In sub-Saharan Africa where post-
infectious hydrocephalus is most common, there are
approximately 180,000 new cases per year [8]. These infants
require treatment to survive. In Hydrocephalus there is a buildup
of cerebrospinal fluid around the brain and within the ventricles,
creating excess intracranial pressure. It is treated with either
ventriculoperitoneal shunting [9, 10] or endoscopic third
ventriculostomy (with or without choroid plexus cauterization,
ETV-CPC) [11, 12]. For treatment planning, computed
tomography is often employed in LMIC since it provides good
spatial resolution and contrast between brain and CSF, and is less
costly than high-field MRI, however the ionizing radiation
associated with this technology has been shown to be a high
risk especially for infants [13]. Ultrasound can be a useful tool,
but only before the first year of life when the skull begins to fuse
[14]. Fortunately, the imaging needs for hydrocephalus treatment
planning are relatively straightforward—clinicians must visually
separate CSF from brain with enough confidence to plan surgery.
While typical high-field images can provide sub-millimeter voxel
spacing, we have suggested that considerably larger voxels (3 ×
3 × 10 mm3) could be sufficient for treatment planning [15]
opening the door for the use of low-field MRI technology.

There has been recently renewed interest in clinical low-field
MRI as an affordable and portable alternative to high-field
imaging. Permanent magnet systems with main field
strengths of 50 milli-tesla [16], 80 milli-tesla [17], and
64 milli-tesla [18] have all shown capability for clinically
relevant brain imaging at varying levels of portability and
cost. The system described by O’Reilley et al. (2020) has been
made available in an open source forum for an estimated cost of
10,000 euros (https://www.opensourceimaging.org/project/
halbach-array-magnet-for-in-vivo-imaging/). Coil-based low-
field MRI offers another potential route to sustainable
clinical imaging at even lower field strength. Work by Ref.
[19] has shown impressive images of brain using a large
Helmoltz coil design (220 cm diameter) with field strength of
6.5 milli-tesla. Although this system produces quality human
brain images with a coil-based low-field MRI, it is not portable
and consumes more than 4 kW of energy to generate the main,
static field. Previous work from our group has described a pre-
polarized low-field MRI (PMRI) specifically designed to assist
with treatment planning for infant hydrocephalus in Uganda

[15]. Details of this specific magnet design are discussed in Ref.
[15] and in further general detail in Refs [20–22].

While the work in Ref. [15] described the magnet design and
testing for the PMRI system, the present work focuses on the
radio frequency chain (RF chain) of electronics required to
operate the PMRI system. The motivation behind this work
was to design a rugged and low power option for sustainable
operation in low resource countries like Uganda and provide
documentation that can serve as a basic tutorial on how to
implement the RF system. The RF chain is powered using two
12 volt tractor-style lead-acid batteries. We take advantage of the
relatively low operating frequency of 180 kHz to allow
components in our RF chain to remain unmatched to 50 ohm
impedance. This allows the transmit (Tx) coil to be tuned to a
minimum impedance, maximizing the current delivered to the
coil. In addition, we employ commonly available animal
enclosure fencing (chicken wire) as a Faraday shield and
compare the effectiveness over more traditional shielding
options. Finally, we show imaging capability using basic
geometrical phantoms filled with water.

2 MATERIALS AND METHODS

The Drive-L spectrometer developed by PureDevices was used for
our PMRI system. Figure 1A shows the block diagram of the RF
chain which includes a Transmit (Tx) amplifier, a Tx coil, a
tuning network for the Tx coil, a receive coil (Rx), a tuning
network for the Rx coil, a low noise amplifier for the Rx coil
(LNA), and a shield surrounding the system. All analog-to-digital
conversion takes place within the spectrometer.Figure 1B shows
the RF characteristics of the Tx amplifier and LNA. The main
magnet in this system generates a center field of 4.23 milli-tesla
which corresponds to a Larmor frequency of 180.1 kHz.

2.1 Transmit and Receive Coils
Two separate RF coils were used for transmit and receive (Tx and
Rx respectively). A saddle design was chosen for both since these
coils are straightforward to build with copper wire and have a
relatively uniform field. Table 1 shows the parameters of the two
coils used. An initial calibration step is necessary to ensure the Tx
and Rx coil are decoupled. For a two-coil system, decoupling can
be achieved by rotating the coils so that their field directions are
orthogonal to each other. This was done by connecting the Rx coil
to an oscilloscope and passing a 180 kHz signal through the Tx
coil at 5 mVpp with a function generator. When the coils are
strongly coupled the signal amplitude will approach 5 mVpp as
measured by the oscilloscope. Decoupling is achieved by rotating
the Rx coil until a signal amplitude less than a microvolt is visible
on the oscilloscope.

Litz wire has been suggested to be a more efficient wire for low
frequency RF signals since it reduces the loss in current density
along the wire produced by the skin effect. It has also has been
shown to be useful in low field MRI applications [23]. In a circular
conductor, current density is pushed toward the outside edge as
frequency increases due to the changing internal magnetic fields
caused by the alternating signal. This increases the effective
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FIGURE 1 | (A) Block diagram of the RF chain in the PMRI system; (B) RF characteristics of the Tx amplifier and LNA.

TABLE 1 | RF coil properties.

Coil Wire Type Diameter (cm) Length (cm) Turns Impedance (ohms)
@ 180 kHz

Rx 100/36 Litz 10 12 10 1,508
Tx 100/36 Litz 24 25 20 10

FIGURE 2 | RCL circuit. Typical tuning of the RF coil uses a tuning capacitor in parallel (ctune) and a matching capacitor in series (cmatch). In the low-field design, Tx
can be tuned in series, providing minimum impedance, and Rx can be tuned in parallel, providing a higher Q.
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resistance of the conductor. The optimal wire diameter should be
twice the skin-depth of the wire material at the frequency of
operation. A smaller wire also has increasingly small current
carrying capacity, but if many small wires are soldered in
parallel, the current can be split between them reducing the
impedance. The Litz wire used in our PMRI system has 100
strands of AWG 36 wire.

2.2 Tuning Circuits
Both the Tx and Rx coil can be modeled as a resonant resistor-
capacitor-inductor (RCL) circuit. For PMRI, the coil should be
resonant at the Larmor frequency in order to detect the small
signals (μV) resulting from low static magnetic field. A tuning
capacitor is added in parallel with the coil to shift the natural
resonant frequency to the Larmor frequency, as shown in
Figure 2. A matching capacitor is typically added in series to
match the impedance of the coil to 50 ohms. Addition of this
capacitor alters the tuned frequency and one must use an iterative
process to tune and match. In the low-field system at 180 kHz,
matching is not a requirement and it may be desirable to have
minimum impedance in the Tx coil while maintaining a higher
impedance in the Rx coil.

It is a well-established principle in RF engineering that an
impedance mismatch between input and output ports of two
connected RF components leads to reduction in power
transmission efficiency. It has also been shown that matching
impedance of source and load between each component in a
chain of RF electronics provides the most optimal power transfer
efficiency [24]. For historical reasons, most RF electronic
components and cables are impedance matched to 50 ohms.

There are specialized cases where ports and cables are not
matched to 50 ohms. Test equipment that is sensitive to small
voltages may have high impedance (100 Mohm or more) so that
voltage drops preferentially on the input port of the measurement
device. In some audio/video applications 75 ohm transmission
cables and impedance matching is used. For most mid- to short-
wave frequency applications, 50 ohm matching is the standard.

The power attenuation from impedance mismatch comes
from the reflection of the transmitted wave at the input back
to the source or to the surrounding space. When the reflected
wave combines with the incident wave to create standing waves,
peaks and nodes occur along the transmission line. The
measurement of this phenomenon is often called the Standing
Wave Ratio (SWR) [25].

The effect of SWR on efficiency is dependent on
transmission frequency and the length of the transmission
cable [25]. Significant reflections can be avoided if the cable is
much less than one-quarter of the frequency wavelength. This
rule of thumb makes impedance mismatch possible at low RF
frequencies without sacrificing much efficiency. For example,
at our typical operating frequency of 180 kHz, the wavelength
is around 1,600 m. Since the cables used in the PMRI system
rarely exceed 1 m they are not considered “long,” and
therefore energy loss at the load due to reflection at this
frequency is virtually non-existent. This means an
impedance mismatch will not lead to significant power
inefficiencies.

Relaxation of the impedance matching principle provides
more flexibility in designing electronics that are cost-effective
and low power. For example, if the transmit amplifier is not
driving 50 ohms, it could be low voltage and still deliver a useful
amount of current. Since the impedance of a series RCL circuit
has a frequency dependent minimum at resonance, a series
capacitor is used to tune the Tx coil, as shown in Figure 2.
Conversely, the impedance of a parallel RCL circuit has a
frequency dependent maximum at resonance, so the parallel
resonant circuit is used to tune the Rx coil as shown in
Figure 2. By creating a series resonant RCL circuit at the
desired frequency, impedance can be shifted to a minimum
approaching the DC resistance of the Tx coil. Inefficiencies in
passive electronic components and residual skin effect in the wire
of the Tx coil make the impedance higher than DC resistance, but
we were able to tune our coil to 180 kHz at an impedance of 5
ohms, providing a > 5X current increase per signal voltage over
the 50 ohm, impedance matched case.

In our low-field system, a 1 milli-second pulse with a 1 App

current delivers the desired π/2 flip angle. For a coil tuned to
180 kHz with an impedance of 5 ohms, this requires a 5 Vpp

signal, or 25W, compared to the 50 ohm impedance matched
case, which would require 25 Vpp and over 125W. In addition to
an increase in power, the required voltages and increased power
dissipation does carry significant design implications for the Tx
amplifier—namely number of standard op-amps required to
drive the load and number and type of required power sources
for the op-amps.

2.3 Transmit Amplifier
The Tx amplifier was designed to operate with a minimum
impedance Tx coil. The key aspect in designing an RF
amplifier is choice of the correct operational amplifier (op-
amp). For the specific aims of this project the op-amp should
meet the voltage and current requirements of the application,
maintain signal integrity, be as readily available throughout the
world as possible, be of the appropriate size to work without
specialized equipment, and be affordable in low quantities. The
circuit design should also be as simple as possible to allow for
fewer components and low-tech construction or repair.

Texas Instruments (TI) op-amp OPA-549 was chosen to drive
the voltage amplifier. The op-amp data sheet is available on the
Texas Instruments website (www.ti.com) and the circuit design
for the Tx amplifier can be found in the supplemental data. The
op-amp is capable of 8 A continuous output and can be driven by
up to ±30 volt. Open loop gain is linear at the frequency of
intended use and noise voltage density is at a minimum of 70 nV/���
Hz

√
.

Power supply requirements are important to consider in terms
of heat dissipation and rail-to-rail voltage. Consider the case
where one might want to drive a 50 ohm impedance matched RF
coil at 180 kHz with an OPA-549 amplifier. If we want to drive
0.5 A of current we need a 50 Vpp swing (25 volts in each
direction). The rail-to-rail voltage of a differential amplifier
(i.e. the voltage limit in the positive and negative direction
before the signal is clipped) is typically slightly less than the
supply voltage, and is often specified in the op-amp
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documentation. This means, for a single OPA-549, we could
supply this desired signal amplification with a ±30 volt power
supply, but we would need to consider a good cooling strategy for
the op-amp. We would also be utilizing a very small amount of
the available current output for the maximum voltage supply.

Alternatively, we chose to build a bridged amplifier with two
OPA-549 op-amps—one per supply pole. This allows us to divide
the heat dissipation across two op-amps and reduces our need for
cooling. It also maintains the current driving capability while
essentially doubling the rail-to-rail voltage of the amplifier. This
means that we could supply 60 volts to each side (roughly 120
volts rail-to-rail) and even drive the coil with 1 A of current. If
more current is desired, op-amps can be added in series to each
polar side of the design. This designmeets the amplification needs
of our system without requiring forced cooling strategies.

Since the Tx coil in our system was tuned to 5 ohms instead of
50 ohms the power supply strategy can be simplified to two 12
volt supplies. We can supply the OPA-549 with ±12 volt to
produce a rail-to-rail of 20 Vpp, or we can bridge two amplifiers
and supply each with 12 volt and drive a little over 1 A of current
without excessive heat dissipation. This method has a few other
advantages. Many other electronic components in the system are
driven with 12 volt power supplies, which means we can couple
them all to two 12 volt linear power supplies, or power the entire
RF chain using two 12 volt car or tractor batteries. This has many
sustainability advantages when it comes to use in LMIC.

The Tx amplifier is capable of 8 A continuous (10 A peak)
output with a rail-to-rail voltage of around 20 volts before
clipping. The Tx coil was tuned to 5 ohm impedance which
allows for a maximum of 4 A delivered to the coil. For the spin-
echo imaging used in the PMRI system, minimum pulse widths of
between 0.5 ms and 1 ms are typically used for the π/2 pulse with
1 A current. shorter pulse widths could be desirable, in which case
supply voltage can be increased or the amplifier can be bridged to
increase the rail-to-rail voltage.

2.4 Low Noise Amplifier
One of the most important components of the RF chain is the low
noise amplifier (LNA). The LNA is used to amplify the small
signal coming from the receive coil, which can be as low as μV for
PMRI. A good LNA design will add the appropriate amount of
gain over the bandwidth of interest without adding a significant
amount of noise. Unfortunately, it is difficult to tune all of these
parameters simultaneously. A small amount of noise is
unavoidable, since these are active electronic devices
constructed using transistors. For RF signals, transistor
performance depends on source impedance, frequency, and
amplifier gain [26]. In order to optimize noise performance,
matching networks are often used to transform the source
impedance from 50 ohms to the optimal impedance at the
target frequency, often at the expense of gain. For most
applications, the target source impedance is much more than
50 ohms and has been suggested to be closer to 1 kohm [26].

Placement of the LNA within the system can also be
important. Long cables connecting the coil to the input of the
LNA can attenuate signal, add thermal noise, and introduce other
types of noise artifact such as interference from other systems or

movement of wires. The LNA is often placed as close to the coil as
possible, bearing in mind that the strong magnetic fields can
induce unwanted currents through the Hall effect [27].

Lastly, in many receive chains there are other components
after the LNA which could also contribute to the amount of noise
added to signal after reception. This is often referred to as the
noise figure (NF) which is a measure of the noise added to the
signal by a circuit element. As the first electronic component in
the chain, the NF of the LNA dominates that of the other
components and so greatest care must be taken in its design
[27]. For our low-field system, many of these design restrictions
can be relaxed. For example, at 180 kHz a 1 m cable connecting
the Rx coil to the LNA will add very little attenuation and
minimal resistance. Lower frequency also reduces the
likelihood of parasitic capacitance within the board layout, and
so a more relaxed construction approach can be realized.
Unfortunately, most out-of-the-box LNAs are usually
optimized for higher frequency applications and can be quite
expensive.

We designed an LNA to meet the specifications outlined in
Table 2. The actual build specifications are also listed for
comparison. The circuit diagram of the LNA can be found in
Figure 3A. The LNA is an instrumentation amplifier with a
60 kHz bandwidth Butterworth filter centered at 180 kHz on the
output.

The choice of op-amp for the LNA is the most important
aspect of the design architecture. A single-ended op-amp has a
single input and output, both referenced to ground. This creates a
simple architecture, but does not reject common mode signals
arising from interference on signal lines. A differential amplifier
has differential input and output. The output becomes the gain
times the subtraction of the two input lines. This means any signal
common to both lines will be removed from the output, which is
useful in high external noise scenarios [28].

Instrumentation amplifiers have all the benefits of a differential
amplifier with the added benefit of single-ended output and, often,
lower noise [29]. An instrumentation amplifier op-amp (INA-103)
from Texas Instruments (TI) was chosen for the LNA design. The
instrumentation amplifier has three internal op-amps. The two
input amplifiers act as differential input rejecting commonmode at
a common-mode rejection ratio (CMRR) of 100 dB. The third
stage combines these signals and delivers a single ended output
referenced to ground. Another useful feature is that gain is set by
adding a single external resistor at pin 14, while the internal
feedback resistors are laser-trimmed (3 kΩ ± 0.1%) which
provides excellent gain balance between the internal differential
stages. INA-103 has excellent noise performance for source
impedance below 10 kΩ. In addition, the amplifier acts as low-
pass filter for frequencies above 1MHz. This is useful for
eliminating high frequency noise, but with an operating
frequency at 180 kHz we chose to add a bandpass filter as well.

An active fourth-order Butterworth bandpass filter with two
stages was designed and added to the output of the LNA, as can be
seen in the circuit diagram in Figure 3B. At high frequencies,
passive filters are often designed using reactive elements such as
inductors and capacitors. At low frequency, the inductor values
can become too large to be practical, adding unwanted time
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delays in the circuit, and so active circuits are preferred. The
bandpass filter was constructed with two OPA-656 op-amps. It
has a unity gain bandwidth of 500 MHz, 7 nV/

���
Hz

√
input noise

voltage, and a 60 kHz bandwidth around the 3 dB attenuation
points. Table 3 shows the specifications of each stage in the
bandpass filter. While the 500 MHz bandwidth was not an

important aspect of the design consideration and is
considerably wider than required, unity gain stability in the
bandpass filter avoids amplification of noise added in the
filter stage.

This amplifier was designed to replace a high end LNA
made by Stanford Research Systems (SR560). While the SR560

TABLE 2 | LNA Design Spec vs. Actual.

Spec Gain (dB) CMRR (dB) NF Settling Time
(μs)

Center Frequency
(kHz)

Bandpass BW
(kHz)

Design 50 100 1 10 180 60
Actual 50 100 1.2 1.47 180 60

FIGURE 3 | (A) The circuit diagram for the custom LNA design using TINA software from Texas Instruments. (B) The circuit diagram for the 4th order butterworth
filter used at the output of the LNA.
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is an excellent LNA, it has a high NF (24 dB) at the frequency
and source impedance of the PMRI application. An
experiment was designed to compare the LNA designed in
this work to the SR560. A 1 mVrms signal was sent to the Tx
coil, received by the Rx coil tuned at 180 kHz, and amplified
with both the LNA and SR560. The output of the LNA or the
SR560 was measured by a spectrum analyzer and the noise
floor around the signal was recorded. Figure 4 shows the
comparison. The LNA shows an improvement of 24 dBm
over the SR560 in this application. This is an illustration of
how simple, purpose built electronics can outperform bench-
top solutions at a fraction of the cost. The LNA developed in
this work costs around $100, while the SR560 costs around
$5,000. It should be noted that the SR560 was not designed to
be a low noise amplifier at frequencies or source impedances as
low as this application requires and we should not expect high
performance for our application. This example is intended to
illustrate the cost-savings that can be achieved through simple,
custom built designs.

The LNA is powered by two 12 volt linear power supplies or
two 12 volt batteries. An internal circuit is used to step down the
power voltage to the filter op-amps to ±5 volt.

2.5 Shielding
The last component of the RF chain to discuss is the shield for the
system. For high-field MRI systems, a well shielded room is an
expensive and necessary component in order to achieve the high
SNR these systems are designed to exhibit. Although shielding for
low-field systems can be much simpler and more affordable, it is
still an important component of maximizing available SNR that
must be addressed.

The first consideration is the size of the shield. An excellent
solution for reducing cost with good shielding effect is to build an
aluminum Faraday cage around the system alone, leaving the
room unshielded. This also allows for portability of the system, an
important component to sustainable design. This design was used
in [16] to great effect, producing good quality low-field brain
images in vivo. One potential risk with this method is that one
side of the shield must be left open for the patient to enter the
machine. The patient also acts as an antenna as he or she couples
with the RF receive coil. In [16], a conductive aluminum cloth
grounded to the shield was used to cover most of the patient’s
body, which reduced noise by a factor of 10. The downside of such
a shield is that the conductive cloth is quite expensive and could
be hard to acquire in the developing world. The small shielded
enclosure is also hard to see inside and may not be ergonomically
designed for infant imaging.

Another option is to construct a room sized enclosure, large
enough to seat at least two adults (parent and technician) and
image an infant. One potential advantage of such a system is that,
with low-field MRI, ferric material that is relatively far from the
system will not distort the magnetic field or turn into a dangerous
projectile. This means there is the potential to use ferric metal as
the shield material, such as an alloy of steel. In our experience,
steel is typically less expensive and more readily available
(especially in LMIC) than aluminum or copper and would be
a preferred option for sustainability reasons. A drawback of this
design is that it is not portable, unless built around a truck-bed or
in a trailer, and the larger size could incur more cost. The use of
inexpensive steel materials may be able to offset the cost of
larger size.

Another fortuitous aspect of shielding at low frequency, such
as 180 kHz, is that it is much easier to construct an ergonomic
enclosure with a focus on patient comfort without embedding the
shield in the walls of the room. This can be achieved by using
perforated material as a shield. If designed properly, perforated
material can be as effective as solid material and it allows for good
airflow and reduces claustrophobia.

In electromagnetic interference (EMI) shielding theory, there
are three main aspects of the shield design that should be
considered as it relates to the target frequencies to be shielded:
1) the shield material, 2) the thickness of the shield, and 3) the size
of any gaps in the shield. In some applications, shields are
designed to be effective for electric and magnetic fields,
however for the PMRI system we focused on shielding electric
fields. Electrical interference interacts with the shield by
reflection, absorption, and transmission [30].

Figure 5 shows a cross-section of an EMI shield interacting
with a noise signal outside the shield. Depending on the shield
material and frequency of the noise signal, some of the incident
wave will be reflected and some will be absorbed. The amount of
the incident wave absorbed depends on the shield material and
frequency of the wave, but also on the thickness of the shield
material. To understand this, we need to look at how AC current
is carried in conductors.

TABLE 3 | Bandpass filter specifications.

Spec First Stage Second Stage

Center Freq (kHz) 160 202
Min. GBW (MHz) 68.3 86.6
Stage Gain (V/V) 1 1
Stage Q-factor 4.272 4.272
Topology Multi-feedback Multi-feedback

FIGURE 4 | A comparison of the noise floor and signal level between the
custom LNA and the SR560. The custom LNA shows a 20 dB improvement in
noise floor over the SR560. Data points were extracted and plotted from an
analog spectrum analyzer.
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A DC current uses the entire cross-section of a conductor to
move charge. As frequency increases in an AC current, a back-
EMF is generated the by the alternating charge through
increasing magnetic field at the center of the conductor. This
increased magnetic field looks like higher and higher impedance
to the current, and charge density is pushed toward the edge of
the conductor. This effect also increases the resistance of the
conductor as frequency increases. This phenomenon is called the
skin-effect. The cross-sectional area in which more than 37% of
the charge is being carried is called the skin-depth, as measured
from the surface of the conductor. The equation for skin depth
is [31].

δ �
�����
2

ωμoσ

√
(1)

where ω is the angular frequency of the AC signal, μo is the
permeability of a vacuum, and σ is the conductivity of the
material. From Eq. 1 we see that as frequency increases skin
depth decreases. This is important for the design of the

thickness of the shield because it will determine the upper
limit frequency that can be effectively absorbed by the shield. If
the shield thickness approaches the skin depth of the target
frequency, the shield will not behave as an effective conductor
and most of the energy that is not reflected will be re-
transmitted into the enclosure. As a rule of thumb, the
shield should be more than five times the thickness of the
skin depth [30]. Comparisons between frequency, material,
and thickness can be made using the shielding effectiveness
nomograms printed in Ref. [30].

FIGURE 5 | (A)Cross-section of an EMI shield. Interference signals are shielded by external reflection or absorption of RF energy. Depending on the efficiency of the
shield, an attenuated interference signal is re-transmitted into the shielded space. (B) Shield test setup. The coil was placed inside each shield with coil cable grounded to
the shield and connected to input A of the SR 560 low noise amplifier. A 50 ohm resistor was connected to input B of the amplifier. Output was measured by a spectrum
analyzer.

TABLE 4 | Shield effectiveness comparison.

Condition Noise Power at 180 kHz
(dBm)

No Shield −76.6
50 Ω −89.6
Chicken Wire −85.1
Perforated Al −89.6
Solid Al −89.6
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For the PMRI signal, we want to shield frequencies around
180 kHz. Since the Low Noise Amplifier has a 60 kHz bandwidth
filter on the output, we at least must shield frequencies that will be
passed by this filter. In practice, this is an easy case to design for. If
we take the highest important frequency to be 240 kHz (a full
filter bandwidth above center), the wavelength of this frequency is
over 1,200 m. This means that, although the best case scenario
shield is a solid box with no gaps, we should be able to use a
perforated material to allow for better airflow. When choosing
material, an obvious choice is aluminum or copper. The skin
depth of 240 kHz in these materials is δAl = 0.2mm and δCu =
0.15mm. Since the PMRI system has such a low field and we plan
to build an enclosure that is much larger than the 5 Gauss line, we
might also consider steel with a skin depth of δSteel = 1mm.

Three small enclosures were constructed to test the best case to
worst case scenario for shielding for comparison. Each box was
1 × 1 × 1 ft3 in size. Box 1 was made of 10 mm thick solid
aluminum, box 2 was made of 10 mm thick perforated aluminum
with 10 mm diameter perforations, and box 3 was made of steel
chicken wire with a 12.7 mm square grid pattern.

The tests were performed using a 50 ohm impedance matched
single-ended saddle coil resonating at 180 kHz. Coil location in
the room was consistent across tests. The coil was placed in each
shield with the coaxial cable grounded to the shield. The SR 560
low noise amplifier made by Stanford Research Systems was used
to amplify the signal with a gain of 100x. The noise spectrum was
analyzed with a spectrum analyzer. Each shield case was
compared to the baseline noise of a 50 ohm resistor connected
to port B of the amplifier. A fourth scenario was tested without
any shield to establish the maximum noise picked up by the coil
in the environment.

It can be seen from Table 4 that perforated and solid
aluminum are the best performers, at least to the noise floor
of the spectrum analyzer, since they both match the noise power
of the 50 ohm resistor. Interestingly, the chicken wire shows a
10 dBm improvement over no shield, and only lags the aluminum
options by 5 dBm. If we consider patient comfort, then the
perforated aluminum option is better than the solid aluminum
since it allows for air flow. The cost of the perforated aluminum is
roughly 10 times that of the chicken wire and so chicken wire

FIGURE 6 | Footprint of the shield enclosure (left) with image of constructed shield (right). The shield was constructed using 2 × 4 s and chicken wire.

FIGURE 7 | Comparison between 5 averages (SNR = 23) (A) and an 20 averages (SNR = 39) (B) for a turbo spin echo sequence of image the cylindrical water
phantom.
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could be an excellent option for a shielded enclosure on a
sustainable system targeted to the developing world.

The shielded enclosure for the PMRI system was designed to
be large enough for two adults to freely move inside the enclosure
during imaging. Figure 6 shows the footprint of the shield
enclosure. There is at least 1 m between the PMRI system and
the shield to allow for a technician to access any part of the system
with ample space. The enclosure is 188 cm tall—large enough to
accommodate a tall adult. The shield frame is made from
common lumber used for framing small structures (in this
case, 2 × 4 inch lumber) and brass screws. The shield material
is chicken wire as described above. The total material cost of the
shield was $300 USD, a 10X cost reduction over a shielded
enclosure with perforated aluminum.

3 RESULTS

The PMRI system can achieve an SNR of 10 for the cylindrical
water phantom with a 64 × 64 resolution FOV of 25 cm2 and
using 5 averages with 50 mT Bp field (20 Amp, 75 volt battery
power). Figure 7 shows the cylindrical water phantom measured

with 5 averages (A) and 20 averages (B). Although the SNR
roughly doubles by using 20 averages instead of 5 averages, the
imaging time increases by 4. Figure 8 shows images of a kiwi (A)
and three small water bottles arranged in a triangle (B).

Imaging experiments were performed in order to show the
capability of the designed electronics. To determine SNR
capability, a phantom was constructed using a plastic cylinder
5 cm long and 6.5 cm in diameter and filled with distilled water.
This phantom is ideal for testing since it fills most of the Rx coil
described in this work and is not long in the z direction. This
helps to minimize inhomogeneity effects caused by unwanted Bm
gradients in the z direction but still allows for a significant
amount of signal for imaging in the x-y plane. A turbo spin-
echo (TSE) sequence was used with a turbo factor of 16 on a 64 ×
64 matrix image. The turbo factor defines the number of TR
blocks that will be used in the TSE sequence. A turbo factor of 16
for a 64 × 64 image means there will be 4 TR blocks. The Bp was
on for 4 s prior to imaging and there was a 550 ms wait time
between turning off the Bp and starting the imaging sequence.
This wait time causes a 27% loss in SNR due to T1 decay. The
receiver bandwidth was 50 Hz per pixel with a π/2 pulse of 1 ms.
The effective echo time was 80 ms.

FIGURE 8 | Images of a kiwi (A) and three small bottles of water arranged in a triangle (B).
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Although this basic phantom is useful for troubleshooting,
more complex phantoms were also imaged. To show capability of
imaging a phantom with more complex internal structure, a kiwi
was imaged using a TSE sequence with a turbo factor of 32 and
with echo time of 50 ms, and Bp duration of 3 s with a wait time
after Bp before imaging of 450 ms. The Bp was powered to 50 mT
by batteries. Image resolution was set to 32 × 32 with a 17 cm2

square FOV. A 75 Hz/pixel bandwidth was used with a 1 ms π/2
pulse. The image of the kiwi can be found in Figure 8.

In addition, three small water-filled tubes arranged in a
triangle were also imaged as can be seen in Figure 8. The
water tubes were each 5 cm long with a diameter of 1 cm. The
triangle was imaged with the 50 mT Bp field and 20 averages
using the same imaging sequence as the cylindrical phantom.

4 DISCUSSION

Components of the RF chained designed in this work were
successfully paired without the need for 50 ohm impedance
matching. Not only did this reduce the complexity of the circuit
design and construction, it more importantly reduced the energy
required to power these circuits. Our goal was to design an
electronic system that could be paired with the magnet described
in [15] and which had the potential for use in hydrocephalus
imaging. At the time of this writing, our colleagues at the Mbararra
University of Science and Technology in Mbararra, Uganda have
reproduced the coil-based PMRI system and electronics.

Despite this success, there is a drawback to the un-matched RF
chain.Whenmatching to 50 ohms, a component such as a coil can be
replaced or changed without altering the experimental parameters or
power efficiency of the RF chain. When the RF chain is unmatched,
adding of a new component with different RF characteristics from the
old component will require adjustment and calibration. For example,
switching a Tx or Rx coil in the systemwill require recalibration of Rx
pulse width and amplitude to achieve the optimal flip angle. This
could be a significant drawback considering SNR is improved when
coil size closely matches the object it is measuring. Further
investigation should explore whether the power and simplicity
gained in the unmatched case prove beneficial even in systems
that are permanent magnet based. These systems already have a
power advantage over coil based systems and an SNR advantage since
they tend to produce larger static fields.

The imaging experiments in Figures 7, 8 demonstrate the
capability of this affordable and low-power MRI system. The
water phantoms show that with proper shielding and common
post-processing techniques even low-voltage signals have enough
SNR to accurately image collections of water. The image of the kiwi
in Figure 8A further illustrates the ability of this system to show
contrast between regions of the kiwi with high water content and
low water content. Other details, such as seeds, would be hard to
see at this resolution. Figure 8B shows that our system accurately
captures the spacing and size of the water bottles, suggesting the
possibility of 4 mm resolution with a 64 × 64 image.

In the context of hydrocephalus treatment planning, these are
promising results, where we are most interested in accurately
imaging large fluid collections and distinguishing them from

brain. The water triangle phantom in Figure 8B demonstrates
resolution accuracy that is on the verge of our target resolution for
hydrocephalus imaging, as discussed in [15]. While the Rx coil
used in this study is too small for infant head imaging, the rest of
the system is appropriately sized and future work could likely
provide similar results with a larger coil.

Another important aspect of this system is that these images
were generated using very affordable and common electronic
components such as tractor batteries, hand soldered electronics,
and chicken wire. We demonstrate that low-field MRI opens the
door to system design that does not require the strict tolerancing
and high-end fabrication techniques common to the field of MRI
technology. In this way, systems that can be built and maintained
in low-resource regions of the world have the potential to aid in
clinical decision making as with the example of infant
hydrocephalus treatment planning in countries like Uganda.
To that end, the MRI system employing both the PMRI coil
described in [15] and accompanying electronics are actively being
reproduced by our collaborators at the Mbarara University of
Science and Technology in Mbarara, Uganda.

5 CONCLUSION

RF chain design is an important aspect of anMRI system, especially
at low magnetic field where SNR is also typically low. Despite this,
simple electronics and affordable shield materials, such as chicken
wire, can provide high enough SNR to visualize internal structures
at a low resolution. By leaving RF chain components unmatched to
50 ohms, we further simply the design and reduce RF power
requirements during transmit. The design strategy for the RF chain
compliments our efforts to develop a sustainable low-field MRI for
use in the developing world.

While advanced low-field MRI solutions are becoming
available that offer exciting clinical possibilities for a variety
of diseases, we have demonstrated the capability of a low-
powered RF chain for our portable PMRI system which was
designed for treatment planning of hydrocephalus in low-
resource settings. The power efficiency and simplicity, and
low cost of the RF chain design offer the potential for a
system that can be sustained in LMIC with primarily local
resources. Further development and adoption of this
technology will allow for access to diagnostics in rural
populations where there are few current options that could
have substantial clinical impact throughout the world.
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Overview of Methods for Noise and
Heat Reduction in MRI Gradient Coils
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Magnetic resonance imaging (MRI) gradient coils produce acoustic noise due to coil
conductor vibrations caused by large Lorentz forces. Accurate sound pressure levels and
modeling of heating are essential for the assessment of gradient coil safety. This work
reviews the state-of-the-art numerical methods used in accurate gradient coil modeling
and prediction of sound pressure levels (SPLs) and temperature rise. We review several
approaches proposed for noise level reduction of high-performance gradient coils, with a
maximum noise reduction of 20 decibels (dB) demonstrated. An efficient gradient cooling
technique is also presented.

Keywords: MRI, gradient coil, vibroacoustics, acoustic noise, sound pressure level, MR safety, heating

1 INTRODUCTION

Gradient coils of magnetic resonance imaging (MRI) scanners undergo large Lorentz forces as
rapidly switched electrical currents are passing through them in the presence of the static
magnetic field B0. Due to these forces, the gradient coil conductors vibrate, and these vibrations
radiate into the air as acoustic pressure waves and sound radiation. The acoustic noise pattern
depends on the gradient form and thus is different for each pulse sequence. The sound pressure
levels (SPL) produced by gradient coils can exceed safety limits set by the National Institute of
Occupational Safety (NIOSH) of 85 dB. For example, the echo-planar imaging (EPI) sequence,
one of the loudest sequences, produces SPLs in the range of 110–120 dB. Exposure to such noise
levels creates patient discomfort, anxiety, and could even result in a temporary hearing loss, thus
requiring hearing protection for patients—and sometimes for operators [1]. High SPLs were also
reported to cause other unwanted side effects, such as spectral line shape distortions, anti-
symmetrical sidebands, and signal loss [2, 3].

High-performance gradient coil designs that improve spatial/diffusion encoding and speed
up data acquisition have been the focus of research in recent years [4–17]. However, these
designs may further increase noise levels, as such systems are designed to produce stronger
gradient fields and sharper slew rates. Moreover, the resulting gradient coil heating becomes an
additional concern, as the surfaces of smaller insert coils are now much closer to the
patients’ ears.

Therefore, accurate numerical modeling of gradient coil acoustics is essential for realistic
noise estimates and safety analysis. Over the last two decades, many analytical, numerical, and
experimental studies have been published to improve our understanding of vibrational
properties of gradient coils. Several comprehensive review articles on the topic were
published by McJury et al. in 2000 [18], Mechefske in 2008 [19], Takkar et al. in 2017 [20],
Winkler et al. in 2018 [21], and most recently McJury provided a narrative/descriptive review in
2022 [22]. A summary of the analytical studies and noise reduction techniques is presented in
Figure 1 in chronological order.
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1.1 Analytical Models
The first analytical model to be used for gradient coil vibrations
analysis was a thin-walled shell theory [23]. Taracila et al.
calculated vibrational shell modes [24] and analyzed finite
length cylindrical ducts with open end termination [25, 26]. In
their comprehensive analysis [27, 28], Li and Mechefske
combined both vibrational shell modes and acoustic wave
propagation in open-ended cylindrical ducts. They were also
the first to describe the coupling between the vibrational and
acoustic modes.

1.2 Numerical Models
The first numerical model used to describe gradient coil acoustics
was implemented using statistical energy analysis (SEA) by
Edelstein et al. [1], which solves complex acoustic systems as
an energy balance problem with a highly reduced computational
cost compared to more detailed methods such as the finite
element method (FEM). Mechefske et al. performed the first
FEM numerical modeling of gradient coil acoustics, where both
vibrational analysis and acoustics of a stand-alone thick-walled
gradient cylinder were analyzed [27, 29–31]. FEM analysis was
also used in a recent study for a split MRI-LINAC system [32, 33].

The computational resources of earlier studies were limited,
and thus the first numerical models included assumptions and
simplifications, such as neglecting certain physical effects. In [34]
Winkler et al. proposed a new vibroacoustic model, which
includes previously neglected but essential Lorentz damping
along with additional previously neglected detail such as
accurate wire patterns, the bore shape, patient bridge, and the
air outside the bore. This realistic multiphysics simulation
platform improves our understanding of the underlying
principles of vibroacoustics in head gradient coils. Moreover,
this simulation platform can help improve existing gradient coils
and guide the design of novel gradient coils with lower SPLs.

Recently, Sakhr and Chronik proposed an exact linear
analytical elastodynamic model for shielded longitudinal

gradient coils [35]. This model demonstrates that the
frequency response depends on a dimensionless “profile
function” that specifies how the current density varies along
the cylinder axis of the gradient coil. The model was then
used to study the resonance dynamics of a gradient coil with
respect to cylinder geometry parameters such as length, mean
radius, and radial thickness [36].

1.3 Acoustic Noise Measurements
High acoustic noise levels in MRI have always been a source of
safety concerns [18, 22, 37] and various noise reduction
techniques have been proposed over the years. In 1995,
McJury [37] measured the acoustic noise levels experienced
during typical MRI sequences in 1.0 Tesla (T) and 1.5 T
systems and found that many sequences produce noise levels
above the regulatory safety thresholds. In 1997, Cho et al. [38]
systematically studied the acoustic noise behavior of a
commercial 1.5 T and a research-type 2.0 T systems using
typical sequences such as Prescan, Spin-Echo (SE), Gradient-
Echo (GE), Echo-Planar Imaging (EPI), and Inversion Recovery
(IR). They found that the noise profile is not only dependent on
the sequence parameters, but also on the gradient coil structure
and support. They suggested two possible solutions to reduce the
acoustic noise: 1) develop quieter imaging sequences, and/or 2)
modify gradient coil structure. In [39], Mechefske measured the
actual sound radiation experienced by patients at 4 T and
proposed to use acoustic lining for noise reduction.

1.4 Silent Gradient Sequences
Among other methods, the acoustic noise in MRI can be reduced
by optimizing pulse sequence parameters, e.g., the gradient slew-
rate and amplitude. Cho et al. [40] developed an MRI technique
based on projection reconstruction variation and using a
mechanically rotating direct current (DC) gradient coil, which
minimized gradient pulsing and resulted in a 20.7 dB noise
attenuation. Another quiet gradient sequence called

FIGURE 1 | Timeline of analytical/numerical studies and noise reduction techniques for MRI gradient coils.
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stimulated-echo acquisition mode (STEAM)-Burst was
developed by Cremillieux et al. in 1997 and was 15 dB quieter
than a typical EPI sequence [41]. Ultra-short time to echo (UTE)
[42] and zero TE (ZTE) [43] sequences use radial sampling of
k-space, and given the short repetition times (TRs) the
gradients can remain active instead of requiring repeated
switching, which results largely reduced acoustic noise in
imaging procedures.

1.5 Active noise control
Several active noise cancellation (also called ‘antinoise’)
techniques have been proposed over the years [44–49]. McJury
et al. proposed an active noise control (ANC) system [45], in
which the acoustic reduction of noise is achieved by introducing
an antiphase acoustic wave to create a zone of destructive
interference at a particular area in space. On average,
10–15 dB of noise was removed over the frequency range of
100–350 Hz, with a maximum noise reduction of 30 dB. Chen
et al. [46] used a similar adaptive technique and achieved a noise
reduction of 18.8 dB for frequencies below 4 kHz. Li et al. used an
improved ANC system [47, 48] that works in a wide range of
frequencies up to 5kHz, and allows the covering of most
frequencies used in a typical MRI scanner. Chambers et al.
[49] developed an opto-acoustical transducer that operates on
the principal of light modulation and does not create electro-
magnetic interference (EMI), which is important for
functional MRI.

1.6 Quiet Gradient Coils
Despite these methods that show varied success, the ideal
approach to reduce acoustic noise in MRI is still the
tackling of the source of the problem by designing “quiet”
gradient coils. Gradient coils can be designed such that the
Lorentz forces produced by the pulsing currents are balanced.
Mansfield was the first to propose Lorentz force balancing
[50–52] in 1994 with a 10 dB reduction achievable at 1.0 kHz.
Active acoustic control [53, 54] operating at spot frequencies
within a narrow band offered an average reduction in
measured acoustic output of 30 dB.

Edelstein et al. used a combination of 1) a vacuum enclosure
for gradient assembly isolation, 2) a radiofrequency (RF) coil
with a low-eddy-current profile, and 3) an inner bore cryostat
made of non-conducting material for acoustic noise reduction
[1]. In the proposed active-passive shielding technique, it was
also demonstrated numerically that the mechanical power
deposition in the warm bore can be effectively decreased by
wrapping a thin copper layer around the Z-gradient coil, which
resulted in acoustic noise reduction of about 25 dB [55].

Roozen et al. [56] developed an active vibration noise
control technique based on seismic mass piezo actuators,
that reduced the spatially averaged acoustic noise of the
Y-gradient coil vibrations by 3–8 dB at the dominant
frequencies.

Wang et al. [57] proposed an asymmetric half-connected
gradient coil design that improves the electromagnetic
performance of the coil and provides higher efficiency,
lower inductance, lower resistance, a higher figure of merit,

and more acoustic radiation attenuation compared to the non-
connected coils.

1.7 Passive Solutions
The mechanical vibrations of gradient coils can be attenuated by
surrounding the coil with special noise absorbing materials for
acoustic noise dampening.

Li and Mechefske showed that micro-perforated panel (MPP)
acoustic absorbers, when properly designed, can reduce acoustic
noise [58]. It was demonstrated experimentally that MPPs have
multiple absorption frequency bands as well as wider frequency
bands at higher frequency ranges [58].

Nan et al. proposed a technique for acoustic noise reduction in
a split gradient coil [59], where 1) an asymmetric coil design was
used to avoid vibrations of some resonant modes, and 2) horn
structures were attached to the outer ends of the split main
magnet such that they guided acoustic waves away from patient
region.

While there are excellent review articles offering a
comprehensive survey of the numerical methods for gradient
coil analysis [21], as well as active acoustic control solutions such
as ANC, “quiet” gradient coils, and “silent” pulse sequences [18,
22], other passive acoustic noise reduction methods are not well
described in the literature. The purpose of this review is to
summarize recent progress on acoustic noise reduction
techniques with a focus on those using passive absorbing
linings, and acoustic guiding structures. We also briefly discuss
improved coil cooling strategies. The pursuit of quieter gradient
coil technology remains a challenging area in MRI research and
can potentially revolutionize medical imaging practice.

2 ACCURATE NUMERICALMODELLING OF
GRADIENT COILS

Accurate numerical modeling of gradient coils is essential for
producing realistic predictions of SPLs. We numerically study
and analyze gradient coils using a comprehensive numerical
modeling approach where gradient-induced acoustics and
vibrations are analyzed together with previously neglected
but essential Lorentz damping. SPLs incurred by body and
head gradient coils are compared. We also study how the
strength of the main field B0 affects acoustic noise and
vibration levels. We then focus on SPL reduction and
efficient gradient cooling methods. To justify the numerical
analysis, SPLs were also measured experimentally.

All numerical simulations were done using the finite-element
package COMSOL. A folded shielded gradient head coil design
intended for high performance human brain imaging was used as
the base model [10]. The coil support structure was modeled as a
cylinder with the following dimensions: inner diameter =
338 mm, outer diameter = 490 mm, length = 450 mm), and
linear elastic material properties (E = 13 GPa, density ρ =
1,600 kg/m3, ν = 0.4). Conductor wire patterns were designed
to accurately represent the spatial excitation distribution (Figures
2A–C). The air inside and outside the bore was modeled as a
pressure acoustic fluid domain (speed of sound c0 = 343 m/s, ρ =
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1.2 kg/m3). Full coupling between acoustics and structural
vibrations was implemented in the simulation model. The
MRI bore duct was modelled as a 60 cm diameter cylinder
with a flat bottom (to represent the patient table support) with
hard sound wall conditions (Figure 2D). At both ends of the bore,
a hemispherical air volume of radius 1 m was added to simulate
the sound waves propagation outside the bore. A perfectly
matched layer (PML) of 20 cm was added to the model to

mimic infinite size simulation domain (Figure 2E). A
harmonic excitation with an alternating current (AC) of
amplitude 50 A was used to drive the gradient coil. The
frequency range of 0–3 kHz was chosen to cover the most
pulse sequences used in MRI scanners. The performance of
this head gradient coil was evaluated in comparison to the
existing body gradient coil along the X-axis. Moreover, the
head coil performance was evaluated and compared at three
field strengths:−3, 7, and 10.5 T. Figure 3 shows the Lorentz
forces Fx and Fy induced on all three gradient coils.

Figure 4 compares SPL spectra of the head and body
gradient coils performed using (a) a standalone analysis
and (b) the complete realistic analysis. From the
standalone analysis it appears that the body coil is louder
as it has more excited modes in the spectra. However, the full
analysis shows similar acoustic SPLs of the head and body
gradients, with the average SPLs of 97.6 and 90.5 dB for the
head and body gradient coils, respectively.

3 LORENTZ DAMPING AND MAGNETIC
FIELD DEPENDENCE

One of the interesting predictions of the vibroacoustic model
described in [34] is related to the dependence of the SPL on the

FIGURE 2 | Simulation model. (A) X-, (B) Y-, and (C) Z-axis gradient coils. (D,E) Applied boundary conditions.

FIGURE 3 | Lorentz forces on the gradient coil.
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main magnetic field B0. In [34], a motion equation for an
incremental section of a conductor was derived with the
secondary Lorentz force (a counter-EMF) taken into
account. From there it follows that while the primary
Lorentz force term depends linearly on the main magnetic
field B0, the Lorentz damping term depends quadratically on
B0. It indicates that the SPLs do not scale linearly with B0, as
previously thought. In fact, if the damping term becomes large
enough, the SPLs will decrease with B0.

Figure 5 shows the simulated SPL spectra of the head
gradient coil (X-axis only) (a) without and (b) with the added
Lorentz damping term, respectively. If the Lorentz damping
effect is not taken into account (a), the spectrally averaged
SPLs were calculated to be 91.2, 97.5, and 100.8 dB, for 3, 7
and 10.5 T, respectively, confirming the expected linear
scaling with the main field strength B0. However, some
frequency points do not obey the linear relationship due to
suspected structural-acoustic coupling. If the Lorentz
damping is taken into account (b), the spectra behaves
quite differently, with the calculated spectrally averaged
SPLs of 92.1, 89.8, and 90.5 dB for 3, 7, and 10.5 T,

respectively, demonstrating the reduction of the SPL values
with the main magnetic field B0, as predicted by our improved
numerical model.

4 NOISE REDUCTION METHODS

This section presents several methods for acoustic noise
reduction in the MRI head gradient coil, including those using
an absorbing foam and ceramic layer in various geometries, a
horn sound guide, and endcap absorbers.

4.1 Absorbing Foam
Acoustic noise can be reduced with a layer of absorbing foam
lining the inner bore wall as illustrated in Figure 6A; for
example, with B-QUiet by VComp, foam layer thickness
20 mm, which provides a transmission loss of 15–37 dB in
the range of frequencies from 125Hz to 4 kHz. Simulated bore
volume average SPL spectra are shown in Figure 6B, with an
average noise reduction of 12.5 dB (from 100.7 to 94.9 dB).

FIGURE 4 | Comparison of head and body gradient coil spectra. (A) Standalone and (B) complete analysis.

FIGURE 5 | SPL spectra (A) without and (B) with Lorentz damping at different field strengths.
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4.2 Ceramic Absorber
Further, acoustic noise can be significantly reduced with a
ceramic absorbing layer. A cylindrical ceramic layer (98%
alumina, E = 300 GPa, density ρ = 3900 kg/m3, Poisson
ratio ν = 0.22) of various thicknesses ranging from 5 to
20 mm was placed along the inner bore lining, as illustrated

in Figure 7A. Moreover, a double layer configuration with two
ceramic absorbers lining the inside and outside of the gradient
coil was also considered, as illustrated in Figure 7B. Simulated
bore volume averaged SPL spectra at various ceramic absorber
thicknesses are shown in Figure 7C. Simulated averaged SPLs
and acceleration at various ceramic absorbing layer

FIGURE 6 | Noise reduction with an absorbing foam. (A) 3D model of the gradient coil and the absorber. (B) Simulated SPL results with and without the absorber.

FIGURE 7 |Noise reduction with an absorbing ceramic. 3Dmodels of the gradient coil with (A) a single inner layer absorber and (B) inner and outer layer absorbers.
(C) Simulated SPL spectra at various absorbing layer thicknesses. (D) Simulated average SPL and acceleration at various absorbing layer thicknesses.
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thicknesses are shown in Figure 7D. It is demonstrated that
frequency-averaged SPL reduction of 10.9 dB can be achieved
with the help of a 20 mm ceramic layer insert alone, with the
majority of noise reduction (10 dB) completed by the first
15 mm. With the addition of the outer ceramic layer, the
average noise level is reduced by approximately 30 dB, from
95.8 to 66.6 dB.

4.3 Stepped Ceramic Absorber
Other ceramic layer configurations were considered as well.
Figure 8 shows a 2D sketch of the head gradient coil with (a)
a 20 mm ceramic absorber that includes an additional stepped
section of 50 mm thickness extending over 200 mm at the service
end of the gradient coil, and (b) a 20 mm thick cylinder in
combination with a 200 mm thick “end-cap” completely filling
the bore at the service end. Both designs (a) and (b) leave an
adequate room to place the head and center the brain at the
isocenter of the gradient coil. Figure 8C shows the frequency-
averaged SPL reductions (black curve) due to the ceramic insert,
with the maximum SPL reduction of 16.8 dB achieved with the
plug insert. Moreover, frequency-averaged SPLs are shown for
three separate frequency bands (red curve: 0–1 kHz, blue curve:
1–2 kHz, green curve: 2–3 kHz). The greatest SPL reductions are
achieved in the high frequency band (green curve), with a
maximum SPL reduction of 20.7 dB, the majority of which
was reached by adding the first 15 mm of ceramic inner layer.
This high frequency regime benefits the most from a ceramic
layer alone without the need for stepped or plugged insert. In
contrast, the lower frequency bands (blue and red curves) benefit
the most from the added stepped or plugged ceramic insert, with
SPL reduction in the range of 8 dB contributed by these features.

4.4 Horn and End Caps
The MRI bore acts as an acoustic waveguide for sound waves.
The bore ends introduce discontinuity in the sound wave
propagation due to the change in the acoustic impedance at
the interface of bore ends/outside air. In order to reduce
acoustic SPLs inside the scanner bore, a horn structure
could be used which flares out sound waves to better match

the characteristic acoustic impedance of the MRI bore to the
free space acoustic impedance of the outside air. The sound
energy will then be better carried from the interior of the
resonator toward the outside world, thereby reducing the
acoustic energy resonating inside the bore. The horn model
was studied in simulations using COMSOL. The horn shape
was chosen to follow an exponential outline r (Z) = ri·ebz,
which provides large impedance-matching bandwidth.
Figure 9A illustrates this concept, where a horn is attached
to one end of the bore and helps to guide the sound energy
outward.

Another solution to minimize impedance discontinuity is to
use an absorbing end cap at the bore end to absorb reflected
energy. The absorbing end cap was studied in simulations using
COMSOL. The end cap wasmodeled as a 5 cm thick cylinder with
an absorption coefficient of 7 Np/m. Figure 9B illustrates this
concept, where an end cap is attached to the other (service) end of
the bore and absorbs the sound energy.

We used the same head gradient coil described in Section 2.
The individual gradient axes were excited with a sinusoidal
current waveform of 60 s sweep duration.

To confirm the simulation, experimental measurement of
SPLs and vibration levels were performed. Sound pressure
levels (SPLs) were measured using a Behringer ECM800
condenser microphone at various spatial positions in the bore.
Vibration levels were measured using a single-axis Analog
Devices ADX001-70Z accelerometer, sensitive to acceleration
amplitudes of ±70 g. The accelerometer was positioned on the
inner bore surface at various positions along the bore Z-axis.

Figure 9C shows the simulated SPLs averaged over the bore
volume at each frequency point. The black curve corresponds to
the unmodified gradient coil and shows an average of 77 dB over
the band of interest (0–3,000 Hz). For the horn structure, it was
found that the following parameters give the best impedance
matching: b = 2, h = 10 cm. The simulated SPLs of the gradient
coil with this horn structure are shown in red, with a calculated
mean noise reduction of 2 dB. The simulated SPLs of the gradient
coil with the end cap are shown in blue, with a calculated mean
noise reduction of 2 dB. When the horn and end cap are used in

FIGURE 8 | Noise reduction with ceramic layer of various shapes. 2D sketch of the head gradient coils setup with (A) a stepped ceramic insert, (B) a ceramic
endcap. (C) Simulated average SPLs for the studied configurations.
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combination (cyan curve), the mean noise reduction is 3 dB. Both
techniques help to smooth out the peaks in the acoustic spectrum.
The maximal noise reduction of 8, 10, and 13 dB was found at a
frequency of 740 Hz for the horn, the end cap, and both of them
used together, respectively. Figure 9D shows experimentally
measured SPLs at a point +10 cm to the right of isocenter, for
X-gradient excitation. The measured spectrum (black curve)
agrees well with the simulation (green curve), with an average
SPL of 76 dB. When the horn structure is used (red curve), the
maximum recorded noise reduction is 28 dB with the average
noise reduction of 4 dB across the whole frequency range. When
the end cap is used (blue curve), the maximum recorded noise
reduction is 27 dB, with the average noise reduction of 9 dB across
the entire spectrum.

5 EFFICIENT GRADIENT COIL COOLING

High-performance MR gradient coils are subject to strong
resistive heating due to the large electrical currents passing
through them. For reasons of patient safety and system
stability, it is important to limit the temperature rise

inside the gradient coil and on the bore surfaces. In their
recent work, Wade et al. [9, 10] demonstrated a novel
insertable folded head gradient design for human brain
imaging that uses hollow copper conductors to allow
substantially higher thermal performance. To fully evaluate
gradient coil safety, we require a tool for accurate thermal
analysis, including the ability to model gradient axes built
from either solid or hollow copper. Here we 1) model gradient
configurations that use two hollow copper gradient axes and
one solid copper axis in comparison with configurations that
use all hollow copper axes, and 2) obtain spatially and
temporally dependent temperature distributions to study
and optimize the key design parameters of such
gradient coils.

Realistic numerical modeling simulations were performed
using COMSOL. The head gradient coil design described in
Section 2 was used with the following modifications. Epoxy
was modeled as a solid heat transfer domain (ρ = 1,600 kg/m3,
k = 2.16 W/m.K, C = 1200J/kg.K). Accurate 3D hollow
conductor paths were embedded in epoxy, with resistive
heating modeled as a tubular heat source using the
calculated copper resistive power dissipated per unit length

FIGURE 9 | Noise reduction using a horn and endcaps. (A) 3D representation of a gradient coil with an additional horn structure for noise guidance and
suppression. (B) 2D representation of the gradient coil with a horn and an end cap. (C) Simulated SPL spectrum. (D) Measured SPL spectra.

Frontiers in Physics | www.frontiersin.org July 2022 | Volume 10 | Article 9076198

Motovilova and Winkler Noise Reduction in MRI Gradient Coils

162

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


in W/m, and with hollow conductor coolant flow modeled as a
Newtonian fluid with inlet water temperature 16°C and flow
rates of 1.74 L/min (Y) and 1 L/min (Z). We used conductor
dimensions representative of one of the recently proposed
head gradient prototypes (circular Y-conductor with inner
diameter/wall thickness 3.5 mm/0.75 mm, rectangular
Z-conductor with inner dimensions w = 2 mm and h =
4.5 mm and wall thickness of 0.75 mm) [9, 10]. Thermal
performance was analyzed for two different scenarios: (a)
full three-axis cooling with a flow rate on the X-axis of
0.72 L/min and a hollow copper conductor of inner
diameter/wall thickness of 2.3 mm/1 mm, as well as (b) two-
axis cooling with a solid X-axis conductor of varying diameters
from 2 to 8 mm. All simulations were carried out using a DC
excitation of 150 A on all three axes simultaneously over a
transient period from 0 to 30 min.

Figure 10A shows temperature as a function of time (t =
0–30 min) at a position embedded in the epoxy, close to the
X-gradient conductors, at the top side, patient end of the head
gradient (x = 0 mm, y = 189 mm, z = 157 mm). This position
was estimated in advance to be among the hottest spatial
locations. The black dashed line corresponds to full three-axis
cooling and shows that a steady-state temperature of 30.5°C is
reached. The colored lines correspond to two-axis cooling
with solid X-conductors of diameters 2, 4, 6, and 8 mm,
showing maximum steady-state temperature rise of 55.0,
35.1, 31.9, and 30.3°C, respectively. This result suggests
that a two-axis (Y, Z) hollow conductor configuration with
solid X-conductor of ≥6 mm diameter performs nearly as well
as an all-hollow conductor coil of otherwise similar design.
To further evaluate this equivalency, we show spatial
temperature maps for the two configurations in
Figure 10B; these maps show temperature distributions on
cylindrical surfaces located at the inner bore wall (r =
165 mm) and near the X-conductor (r = 182 mm). The two
maps show negligible differences, with r.m.s/maximum ΔT
(temperature rise from the initial temperature of 15°C) of 9.5/
15.8°C and 10.6/16.2°C for the three- and two-axis
configurations, respectively.

6 DISCUSSION

In this paper, we show that numerical analysis of gradient coils
can accurately predict vibroacoustics and temperature increase,
which can further be used to reduce sound pressure levels and
vibrations, ultimately leading to the safe operation ofMR gradient
coils. It was demonstrated that the Lorentz damping effect
depends on the conductor cross section. At higher frequencies,
when the skin depth is reduced, the amount of damping effect
may reduce as well. Moreover, based on this realistic
vibroacoustic modeling, the mechanical stress, vibrations, and
SPLs of gradient coils might be much more manageable at ultra
high fields (UHFs) than previously thought.

It was demonstrated that ceramic inserts provide significant
SPL reduction in gradient coils. However, it should be noted that
ceramic materials are relatively heavy, and the added weight has
to be considered in any practical application. In particular, a
5 mm thick ceramic cylinder would add 20.4 kg to the gradient
coil, while a 20 mm thick ceramic cylinder will add 35.1 kg. If the
stepped ceramic absorber is used, the extra added weight goes up
to 61.5 kg. Themaximum added weight is for the plugged ceramic
absorber design, with 89.5 kg extra weight added to the gradient
coil. In terms of the most benefit per frequency, the additional
plugged/stepped inserts show more noise reduction in the low-/
intermediate-frequency bands, with the acoustic levels being
10–25 dB lower than in the high-frequency band. For the high
frequency band, using a 15 mm straight ceramic layer will provide
significant noise reduction, with an only moderately increase in
weight. Moreover, the ceramic layer can improve thermal heat
conduction and therefore minimize thermal hotspots.

It was shown that an end cap attached at the service end of
gradient coil sound waves can absorb the acoustic noise while a
horn structure attached to the other end can effectively guide the
sound wave away from the bore into the free space. The combined
effect of these two strategies applied together allows for a
significant sound reduction.

We have presented a framework for the accurate thermal
analysis of gradient coils. We demonstrate the feasibility of
moving from an all-hollow copper (three cooled gradient axes)

FIGURE 10 | Efficient gradient cooling. (A) Temperature as a function of time. (B) Temperature distribution on the inner bore.
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coil concept to a two-axis-only cooling concept that uses a 6 mm
solid conductor for the third axis. The r.m.s/maximum
temperature rise for the three- and two-axis configurations
show negligible differences and are 9.5/15.8°C and 10.6/16.2°C,
respectively.

Various acoustic noise reduction methods have been reported
here and in the literature. From an engineering point of view, the
best solution for tackling the acoustic noise problem is to redesign
the gradient coil structure such that it does not produce unwanted
noise; for example, by balancing out the Lorentz forces generated
by the moving currents [50–52]. However, in practice, their
installation into existing MRI systems could prove very
expensive compared to other alternative noise mitigation
strategies. Recent advances in “silent” MRI sequence
developments such as UTE [42] and ZTE [43] are very
encouraging with gradient noise levels of only 2.6 dBA above
the in-bore background noise [60] and improved pediatric scan
success rates [61]. However, some comparative reports indicate
image blurring and reduced SNR for these sequences [62].
Modern ANC systems can achieve average SPL attenuation of
20 dB [63]. However, for optimal performance, such ANC
systems have to be positioned very close to the patient’s ear,
i.e., integrated into headphones. This creates a system limitation,
as headphones are often incompatible with head coils. Passive
acoustic noise reduction solutions, such as noise absorbing bore
linings and end caps, can provide a considerable noise
attenuation of up to 30 dB; however, their additional weight
could become a design concern. The search for an elegant
solution to gradient noise reduction is still active and on-
going, as a truly silent MRI system could potentially
revolutionize medical imaging practice.

7 CONCLUSION

In this paper, we reviewed state-of-the-art numerical methods
and practical solutions for acoustic noise reduction in MRI
gradient coils. We provided a timeline outlining the major
milestones in this research area, with the focus on passive
noise reduction solutions using absorbing bore liners, endcaps,

and other methods. We also discussed efficient cooling strategies.
We highlight the importance of accurate and realistic multi-
physics computational methods that include the previously
neglected but essential Lorentz damping effect. Our analysis of
the dependence of gradient vibroacoustics on the main magnetic
field strength suggests that gradient acoustics and vibrations are
more manageable at UHF MRI field strengths than previously
thought. Experimental measurements of SPLs and acceleration
levels agree well with the simulations. It was shown that a uniform
15 mm thick cylindrical ceramic insert is a practical design that
provides a considerable acoustic noise reduction of 10.9 dB
averaged over the frequency range of 0-3 kHz., with a
substantially higher reduction of 20.7 dB in the high frequency
range (2–3 kHz). Using horn and/or endcap results in only
moderate noise reduction of 4 dB/9 dB averaged over 0–3 kHz.
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