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Editorial on the Research Topic
 Computational Biomechanics of the Heart and Vasculature With Potential Clinical and Surgical Applications



Mechanical forces play an important role in initiation, development, and remodeling of cardiovascular disease. Computational biomechanics has been widely applied in cardiovascular research in recent years, and extensive work has demonstrated that it has not only improved our understanding of the disease progression and remodeling following treatment, but also helped with diagnosis and treatment as well as design of medical devices. Heart and artery are active areas where computational modeling and biomechanics have made remarkable advances in investigating mechanisms governing disease development and finding optimal strategies for the management and treatment of those diseases and improving public health. Multi-disciplinary collaborations from medical imaging, bioengineering, computational modeling and clinical sciences may lead to advances in clinical applications. The goals of the Research Topic on “Computational Biomechanics of the Heart and Vasculature with Potential Clinical and Surgical Applications” were to: (a) advance ventricle biomechanical modeling to better understand ventricle function, disease initiation and development, ventricle remodeling, optimization of surgical treatment; and (b) advance vulnerable plaque biomechanical modeling to better understand mechanisms governing plaque development and rupture, plaque remodeling, optimization of surgical treatment including stenting, graft and others. Research in other areas related to cardiovascular disease was also encouraged. The Topic collects novel studies of the cross-disciplinary research in biomechanics and cardiovascular diseases. It covers a wide range of research work from disease mechanism, computational modeling, material characterization, imaging to clinical studies. Articles include new methodologies that have been recently developed to better model the hemodynamics and mechanical properties of cardiovascular system. A significant number of articles in this Research Topic are computational biomechanical simulations of the heart and vasculature with a focus on clinical and surgical applications for better patient outcomes. The second focus is using computational biomechanics to better understand the important role of hemodynamics on disease progression. There are also collections of articles demonstrating how computational modeling has contributed to medical device design and optimization. This Topic provides a comprehensive overview of the advances in biomechanical technologies and their applications in cardiovascular diseases.


NEW MODELS AND METHODS

To better understand artery buckling behavior, Seddighi and Han established the theoretical foundation for non-circular blood vessel bent buckling and simulated the buckling behavior of arteries with elliptic and eccentric cross-sections using finite element analysis. Their results demonstrated that oval or eccentric cross-section increases the critical buckling pressure of arteries. To better characterize the mechanical behavior of coronary plaque, Torun et al. developed a framework of material characterization pipeline by combining ex vivo inflation test, inverse modeling, ultrasound/MR measurements and a machine learning-based Bayesian optimization. This could be a promising way in the future to investigate the non-linear mechanical properties of soft tissues. The importance of incorporating pre-stress in biomechanical simulation is well recognized and Fonken et al. executed time-resolved three-dimensional ultrasound-based fluid-structure interaction (FSI) simulations on an extensive set of patient data to quantify the influence of the pre-stress estimation on wall mechanics and hemodynamics. The results underline the importance of incorporating pre-stress in FSI simulations and demonstrated that their framework could provide an important tool for personalized modeling and longitudinal studies on abdominal aortic aneurysm growth and rupture risk. Moreover, considering pre-stress and anisotropy, Vignali et al. presented a new method based on a linearization strategy to perform patient- specific FSI simulations and demonstrated a significant reduction of computational costs for FSI analysis of ascending thoracic aortic aneurysm. Recent research has shown physics-based mathematical modeling and inverse method to be a useful predicting tool for hemodynamic monitoring. To verify this method in clinical setting, Bikia et al. validated a mathematical inverse-problem solving method for acquiring non-invasive estimates of mean aortic flow and stroke volume using age, weight, height and measurements of brachial blood pressure and carotid-femoral pulse wave velocity. Chen et al. established a multiscale modeling approach to reveal the vascular remodeling behavior under the interaction between the macroscale of wall shear stress (WSS) loading and the microscale of cell evolution by employing computational fluid dynamics (CFD) and agent-based model.



CLINICAL APPLICATION IN DIAGNOSIS AND TREATMENT PLANNING

Computational biomechanics has been widely applied in clinical applications to improve diagnosis and treatment planning. This Research Topic collects a wide arrange of such applications in different cardiovascular diseases. Coronary is one of the most active areas of research. Li et al. used 0D/3D geometric multiscale modeling method to investigate the long-term hemodynamic effects of enhanced external counterpulsation on the vascular intima in coronary artery disease treatment and demonstrated that a longer pressurization duration might result in an excessive WSS, which could easily damage the vascular intima at coronary stenosis. Banerjee et al. proposed a new hemodynamic factor - pressure drop coefficient and suggested that it could be an alternate diagnostic index for decision-making in the cardiac catheterization laboratory, in addition to fractional flow reserve. Cao et al. investigated coronary hemodynamic characteristics and suggested that patient-specific hemodynamic characteristics may play an important role which should be considered as an important factor rather than depending on coronary stenosis alone.

Aorta is another important research focus. Kan et al. applied a virtual stent-graft deployment model in patient-specific type B aortic dissection to investigate the impact of stent-graft length on wall stress distribution post thoracic endovascular aortic repair. The study demonstrated the potential of using the virtual stent-graft deployment model as a pre-surgical planning tool to help select the most appropriate stent-graft length for individual patients. Hou et al. investigated the effect of valve height on the aortic valve opening and closing and suggested that it is important to select the appropriate range of valve height for a smoother blood flow through the aortic valve and valve closure in the case of continuous aortic root dilatation in patients with aortic valve disease. Xiong et al. investigated the effects of the patent ductus arteriosus (PDA) on the flow features of the modified Blalock–Taussig shunt (MBTS) to help with preoperative surgery design and postoperative prediction. These findings suggested that preservation of PDA is not recommended during MBTS procedures because it negatively influences hemodynamics and may lead to pulmonary over-perfusion, inadequate systemic perfusion, and a heavier cardiac burden, thus increasing the risk of heart failure. Li et al. assessed the implant depth of a Venus-A prosthesis during transcatheter aortic valve replacement (TAVR) when the areas of eccentric calcification were distributed in different sections of the aortic valve. It was found that the implant depth of the Venus-A prosthesis is closely related to the distribution of eccentric calcification in the aortic valve during TAVR and suggested that future surgical strategy should consider aortic root morphology to prevent prosthesis migration.

In heart applications, Ahmed et al. performed a CFD analysis to investigate the hemodynamic effect of the endovascular Fontan revision based on anatomy, blood flow and pressure on a patient-specific model of a 2-year-old female with hypoplastic left heart syndrome. These results indicated that the proposed endovascular revision would lead to unfavorable hemodynamic conditions post procedure thereby confirming CFD modeling is a beneficial tool in surgical planning for single ventricle congenital heart defect patients. Fumagalli et al. quantified the effects of different types of hypertrophic cardiomyopathy on intraventricular blood flow and pressure gradients and suggested the computational approach is useful to guide surgical treatment of the disease.

Some other applications were also included. Tian et al. investigated of the influence of enhanced external counterpulsation (EECP) treatment on blood flow distribution and WSS-derived hemodynamic factors in the carotid bifurcation. Results indicated that EECP intervention increased internal carotid artery blood flow and WSS in the carotid bifurcation in patients with neurological disorders. Lu et al. evaluated contrast material concentration and transport in middle cerebral artery (MCA) stenosis and proposed contrast material remaining time could be a quantitative indicator to evaluate the changes in blood perfusion after the intervention for MCA stenosis. Zhang et al. quantified intracranial aneurysms hemodynamic parameters in the flow diverting stents after single- and dual-stent treatments and suggested that average pore size of stent wires at the aneurysm orifice could be a potential index for predicting the efficacy of flow-diversion treatments. Wang et al. investigated the influences of the anatomorphological features of the portal venous system on hemodynamic characteristics before and after splenectomy, with emphasis on identifying the specific anatomorphological features that make postoperative hemodynamic conditions more clot-promoting.



APPLICATIONS IN MEDICAL DEVICE DESIGN

Biomechanical application to medical device design is promising. Wu et al. applied CFD to optimize the hydraulic and hemolytic performance of an inhouse centrifugal maglev blood pump with a secondary flow path through variation of major design variables, with a focus on bringing down intensity of turbulence and secondary flows. The results shed light on the impact of major design variables on the performance of modern centrifugal blood pumps with a secondary flow path. In a second article, Wu et al. reported a novel design of a wearable and portable extracorporeal centrifugal blood pump based on an in-house centrifugal maglev blood pump. Compared with the baseline pump, the hydrodynamic and hemolytic performance of the portable pump was maintained without serious degradation. Li et al. explored changes in the hemodynamic behavior of the flush flow with respect to the flow injection speed and the system design to aid the design of a novel flow-blockage-free intravascular endoscope using three candidate endoscope designs. The results suggested that the endoscope design with a diameter narrowing of 30% at the endoscope neck might yield images of a better quality. Qi et al. presented the evaluation on a novel design of balloon post-dilation catheter using an experimentally verified finite element method, by comparing a newly designed spherical-tip catheter with a traditional conical-tip catheter. The study indicated that the finite element model could be a helpful tool for future optimization and evaluation of novel catheters, so as to save time and budget in product development and reduce/replace animal studies.



UNDERSTANDING DISEASE PROGRESSION

Computational models have also been applied to investigate cardiovascular disease progression. In aortic diseases, Pagoulatou et al. investigated acute and long-term effects of proximal aortic compliance decrease on central hemodynamics by leveraging a computational model of the cardiovascular system and demonstrated that the main mechanism that drives hypertension acutely after banding is enhancing the forward wave, which becomes even more significant after the heart remodels itself to match the increased afterload. Wang et al. conducted a quantitative CFD simulation to elucidate the local hemodynamic effects of a short-term left ventricular assist device in a patient-specific aorta model. The study provided a strategy for further predicting and assessing the effects of these hemodynamic signals on the aorta. Yan et al. compared the differences in hemodynamics and mechanical properties of bicuspid aortic valve (BAV) with different phenotypes throughout the cardiac cycle by FSI modeling. It demonstrated that the hemodynamic parameters may be critical for prediction of other subsequent aortic diseases and differential treatment strategy for certain BAV phenotype.

Deng et al. determined the mechanical effects in the formation of apical aneurysm by comparing the myofiber stress on the apical wall between healthy, subaortic obstruction, and midventricular obstruction models. The results suggested that the midventricular obstruction significantly increase the myofiber stress in the apex of left ventricle, which might directly initiate the apical aneurysm. Ghasemi et al. proposed a local stress modulated remodeling algorithm to explore the mechanical response of arterial tissue to the remodeling of collagen fibers and to understand the collagen fiber patterns required in carotid artery and plaque tissue to maintain plaque stability. Using the remodeling algorithm, the optimum fiber patterns in various patient specific plaques are identified. Wang et al. attempted to quantify patient-specific in vivo coronary plaque material properties based on IVUS-based multi-patient study. It was found that there is a large inter-patient and intra-patient variability in the in vivo plaque material properties. Wang at al. investigated the effect of flow alterations on endothelial cell distribution in the presence of gap between two struts within the parallel flow chamber. It was found that flow disturbance related to the presence of the gap and the strut orientation angle might affect the reendothelialization process on the side surfaces of the strut between the gap areas. Qing et al. analyzed the hemodynamic changes in endovascular aneurysm repair stent grafts under different configurations, angular directions, and angles. It was found that the use of the cross-limbed technique did not increase the risk of thrombosis under poor neck anatomy and the main factor affecting the hemodynamic index was the angle of the aneurysm neck, which suggested that the hemodynamic changes caused by the angle of the aneurysm neck could not be ignored when investigating the effect of the morphology of stent graft on hemodynamics.

This exciting collection of papers represent the recent developments in biomechanical modeling for cardiovascular diseases with state-of-the-art contributions on the new advances in this growing field, with an emphasis on the interface between engineering and clinical medicine. With the growing clinical needs for more accurate diagnosis of intravascular lesions, computational tools have promising potential in the field of interventional planning. The articles published in this Topic help readers understand the great potential of biomechanical simulations in improving the diagnosis and treatment of heart and vasculature diseases and create more research opportunities for clinical translational research. We are delighted to be a part of this effort and witness the rapid expanding of biomechanics in clinical applications, providing more opportunities for future discussions and exchanges of ideas and experiences in translating biomechanics into a wider range of applications. This Topic, undoubtedly, reveals the necessity to further investigate the biomechanics of the heart and vasculature with potential clinical and surgical applications. The articles in this Topic will help to promote research in this area which eventually will lead to advancement of better treatment and management technologies and strategies.
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Splenectomy, as an effective surgery for relieving complications caused by portal hypertension, is often accompanied by a significantly increased incidence of postoperative thrombosis in the portal venous system (PVS). While the underlying mechanisms remain insufficiently understood, the marked changes in hemodynamic conditions in the PVS following splenectomy have been suggested to be a potential contributing factor. The aim of this study was to investigate the influences of the anatomorphological features of the PVS on hemodynamic characteristics before and after splenectomy, with emphasis on identifying the specific anatomorphological features that make postoperative hemodynamic conditions more clot-promoting. For this purpose, idealized computational hemodynamics models of the PVS were constructed based on general anatomical structures and population-averaged geometrical parameters of the PVS. In the models, we incorporated various anatomorphological variations to represent inter-patient variability. The analyses of hemodynamic data were focused on the spatial distribution of wall shear stress (WSS) and the area ratio of wall regions exposed to low WSS (ALS). Obtained results showed that preoperative hemodynamic conditions were comparable among different models in terms of space-averaged WSS and ALS (all were small) irrespective of the considerable differences in spatial distribution of WSS, whereas, the inter-model differences in ALS were significantly augmented after splenectomy, with the value of ALS reaching up to over 30% in some models, while being smaller than 15% in some other models. Postoperative ALS was mainly determined by the anatomical structure of the PVS, followed by some morphogeometrical parameters, such as the diameter and curvature of the splenic vein, and the distance between the inferior mesenteric vein and splenoportal junction. Relatively, the angles between tributary veins and trunk veins only had mild influences on ALS. In addition, a marked increase in blood viscosity was predicted after splenectomy, especially in regions with low WSS, which may play an additive role to low WSS in initiating thrombosis. These findings suggest that the anatomical structure and some morphogeometrical features of the PVS are important determinants of hemodynamic conditions following splenectomy, which may provide useful clues to assessing the risk of postsplenectomy thrombosis based on medical imaging data.

Keywords: portal hypertension, splenectomy, postsplenectomy thrombosis, risk factor, computational model, hemodynamics


INTRODUCTION

Splenectomy is a surgery whose indications generally include spleen rupture, hypersplenism, and symptomatic splenomegaly (Cooper and Williamson, 1984; Weledji, 2014). In particular, splenectomy is often implemented in combination with porta-azygous devascularization to treat patients with portal hypertension and hypersplenism, which is expected to reduce the amount of venous blood flowing into the liver thereby helping lower portal pressure and improve liver function (Ikegami et al., 2008; Kawanaka et al., 2014). However, clinical studies have found that patients with histories of splenectomy are susceptible to the development of thrombosis in the portal venous system (i.e., portal venous system thrombosis (PVST)), with the morbidity ranging from 7 to 55% (Ikeda et al., 2005; Ushitora et al., 2011), an incidence much higher than that (approximately 5% to10%) in all cases of portal hypertension (Parikh et al., 2010). Given the severe complications (e.g., acute hypertension in splanchnic circulation and intestinal infarct) and high mortality secondary to PVST, assessing the risk of postsplenectomy thrombosis is crucial to patient management in the clinical workflow of splenectomy (Winslow et al., 2002; Ruiz-Tovar and Priego, 2016).

The pathogenesis of venous thrombosis involves multiple factors, among which blood constituents and hemodynamic factors are most frequently concerned (Rosendaal, 1993; Rasche, 2001). With regard to postsplenectomy thrombosis, the roles of blood constituents have been investigated extensively (Sobhonslidsuk and Reddy, 2002; Kinjo et al., 2010; Ruiz-Tovar and Priego, 2016). Major findings in this direction include: (1) thrombophilic disorders (e.g., deficiencies of protein C, protein S, and antithrombin III, myeloproliferative disorders, and antiphospholipid syndrome) were associated with PVST, and (2) low white cell count or high platelet count might increase the risk of postsplenectomy thrombosis. However, controversies remain about whether these factors are able to sufficiently account for the clinically observed inter-patient differences in the risk of postsplenectomy thrombosis (Winslow et al., 2002; Tsamalaidze et al., 2018). In this context, some studies turned to investigating other factors that are related to hemodynamic conditions in the portal venous system (PVS). For instance, it was found that patients with a larger diameter of the splenic vein (SV) or the portal vein (PV) had a higher risk of developing postsplenectomy thrombosis (Danno et al., 2009; Kinjo et al., 2010; de’Angelis et al., 2017; Huang et al., 2018). The study by Huang et al. (2018) further demonstrated that a higher preoperative flow rate in the PV was an independent risk factor of postsplenectomy thrombosis. The correlations of these factors with the risk of postsplenectomy thrombosis have been considered to be mediated by their influences on hemodynamic characteristics (i.e., flow disturbance or flow stagnation) that increase coagulation ability in the PVS after splenectomy (Winslow et al., 2002). Unfortunately, no existing clinical studies provided details on how blood flow patterns in the PVS are altered by splenectomy to facilitate the development of thrombosis. Nonetheless, relevant evidences have been reported by studies on thrombotic problems in other vessels or implantable artificial devices (Malek et al., 1999; Corbett et al., 2010; Gorring et al., 2015; Poredos and Jezovnik, 2018), among which, low wall shear stress (WSS), which can induce endothelial dysfunction and promote focal platelet aggregation and fibrin deposition, has been demonstrated to be a major driving factor for thrombosis.

From the hemodynamic point of view, splenectomy, due to the removal of blood flow from the spleen, would induce a marked decrease in blood flow and lowering of WSS in the PVS. In addition, flow patterns in the PVS could be highly patient-specific given the inter-patient variability in vascular anatomorphology, a major determinant of local flow patterns (Li et al., 2019; Zhou et al., 2020). Previous studies have shown that the anatomical structure (characterized mainly by the connecting positions of tributaries) of the PVS exhibits evident variations in the population, and their morphogeometrical features, such as the angle, diameter, or curvature, also differ considerably among patients (Zhang et al., 2009; Khamanarong et al., 2016). Therefore, it would be interesting to investigate how the anatomorphological features of the PVS affect hemodynamic conditions in the PVS following splenectomy, which may not only provide biomechanical evidence for explaining relevant clinical findings but also gain useful insights for assessing the risk of postsplenectomy thrombosis based on medical images of the PVS.

Given the fact that in vivo measurement of the details of blood flow patterns and high-precision quantification of hemodynamic parameters (e.g., WSS) in the PVS remain challenging in the clinical settings, computational hemodynamics modeling may serve as an alternative approach. In the literature, computational models have been widely used to address hemodynamic problems related to the diagnosis of portal hypertension (Wang et al., 2017, 2018, 2020), the pathogenesis or surgical treatment of liver diseases (Ho et al., 2013; Peeters et al., 2015; Audebert et al., 2018; Golse et al., 2020), or the presence of thrombus in the PVS (Petkova et al., 2003; Wang et al., 2014; Zhou et al., 2015; Aktar and Islam, 2017), but no models have been applied to address the hemodynamic impacts of splenectomy. In the present study, we built computational models to simulate hemodynamics in the PVS before and after splenectomy. The modeling work started from building a baseline idealized model of the PVS based on population-averaged anatomical and geometrical data reported in previous clinical studies, and further incorporated various variations in anatomy or morphogeometrical features to yield a series of models that represent inter-patient variability, thereby establishing a basis for identifying, through hemodynamic analyses, the specific anatomorphological features of the PVS that render postsplenectomy hemodynamic conditions clot-promoting.



MATERIALS AND METHODS


Construction of Baseline Geometrical Models of the PVS Before and After Splenectomy

The anatomical structure of the PVS has considerable variations among individuals. In general, the PVS consists of the PV, SV, superior mesenteric vein (SMV), and other tributaries, among which the relatively large tributaries are the left gastric vein (LGV) and inferior mesenteric vein (IMV). Anatomically, the SMV always connects to the splenoportal junction, but the connecting positions of the LGV and IMV vary among individuals (Khamanarong et al., 2016). For instance, blood flow from the LGV may drain into the SV (i.e., LGV-SV connection), or into the PV (i.e., LGV-PV connection); while blood flow from the IMV may drain into the SV (i.e., IMV-SV connection), or into the SMV (i.e., IMV-SMV connection) (Purcell et al., 1951; Graf et al., 1997; Zhang et al., 2007; Sakaguchi et al., 2010; Zhou et al., 2014; Khamanarong et al., 2016). The probabilities of these connections differ among populations in different regions (see the data summarized in Table 1).


TABLE 1. Proportions of IMV and LGV connecting positions in populations from different regions.

[image: Table 1]
In consideration of the fact that splenectomy is a frequently adopted treatment option for patients with portal hypertension and hypersplenism in China and Japan (Qi et al., 2016), herein, we chose the anatomical structure with IMV-SV and LGV-SV connections (which have higher appearance in the populations of China and Japan), as the baseline structure (herein named as type 1), and, accordingly, an idealized computational geometrical model of the PVS was constructed and set as the baseline model (see Figure 1). In the model, the angles between the PV and vertical plane, PV and SV, and SV and SMV were set to 29°, 113°, and 96°, respectively, based on the data reported in the literature (Sztika et al., 2011). For the angle between the SV and LGV/IMV, and the distance between the splenoportal junction and LGV/IMV, relevant clinical data were absent and were herein estimated empirically according to medical images reported in the literature (Sakaguchi et al., 2010). The diameters and lengths of the PV and its tributaries in the baseline model were assigned based on the mean values of the data reported in different clinical studies (Gilfillan, 1950; Purcell et al., 1951; Matsutani et al., 1993; Ito et al., 2000; Zhang et al., 2007, 2009; Zhou et al., 2014; Wei et al., 2017) (see Table 2). The baseline model, by default, represents the intact PVS before splenectomy where the proximal end of the SV is open to blood flow from the spleen, and it was modified to represent the postsplenectomy PVS by closing the proximal end of the SV (see Figure 1) to mimic the ligation of the residual SV near the hilus of spleen after surgical resection of the spleen.


[image: image]

FIGURE 1. Geometrical models of the PVS with different anatomical and morphogeometrical variations. The top left panel shows the baseline anatomical structure (type 1), where the four morphogeometrical features (i.e., ‘A’, ‘B’, ‘C’, and ‘D’) are denoted. The top right panels show the three additional types (i.e., type 2, type 3, and type 4) of anatomical structure differentiated by the connecting positions of the LGV and IMV. The bottom panel illustrates the models after incorporating each of the four morphogeometrical variations. A decrease/increase in the model parameter corresponding to each of the four morphogeometrical features is denoted by (–)/(+). PV, portal vein; SV, splenic vein; SMV, superior mesenteric vein; LGV, left gastric vein; IMV, inferior mesenteric vein.



TABLE 2. Diameters and lengths of the PV, SV and large tributaries.

[image: Table 2]


Incorporation of Anatomorphological Variations

Anatomorphological variations of the PVS were incorporated into the baseline model to represent inter-patient variability by means of modifying the anatomical structure or main morphogeometrical features (e.g., the angles between the SV and PV/IMV, the diameter and curvature of the SV, and the distance between the IMV and splenoportal junction). It is noted that each modification only involved one anatomical structure or one morphogeometrical feature, and that the same modification was simultaneously applied to the preoperative model and its postoperative counterpart, which would enable single factor variation analyses in hemodynamic studies to quantify the influence of each individual factor, thereby ranking the relative importance of factors to hemodynamic parameters of concern.


Variations of Anatomical Structure

Variations in the connecting positions of LGV and IMV represent the major anatomical variations of the PVS observed in the population. In this study, we considered all the connections listed in Table 1 when building computational models, and as such obtained three additional types of model with different anatomical structures. Herein, the type 2 model had the connections of IMV-SV and LGV-PV; the type 3 model had the connections of IMV-SMV and LGV-SV; and the type 4 model had the connections of IMV-SMV and LGV-PV. It is noted that in the three additional types of model all geometrical parameters were maintained the same as those in the baseline model, and that the distances to junctions and angles of the LGV and IMV relative to the SV, SMV or PV were estimated based on the literature data (Sakaguchi et al., 2010). The upper panels of Figure 1 illustrate the baseline model (type 1) and the three variations (i.e., type 2, type 3, and type 4).



Variations of Morphogeometrical Features

The main morphogeometrical features (i.e., ‘A’, ‘B’, ‘C’, and ‘D’ marked on the baseline model shown in Figure 1) of the PVS were each varied by decreasing (−) or increasing (+) the corresponding model parameter relative to the reference value (i.e., that assigned to the baseline model). Herein, ‘A’ represented the angle between the IMV and SV, which was varied by ±20° relative to the reference value (70°). ‘B’ represented the angle between the PV and SV, which was varied by ±10° relative to the reference value (113°). ‘C’ represented the diameter of the SV, which was varied by ±2.625 mm [the mean value of the standard deviations derived from the literature (Ito et al., 2000; Zhang et al., 2007, 2009; Zhou et al., 2014)] relative to the reference value (10.12 mm). ‘D’ represented the position of the IMV, which was quantitatively expressed by the distance between the IMV and splenoportal junction, and was varied by ±20 mm relative to the reference value (60 mm).

In addition, curvature of the SV was also incorporated by introducing a curved SV segment between the LGV and IMV in the baseline model with the ‘D’(+) variation. As shown in Figure 2, the original straight mid-SV segment between the LGV and IMV (length: 50 mm) was replaced by a curved segment whose centerline consisting of two straight lines (length: 10 mm) and three tangential arcs [i.e., two quadrants (radius: 10 mm) and one semicircle (radius: 15 mm)]. The curvature of the mid-SV segment was evaluated by the distance factor (DF) of its centerline, which was calculated as the ratio of the curve length (L) to the distance between the two terminals (D). It is noted that the diameter of the curved SV segment was maintained the same as that of the straight one.


[image: image]

FIGURE 2. Geometrical models of the PVS and centerlines of the SV with or without curvature in the mid-SV segment between the IMV and LGV. It is noted that the model without curvature is the baseline model with ‘D’(+) variation. The red portion highlighted on each centerline represents the centerline of the mid-SV segment, for which the distance factor (DF) is calculated based on the curve length (L) and distance between the two terminals (D) (the values of DF, L and D are given) to evaluate the degree of curvature.




Mesh Generation and Setup of Hemodynamic Model

The geometrical models were each read into ICEM CFD (ANSYS Inc., United States) to generate a mesh model to be used for hemodynamic simulation. In order to improve the accuracy of hemodynamic computation in the near-wall zone, a hybrid meshing strategy was adopted where the core region of fluid domain was divided with tetrahedral elements while the near-wall region with prism elements. The minimum size of tetrahedral elements was set to 0.08 mm, and the thickness of the first near-wall prism layer was set to 0.05 mm. Numerical tests performed on the preoperative baseline model revealed that further reducing the element sizes by 20% induced less than 0.2% change in computed space-averaged WSS. Therefore, the adopted element sizes were considered to be acceptable from the numerical point of view, and applied to all models.

The inflow boundaries of the SV and tributaries in each model were set as flow velocity inlets. A parabolic velocity profile (generated based on an assigned cross-sectional mean axial velocity) was imposed at each inlet. The mean flow velocity values assigned to the inlets of SV, SMV, LGV, and IMV were derived from the population-averaged data measured in patients with portal hypertension, and were set to 8.89 cm/s (George, 2008), 5.02 cm/s (George, 2008), 7.8 cm/s (Matsutani et al., 1993), and 8 cm/s (Matsutani et al., 1993; Maruyama et al., 2013), respectively. For purpose of simplicity, all flow velocities imposed at the model inlets were assumed to be constant in consideration of the weak pulsation of blood flow in the PVS. The outflow boundary of the PV was set as a pressure outlet with the pressure being fixed at 25 mmHg, a common portal venous pressure in portal hypertensive patients (Lebrec et al., 1997). Note that the same PV outlet pressure was assigned to the preoperative and postoperative models, which, strictly speaking, is not physiologically reasonable since splenectomy will induce a decrease of portal pressure. This simplification, however, would not compromise the validity of the computation of hemodynamic parameters (e.g., WSS) of concern in the present study, which are determined by inflow rates from the SV and tributaries and anatomorphological features of the PVS rather than blood pressure at the PV outlet.

The venous walls in each model were assumed to be rigid to which the no-slip boundary condition was imposed. The assumption was reasonable because the close-to-steady state of blood flow in the PVS would not cause large displacements of venous wall. Venous blood was modeled as an incompressible non-Newtonian fluid with a density of 1,060 kg/mł, and blood flow was governed by the continuity and Navier-Stokes equations. Herein, the non-Newtonian rheology of blood was considered since blood flow in the PVS is slow, making the shear-rate dependent effect of blood viscosity more evident than in large arteries where blood flow velocities are much higher (Ho et al., 2012). In this study, the Carreau model was employed to represent the change in blood viscosity (μ) with shear rate ([image: image]),

[image: image]

where λ = 3.313 s, n = 0.3568, μ0 = 0.056 Pa⋅s, and μ∞ = 0.00345 Pa⋅s (Johnston et al., 2004).



Numerical Simulation and Data Analysis

The governing equations of blood flow were numerically solved using a finite volume method-based commercial CFD (Computational Fluid Dynamics) package, Fluent (ANSYS Inc., United States). Herein, unsteady numerical schemes were adopted to improve numerical stability, although the boundary conditions of the models were prescribed with constant values. The time step was fixed at 0.01 s, and each model was continuously run for 3 s to eliminate the influence of uncertainty in artificially assigned initial conditions. The computed results of each model at the last time step were extracted and analyzed to derive hemodynamic parameters of interest.

In light of the fact that low WSS is closely associated with the risk of venous thrombosis (Malek et al., 1999; Poredos and Jezovnik, 2018), in this study, hemodynamic conditions in the PVS were quantitatively evaluated in terms of the spatial distribution of WSS, space-averaged WSS (SA-WSS), and the area ratio of wall regions exposed to low WSS (ALS).
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Here, AW is the total wall area of the PVS. ΔAi is the area of the ith mesh surface on the PVS wall, with the corresponding WSS being denoted as WSSi. The PVS wall contains a total number of N mesh surfaces, among which M mesh surfaces were exposed to WSSes lower than the threshold value WSST. Herein, WSST was set to 0.1 Pa according to the threshold value of low WSS suggested in the literature (Corbett et al., 2010; Gorring et al., 2015). The aforementioned hemodynamic parameters were computed for all models and compared in relation to the anatomorphological features of PVS.



RESULTS


Comparison of Simulated Hemodynamic Parameters Among Models With Different Anatomical Variations

The simulated spatial distributions of WSS for the models with four types of anatomical structure before and after splenectomy are shown in Figure 3, with the corresponding values of SA-WSS and ALS being reported in Table 3. It was observed that the preoperative WSS differed considerably in spatial distribution among the models, however, the values of SA-WSS and ALS were comparable (e.g., the values of ALS computed for all the models were smaller than 1%). After splenectomy, SA-WSS decreased significantly in all the models and did not show evident inter-model differences. In contrast, ALS increased remarkably, along with evidently augmented inter-model differences. For instance, the type 4 model had the largest postoperative ALS (35.19%), followed by the type 3 model (26.48%) and type 2 model (23.06%), while the type 1 model had the smallest ALS (21.28%). The inter-model differences in postoperative ALS corresponded well with the model-simulated postoperative spatial distributions of WSS, where the type 3 and type 4 models exhibited larger wall areas exposed to WSSes lower than the threshold value (0.1 Pa), especially in the SV.
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FIGURE 3. Simulated spatial distributions of WSS (the first two rows) and mid-plane contours of flow velocity (the last two rows) in the models with four types of anatomical structure. It is noted that for the postoperative models only the wall areas exposed to low WSS [i.e., lower than the threshold value (0.1 Pa)] are highlighted.



TABLE 3. Simulated results for models with four types of anatomical structure.

[image: Table 3]The mid-plane contours of flow velocity shown in lower panels of Figure 3 indicated that the proximal segments of the SVs in the type 3 and type 4 models, due to limited blood flow draining from the tributaries, suffered from lower flow velocity after splenectomy, which can account for the enlarged area of SV wall exposed to low WSS. Before splenectomy, blood flow from the spleen is a major factor for maintaining a normal level of WSS in the SV.



Influences of Morphogeometrical Variations on Hemodynamic Parameters

Table 4 lists the model-simulated values of SA-WSS and ALS for models with various morphogeometrical variations. ‘A’–‘D’ variations (see Figure 1 and Section “Variations of Morphogeometrical Features’ for details of their definitions) induced detectable while mild changes in SA-WSS and ALS before splenectomy, and the changes in SA-WSS remained mild after splenectomy. However, the changes in ALS were significantly enlarged after splenectomy, especially in the cases of ‘C’ and ‘D’ variations. Quantitatively, the simulated postoperative ALS values for the models with ‘A’ and ‘B’ variations fell in a narrow range from 20.64% to 21.54%, which were close to the postoperative ALS (21.28%) of the baseline model, indicating that ALS is not significantly affected by ‘A’ or ‘B’ variations. Relatively, ‘C’ and ‘D’ variations induced much larger changes in ALS. In particular, ‘C’(−) (i.e., reducing the diameter of SV by 2.625 mm) led postoperative ALS to decrease to 13.65%, while ‘C’(+) (i.e., increasing the diameter of SV by 2.625 mm) caused postoperative ALS to rise up to 29.39%.


TABLE 4. Simulated results for models with different morphogeometrical variations.

[image: Table 4]To further explore hemodynamic phenomena behind the data presented in Table 4, we visualize the simulated spatial distributions of WSS and flow velocity in the models with ‘C’ and ‘D’ variations in Figures 4, 5, respectively. It was observed that the distributions of WSS changed considerably in response to the incorporation of ‘C’ or ‘D’ variations both before and after splenectomy (see Figure 4). In particular, there were marked changes in wall regions exposed to low WSS (<0.1 Pa) after splenectomy. For instance, the values of WSS in the mid-SV segment located between the IMV and LGV were overall higher than the threshold value of low WSS (0.1 Pa) in the case of ‘C’(−), but decreased below 0.1 Pa in the case of ‘C’(+). In the cases of ‘D’(−) and ‘D’(+), WSS in the SV segment proximal to the IMV was most significantly affected, with ‘D’(−) inducing an enlargement of SV wall regions exposed to low WSS, while ‘D’(+) reducing the low-WSS wall regions. From the contours of flow velocity in the mid-planes of these models (see Figure 5), flow velocity in the SV before splenectomy was dominated by blood flow from the spleen, and remained high and stable in spite of variations in the diameter of SV or the connecting position of IMV. After splenectomy, the removal of blood flow from the spleen rendered blood flow in the SV highly dependent on blood perfusions from the IMV and LGV, making the flow field susceptible to disturbance at the junctions (indicated by the local streamlines) and associated distribution of low WSS sensitive to variations in the diameter of SV or the position of IMV.


[image: image]

FIGURE 4. Simulated spatial distributions of WSS in the models with the variations of two representative morphogeometrical features (i.e., ‘C’ and ‘D’ variations). It is noted that for the postoperative models only the wall areas exposed to low WSS are highlighted.



[image: image]

FIGURE 5. Simulated contours of flow velocity in the mid-planes of the models with the variations of two representative morphogeometrical features (i.e., ‘C’ and ‘D’ variations). The orange dashed squares highlight the characteristics of local flow fields near junctions using flow streamlines.


If curvature was introduced to the mid-SV segment (located between the IMV and LGV) in the model with ‘D’(+) variation (see Figure 2), simulated postoperative ALS increased from 15.79% (in the case of straight SV) to 23.56% (see Table 4). From the simulated spatial distributions of WSS and mid-plane contours of flow velocity presented in Figure 6, curving of the mid-SV segment led to marked hemodynamic changes in both the preoperative and postoperative models. A major change was the appearance of slow-flow zones near the outer walls of the curvatures, leading to locally lowering of WSS. The effects were especially strong in the postoperative model, causing a marked enlargement of the wall area subject to WSS lower than the threshold value (0.1 Pa).


[image: image]

FIGURE 6. Comparison of the simulated spatial distributions of WSS and mid-plane contours of flow velocity in the models with and without curving of the mid-SV segment.


Figure 7 further shows the spatial distributions of simulated blood viscosity in the near-wall regions of three representative models [i.e., type 1 model (baseline), type 4 model, and type 1 model with ‘C’ (+) variation (diameter of SV (+))]. The simulated blood viscosity was overall low in all preoperative models, but increased significantly after splenectomy, especially in the SV where the maximal value of viscosity was increased by over 100% compared to the preoperative value. In the meantime, inter-model differences in blood viscosity were remarkably enlarged after splenectomy. Recalling the distributions of WSS shown in Figures 3, 4, one can easily find that the distributions of low WSS correspond well with the distributions of high viscosity. This can be explained by the viscosity model described by Eq. 1 in which blood viscosity is inversely related to flow shear rate, which makes blood viscosities in regions with low WSS and shear rate higher than those in regions with high/normal WSS and shear rate.
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FIGURE 7. Spatial distributions of simulated blood viscosity in the near-wall regions of the baseline (type 1) model, type 4 model, and the type 1 model with the increase of the SV diameter [i.e., ‘C’(+) variation].




DISCUSSION

While postoperative thrombosis is a frequent surgical sequela in patients treated with splenectomy (Ikeda et al., 2005; Ushitora et al., 2011) and numerous studies have been devoted to exploring its etiology and associated factors (Sobhonslidsuk and Reddy, 2002; Winslow et al., 2002; Ruiz-Tovar and Priego, 2016; Tsamalaidze et al., 2018), well-established schemes for patient-specific risk assessment remain absent in current clinical practice. In the context, we devised a computational model-based study to investigate in detail the influences of anatomical and morphogeometrical variations of the PVS, which are common in the population, on hemodynamic conditions in the PVS before and after splenectomy. In particular, we focused on identifying anatomical and morphogeometrical features associated with the wall area ratio of low WSS (ALS) in light of the fact that low WSS has been well demonstrated to be an important driving factor for thrombosis (Malek et al., 1999; Poredos and Jezovnik, 2018). Major findings from our study include: (1) anatomical or morphogeometrical variations of the PVS induced considerable changes in the characteristics of WSS distribution and flow patterns both before and after splenectomy, but had little influence on ALS before splenectomy, (2) after splenectomy, ALS increased significantly and became more sensitive to variations in the anatomical structure and morphogeometrical parameters of the PVS, and (3) blood viscosity increased significantly after splenectomy, especially in regions with low WSS.

The low ALS before splenectomy indicates that hemodynamic conditions in the PVS are basically preventive of the formation of thrombus irrespective of inter-patient differences in anatomical or morphogeometrical features and associated hemodynamic characteristics, which may explain the clinically observed low incidence of thrombosis in portal hypertensive patients not treated with splenectomy (Ikeda et al., 2005; Parikh et al., 2010; Ushitora et al., 2011). Before splenectomy, the abundant blood perfusion from the spleen dominates hemodynamic characteristics in the SV, keeping blood flow velocity high, and the flow field stable and resistant to disturbances caused by mingling flows from the tributaries (see Figures 3, 5). However, the situation was substantially altered after splenectomy. The absence of blood flow from the spleen after splenectomy not only remarkably raised ALS, causing the preoperatively clot-preventive hemodynamic conditions in the PVS to convert into clot-promoting conditions, but also rendered flow field in the SV highly dependent on blood perfusion from the tributaries, and more sensitive to anatomical or morphogeometrical variations. Specifically, the type 4 anatomical structure (with connections of IMV-SMV and LGV-PV) was found to undergo the largest increase in ALS following splenectomy (from preoperative 0.86% to postoperative 35.19%), while the type 1 anatomical structure (with connections of IMV-SV and LGV-SV) had the lowest postoperative ALS (21.28%). The postoperative ALS of the type 1 structure increased to 29.39% when incorporating the ‘C’(+) variation (i.e., increasing the diameter of SV by 2.625 mm), and to 25.12% when incorporating the ‘D’(−) variation (i.e., shortening the distance between the IMV and splenoportal junction by 20 mm). In addition, introducing curvature to the SV in the type 1 structure with ‘D’(+) variation led to an evident increase of ALS (from 15.79% to 23.56%). Relatively, changes in ALS induced by varying the angles between tributary veins and their trunk veins were much smaller and nearly negligible in comparison with the aforementioned ALS changes induced by other anatomorphological variations. These results indicate that the anatomical structure and some morphogeometrical parameters (e.g., the diameter and curvature of the SV, and the distance between the IMV and splenoportal junction) of the PVS can significantly affect postoperative ALS and associated risk of postsplenectomy thrombosis. The marked increase in postoperative ALS associated with ‘C’(+) variation may provide biomechanical evidence for explaining the clinical observation that patients with a larger diameter of the SV were at increased risk of developing thrombosis after splenectomy (Danno et al., 2009; Kinjo et al., 2010; de’Angelis et al., 2017; Huang et al., 2018). However, clinical studies on the correlations between the anatomical structure or other morphogeometrical features of the PVS and the risk of postsplenectomy thrombosis remain absent. At this point, our findings may serve as a theoretical reference for guiding future clinical studies in this direction, or for roughly assessing the risk of postsplenectomy thrombosis based on medical images of the PVS available in general clinical settings.

Moreover, viscosity is one of the blood rheological properties that affect thrombus formation. High blood viscosity has been found to increase the risk of thrombosis (Dormandy and Edelman, 1973). In this study, we represented the non-Newtonian rheology of blood with the Carreau model in all hemodynamic simulations, finding that blood viscosity was overall increased after splenectomy, with high viscosity having similar spatial distributions and showing similar sensitivities to morphogeometrical variations of the PVS as low WSS. In a sense, increased blood viscosity may play an additive role to low WSS in promoting the formation of thrombus.

While the present study provided useful theoretical insights for assessing the risk of postsplenectomy thrombosis based on the anatomorphological features of the PVS, the findings must be considered in the context of several limitations. First, we kept flow velocities assigned to the inlets of the tributary veins unchanged before and after splenectomy. However, flow rates in the tributary veins may increase after splenectomy, probably as a consequence of compensatory responses to the surgery, although relevant clinical data have not been reported in the literature. Based on the measured change ratio (30%) of flow rate in the PV before and after splenectomy (Bai et al., 2020) and the population-averaged ratio (45%) of flow rate in the SV to that in the PV, we estimate that the overall postoperative compensatory increase in flow rates in the tributary veins might be within 30%. To clarify whether such postoperative compensatory increase in flow rate would have great influence on postoperative ALS, we performed an additional numerical simulation by increasing flow rates in all tributary veins in the Type 1 model by 30%. The results showed that a 30% increase in flow rates only had slight influence on postoperative ALS, causing ALS to decrease from 21.28 to 19.10%. In this sense, a moderate compensatory increase in flow rates in the tributaries of the PVS may have secondary influence on postoperative ALS compared to the anatomorphological features of the PVS. Second, for purpose of simplicity, we only incorporated morphogeometrical variations into the baseline anatomical structure (i.e., type 1). It remains unclear whether the findings would be applicable to other types of anatomical structure. Our additional numerical simulations revealed that incorporating the ‘C’(+) variation into the other three anatomical types or incorporating the ‘D’(−) variation into the type 2 structure also led to considerable increases in ALS, although the increases in ALS were quantitatively different from those observed in the case of type 1 structure, and that the negligible effects on ALS of varying the angles between tributary veins and PV, SV or SMV remained (results not shown). For the type 3 and type 4 structures, changing the distance of the IMV relative to the splenoportal junction had little influence on ALS since the IMV is connected to the SMV where the values of WSS are much higher than the threshold value of low WSS. Third, our numerical studies with respect to the hemodynamic effects of anatomical and morphogeometrical variations have been performed in a one-factor-at-a-time way, however, the anatomical and morphogeometrical features of the PVS in a real patient may contain multiple factors addressed in the present study whose combined influences on postoperative hemodynamic conditions and ALS could be highly complex. In this sense, patient-specifically quantifying hemodynamic conditions and ALS through image-based model reconstruction and hemodynamic analysis would be necessary to better predict the risk of postsplenectomy thrombosis.
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Traditional enhanced external counterpulsation (EECP) used for the clinical treatment of patients with coronary heart disease only assesses diastolic/systolic blood pressure (Q = D/S > 1.2). However, improvement of the hemodynamic environment surrounding vascular endothelial cells of coronary arteries after long-term application of EECP is the basis of the treatment. Currently, the quantitative hemodynamic mechanism is not well understood. In this study, a standard 0D/3D geometric multi-scale model of the coronary artery was established to simulate the hemodynamic effects of different counterpulsation modes on the vascular endothelium. In this model, the neural regulation caused by counterpulsation was thoroughly considered. Two clinical trials were carried out to verify the numerical calculation model. The results demonstrated that the increase in counterpulsation pressure amplitude and pressurization duration increased coronary blood perfusion and wall shear stress (WSS) and reduced the oscillatory shear index (OSI) of the vascular wall. However, the impact of pressurization duration was the predominant factor. The results of the standard model and the two real individual models indicated that a long pressurization duration would cause more hemodynamic risk areas by resulting in excessive WSS, which could not be reflected by the change in the Q value. Therefore, long-term pressurization during each cardiac cycle therapy is not recommended for patients with coronary heart disease and clinical treatment should not just pay attention to the change in the Q value. Additional physiological indicators can be used to evaluate the effects of counterpulsation treatment.

Keywords: enhanced external counterpulsation, coronary artery, 0D/3D geometric multi-scale model, vascular endothelial cells, hemodynamic effects


INTRODUCTION

Enhanced external counterpulsation (EECP) is a non-invasive method that uses air-inflated cuffs to mechanically compress the human lower body and increase the diastolic blood pressure (DBP). This decreases compression at the onset of systole and decreases the vascular resistance to reduce the intra-aortic systolic blood pressure (SBP) (Applebaum et al., 1997). By improving blood circulation, EECP assists cardiac function and increases blood perfusion in the heart and brain as well as the kidneys and other organs. By inflating the air cuffs wrapped around the lower body and buttocks during diastole, EECP can promote the backflow of blood from the limb arteries to the aorta, significantly increasing the DBP. Simultaneously, cardiac output (CO) is improved due to increased blood flow return to the heart. At the end of diastole, the air cuffs are quickly deflated. The pressure is released, reducing the distal afterload of the heart and accelerating the blood flow to the global circulation, thereby achieving a counterpulsation effect.

As a non-invasive medical device, the hemodynamic effect of EECP is significant in the treatment of ischemic vascular diseases. Numerous clinical studies (Michaels et al., 2002; Sharma et al., 2013; Qin et al., 2016) have shown that the acute hemodynamic effects of EECP can effectively improve the overall functional state of the blood circulatory system using “double pulse” perfusion, which effectively causes revascularization and improves the symptoms associated with organ ischemia. The markedly increased aortic pressure (AP) and CO during counterpulsation also help increase coronary blood flow. At present, for patients with coronary heart disease, the clinical treatment goal of EECP is that the ratio of diastolic blood pressure to systolic blood pressure is greater than 1.2 (Q = D/S > 1.2). When Q is greater than 1.2, it indicates that the DBP has increased to a level that is sufficient to meet the blood perfusion demand associated with myocardial ischemia. However, the evaluation of treatment effects based on this indicator lacks the scientific basis of mechanobiology theory because EECP accelerates blood flow, which improves the local hemodynamic environment of coronary artery vascular endothelial cells (VECs).

Additional researches (Wu et al., 2006; Zhang et al., 2007) have revealed that the improvement in WSS was the underlying mechanism in treating atherosclerosis, which was the long-term hemodynamic effect of EECP on VECs. WSS is related to the activation of endothelial Ca2+ and eNOS (Ilkan et al., 2017). The application of EECP will increase Ca2+, plasma NO levels, and promote eNOS gene expression of VECs by increasing WSS (Zhang et al., 2007). Therefore, the long-term hemodynamic effects can be reflected by the variation in WSS during EECP.

Previous studies (Malek et al., 1999; Zhang et al., 2007; Samady et al., 2011; Eshtehardi et al., 2012; Speelman et al., 2016) have shown that WSS is an important indicator that significantly impacts vascular remodeling and inhibits the development of atherosclerosis. The formation and development of atherosclerosis result from the long-term deposition of extracellular lipids in the intima of blood vessel walls (Libby, 2001). The increase in WSS (1–7 Pa) will lead to a hemodynamic environment that is conducive to alter the gene expression of VECs, thus reducing lipid deposition and vascular inflammation. After long-term treatment, the vascular endothelium will be smooth and exhibits good patency, which promotes benign remodeling of diseased blood vessels. Additional research (Pipp et al., 2004) has shown that high WSS can promote the growth of collateral vessels that had stopped growing, which significantly increases the numbers of new microcirculatory vessels around the stenotic region. Therefore, a high WSS around the stenosis might increase blood perfusion in the ischemic region through blood flow separation. Both processes described above are the long-term hemodynamic effects of EECP therapy.

Vascular endothelia, whose pathological conditions are closely related to the surrounding hemodynamic environment, are the target of EECP. Long-term EECP treatment continually exposes VECs to a mechanical environment that includes high WSS and a low oscillatory shear index (OSI). High WSS (1-7 Pa) will significantly affect the gene expression of VECs, affecting cell growth and metabolism, modifying the cellular immune inflammatory response, inhibiting VEC apoptosis and weakening intracellular lipid deposition, thereby protecting the vascular intima and inhibiting the development of atherosclerosis. In contrast, low WSS (<1 Pa) promotes atherosclerosis (Malek et al., 1999; Samady et al., 2011; Eshtehardi et al., 2012). Excessive WSS (>7 Pa) will damage VECs and cause positive remodeling and outward expansion of blood vessels. For patients with unstable plaques, excessive WSS can even cause plaque rupture, resulting in the formation of a thrombus and even acute myocardial infarction (Fu et al., 2015).

OSI is a mechanical index that reflects unstable blood flow. A high OSI (>0.2) indicates more backflow, which is a risky hemodynamic environment for the vascular endothelium and a sign of potential development of atherosclerosis and vulnerable plaques (Bassiouny et al., 1992; Mori et al., 2002; Ladisa et al., 2010; Speelman et al., 2016). However, EECP treatment can reduce the probability of backflow in coronary arteries. Therefore, an improved hemodynamic environment for VECs following long-term EECP therapy can effectively promote benign vascular remodeling and improve vascular function, which are the long-term hemodynamic effects of EECP treatment. Therefore, it is essential to research the quantitative long-term hemodynamic effects of EECP.

Clinical EECP therapy consists of a range of different counterpulsation modes. Currently, it is not clear how different counterpulsation modes alter the hemodynamic effects on coronary arteries. There are no published clinical studies that describe how the different counterpulsation modes intervene in the local hemodynamic environment of coronary VECs. Using a numerical simulation, Du formulated an ideal three-dimensional (3D) model to simulate the WSS variations of local atherosclerotic plaques under the intervention of EECP, which proved the effect of counterpulsation on the WSS of the vascular wall (Du and Wang, 2015). Xu conducted a numerical simulation of EECP based on real coronary arteries that exhibited different degrees of stenosis (Xu et al., 2020). They observed that during the counterpulsation state, the hemodynamic risk area in the stenotic coronary artery was decreased significantly, which proved that EECP produced a significant inhibitory effect on coronary atherosclerosis. However, the existing models have not been used to simulate the different counterpulsation modes. Also, the various neural regulation mechanisms of the human body during the counterpulsation state have not been considered.

In this study, by coupling the lumped parameter model (0D model) of the blood circulatory system and the 3D model of a coronary artery, a 0D/3D geometric multi-scale model was established. During counterpulsation, the model considered the body’s baroreflex mechanism, the autoregulation mechanism of coronary blood flow, and the vascular collapse of the lower body. We presented a more comprehensive method for the numerical simulation of EECP, and the model was verified using clinical experiments. By applying different counterpulsation modes in the 0D model, this study explored the long-term hemodynamic effects of EECP on the coronary vascular endothelium, and provided a mechanobiology-based theory for the clinical long-term therapeutic effects.



MATERIALS AND METHODS


Geometric Multi-Scale Model of the Coronary Artery

Geometric multi-scale modeling is a specialized strategy used to simulate the blood circulatory system. The strategy uses different types of models to simulate different parts of the circulatory system. The 3D model can be used to provide detailed observations of the local hemodynamic environment of the blood vessel. The peripheral circulatory system can be simulated using a 1D model that considers the one-dimensional geometric information of the blood vessel or a 0D lumped parameter model that completely reduces the dimensionality of the segmented vessel. The 0D model can be used to provide non-artificially determined missing values as boundary conditions for the calculation of the 3D model, such that when the 3D model structure changes, the boundary conditions provided by the peripheral 0D model also will be adaptively changed to avoid the adverse effects by fixed boundary conditions. With the 3D model as the main focus, a geometric multi-scale model can simulate large-scale or even the entire circulatory system based on less computational cost (Kim et al., 2010; Taylor et al., 2013).

Using 3D modeling tools, such as Mimics (a CTA image segmentation software) and Freeform (a tactile interaction system), 3D models of coronary arteries were constructed. The algorithm for 0D/3D modeling and calculation in this study was based on the fluid mechanics simulation software ANSYS. The finite element simulation of the 3D model was based on the CFX module. The simulation of the 0D model was based on the secondary development function, User Junction Box Routine, provided by ANSYS-CFX. The simulation of the 0D model was programmed into this function by FORTRAN. Using the 0D/3D coupling algorithm (Zhao et al., 2016), the geometric multi-scale model can be solved after setting the initial conditions and time step. The 0D model simulation solution used the explicit Euler method, an explicit integral method with simple programming form and clear meaning, with a time step of 0.00001 s. The 3D model simulation used the finite element method based on the Navier-Stokes equation. The flow was assumed to be laminar and the time step was 0.001 s. This was the maximum time step needed to maintain the convergence, accuracy and efficiency of the computation. The choice of time step was based on the different time step experiments, which were introduced in our previous study (Li et al., 2019b, Biomed. Eng. Online). In the calculation process for the 0D model, linear interpolation was performed on the missing values caused by the mismatched time step to realize the data interaction between the two models. The interaction utilized the following formula:
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where [image: image] is the mean inlet pressure calculated by the 3D model, A3D,in is the inlet area of the 3D model, τin is the integral domain (the inlet plane of the 3D model), P is the pressure of each element on the inlet plane of the 3D model, dτ is the differential area element, and P0D,in is the missing value of the 0D model, which is the mean inlet pressure of the 3D model. Q3D,out is the outlet flow calculated by the 3D model, ρ is blood density, τout is the integral domain (the outlet plane of the 3D model), μ is the node velocity of the outlet plane of the 3D model, n_i is the normal vector of the outlet plane and Q0D,out is the missing value of the 0D model (the outlet flow of the 3D model). In the coupling algorithm, data exchange between the two models was conducted during each time step of the 3D calculation, and residual detection was performed at the same time. The error of the outlet pressure and the error of the inlet flow rate of the 3D model between adjacent cardiac cycles were defined as the residual detection items. When the residuals were less than the pre-set value, the calculation result was considered to be convergent and the simulation ended. In addition, during the calculation process of the 0D model, the missing items in the boundary provided by the 3D model calculation must be interpolated to ensure the synchronization of the calculation time step of the two models. Because the time interval between each step was very short, linear interpolation was adopted.

This study chose the 0D/3D multi-scale model to simulate the hemodynamic responses of the cardiovascular system during the application of EECP, as shown in Figure 1. Since the purpose of this study was to quantitatively explore the effects of different counterpulsation modes on long-term cardiovascular hemodynamics, the methods and research conclusions, methodologically speaking, should be applicable to most patients but not designed for specific individuals. Therefore, the established cardiovascular geometric multi-scale model, should be able to represent the majority of people, rather than confined to a particular location or specific lesion. In this paper, this model was named the standard model. Therefore, a disease-free coronary artery 3D model was reconstructed for hemodynamic analysis to study the impact of different counterpulsation modes. Also, referring to previous studies (Jaron et al., 1988; Bai et al., 1992, 1994), a closed-loop 0D lumped parameter model of the human blood circulatory system was established. The model consisted of 20 arterial units, 17 venous units, eight peripheral circulation units, one cerebral microcirculation unit and one cardiopulmonary circulation unit. Among these units, the voltage source Pe, which existed in the arterial and venous units, was used to simulate the counterpulsation pressure, which only existed in the calves, thighs and buttocks (A8–A13 and V8–V14). The values for vascular compliance C, flow resistances R and flow inertia L in each unit of systemic circulation of the standard model were shown in our previous study (Li et al., 2019b, Biomed. Eng. Online). The values of C in the coronary circulation also were shown in the previous study (Li et al., 2019a, Med. Biol. Eng. Comput.). The initial values were calculated using the classical formulas of lumped parameter modeling as follows (Wang et al., 1989; Pietrabissa et al., 1996):
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FIGURE 1. Universal 0D/3D geometric multi-scale standard model of a coronary artery.
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where r is the vessel radius, l is the length of the vessel segment, E is the Young’s modulus of the vessel, h is the wall thickness of the vessel, μ is the blood viscosity, A is the cross-sectional area and ρ is the blood density. The material properties of each vessel segment were described in a previous study (Liang et al., 2009). When applied to the standard model, the initial values of these parameters needed to be adjusted using an optimization algorithm (Li et al., 2020), which is the same as the parameter acquisition methods of individual models. The optimization objectives of the standard model were physiological indicators observed in most people (aortic pressure was 80–120 mmHg and cardiac output was 5 L/min). The characteristics of the geometric multi-scale model indicated that it was suitable for the hemodynamic simulation of EECP because when counterpulsation was applied in the 0D model, the local details in the 3D model were observed in real-time to evaluate variations in the local hemodynamic environment.



Numerical Simulation of EECP

The method of applying pressure is based on four different parameters, including inflation and deflation rate, starting moment of pressurization, pressurization duration, and pressure amplitude. The control chart is shown in Figure 2. The inflation and deflation of the cuffs were set at a rapid rate in the clinical EECP instrument. In addition, considering the previous study (Bai et al., 1994), the inflation and deflation times in this study were both 0.005 s. The starting moment of the cuffs’ pressurization in clinical operation was triggered based on the R wave of the ECG, which was the starting point of systole during a cardiac cycle. After a delay of approximately 0.25 s, that is, the end of the systolic period, the cuffs were sequentially inflated. Therefore, the starting point of pressurization of the calves in this study was set at 0.25 s of the cardiac cycle. Based on clinical experience, the interval between the starting points of each part was 0.05 s (Bottom, 1999). Therefore, the starting moments of pressurization of calves, thighs and buttocks were 0.25, 0.30, and 0.35 s, respectively. Unlike the first two parameters, the pressurization duration and pressure amplitude significantly affected the treatment effect of EECP and should be carefully considered. Different counterpulsation modes also depended on these two parameters. In this study, the long-term hemodynamic effects of EECP on coronary artery VECs were studied by simulating different pressure amplitudes and pressurization durations. The pressure amplitudes of the three pressurization parts (calves, thighs, and buttocks) were synchronized (Li et al., 2019b, Biomed. Eng. Online.).


[image: image]

FIGURE 2. Schematic diagram of the EECP mode. Where Ts1, Ts2, and Ts3 are the moments when the counterpulsation cuffs of each part start to inflate. P is the pressure amplitude, and Th1, Th2, and Th3 are the pressurization durations of counterpulsation cuffs. Te is the deflation moment.


When using a lumped parameter model to complete the calculation, the pressure solving equations in calves, thighs and buttocks (units A8–A13 and V8–V14) during the resting state were as follows:

[image: image]

where du is the differentiation of pressure to time, i is flow, C is capacitance, and dt is the time step. During EECP, the capacitances in A8-A13 and V8-V14 were connected to an external pressure source, and the solving equation becomes:

[image: image]

where dPe is the differentiation of the counterpulsation pressure to time.



Neural Regulation Mechanisms During EECP

During EECP, the body’s aortic DBP is greatly increased, and the baroreflex is activated to maintain the balance of blood pressure and blood flow. The baroreflex is an adaptive regulation mechanism based on sympathetic nerve and vagus nerve signal stimulation. By dilating blood vessels, as well as regulating systemic peripheral vascular resistance, heartbeat frequency, cardiac contractility and systemic venous volume, the baroreflex exhibits dynamic behavior when the blood pressure changes. With reference to previous researches (Ursino, 1998; Liang and Liu, 2006), the baroreflex during EECP was included in our 0D model. The numerical simulation of the baroreflex was based on the sympathetic nerve and vagus nerve signals. The sympathetic signal is a monotonic exponential function negatively correlated with afferent neural pathway activity, which can be mathematically described as follows:

[image: image]

where fes is the frequency of spikes in the efferent sympathetic nerves, kes, fes,0, and fes,∞ are constants and fcs is the frequency of spikes in the afferent fibers. The vagal signal is a positive function correlated with the activity in the sinus nerve, which can be mathematically described as follows:

[image: image]

where fev is the frequency of spikes in the efferent vagal fibers, and kev, fev,0, fev,∞ and fcs,0 are constants. The value of all parameters and the mathematical description of fcs were presented in the reference (Ursino, 1998).

Based on the stimulation of the two signals, the heart rate, systemic peripheral vascular resistance, cardiac contractility and systemic venous capacity were adjusted during the process of EECP simulation according to the following equations:

[image: image]

where θ is the generic-controlled parameter, σθ is the output of the static characteristic, τθ is the time constant and Dθ is pure latency. fes,min is the minimum value of the sympathetic signal and Gθ is a constant gain index. All parameters were specified in the reference (Ursino, 1998). In addition to the above method, there are other contemporary modeling methods of baroreflex regulation that can be adopted. (Olufsen et al., 2006; Matzuka et al., 2015).

Another neural regulation influence on the cardiovascular system during the application of counterpulsation is the autoregulation of coronary blood flow. This mechanism is an adaptive regulation function of coronary blood vessels to maintain the nearly constant blood flow through myogenic, shear-dependent, and metabolic vascular responses to changes in perfusion pressure (Waters et al., 2011). Using animal experiments, Mosher observed that a sudden change in perfusion pressure caused a corresponding change in coronary blood flow, but the blood flow would automatically recover to the original level in approximately 30 s to 2 min due to the rapid adjustment response of coronary capillaries (Mosher et al., 1964). However, when the perfusion pressure was excessive, the autoregulation function was reduced considerably, resulting in a non-linear increase in the flow rate. The trend of normalized blood flow and perfusion pressure is presented in Figure 3.


[image: image]

FIGURE 3. The relationship between normalized blood flow and perfusion pressure in the coronary flow autoregulation.


It can be seen in Figure 3 that the perfusion pressure range for the coronary artery to maintain stable blood flow is between 65 and 115 mmHg. When the average perfusion pressure is greater than 120 mmHg, it is difficult for the coronary artery to maintain a stable blood flow. A mathematical model to simulate the coronary autoregulation (Ge et al., 2018) is:

[image: image]

where

[image: image]

In the formula, Rk and Rk+1 represent the small arterial resistance of the kth and next iteration steps, respectively. cor(k) is the correction function of Rk, which is calculated as the difference between the simulated average coronary flow (Qk) and the target value (QR, average coronary flow corresponding to the coronary perfusion pressure in Figure 3). Kp, Ki, and Kd are gain coefficients, which were set to 0.5, 0.01, and 0.01, respectively. These parameters were described in previous research (Ge et al., 2018). However, several parameters were modified to be suitable for the model in this study. This mathematical model was applied to the coronary microcirculation resistance in Figure 1. The resistances were changed in real-time at each iteration step to simulate the coronary autoregulation during the EECP state.

This model also considered the effect of vascular collapse when EECP was applied to the lower body. In a standard three-parameter windkessel model of a blood vessel segment, when the external pressure on the vessel was greater than the threshold value of the vessel collapse, the capacitance of the vessel will break down and the pressure of counterpulsation will act on the circuit directly just as a stabilized voltage supply because of the compliance loss after vessel collapse. The critical value was different for each person. This modeling method was discussed in our previous study (Li et al., 2019b, Biomed. Eng. Online., Li et al., 2020).



Verification by Clinical Experiments

The 0D/3D geometric multi-scale model of the coronary artery and the numerical simulation model of EECP established in this study is a standard model suitable for most people. However, for each patient, the model needed to be individualized to explore the hemodynamic laws of EECP that were applicable for that individual. To verify the accuracy and effectiveness of the numerical calculation model and determine whether it was applicable to each individual, two individuals volunteered to carry out the clinical trials. To avoid uncertain risk during EECP, we selected two young (20–30 years old) healthy individuals without coronary heart disease, atherosclerosis, heart disease, hemorrhagic disorders or any vasculitis. The trials were approved by the ethics committee of the Peking University Third Hospital. In the experiments, we collected the coronary CTA images of the subjects to reconstruct the 3D model of the coronary arteries. Then, to ensure that the simulated results of the model were suitable for each individual, the AP waveforms and CO data of the subjects were collected during the resting state to individualize the 0D model of the blood circulatory system using an optimization algorithm (Zhang et al., 2016; Li et al., 2020). By coupling the 0D and 3D models, the hemodynamic numerical simulations of different counterpulsation modes were conducted based on the geometric multi-scale model. We also collected the AP waveforms and CO data of the subjects during the counterpulsation state and compared them with the calculated results of the numerical model. The ratio of the root mean square error (RMSE) between pressure waveforms of the two samples was calculated to verify the validity of the multi-scale model. Since aortic root pressure cannot be non-invasively measured, we collected the pulse pressure of the brachial artery to estimate the AP. This estimating method has been described in our previous study (Li et al., 2020). The brachial artery pressure was collected using a Fukuda pulse wave meter (Song et al., 2016), whereas the CO data were monitored using a color Doppler ultrasound. We performed numerical simulations of the different counterpulsation modes for the three models (standard model, individual 1 and individual 2).



RESULTS


The Influence of Pressure Amplitude

While maintaining the pressure for a fixed duration (pressure release moment is 0.6 s in a cardiac cycle), the hemodynamic effects of different pressure amplitudes on coronary arteries were simulated. To observe the variations of acute hemodynamic effects, we extracted the mean arterial pressure (MAP), the value of Q (DBP/SBP), coronary artery flow (CAF), and the CO under different counterpulsation modes. Because the blood will flow back to the aortic root during diastole in the counterpulsation state, causing errors in the measurement of the mean value of the CO, the maximum systolic velocity of the CO, which reflects the systolic function of the heart, was extracted for observing the acute effect. The maximum velocity of the CO was calculated by dividing the maximum systolic flow rate by the area of the aortic root. It was found that within the counterpulsation pressure range associated with the clinical applications, the increasing pressure amplitude of the three parts resulted in a slight upward trend in the MAP and the CAF. There was no apparent change in the maximum CO velocity and the value of Q. The results are shown in Figure 4. However, when the pressure was greater than the critical value (approximately 200 mmHg), the acute hemodynamic effects exhibited little improvement. Compared with the resting state, the variations of MAP, Q, maximum CO velocity and CAF of the three models under the pressure amplitude of approximately 200 mmHg are shown in Table 1. As the data show, when the critical pressure amplitude was applied, the increases of MAP and maximum CO velocity were slight compared with the resting state, whereas the increases of Q and CAF were more pronounced. Figure 5 shows the variations in global area-averaged WSS and the maximum flow moment WSS of three coronary arteries (the standard model and the two individual models) with the pressure amplitude. It was observed that when the pressurization duration was fixed, the area-averaged WSS of the global coronary artery slightly increased when the pressure amplitude increased. The influences of different pressure amplitudes on the OSI of the coronary artery inner wall are shown in Figure 6.
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FIGURE 4. The variations of acute hemodynamic effects under different pressure amplitudes.



TABLE 1. Compared with the resting state, the variations of MAP, Q, max CO velocity, and CAF of the three models under the pressure amplitude of approximately 200 mmHg, where IP is increased percentage.
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FIGURE 5. The variations of global area-averaged WSS and the maximum flow moment WSS of three coronary arteries under different pressure amplitudes.



[image: image]

FIGURE 6. The variations of global OSI of three coronary arteries under different pressure amplitudes.




The Effect of Pressurization Duration

Differing from the pressure amplitude, the hemodynamic effects of the pressurization duration on the cardiovascular intervention were more obvious. By fixing the starting moment of pressurization (ts) and changing the pressure release moment (te) to simulate different pressurization durations (th), it was observed that the MAP, CAF, and maximum CO velocity presented an obvious increase as the pressurization duration increased, whereas the variations of Q did not have a significant law, as shown in Figure 7. When the pressure was released at 0.7 s within a cardiac cycle, the acute variations of MAP, Q, maximum CO velocity and CAF were observed, as shown in Table 2. Compared with the influence of pressure amplitude, the increases of MAP, CAF and maximum CO velocity by longer pressurization duration were greater, whereas the increase of Q was at the same level. Moreover, the global area-averaged WSS for all three coronary artery models presented a more pronounced increase compared with the influence of the pressure amplitude, as shown in Figure 8.
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FIGURE 7. The variations of acute hemodynamic effects under different pressurization durations.



TABLE 2. Compared with the resting state, the variations of MAP, Q, max CO velocity, and CAF of the three models when the pressure was released at 0.7 s, where IP is increased percentage.
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FIGURE 8. The variations of global area-averaged WSS and the maximum flow moment WSS of three coronary arteries under different pressurization durations.


The influences of different pressurization durations on the OSI are shown in Figure 9. It can be seen that the increase in both pressure amplitude and pressurization duration had a slight impact on the OSI of the coronary artery. Table 3 shows the average values of time-averaged WSS (TAWSS) and area-averaged OSI of the global coronary arteries under various counterpulsation modes. In addition, to observe the variations of the hemodynamic risk areas of the vascular inner wall (WSS < 1, WSS > 7, and OSI > 0.2), the ratio of the hemodynamic risk areas in the three models under different counterpulsation modes was extracted (see Table 3). We also compared the Q values calculated under the different modes. It can be seen from the results that with increased pressure amplitude, the low WSS and high OSI areas decreased, and the increased pressurization duration significantly increased the excessive WSS area. However, the Q values presented an indistinct law under the different modes.
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FIGURE 9. The variations of global OSI of three coronary arteries under different pressurization durations.



TABLE 3. Variations of TAWSS, OSI, Q value, and the ratio of the hemodynamic risk area in the three models under different counterpulsation modes.
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Clinical Validation Results

The physiological indicators calculated using the standard and individualized models are shown in Table 4. In the resting state and counterpulsation state, the comparison of aortic pressure waveforms between the clinical measurements and the simulated results using the two individualized models is shown in Figure 10. The ratio of RMSE between pressure waveforms of the two samples were 6.67% and 6.51%. We also compared the waveforms of CO and coronary flow from the standard model with the clinical reports both in the resting state and counterpulsation state, taken from our previous study (Li et al., 2019a, Med. Biol. Eng. Comput.). These results revealed that whether resting or counterpulsation is considered, the physiological indicators calculated by the standard model matched most people’s clinical standards. The indicators calculated by the individual models were consistent with the real measurements obtained from the two subjects. Based on these comparisons, it can be seen that there were some errors between the model-simulated results and the clinical measurements during the counterpulsation state. However, these errors were within an acceptable range.


TABLE 4. The clinical physiological data of clinical measurements and simulated results.
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FIGURE 10. The comparison of aortic pressure waveforms between the clinical measurements and the simulated results from the two individualized model in the resting state and counterpulsation state.




DISCUSSION


Analysis of Different EECP Modes Affecting Hemodynamics

Based on the results described, the coronary flow and global TAWSS of the coronary arteries slightly increased with increased pressure amplitude. For the standard model, it can be found from Figure 4 that when the pressure was higher than approximately 200 mmHg, minimal change was observed. This result might be due to the effect of the vascular collapse model. The previous study (Li et al., 2019b, Biomed. Eng. Online) had presented the critical external pressure value for the vascular collapse of the external iliac artery in the standard model, which was approximately 200 mmHg. When the pressure was greater than this critical value, the external iliac artery collapsed, and it was difficult to observe any additional effects, even with further increases in pressure amplitude. The critical pressure values for vascular collapse for the three models were not the same due to the different vascular properties and blood pressures of each individual.

Compared with the pressure amplitude, the effect of pressurization duration was more pronounced. The increase in pressurization duration effectively increased MAP, maximum CO velocity and coronary blood perfusion, improved ischemic conditions, increased TAWSS and reduced OSI at the same time. By quantitatively extracting the simulated acute indicators, we considered that these results might have occurred because of the different aortic pressures caused by differing pressurization durations. Table 5 shows the simulated acute indicators, including the mean diastolic blood pressure near the pressurized iliac artery (MDBP-IA), mean diastolic blood pressure (MDBP) of the aorta, SBP and CAF, under three pressurization durations. It was found that when the pressurization duration was insufficient, it could not maintain the prolonged pressure in the blood vessels of the pressurized body. The blood flowing back to the upper body did not have enough time to form a high-pressure state. Consequently, when the cuffs’ pressure was released and a low-pressure load area was formed, the blood in the upper body immediately flowed to the lower body, which resulted in a decrease in the SBP. In contrast, when the pressurization duration was sufficient, the lower body maintained a high-pressure state during diastole. Subsequently, the blood in the upper body was unable to immediately return to the distal areas, which greatly increased the MDBP and increased the maximum coronary blood flow. The coronary arteries (especially the left coronary artery) are primarily supplied during diastole, and the MDBP was increased considerably during the application of EECP. Although the coronary flow autoregulation was considered in this model, as shown in Figure 3, it exceeded the critical perfusion pressure that maintains a constant flow, resulting in the significant increase in coronary flow that was observed.


TABLE 5. The simulated acute indicators of the three models under different pressurization durations.

[image: Table 5]It was found from the results in Figures 6, 9, the OSI calculation results of individual 1 were so different from other results. The reasons of the OSI difference include two factors. First, the CO of individual 1 was significantly greater than the others, resulted in more coronary artery flow in the counterpulsation state as shown in Tables 1, 2. Also, the diameter and torsion angle of individual 1 were great than other individuals. More coronary artery flow might result in more possible vortex or irregular flow, especially in the vascular segments with larger curvature and torsion angle like left anterior descending branch (LAD). The velocity streamlines of three models were presented in Figure 11. It was found that in the counterpulsation state, vortex, which is usually the cause of flow oscillation, appeared in several areas of LAD and right coronary artery (RCA) of individual 1. As a result, the OSI results of individual 1 were greater. However, there were only a few areas with high OSI, and the OSI results in most areas were within a reasonable range (<0.2). In addition, the variations of OSI of three models did not present a consistent law as shown in Table 3. We thought that the variation of OSI mainly depended on the flow details at the inlet of coronary artery. Influenced by different EECP modes, more vortex and irregular flow existed at the inlet might result in more flow oscillation in the local areas. The flow velocity streamlines of RCA and left main coronary artery (LMCA) were extracted to explore the reason of OSI variation, as shown in Figure 12. It was found that, vortex of the standard model reduced with the prolonged pressurization duration. For individual 1, significant vortex appeared when pressure released at 0.6 s, and for individual 2, less vortex appeared when pressure released at 0.6 s, which matched the variation of OSI. However, the flow velocity at the inlet depended on the boundary conditions provided by 0D model. With the consideration of coronary autoregulation for each model, the variation of flow boundary of inlet was patient-specific, complex and not regular as the EECP modes changing. As a result, the variations of OSI of three models may not present a regular change.
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FIGURE 11. Velocity streamlines of three models in the counterpulsation state.
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FIGURE 12. Flow velocity streamlines at the inlet of RCA and LMCA of three models under the different pressurization durations.




Clinical Significance

Judging from the trend in variations in WSS and OSI, it seemed that the increased amplitude and duration of the pressurization were beneficial for the improvement of the hemodynamic environment of the coronary VECs. However, by quantitatively presenting the TAWSS and the ratio of hemodynamic risk areas of the three coronary artery models, it was found that the average TAWSS of the three models was up to 6.612, 7.452 and 6.352 Pa under the maximum pressurization duration, which was around the upper limit of the moderate value (7 Pa). In addition, the average area of excessive TAWSS (>7 Pa) exhibited a high ratio, which accounted for 44.28, 25.97 and 29.75%. This was not a good mechanical state. First, the excessive WSS is more likely to damage the vascular intima and cause pathological expansion of the blood vessel. Furthermore, for patients with coronary heart disease, the WSS in the narrowed region will be significantly higher than the normal area due to the smaller diameter at the stenosis. Especially for patients with vulnerable plaques, excessive WSS can even lead to plaque rupture, resulting in the formation of a thrombus or even acute myocardial infarction and other irreversible consequences (Fu et al., 2015). Under the mode of maximum pressurization duration, the WSS of the stenosis in patients with coronary heart disease was likely to exceed the moderate range, causing adverse effects and risks. Therefore, this study indicated that when EECP is used to treat patients with coronary heart disease, it might not be advisable to adopt a longer pressurization duration during each cardiac cycle. The long-term hemodynamic outcomes of the treatment could be improved by increasing the pressure amplitude.

In addition, the current clinical EECP therapy only uses Q > 1.2 to evaluate the therapeutic effect on patients with coronary heart disease. From the results seen in Table 3, it was observed that the Q value could reach 1.2 under various counterpulsation modes. There was no clear rule for the variations of Q, and the higher Q value might not result in better effects. As mentioned previously, the longer pressurization duration might damage the vascular intima while the Q value was still in an acceptable range. Therefore, this study demonstrated that in clinical treatment, the improvement of the Q value should not be used as the only evaluation index, but other physiological indicators should be considered. Because the pressurization duration significantly affected MAP, and the coronary flow was affected by the CO, it appeared that MAP and CO (or maximum CO velocity) were the correct choices.



Model Validation

The verification results from the clinical experiments demonstrated that the simulated data of the standard model at the resting state matched the clinical standard physiological indicators well. As a result, the standard model has universal applicability that makes it suitable to study the systemic hemodynamic laws of the blood circulatory system for most people. For each individual, the physiological data (such as AP, CO etc.) need to be collected to individualize the numerical model. The simulated results of the individualized model matched the clinical measurements, indicating the success of the model individualization method. During the counterpulsation state, the blood pressures simulated by the individualized models were closed to the measured pressure waveforms, but there were still some gaps. From the results of area-averaged WSS shown in Figures 5, 8, the time when the maximum WSS of Individual 2 appeared was similar to the maximum pressure moment. Obviously, the simulation error of aortic pressure waveforms indeed affected the peak value time of the calculated results. However, the maximum pressure values and MAP of simulated results matched clinical measurements well, as shown in Table 4. Therefore, the peak value moments of the calculated results had some errors but the mean values were approximately accurate. In addition, the matched heart rate during counterpulsation was the function of the neural regulation model. Therefore, whether considering the model qualitatively or quantitatively, the model established in this study had a potential for effective, accurate and suitable hemodynamic simulation of the human body under resting and counterpulsation states after more patient data were tested.



Limitations and Future Work

In this study, only two clinical trials were carried out to verify the individualized models. In the future, the universality of the standard model will be verified through multi-center clinical experiments. Current clinical evaluation of the EECP therapeutic effect is based only on the Q value. In future studies, more physiological indicators related to coronary hemodynamic effects will be proposed to develop a better and more comprehensive evaluation method for the treatment effects. Also, the long-term effects of EECP on VECs do not just depend on WSS. The model of cells reaction to WSS (e.g., Ca2+ dynamics, eNOS production, etc.) should be considered in future work. Coronary autoregulation is a complex cellular reaction mechanism, which act on a LOCAL basis. Although the autoregulation was considered for coupled 0D model of each coronary branch, the global autoregulation model was adopted in this study, which might result in the insufficient modeling precision. In future work, more actual and complex model that includes the local cellular reaction mechanism will be considered.



CONCLUSION

This study used the 0D/3D geometric multi-scale modeling method to investigate the long-term hemodynamic effects of EECP on the vascular intima in coronary artery disease treatment. The model thoroughly considered the neural regulation mechanism of the human body and vascular collapse of the lower body during counterpulsation. It was found that for both acute and long-term effects, the influence of pressurization duration was more significant than pressure amplitude. For patients with coronary heart disease, a longer pressurization duration might result in an excessive WSS, which could easily damage the vascular intima at the stenosis. Therefore, prolonged pressurization duration in a cardiac cycle was not recommended. Long-term treatment outcomes could be improved by increasing the counterpulsation pressure amplitude. Also, more physiological indicators but not a single Q value could be adopted to evaluate the treatment effects. The verification using clinical experiments proved the effectiveness of the individualized numerical model and the value of its application in the numerical simulation of EECP.
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Objectives: Treating intracranial aneurysms with flow-diverting stents sometimes requires deployment of a second device. Herein we quantify the sizing effects of devices in dual-stent treatments upon the final stent microstructure and the post-treatment aneurysmal haemodynamics.

Methods: Fifteen sidewall ICA aneurysm geometries were included. Using a virtual stenting technique, we implanted either one or two stents for each aneurysm treatment considered, with each stent specified as one of two different sizes, yielding a total of two single-stent and fouir dual-stent treatment scenarios for each aneurysm. Three stent microstructural parameters and nine aneurysmal haemodynamic parameters were quantified and systematically compared across the 90 treatment scenarios.

Results: Deployment of a second stent further reduced the aneurysmal inflow rate (IR) and energy loss (EL) by, respectively, 14 ± 11% (p = 0.001) and 9 ± 12% (p = 0.056), relative to the untreated condition. Sizing effects of the earlier-deployed stent led to largest differences of 6.9% for the final IR reduction and 11.1% for the EL, whereas sizing effects from the later-deployed stent were minor (≤2.1%). The change in stent pore size was the only microstructural parameter demonstrating a strong correlation with the reduction in the post-treatment aneurysmal haemodynamics, in terms of the IR (r = 0.50, p < 0.001) and pressure drop (r = 0.63, p < 0.001).

Conclusion: Size of the earlier-deployed stent has substantial effects on the final haemodynamic outcomes after dual-stent treatment. The average pore size of stent wires at the aneurysm orifice shows promise as a potential index for predicting the efficacy of flow-diversion treatments.

Keywords: computational fluid dynamics, intracranial aneurysm, flow-diverting stent, dual-stent treatment, device sizing effect


INTRODUCTION

Flow-diverting (FD) stent intervention has become a common endovascular therapy, especially for the treatment of fusiform and wide-necked intracranial aneurysms (IAs) (Nelson et al., 2011; Becske et al., 2013). By placement of a metallic tubular mesh across the aneurysm orifice, the implanted device predominantly excludes the aneurysm from the parent arterial circulation, so as to induce blood clotting and finally a thrombotic occlusion of the aneurysm (Chung and Cebral, 2015).

Complete aneurysm occlusion is closely associated with sufficient flow diversion produced by the stent wires that partially cover the aneurysm orifice (Cebral et al., 2014). For this reason, implantation of an additional stent, either planned in the original intervention or added in a subsequent procedure, is sometimes required to compensate for inadequate flow diversion produced by the first stent alone (Zanaty et al., 2014).

Treatments with dual stents of different diameters may result in distinct haemodynamic outcomes, due to the variety of wire configurations following multi-stent implantation (Shapiro et al., 2014; Kole et al., 2019; Zhang et al., 2020). However, few studies have investigated such variations in stent morphology and the subsequent IA haemodynamics; nor has the correlation between them been established.

To fill in the gaps, we quantified the changes in stent morphology and IA haemodynamics in a cohort of 15 patient aneurysms, before and after dual-stent treatment with devices of different sizes, with reference to single-stent treatment, seeking (i) to establish the correlation between the stent microstructural characteristics (porosity, etc.) and the resulting IA haemodynamics (inflow rate, etc.); and (ii) to examine whether choice of the stents would have determinative effects on the final flow-diversion efficacy after dual-stent implantation.



MATERIALS AND METHODS


Patient Selection

To enable cross-comparison of the present analyses with published studies, we accessed the open-source aneurysm imaging repository Aneurisk (Aneurisk-Team, 2012), and screened all aneurysm geometries (n = 103) in accordance with the following exclusion criteria: (i) aneurysms located in arteries other than the ICA segment; (ii) aneurysms with draining arteries or blebs developed on the wall; (iii) aneurysms initiated at an arterial bifurcation; (iv) multiple aneurysms developed adjacent to each other; and (v) aneurysms deemed unsuitable to be treated with FD stents in accordance with the Instructions for Use (IFU) (United States Food and Drug Administration, 2011) of the Pipeline Flex Embolisation device (PED, Medtronic, United States).

We set these criteria to exclude cases where precise segmentation of the vasculature may be difficult; and to include only aneurysms with similar parent-arterial flow conditions for further haemodynamic and statistical analyses. Geometries of the included aneurysms were immediately acquired from the Aneurisk repository. Use of the data from the Aneurisk repository had been approved by the ethical committee of the Ca’ Granda Niguarda Hospital, Milano, Italy.



Virtual FD Stent Intervention

For the included cases, we modeled flow-diversion treatments with the PED. Virtual deployment of the PED was realised through use of a previously reported and validated spring–mass method (Spranger et al., 2015; Peach et al., 2016; Zhang et al., 2017b). (See Supplementary Material 1 for a detailed description.) For the deployment of a single stent, the boundary constraint was only the vascular wall. For the deployment of a second stent, we first performed a surface fitting of the fully expanded nodes (i.e., intersections of stent wires) of the earlier-deployed stent using SolidWorks (Dassault Systemes, Paris, France), and then set the fitted surface (treated as a vascular lumen), along with the vascular wall, as the boundary constraints (see Supplementary Figure 1 for a schematic diagramme).

Given the large longitudinal variation of the parent-arterial diameter within each of the cases, a range of stent diameters could be selected based upon the treating clinicians’ judgements. We therefore investigated the single-stent treatment for each aneurysm geometry with two plausible device diameters determined following the IFU (United States Food and Drug Administration, 2011): one that would just fit the recipient artery, denoted “F”; the other being one size larger (with enhanced vascular apposition), denoted “L.” To model the plausible dual-stent treatments, we deployed FD stents at each of the two sizes, respectively, into each of the earlier-deployed ones, yielding a total of four dual-stent scenarios—“fit into fit (FinF),” “fit into larger (FinL),” “larger into fit (LinF),” and “larger into larger (LinL).”



Microstructure Analysis of the Stent Wires

The local microstructure of stents was examined following the ISO standard for evaluation of cardiovascular implants (International Organization for Standardization, 2016), through use of MATLAB R2019b (Mathworks, Natick, MA, United States).

For each treatment scenario, we first obtained a series of images by projecting the stent wires onto the tangent planes at each “node” of the outer-layer stent (Figure 1B). From each projection, a region of interest (ROI) with four pores immediately surrounding the “node” was then extracted (Figure 1C). Based upon the ROI, the local porosity (φ), pore size (Sp), and pore density (Dp) were calculated as:


[image: image]

FIGURE 1. Determination of the region of interest (ROI) and calculation of the local porosity, pore density, and pore size: (A) visualisation of streamlines (Case ID: C0016), (B) illustration of stent “nodes” (i.e., intersections of stent wires) and a neck reference surface; (C) determination of the ROI (area within the dashed red lines) corresponding to a specific “node” (the central point in green) of the outer-layer stent, and measurement of the average local pore size; and (D) visualisation of velocity distribution on the reference neck surface, and plots of the three microstructural parameters on every stent “node” within the aneurysm orifice.
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where AROI denotes the area of the ROI; Ai refers to the area of the ith pore; and n the number of pores within the ROI. Due to the variation in pore size within the neck plane, a weighted mean evaluation was determined for the pore size in order to give more importance to bigger pores, which have a greater influence on the flow resistance. For each of the three parameters, the mean and SD corresponding to the projections of nodes within a reference neck surface (determined on a patient-by-patient basis) were calculated and used for further analysis (Figure 1D).



Blood Flow Simulations

The arterial wall and stent surface were assumed to be rigid, and a no-slip condition was imposed at these boundaries. To contrast the haemodynamic changes before and after the deployment of single or dual stents, we performed steady-state CFD simulations by setting a constant volumetric flowrate condition at the ICA inlet using a validated power-law estimate (Chnafa et al., 2018). At each outlet, a zero-pressure reference condition was applied. The density and viscosity of the blood were assumed to be 1,050 kg/m3 and 0.0035 Pa⋅s.

SnappyHexMesh embedded in the open-source CFD library OpenFOAM (Greenshields, 2019) was used to generate a predominantly hexahedral computational grid, with the maximal sizes of 0.4, 0.1, and 0.01 mm respective for the volume, aneurysm surface, and the FD stent surface. Across different cases, the total number of grid elements ranged from 0.5 to 18 million for the untreated, single-stent and dual-stent conditions. We obtained the post-treatment haemodynamics by solving the Navier–Stokes equations using the simpleFoam solver (OpenFOAM 7). The criteria of convergence were chosen as 10–5 for the normalised continuity, velocity, and pressure residuals. An integrated super-computation system (based on Fujitsu Server PRIMERGY RX2550M4) at the Institute of Fluid Science, Tohoku University was used, and the average simulation time for each case was around 6 h with 32 cores in parallel.

Iso-velocity surfaces, streamlines, and wall shear stress were first examined for each treatment scenario. To quantify the flow-diversion outcomes, we calculated the reductions in the IR, PD, EL, aVEL, aVOR, aWSS, mVEL, mVOR, and mWSS.



Statistical Analysis

Independent two-sided t-tests were used to compare the changes in stent microstructure and IA haemodynamics between treatments with a single stent (n = 30) and with dual stents (n = 60). Correlations between changes in the stent microstructure and changes in the IA haemodynamics after dual-stent implantation were assessed by examining the Pearson correlation coefficient, r.

To investigate differences in the stent microstructure and IA haemodynamics after treatments with single stents of different sizes, paired-sample two-sided t-tests were performed (i.e., comparison between scenarios “F” and “L”). For dual-stent treatments: (i) Pearson χ2 tests were used to examine the sizing effects of the earlier-deployed stent; and (ii) paired-sample two-sided t-tests were used to compare the differences between the later-deployed stents of different sizes (i.e., comparisons between “FinF” and “LinF,” and between “FinL” and “LinL”).

The statistical analyses were carried out using MedCalc version 19.1 (Ostend, Belgium), supplemented with MATLAB R2019b. Throughout this work p < 0.05 was considered suggestive of statistical significance, while p < 0.005 was deemed to confirm statistical significance.



RESULTS


Patient Characteristics

Fifteen geometries of aneurysms from 15 patients (female: 14, 93%), at mean age 50 years (range: 26–85) met the inclusion criteria. The included IAs had a mean aspect ratio of 1.27 (range: 0.64–1.76), a mean neck width of 5.98 mm (range: 2.61–9.34), and a mean dome-to-neck ratio of 1.27 (range: 0.83–1.77). The mean volumetric flowrate at the ICA inlet was 2.75 ± 1.30 mL/s. See Supplementary Table 1 for a summary of patient demographics, Supplementary Figure 2 for the IA morphology and stent structures after dual-stent implantation, and Figure 2 for the stent microstructural and IA haemodynamic analyses for a representative case.
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FIGURE 2. (i) Visualisation of stent structures corresponding to different treatment scenarios (first row); (ii) visualisation of streamlines, pressure and WSS distributions corresponding to each treatment mode (rows two to four); (iii) velocity distributions on the reference neck surface (row five); and (iv) distributions of the porosity, pore density, and pore size on stent nodes within the aneurysm orifice (last three rows) for a representative patient aneurysm (Case ID: C0016).




Stent Configurations and IA Haemodynamics After Single- or Dual-Stent Treatment

Across the 15 cases, the average pore density, porosity, and pore size at the aneurysm orifice after single-stent treatment were, respectively, 20.3 ± 5.2 mm–2, 71 ± 2%, and 0.039 ± 0.01 mm2 (Table 1). After the deployment of a second stent, the pore density was increased by 45 ± 12 mm–2, and the porosity and pore size decreased, respectively, by 27 ± 3.2% and 0.026 ± 0.009 mm2 (all p < 0.001). See Figure 3 for the boxplots of all measured parameters corresponding to different treatment scenarios.


TABLE 1. Absolute and normalised parameters of stent microstructure and IA haemodynamics before and after treatments with single or dual stents (n = 15).
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FIGURE 3. Boxplots of the stent microstructural and IA haemodynamic parameters corresponding to different treatment scenarios. NT: untreated condition; F: treatment with a single stent of “fit” size; L: treatment with a single stent of “larger” size; and FinL: dual-stent treatment with the later-deployed stent being of “fit” size and the earlier-deployed stent being of “larger” size. The same naming convention applies to the remaining treatment scenarios: FinF, LinF, and LinL.


Attributable to the second stent: (i) the IR and EL were further reduced by 14 ± 11% (p = 0.001) and 9 ± 12% (p = 0.056), in contrast to the PD, which was increased by 22 ± 32% (p = 0.070); and (ii) the intra-aneurysmal aVEL, aVOR, and aWSS were each further decreased by around 10% (all p < 0.005), in contrast to the mVEL, which was increased by 14 ± 50% (p = 0.453). (All values are mean ± SD, relative to the respective untreated condition.) We observed that deviations in the maximal haemodynamic parameters were much greater than those in the averaged ones, as maximal parameters are sensitive to local vascular geometries, especially after the insertion of a stent.

The greatest and the poorest reductions of the IR were observed in Case 1 (21%) and Case 9 (67%) after deployment of a single stent, and in Case 1 (13%) and Case 6 (49%) after deployment of dual stents (all values are relative to the respective untreated condition), suggesting that the flow diversion achievable depends strongly upon the geometry of the recipient artery and the location of aneurysm occurrence.



Comparison Between Single-Stent Treatments With Devices of Different Sizes

Between the single-stent treatments that were carried out with devices of two different sizes for each aneurysm, differences in the pore density and pore size were statistically significant (both p < 0.001). However, this did not lead to a statistically significant difference in the post-treatment IA haemodynamics, except for the reduction in PD (p < 0.001), with the largest difference being 13.8%. The differences in aVOR reduction were suggestive of statistical significance (p = 0.028), with the largest difference being 5.3% (Table 2).


TABLE 2. Comparisons between single-stent treatments with devices of different diameters (scenarios “F” and “L”) in terms of stent microstructure and aneurysmal haemodynamics (n = 15).
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Sizing Effects of the Earlier- and the Later-Deployed Stent in Dual-Stent Treatments

Sizing effects of the earlier-deployed stent on the final IA haemodynamics were found to be statistically significant, in terms of the IR (p = 0.002), EL (p < 0.001), and PD (p < 0.001), respectively, with the largest differences between treatments using first stents of different sizes being 6.9, 11.1, and 13.8% (Table 3i). Conversely, sizing effects of the later-deployed stent were found to be minor, with differences that are indicative of statistical significance only observed in the PD reduction (p = 0.004, largest difference of 2.1%) and the IR (p = 0.012, largest difference of 1.4%) (Table 3ii and Figure 2).


TABLE 3. Sizing effects of (i) the earlier-deployed stent and (ii) the later-deployed stent on the final stent microstructure and aneurysmal haemodynamics after dual-stent treatments (n = 15).
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Correlation Between Stent Configurations and the Post-treatment IA Haemodynamics

In comparison to porosity and pore density, we found that the changes in average pore size between stent wires at the aneurysm orifice had a stronger correlation with reductions in most of the investigated haemodynamic parameters — IR (r = 0.50), PD (r = 0.63), aVEL (r = 0.51), aVOR (r = 0.52), and aWSS (r = 0.53) (n = 60, all p < 0.001). Reductions in the remaining haemodynamic parameters (EL and all maximal parameters) were all very weakly correlated with changes in each of the three stent morphological parameters (Table 4 and Figure 4).


TABLE 4. Correlations between changes in the stent microstructural parameters and reductions in the normalised aneurysmal haemodynamic parameters after the deployment of a second stent (n = 60).
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FIGURE 4. The change in pore size (right) caused by deployment of a second stent shows good correlations (r ≥ 0.50, all p < 0.001) with reductions of the post-treatment IR, aVEL, and aWSS, compared with the changes in porosity (left, r < 0.15, all p > 0.24) and pore density (middle, r ≤ 0.21, all p > 0.10).




DISCUSSION


Stent Pore Size May Be Used to Predict a Favourable Haemodynamic Outcome

The average pore size in stent wires spanning the aneurysm orifice is a morphological parameter that has been used less commonly than porosity or pore density in the haemodynamic analysis of flow-diversion treatments. Despite the fact that the three parameters are related to each other, we found that the average pore size was the only microstructural parameter demonstrating consistently good correlations with major haemodynamic parameters used in this study to assess the flow-diversion outcomes — e.g., the IR, PD, aVEL, aVOR, and aWSS (n = 60 for each correlation analysis, all r > 0.5, and all p < 0.001).

In dual-stent treatments, complete or partial overlap of stent braids is sometimes observed, especially when the two stents are of identical nominal diameter, causing a smaller gain in the final metal coverage across the aneurysm orifice (Shapiro et al., 2014). When stent braids are partially overlapped, whilst additional resistance to the aneurysmal inflow could still be attained, the local pore density would not change, as the overlapped stent braids would not yield new pores. In contrast, the stent porosity and pore size would be decreased, with the change in the latter being greater than that in the former. See Figure 5 for a demonstration of the local pore size measurement in such a circumstance. Stent pore size is a surrogate measure for the local hydraulic diameter, which immediately determines the resistance to flow passing through the wire mesh and entering the aneurysm sac. For this reason, out of the three microstructural parameters, changes in the stent pore size exhibited the best correlation with IA haemodynamics, and demonstrated its potential as an index for predicting the treatment outcomes.
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FIGURE 5. Projections of pores in a representative region of the FD stent in the microstructural analysis of case ID C0016. When strands of the earlier- and the later-deployed stents were partially overlapped (refer to the middle image in the bottom row), the pore size could still be decreased by around 30%, while the number of pores (n = 4) within the region of interest (pore density) remains unchanged.


In addition, we noticed that when the earlier-deployed stents were of a smaller diameter, differences in the final stent porosity (p < 0.01), pore density (p = 0.002), and pore size (p = 0.003) were indicative of statistical significance (Table 3ii). This is because when a stent of a larger diameter was deployed into a smaller one, wires of the larger stent would expand substantially less than the nominal diameter — where the specified porosity and pore density could be attained (United States Food and Drug Administration, 2011). This would markedly affect the final structure of devices deployed in a dual-stent treatment.



Substantial Sizing Effect From the Earlier-Deployed Stent in Dual-Stent Treatments

We observed that size of the earlier-deployed stent had statistically significant effects on the final flow reduction achievable through dual-stent implantation. The underlying mechanism is that the diameter of the outer-layer stent would predominantly determine how the haemodynamics in the parent artery would be modified, in terms of changes to the local flow patterns and resistance to the blood flow over the aneurysm segment, etc.

Simple theories of fluid mechanics indicate that a stent of a smaller diameter would yield a greater resistance to the flow passing through its lumen, causing a larger pressure drop across the stented vascular segment (Rubenstein et al., 2015). This phenomenon was observed in all simulated treatment scenarios. Coupled with the unique vascular geometry of a patient, the diameter of the first stent would then determine the location, strength, and angle of the aneurysmal inflow after stent deployment, thereby affecting the final IA haemodynamics. Conversely, insertion of a second device following a standard deployment procedure [i.e., deployment without a push-and-pull (Ma et al., 2014) manoeuvre] would primarily enhance the density of stent wires, rather than introduce drastic changes to the vascular lumen already formed by the first stent. Therefore, sizing effects from the later-deployed stent were found to be smaller, as only limited alterations were made to the configuration of aneurysmal inflow (see Figure 2, for instance).

Furthermore, appropriate choice of the earlier-deployed stent would also contribute to firm wall apposition, which reportedly is an important factor associated with stent endothelialisation and aneurysm occlusion (Rouchaud et al., 2016). Inappropriate choice of the first stent, however, may inadvertently result in a gap between the stent and the arterial wall, through which a jet of bypass flow may enter the aneurysm, impinging on the aneurysm wall (Chong et al., 2014). To assist in identifying the optimal stent size for a specific patient, as demonstrated in the present study as well as in other relevant works (Zhang et al., 2017a; Chong et al., 2019), virtual stenting and the subsequent CFD analysis may be a useful tool for clinicians to examine the stent structure and assess the haemodynamic outcomes prior to a real treatment.



Limitations

For the stent deployment simulation, we simplified the interaction between the stent wires and the arterial wall, as well as the interaction between the earlier- and the later-deployed stents, assuming a stent to be a rigid entity that would not deform once it is completely deployed. Further limitation lies in the rigid-wall assumption, which neglects the vascular deformation due to fluid flow. This is because to model those interactions would require relevant material properties for the vascular wall and the stent strand to be accurately characterised, and incorporating them into the stent deployment simulation can be very resource-demanding. Although the present settings for virtual stent deployment are commonly adopted with reasonable justifications (Damiano et al., 2015, 2017), its appropriateness deserves future investigation as technical progress in resolving vascular physiopathology is recently being made (Bianchi et al., 2017).

In addition, it should be noted that the results of stent deployment may be of great uncertainty, as the process of stent deployment depends substantially upon the predilection of the treating clinicians, in terms of the landing positions, unsheathing process, and the pathway along which a stent is released. It would be a promising direction for future study to look into the effects of those factors on the resulting stent micro-structures and their associated aneurysmal haemodynamics.

Moreover, future work would benefit from collecting patient-specific vascular boundary conditions and adopting them in CFD analysis, which would allow transient flow simulation to better reproduce physiologically realistic aneurysmal haemodynamics over an entire cardiac cycle. That way, time-dependent haemodynamic parameters, such as the space-time patterns of WSS (Gizzi et al., 2011; Morbiducci et al., 2015; Nestola et al., 2015) and SR (Ribeiro de Sousa et al., 2016), can then be calculated to examine their correlation with clinical treatment outcomes.



CONCLUSION

Three microstructural parameters of FD stents and nine IA haemodynamic parameters were quantified and systematically compared across 15 patients after single- and dual-stent treatments using devices of different sizes.

We found that:


i. deployment of a second stent further reduced the aneurysmal inflow rate (IR) and energy loss (EL) by 14 ± 11% (p = 0.001) and 9 ± 12% (p = 0.056), relative to the untreated condition;

ii. different diameters of the earlier-deployed stent led to largest differences of 6.9% for the final IR reduction, and 11.1% for the EL reduction; whereas sizing effects from the later-deployed stent were minor (≤2.1 %); and

iii. the change in stent pore size was the only microstructural parameter demonstrating a strong correlation with the reduction in the post-treatment aneurysmal haemodynamics, in terms of the IR (r = 0.50, p < 0.001) and pressure drop (r = 0.63, p < 0.001).



The size of the earlier-deployed stent has a significant impact on the IA haemodynamics after dual-stent treatment. The average pore size of stent wires at the aneurysm orifice shows promise as a potential index for predicting the efficacy of flow-diversion treatment.
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Centrifugal blood pumps are usually designed with secondary flow paths to avoid flow dead zones and reduce the risk of thrombosis. Due to the secondary flow path, the intensity of secondary flows and turbulence in centrifugal blood pumps is generally very high. Conventional design theory is no longer applicable to centrifugal blood pumps with a secondary flow path. Empirical relationships between design variables and performance metrics generally do not exist for this type of blood pump. To date, little scientific study has been published concerning optimization and experimental validation of centrifugal blood pumps with secondary flow paths. Moreover, current hemolysis models are inadequate in an accurate prediction of hemolysis in turbulence. The purpose of this study is to optimize the hydraulic and hemolytic performance of an inhouse centrifugal maglev blood pump with a secondary flow path through variation of major design variables, with a focus on bringing down intensity of turbulence and secondary flows. Starting from a baseline design, through changing design variables such as blade angles, blade thickness, and position of splitter blades. Turbulent intensities have been greatly reduced, the hydraulic and hemolytic performance of the pump model was considerably improved. Computational fluid dynamics (CFD) combined with hemolysis models were mainly used for the evaluation of pump performance. A hydraulic test was conducted to validate the CFD regarding the hydraulic performance. Collectively, these results shed light on the impact of major design variables on the performance of modern centrifugal blood pumps with a secondary flow path.

Keywords: centrifugal blood pump, optimization, computational fluid dynamics, turbulence, hemolysis


INTRODUCTION

In recent years, ventricular assist devices (VAD, also called blood pumps) have gradually replaced heart transplantation as an effective treatment for heart failure (Bellumkonda and Bonde, 2012; Molina and Boyce, 2013; Magruder et al., 2016; Cui et al., 2018; Gaffey et al., 2018; Kawabori et al., 2018; Shahreyar et al., 2018). However, after the implantation of these VADs, adverse effects related to blood mechanical damage, such as bleeding and stroke and thromboembolic events, were often reported (Birschmann et al., 2014; Maltais et al., 2016; Netuka et al., 2016; Mehra et al., 2017; Shah et al., 2017). Blood damage and its complications have become the pain point in the clinical application of VADs and mechanical circulatory support devices, as well as other blood contacting medical devices (Bluestein et al., 2002; Ge et al., 2008; Polaschegg, 2009; Faghih and Sharp, 2019). The main cause of blood mechanical damage is the complex geometric structure and mechanical movement in blood pumps, which makes blood cells experience non-physiological stress which is much higher than normal physiological stress (Li et al., 2013). Turbulence and secondary flow will further increase the blood damage (Wu et al., 2020). Moreover, mechanical bearings result in friction and heating, bringing secondary damage to blood; the flow dead zone around mechanical bearing increases thrombosis risk. Maglev bearings avoid mechanical contact, friction and dynamic sealing; thus, it can avoid blood damage and flow dead zone. The clearance of Maglev bearing is can be wide, resulting in low stress, reduced blood damage and good biocompatibility. Therefore, maglev blood pump is the trend of blood pumps (Fraser et al., 2011). Nonetheless, good hydraulic and blood compatibility designs are still very important for maglev pumps. Blood damage of maglev pumps may still be higher than that of blood pumps using mechanical bearings. Sobieski et al. (2012) conducted hemolysis tests of the maglev blood pump Centrimag and Maquet Rotaflow which uses mechanical bearings, found that the hemolysis level of Centrimag is higher than Rotaflow for two test conditions. Centrimag was designed before 2005, there have been many studies on its flow field and blood compatibility in recent years. Centrimag features relatively large clearance (2∼3 mm) to reduce the stress. However, the secondary flow intensity would increase considerably, and hemolytic performance is not as low as one might be expected for a maglev blood pump (Sobieski et al., 2012). Centrifugal blood pumps normally feature secondary flow path beneath the impeller (Gregory et al., 2017; Zhang et al., 2020), to avoid flow stagnation zones and the resulting risk of thrombosis. For extracorporeal blood pumps with high-pressure heads, the flow rate in the secondary flow path can reach up to approximately 70% of the main flow rates. The secondary flow intersects the main flow near the leading edge, bringing significant disturbance to the main flow, making the flow more disorderly and turbulent. Turbulence is one of the primary causes of hemolysis (Kameneva et al., 2004; Hund et al., 2010; Wu et al., 2019). Although there have been some studies that proposed hemolysis models to account for turbulence effects (Wu et al., 2019, 2020), the credibility of hemolysis prediction in turbulence remains an open question.

In recent years, many efforts have been devoted to the optimization of blood pumps, mainly focusing on improving hydraulic efficiency and blood compatibility in blood pumps with mechanical bearings. Wu et al. (2010) numerically investigated the influence of tip clearance on the hemolytic performance of a centrifugal blood pump, found a tip clearance of 100 microns is the most optimal. Song et al. (2010) studied the effects of straight blades, forward-curved blades, and backward-curved blades on the hemolytic performance through numerical simulations showed that the backward-curved blades have better hemolysis performance. Caglar et al. (2018) studied the influence of the blade wrap angle on the hemolytic and hydraulic performance of a centrifugal blood pump, identified a best wrap angle of 120°. Wiegmann et al. (2017) investigated the effects of tip clearance, the number of blades, and shroud design on hemodynamics and hydraulic performance of a centrifugal pump. Nonetheless, little scientific study has been published concerning optimization and experimental validation of centrifugal blood pumps with secondary flow paths, which feature high intensity of turbulence and secondary flows.

The purpose of this study is to optimize the hydraulic and hemolytic performance of a centrifugal maglev blood pump with a secondary flow path through variation of major design variables. The effect of alterations in volute design, blade installation angles, thickness and diameter of the splitter blades was investigated. Computational fluid dynamics (CFD) combined with hemolysis models were mainly used for the evaluation of pump performance. Hydraulic tests were conducted to validate hydraulic performance predicted by CFD. In view of high turbulence intensity and the inadequacies of current hemolysis models in the prediction of hemolysis in turbulence, indicators of turbulence intensity such as turbulent eddy viscosity and Q-criteria were also considered. Collectively, these results shed light on the impact of major design variables on the performance of modern centrifugal blood pumps.



MATERIALS AND METHODS


Baseline Pump Design

The baseline design was based on a maglev blood pump previously developed in our group. The schematic of the pump head is shown in Figure 1A. The cavity which accommodates the magnetic rotor was combined with the rotor into an integral structure. The shell of the pump head and the cavity form a secondary flow path. The total blade number was determined as eight, with four splitter blades. The baseline pump head was designed using the speed coefficient method combined with the centrifugal pump one-dimensional design theory. The design point was set as: rpm at 3,500 r/min, pressure head of 360 mmHg, and flow rate at 5 L/min. The main design parameters of the impeller (as shown in Figure 1) were determined accordingly and are shown in Table 1.


[image: image]

FIGURE 1. (A) Schematic of the maglev blood pump model, red arrows indicate flow direction of the secondary flow path; (B) baseline design of the impeller and volute, showing main design parameters.



TABLE 1. Design parameters of the pump impeller.

[image: Table 1]


Design Variations

The design variables considered in the study of design variations include blade inlet and outlet angles (β1,β2), blade thickness (δ) and radius of the leading edge of splitter blades (Φ), as shown in Figure 1B. The inlet and outlet blade angles are not independent variables. They are related to each other by the wrap angle, and also by constraints such as keeping the blade streamlined. Considering the influence of the secondary flow path, the inlet blade angle was increased to 63.3°, and the outlet blade angle was determined as 62.9°, to keep the blade streamlined one hand, and better match the volute design on the other hand. Two levels were also made for δ and Φ. This led to four pump models, as shown in Table 2.


TABLE 2. Design variables and variations.

[image: Table 2]


CFD Analysis

Computational fluid dynamics simulations were employed to evaluate the hydraulic and hemolytic performance of all the models of blood pumps. A cylindrical surface was placed downstream of the blade trailing edge, which acts as an interface between the rotating regions of the impeller and secondary flow path, and the rest stationary regions. A hybrid mesh was employed. The grid was tetrahedral with 5 prism layers, generated using Ansys meshing (Ansys, Inc., Canonsburg, PA, United States). A grid sensitivity analysis was also performed for model 1, with three grids of 5.2 million, 10.4 million and 26.5 million, respectively (as shown in Table 3). The rotational speed was set as 3,500 RPM, and inlet flow rate was set as 5L/min for grid sensitivity analysis.


TABLE 3. Details of mesh for grid sensitivity analysis.

[image: Table 3]The CFD simulations were performed using the commercial software Ansys Fluent. The flow rate of 5 L/min was applied at the inlet. The blood was regarded as a Newtonian fluid, and the viscosity was taken as 3.5 mPa⋅s. For each pump model, the rotational speed of the rotor was adjusted through iterative computations to meet the targeted pump head of 360 mmHg. A SIMPLE method was employed to solve the incompressible N-S equations. Turbulence was modeled using the RNG k-ε model. The steady “frame motion” approach was used to couple the rotating and stationary regions. Convergence criteria was set that the residuals of all equations drop below 10–6.



Hemolysis Predictions

Four hemolysis models were employed in this study to estimate hemolysis level of the blood pumps, three of which were stress-based models, which relate hemolysis to effective stress τ and exposure time t through a power-law relationship (Heuser and Opitz, 1980; Giersiepen et al., 1990; Song et al., 2003; Zhang et al., 2011).

[image: image]

where HI(%) is the hemolysis index in percentage, τeff is the effective stress and a scalar quantity, Hb is the total hemoglobin concentration, hb represents the increase in plasma free hemoglobin; C, α, and β are empirical constants. Three widely used power law models were employed in this study. The effective stress τeff is calculated by adding up viscous and Reynolds stress. Table 4 lists the empirical constants of the three stress-based power-law models employed in this study.


TABLE 4. Empirical constants of the stress-based power-law hemolysis models.

[image: Table 4]One can note that the exposure time in Eq. 1 is nonlinear. It would be incorrect to consider that the hemolysis at the domain outlet is the sum of the local hemolysis, because of the nonlinear dependency in time. This problem was avoided by introducing hb′ as a scalar variable equal to hb1/β. Then Eq. 1 can be reorganized into a Eulerian scalar transport equation (Garon and Farinas, 2011).
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where C  is the source term defined as,

[image: image]

In addition to the stress-based model, an energy-dissipation-based (EDB) power-law model proposed by Wu et al. (2010, 2020) was also employed. Compared with stress-based models, this model can improve the prediction of hemolysis for a wide range of flow conditions, especially turbulent flows. The EDB model reads:

[image: image]

where the constants were determined as: a = −1,b =  15.88,c = −36.44,d =  326.7, ε; is energy dissipation rate and the sum of viscous dissipation rate εvis and turbulent dissipation rate εturb. Please refer to Wu et al. (2019, 2020) for the definition and calculation of these two variables.

The HI(%) was then calculated from the mass-weighted average of hb at the outlet of the device divided by Hb. Hemolysis predictions started after flow simulations had converged, with all flow variables frozen.



Validation

Hydraulic tests were carried out to verify the accuracy of CFD simulations and obtain the hydraulic performance of the blood pump. The hydraulic test rig was shown in Figure 2. The pump head was made from photosensitive resin by 3D printing. A water-glycerol mixture was used to simulate the blood viscosity of 3.5 mPa⋅s at room temperature of 24°C. The flow rate was measured with an in-line ultrasonic flow probe (Transonic, Inc., Ithaca, NY, United States). Pressures were acquired via disposable pressure transducers at a small distance to the inflow and outflow cannula. A resistance regulating valve was employed to control the flow rates. Four rotational speeds were chosen ranging from 1,700 rpm to 2,800 rpm. Twenty operating points were tested, with pressure head and flow rate recorded.


[image: image]

FIGURE 2. Schematic of hydraulic experiment.




RESULTS


Grid Sensitivity Analysis

The results of grid sensitivity analysis are shown in Table 5. Pressure head and hemolysis index were compared to the results predicted with the fine mesh. The HO model was used for hemolysis prediction. For the “Middle mesh,” the error of pressure head was within 5%, and the error of hemolysis was within 1%. Therefore, a grid of around 10 million is the most appropriate, with results sufficiently resolved and relatively low computational cost compared with the finer mesh. Therefore, the number of grid elements for different pump models was kept at around 10 million.


TABLE 5. Results of grid sensitivity analysis.

[image: Table 5]


Blade Inlet and Outlet Angles

The blade inlet and outlet angles (β1,β2) were changed from (14°, 41.7°) of model 1 (baseline design) to (63.3°, 62.7°) of model 2. This subsection shows the results of model 1, in comparison with model 2. Invariant Q of velocity (Q-criteria) has been widely used as an indicator of vortex intensity. According to the Q criteria, positive Q values means that there is vortex generation. Vortex intensity becomes stronger as Q value increases. As shown in Figure 3, vortex intensity increases dramatically in the blade passages near the tongue for both pump models. Furthermore, the vortex intensity of model 2 is significantly lower than model 1. Figure 4 shows the contours of effective stress for both pump models. The regions of high effective stress are consistent with the regions of high Q value. Both Q and effective stress are important indicators of turbulence intensity. The results show that turbulence intensities in the blade passages near the tongue decreased considerably for model 2 compared with model 1.


[image: image]

FIGURE 3. Contours of invariant Q of velocity: (A) model 1 [blade angles of (14°, 41.7°)]; (B) model 2 [blade angles of (63.3°, 62.7°)]. (C) The plane where the 2D contours in this study were taken from.



[image: image]

FIGURE 4. Contours of effective stress: (A) model 1; (B) model 2.


Figure 5 shows streamlines in the blade passage near the tongue, colored by invariant Q of velocity. As the blade approached the tongue, the leakage flow was enhanced by the impingement of the exit flow from the blade passage on the tongue. It passed the tip of the blade and formed a large secondary vortex in the adjacent blade passage. Figure 5 shows the intensity of this vortex has dropped substantially for model 2 compared with model 1, in line with what has been observed in the 2D contours.


[image: image]

FIGURE 5. Streamlines in the blade passage near the tongue, colored by invariant Q of velocity: (A) model 1; (B) model 2.


The hydraulic efficiency was also improved, from 19.5% of model 1 to 21.0% of model 2. A new variable, HIdiff, was introduced to represent the overall change of hemolysis, defined as:

[image: image]

where the primes represent the hemolysis indices of the new pump model. Here, the HIdiff is −15.83%, a significant reduction of hemolysis level compared with model 1. It can be concluded that with the new set of blade angles, both the hemolytic and hydraulic performance of the blood pump were greatly improved.



Blade Thickness

The blade thickness δ was changed from 1.5 mm of model 2 to 2 mm of model 3. This subsection compares the results of model 2 with model 3. Turbulence viscosity is an important indicator of turbulence intensity. Figures 6A,B show the contours of turbulent viscosity for the two pump models. It can be clearly seen that the turbulent viscosity inside pump model 3 is considerably higher than blood pump is larger than pump model 2. Thus, the increase of blade thickness brought down turbulent intensities inside the pump model, at both the blade passages and outlet.


[image: image]

FIGURE 6. Contour of turbulent viscosity: (A) model 2 (blade thickness of 1.5 mm); (B) model 3 (blade thickness of 2 mm); contour of effective stress: (C) model 2 (blade thickness of 1.5 mm); (D) model 3 (blade thickness of 2 mm).


This is also supported by the contours of effective stress. Figures 6C,D show the effective stress is significantly reduced with the increase of blade thickness from 1.5 mm to 2.0 mm. The hydraulic efficiency was increased from 21.0% of model 2 to 21.7% of model 3, while HIdiff is −10.98%, a significant reduction of hemolysis compared with model 2. Thus, with the increase of blade thickness from 1.5 mm to 2.0 mm, both the hemolytic and hydraulic performance of the blood pump were improved.



Position of Splitter Blade

Splitter blades were often used to regulate the flow field and improve hydraulic performance in traditional turbomachines. In this study, two positions of splitter blades and their influence on the hydraulic and hemolytic performance of blood pumps were investigated, with a radius of the leading edge of splitter blades being 15 mm (model 3) and 13.5 mm (model 4), respectively. The flow field distribution at the outlet of the impeller and the inlet of the volute. Figures 7A,B show the surface streamlines of the two model pumps, colored by invariant Q of velocity. It can be observed that the vortex strength prior to the lead edge of the splitter blades near the tongue has been reduced. The flow separation at the diffuser was also weakened. Figures 7C,D show the effective stress contours of the two pumps models. The effective stress was reduced in the blade passages near the tongue for model 4. Therefore, it is beneficial for the suppression of the secondary flows to extend the splitter blades further upstream.
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FIGURE 7. Streamlines, colored by invariant Q of velocity: (A) model 3 (radius of the leading edge of splitter blades Φ = 15 mm); (B) model 4 (Φ = 13.5 mm); contours of effective stress: (C) model 3; (D) model 4.


The hydraulic efficiency was increased from 21.7% of model 3 to 22% of model 4, while HIdiff is −5.63%, a notable reduction of hemolysis level compared with model 3. Thus, both the hemolytic and hydraulic performance of the blood pump were improved with an extension of the splitter blade toward upstream.



Hydraulic Experiment

Pressure head (H) and flowrate (Q) of pump model 4 at four different rotational speeds (1,700 rpm, 2,100 rpm, 2,500 rpm, and 2,800 rpm) were experimentally tested. Five flow rates were selected for each speed. CFD computations of these experimental conditions were carried out. Additional CFD computations were also conducted with rotational speeds up to 5,000 rpm and pressure head above 800 mmhg to get a more complete picture of the pump performance. These H-Q curves were shown in Figure 8. It can be observed that as Q increased, the H gradually decreased. The H-Q curves are typical of centrifugal pumps, and quite flat. The requirements of hydraulic design of centrifugal blood pumps were well met. The CFD results agree well with experimental results, with standard deviations within 5% and maximum error within 10%. Thus, it is justified to rely on CFD during the optimization process.


[image: image]

FIGURE 8. Head-flowrate (H-Q) curves predicted by CFD: (A) in comparison with experiment for certain rotational speeds, with the black and red symbols representing experimental and CFD data, respectively; (B) with pressure head up to 800 mmhg.




Summary of Design Optimization

Figure 9 compares contours of major indicators of flow field in pump models before and after optimization, including eddy viscosity, invariant Q of velocity, wall shear stress at the casing and effective stress. Table 6 summarized the design variations, with variations of major metrics of pump performance, i.e. hemolysis and efficiency. The overall level of these quantities has been reduced considerably, leading to a significant improvement of both hydraulic and hemolytic performance of the pump model.
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FIGURE 9. Comparison of major indicators of flow field in blood pumps: baseline pump (model 1, left column) and optimized pump (model 4, right column), including: (A) eddy viscosity; (B) invariant Q of velocity; (C) wall shear stress at the casing; (D) effective stress.



TABLE 6. Summary of design variations.

[image: Table 6]


DISCUSSION

The blade angles of the baseline design were determined based on the conventional design theory of turbomachine and velocity triangles. However, one should note that the effective flowrates in the blade passages are higher than the inlet flowrates due to the secondary flow path. For the condition considered in this study (5 L/min, 360 mmhg), the average flowrates in the secondary flow path is around 50% of the inlet flowrate, i.e., around 2.5 L/min. It joined the main flow at the blade leading edge, led to significant disturbance of the main flow. It made the main flow highly three-dimensional and changed the velocity triangle. On the other hand, the flowrate of the secondary flow can hardly be reduced through redesigning the secondary flow path, which is constrained by factors such as the requirement of magnetic levitation and largely determined by the pressure head of the pump. Therefore, conventional design theory is no longer applicable to centrifugal blood pumps with the secondary flow path. This study focused on bringing down intensity of turbulence and secondary flows through design variations, to improve the hydraulic and hemolytic performance of centrifugal blood pumps. We show that turbulence and secondary flow intensities were very strong in the centrifugal blood pumps with secondary flow paths. Through changing design variables such as blade angles, blade thickness and position of splitter blades, turbulent intensities have been greatly reduced, the hydraulic and hemolytic performance of the pump model was considerably improved.

Another observation is that the geometric optimization had a greater impact on the hemolysis than the efficiency. Three of the hemolysis models employed in this study are power-law models where the power of effective stress is around or higher than two (1.9910, 1.9918, and 2.4160, respectively, cf. Table 4). On the other hand, efficiency is related to pressure loss, which is induced by both wall shear stress (proportional to pressure loss) and turbulent dissipation. Therefore, the change of stress level has more significant effects on efficiency than on hemolysis.

This study is among the first published studies on the design and optimization of centrifugal blood pumps with secondary flow path, with a focus on reducing turbulence intensities. Collectively, these results shed light on the impact of major design variables on turbulence intensity and pump performance, provide useful guidance to the design and optimization of centrifugal blood pumps.

This study also has limitations. Only certain design variables were considered. For each design variable, only two levels were investigated. Though the pump performance was indeed improved, the influence of an individual variable on pump performance (negative or positive) cannot be determined through this study. Optimization techniques such as RBF neural network and multi-objective genetic algorithm can achieve global optimal solutions, and have been widely used to optimize turbomachines. Nonetheless, these techniques normally need large group of samples. Since centrifugal blood pumps are generally not typical centrifugal pumps, empirical relationships between design variables and performance metrics generally do not exist. CFD simulation is basically the only way to build the samples. Thus, studies such as orthogonal experiment with more factors and levels are more practical for the optimization of centrifugal blood pumps with secondary flow path, and should be carried out in future research. Concerning blood compatibility, this study only considers hemolysis. This study shows that an extension of the splitter blade toward upstream decreased turbulence intensity and hemolysis level. However, the internal surface area of the pump was increased as well, which may increase the risk of platelet activation. A more complete metric of blood pump performance should be employed during the design optimization.
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Background: The current pressure-based coronary diagnostic index, fractional flow reserve (FFR), has a limited efficacy in the presence of microvascular disease (MVD). To overcome the limitations of FFR, the objective is to assess the recently introduced pressure drop coefficient (CDP), a fundamental fluid dynamics-based combined pressure–flow index.

Methods: We hypothesize that CDP will result in improved clinical outcomes in comparison to FFR. To test the hypothesis, chi-square test was performed to compare the percent major adverse cardiac events (%MACE) at 5 years between (a) FFR < 0.75 and CDP > 27.9 and (b) FFR < 0.80 and CDP > 25.4 groups using a prospective cohort study. Furthermore, Kaplan–Meier survival curves were compared between the FFR and CDP groups. The results were considered statistically significant for p < 0.05. The outcomes of the CDP arm were presumptive as clinical decision was solely based on the FFR.

Results: For the complete patient group, the %MACE in the CDP > 27.9 group (10 out of 35, 29%) was lower in comparison to the FFR < 0.75 group (11 out of 20, 55%), and the difference was near significant (p = 0.05). The survival analysis showed a significantly higher survival rate (p = 0.01) in the CDP > 27.9 group (n = 35) when compared to the FFR < 0.75 group (n = 20). The results remained similar for the FFR = 0.80 cutoff. The comparison of the 5-year MACE outcomes with the 1-year outcomes for the complete patient group showed similar trends, with a higher statistical significance for a longer follow-up period of 5 years.

Conclusion: Based on the MACE and survival analysis outcomes, CDP could possibly be an alternate diagnostic index for decision-making in the cardiac catheterization laboratory.

Clinical Trial Registration: www.ClinicalTrials.gov, identifier NCT01719016.

Keywords: pressure drop coefficient (CDP), fractional flow reserve (FFR), interventional cardiology, intermediate coronary stenosis, microvascular diseases, MACE, survival analysis


INTRODUCTION

The impediment of blood flow to the heart muscle results from the sum of epicardial stenosis resistance and microvascular disease (MVD) resistance, which act in series (Pijls et al., 1993; Chilian, 1997; Kern, 2000; Fearon, 2004; Siebes et al., 2004). Delineation of the relative contributions of these resistances is vital, as they should be used to guide the clinical decision-making for the selection of the most appropriate treatments (Fearon, 2003; Verna et al., 2006). Diagnostic parameters such as fractional flow reserve (FFR, the ratio of the mean distal coronary and aortic pressure at hyperemia) and coronary flow reserve (CFR; the ratio of coronary flow at hyperemia to that at rest) are often used for the functional (hemodynamic) evaluation of stenosis in current clinical practice (Kern et al., 2006; Smith et al., 2006; Wijns and Kolh, 2010). Simultaneous FFR and CFR assessments are recommended to dissociate the severity of proximal epicardial coronary stenoses from distal MVD.

Currently, FFR (Pijls et al., 1995, 1996; Kern, 2000) is considered as gold standard and is commonly used in assessing the severity of intermediate coronary stenosis. A FFR less than 0.75 (Pijls et al., 1993) was shown to indicate a hemodynamic significance of coronary stenosis in a single vessel disease and 0.80 for multi-vessel disease (Pijls et al., 1995, 2007, 2010; Silber et al., 2005; Tonino et al., 2009, 2010; De Bruyne et al., 2014; Shlofmitz and Jeremias, 2017). Limited data exist for patients with other disease conditions, e.g., MVD. Furthermore, for intermediate stenosis that lie in the “gray” zone of 0.75–0.8 FFR value (Fearon and Yeung, 2003; Pijls, 2003), significant uncertainties exist. A decrease in flow across a stenosis resulting from concomitant MVD can elevate the distal coronary pressure and, with it, the true FFR value (Hoffman, 2000; Pijls et al., 2000; Meuwissen et al., 2002; Tamita et al., 2002; Chamuleau et al., 2003; De Bruyne, 2003; Park et al., 2016; Stegehuis et al., 2018). Thus, it is argued by these studies that, in the setting of MVD, a reduced flow and pressure drop across the stenosis results in an overestimated FFR. This, in turn, may erroneously indicate that the stenosis is insignificant and that PCI is not needed. Thus, caution is exercised by clinicians when applying available data to such patients. The FFR has yet to achieve a Class I recommendation in the current AHA/ACC guidelines (Fihn et al., 2014).

Using fundamental fluid dynamics principles and applying an analytical–numerical approach on published patient data, we developed (Banerjee et al., 2007) a combined pressure–flow functional parameter, pressure drop coefficient (CDP), which is the ratio of pressure drop across a stenosis to distal dynamic pressure (a measure of flow or velocity) to simultaneously detect stenosis and MVD. The CDP was tested in vitro (Sinha Roy et al., 2008; Peelukhana et al., 2009) as well as in vivo in animal studies (Banerjee et al., 2009; Kolli et al., 2011, 2012; Peelukhana et al., 2012, 2014b) and was able to differentiate between stenosis and MVD. Subsequently, we tested them in single- and two-center cohort patient groups (Kolli et al., 2014a,b, 2016; Peelukhana et al., 2014a, 2015, 2018; Effat et al., 2016; Hebbar et al., 2017) using prospective trials. In line with our studies, the importance of a combined approach of assessing both coronary pressure and flow has been reported by others as basis for the understanding of coronary physiology (van de Hoef et al., 2012; Shlofmitz and Jeremias, 2017; Gould, 2018; Stegehuis et al., 2018). In recent years, CDPs have been recognized as possible alternate coronary diagnostic parameters by other researchers (Govindaraju et al., 2014; Drenjancevic et al., 2015; Fearon, 2015; Johnson et al., 2015; Garcia et al., 2019).

First, the CDP was assessed to evaluate different degrees of stenosis severity in a patient population (Kolli et al., 2014b). An equivalent cutoff of CDP > 27.9 was established in relation to FFR < 0.75 (Kolli et al., 2014a, 2016) as a marker for single-vessel significant stenosis. Subsequently, our previous 1-year outcome study (Effat et al., 2016) showed that the percent major adverse cardiac events (%MACE) in the CDP > 27.9 group was lower when compared to the FFR < 0.75 group. The results of the survival analysis suggested that the survival time for the CDP > 27.9 group was significantly higher when compared to the FFR < 0.75 group. The results were similar for a FFR cutoff of 0.80 and associated CDP cutoff of 25.4. The MVD sub-group analysis (Hebbar et al., 2017) for %MACE and survival analysis showed similar trends in favor of CDP for both CFR < 2.0 and diabetic sub-groups. Both of these sub-groups were correlated with possible MVD in literature (Feigl, 1983; Muller et al., 1996; Miura et al., 2003; Bagi et al., 2004; Pijls et al., 2007; Picchi et al., 2010; Johnson et al., 2012). Additionally, CDP was correlated with hyperemic microvascular resistance (HMR) – another index that uses both pressure and flow measurements to evaluate MVD.

The objective of the current study is to compare (a) the 5-year outcome (%MACE and survival) between the CDP > 27.9 and FFR < 0.75 groups and (b) the outcomes between 1 year (Effat et al., 2016) and 5 years for the complete patient group. Extending our earlier 1-year (Hebbar et al., 2017) MVD sub-group analysis, this study also compares (a) the 5-year outcomes between the CDP > 27.9 and FFR < 0.75 for CFR < 2.0 and the diabetic patient sub-groups and extracted from the complete patient data (Effat et al., 2016) analyzed previously and (b) outcomes between 1- and 5-year patient sub-groups. All comparisons were also repeated for the FFR cutoff of 0.80 and CDP cutoff of 25.4.



MATERIALS AND METHODS

The protocol (Kolli et al., 2014b) for the study was approved by the institutional review board (IRB 2013-1256) at the University of Cincinnati Medical Center (UCMC) and Cincinnati Veterans Affairs Medical Center (CVAMC), and informed consent was obtained from all participants. Patients who underwent exercise testing and myocardial perfusion scans were consented based on the inclusion and exclusion criteria, as given below. A total of 86 patients who enrolled at UCMC and CVAMC constituted the study population. The clinical characteristics of the enrolled patients are summarized in Table 1.


TABLE 1. Summary of clinical data and characteristics of the 86 recruited patients.

[image: Table 1]The receiver operating characteristic (ROC) curve was developed to determine the diagnostic performance of CDP, as reported in our previous studies (Kolli et al., 2014a, 2016). The ROC curves were generated, and the area under the curve (AUC) was calculated (MedCalc, version 10.2.0.0) using sensitivity and specificity values. The accuracy of a diagnostic test is obtained by AUC analysis. While an area of 0.5 represents a bad test, an area of 1 represents a perfect test. To correctly predict the outcome, the accuracy of the CDP was calculated for predefined and clinically used cutoff values of FFR (0.75 and 0.80) and CFR (2.0). The results were considered statistically significant for p < 0.05.

The consolidated cutoff values of CDP are shown in Figure 1A (CDP cutoffs based on FFR = 0.75 and CFR = 2.0) and Figure 1B (CDP cutoffs based on FFR = 0.8 and CFR = 2.0). The two different diseases (epicardial stenosis and MVD) lead to four possible combinations: (1) absence of both diseases, (2) absence of epicardial stenosis and presence of MVD, (3) presence of epicardial stenosis and absence of MVD, and (4) presence of both diseases based on established cutoff values of FFR (0.75 and 0.8) and CFR (2.0) (Kolli et al., 2014a, 2016). The FFR negative (−ve) group is indicative of (a) FFR > 0.75 when the FFR cutoff is 0.75 and (b) FFR > 0.8 when the FFR cutoff is 0.8 (Kolli et al., 2014a). Out of these 86 patients, 20 are FFR < 0.75 (+ve cases), and the remaining 66 are FFR > 0.75 (−ve cases). For an analogous scenario, 35 are CDP > 27.9 (+ve cases), and the remaining 51 are CDP < 27.9 (−ve cases). On a similar note, out of the same 86-patient group, 33 are FFR < 0.80 (+ve cases), and the remaining 53 are FFR > 0.80 (−ve cases). Correspondingly, 39 are CDP > 25.4 (+ve cases), and the remaining 47 are CDP < 25.4 (−ve cases).
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FIGURE 1. (A) Schematic representation of the pressure drop coefficient (CDP) cutoff for FFR = 0.75 and CFR = 2.0 (Kolli et al., 2014a). (B) Schematic representation of CDP cutoff for FFR = 0.80 and CFR = 2.0 (Kolli et al., 2016). (C) Venn diagram of the MVD sub-groups extracted from the total population of 86 patients. The figure shows the number of patients in each sub-group and highlights the intersection between the diabetic and CFR < 2.0 sub-groups. MVD, microvascular disease. CFR, coronary flow reserve; FFR, fractional flow reserve.


The inclusion criteria for the study were (1) chest pain, (2) abnormal stress test, (3) an approximately 50% diameter stenosis (by visual assessment) in a major coronary artery on angiogram, and (4) left ventricular ejection fraction >25%. The exclusion criteria were (1) left ventricular ejection fraction <25%, (2) history of type II heparin-induced thrombocytopenia, (3) ostial lesions and serial stenoses, (4) significant left main stenosis, (5) non-dialysis-dependent chronic kidney disease with baseline serum creatinine greater than 2.5 g/dl, (6) significant co-morbid conditions that make coronary angiography prohibitive and contraindicated, and (7) pregnant women.


Cardiac Catheterization and Pressure–Velocity Measurement

Using standard-of-care catheterization techniques, intra-coronary pressure–flow measurements across the stenosis were obtained by using either (1) a 0.014-in.-diameter guide wire (Combowire, Philips Corporation, CA, United States) that combines a standard Doppler sensor at the tip and a standard pressure sensor 1.5 cm proximal to the tip or (2) 0.014-in.−diameter pressure and Doppler guide wires separately. The sensor-tipped guide wire was (a) set at zero, (b) calibrated, (c) advanced through the guiding catheter, and (d) normalized to the aortic pressure at the ostium. Subsequently, it was introduced into the coronary artery and positioned distal to the stenosis in the target vessel, with the pressure transducer at least 3.0 cm distal to the stenosis. The position of the Doppler sensor was adjusted until a stable and optimal velocity signal was obtained distal to the stenosis (Kolli et al., 2016). The diameter of the Combowire and the pressure wire was the same, i.e., 0.014 in. The only difference between these sensor-tipped guide wires is that the Combowire has two (pressure and flow) sensors, whereas the pressure wire has a single (pressure) sensor. Both the Combowire and the pressure wire would have the same flow–obstruction effect since their diameters are identical. All signals were recorded continuously at rest and throughout induction as well as the decline of maximal hyperemia.



CDP Formulation

Pressure drop coefficient (Banerjee et al., 2007) is defined as the ratio of trans-stenotic pressure drop to the distal dynamic pressure.

[image: image]

where ΔP = Pa – Pd is the pressure drop across the stenosis, Pa and Pd are the mean pressures measured proximal and distal to the stenosis at hyperemia, respectively, and the distal dynamic pressure is the product of blood density (ρ) and the square of the average peak flow velocity (APV) distal to the stenosis at hyperemia at a constant value of 0.5. The ρ was assumed to be a constant (1.05 g/cm3), as it does not change significantly during the hyperemic (high shear) condition (Banerjee et al., 2009; Effat et al., 2016; Hebbar et al., 2017). Therefore, CDP represents the ratio between the total pressure drop (viscous loss plus loss due to momentum change with pressure recovery) and the dynamic pressure during blood flow.



Data Access and Analysis

The 5-year follow-up for all 86 patients of this prospective cohort study was done through chart review and/or phone call. Out of 86 patients, 55 patients’ records were obtained from the computerized patient record system at CVAMC. The records of the other 31 patients were obtained from EPIC, the electronic health record system at UCMC. At 5 years, the primary outcomes, consisting of major adverse cardiac events (MACE), were determined. The 5-year outcomes are summarized in Table 2. The sub-group analysis for patients suffering from possible MVD was performed by extracting two sub-groups from the complete patient population: one sub-group consisted of patients with an abnormal CFR value (CFR < 2.0), and the other sub-group consisted of diabetic patients. Therefore, the MVD sub-groups are subsets extracted from the main set of 86 patients. Figure 1C shows the number of patients in the MVD sub-groups. It also highlights the overlap of the diabetic and CFR < 2.0 sub-groups. The 1-year outcomes of the same 86-patient cohort group (Effat et al., 2016) and sub-groups (Hebbar et al., 2017) were previously published.


TABLE 2. Summary of the %MACE outcomes for the recruited patients at 5-year follow-up.
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Statistical Analysis

For the outcome analysis for the complete patient group, the %MACE in the FFR < 0.75 group (n = 20) were compared against the %MACE in the CDP > 27.9 group (n = 35). Then, for each MVD sub-group, the %MACE in the FFR and CDP groups were compared. The same analysis for complete patient group and sub-group analysis was repeated for the FFR cutoff of 0.80 and equivalent CDP cutoff of 25.4. All statistical comparisons were performed using chi-square test. In addition, the 5-year %MACE outcomes were compared with the 1-year outcomes reported in our earlier study (Effat et al., 2016; Hebbar et al., 2017).

Furthermore, a survival analysis was done by generating Kaplan–Meier survival curves and comparing the long-term event-free survival of the FFR < 0.75 group and the CDP > 27.9 group. The analysis was done for the complete patient group and for both MVD sub-groups. The same procedure was repeated for the FFR cutoff of 0.80 and corresponding CDP cutoff of 25.4. The time duration between the index procedure and the time when the patient was last followed up was recorded. Any patient who reached the primary outcome (MACE) was counted as positive. Patients lost to follow-up or who did not reach the outcome were considered as censored data. The survival curves generated were compared for statistically significant difference using the log-rank test.

All analyses were performed using the statistical computing software R (Foundation for Statistical Computing, Vienna, Austria). The results were considered statistically significant for p < 0.05.



RESULTS

Comparisons of the 5-year outcomes between (a) the FFR and CDP groups and the (b) 1-year outcomes for complete patient group and MVD sub-groups for cutoff values FFR = 0.75 (i.e., CDP = 27.9) and FFR = 0.80 (i.e., CDP = 25.4) are discussed below.


Percent MACE Outcomes for FFR < 0.75 and CDP > 27.9


Complete Patient Group

The comparison of %MACE outcomes between the FFR < 0.75 and CDP > 27.9 (Banerjee et al., 2009) groups for the complete patient group and for the CFR < 2.0 and diabetic patient MVD sub-groups is shown in Figure 2A. For the complete patient group, the %MACE outcomes in the CDP > 27.9 group (10 out of 35, 29%) were lower than the corresponding values for the FFR < 0.75 group (11 out of 20, 55%), and the difference was near significant based on chi-square test (p = 0.05).
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FIGURE 2. Comparison of %MACE between (A) FFR < 0.75 and CDP > 27.9 groups and (B) FFR < 0.80 and CDP > 25.4 groups for the all-patient group and for the microvascular disease sub-groups: CFR < 2.0 and diabetic. The p-values are provided for the chi-square test. MACE, major adverse cardiac events; FFR, fractional flow reserve; CDP, pressure drop coefficient.




MVD Patient Sub-Groups

Similar trends were observed in the two MVD sub-groups. For the CFR < 2.0 sub-group, the %MACE outcomes in the CDP > 27.9 group (eight out of 26, 31%) were lower than the corresponding values for the FFR < 0.75 group (seven out of 14, 50%). The results were not statistically significant based on chi-square test (p = 0.23). For the diabetic sub-group, the %MACE outcomes in the CDP > 27.9 group (nine out of 16, 56%) were lower than the corresponding values for the FFR < 0.75 group (eight out of 11, 73%). The results were not statistically significant based on chi-square test (p = 0.64). Considering the trend, it is expected that statistical significance will improve with increased sample size.



Percent MACE Outcomes for FFR < 0.80 and CDP > 25.4


Complete Patient Group

The analysis above was also repeated for the FFR cutoff of 0.80 and equivalent CDP cut-off of 25.4 (Kolli et al., 2011). Figure 2B shows the comparison of the %MACE outcomes between the FFR < 0.80 and CDP > 25.4 groups for the complete patient group and for the MVD sub-groups. For the complete patient group, the %MACE outcomes in the CDP > 25.4 group (11 out of 39, 28%) were lower than the corresponding values for the FFR < 0.80 group (16 out of 33, 48%), and the difference was borderline significant based on chi-square test (p = 0.08).



MVD Patient Sub-Groups

Similar trends were observed in the two MVD sub-groups. For the CFR < 2.0 sub-group, the %MACE outcomes in the CDP > 25.4 group (nine out of 29, 31%) were lower than the corresponding values for the FFR < 0.80 group (10 out of 22, 45%). The results were not statistically significant based on chi-square test (p = 0.29). For the diabetic sub-group, the %MACE outcomes in the CDP > 25.4 group (nine out of 19, 47%) were lower than the corresponding values for the FFR < 0.80 group (11 out of 14, 79%). The results were not statistically significant based on chi-square test (p = 0.15).



Percent MACE Outcome Comparison Between 5 Years and 1 Year

A comparison of the 5-year %MACE outcomes with the 1-year outcomes for the complete patient group published in our earlier study (Effat et al., 2016; Hebbar et al., 2017) shows that, for the longer follow-up period, the outcomes are consistent with the 1-year outcomes (Figures 3, 4). Not only are the trends consistent but also there is an improvement: for the FFR cutoff of 0.75, the p-values have reduced to the extent that the results are now near significant. Similarly, for the FFR cutoff of 0.80, the p-value is now borderline significant.
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FIGURE 3. Comparison of %MACE between the FFR < 0.75 group and the CDP > 27.9 groups at 1 and 5 years. MACE, major adverse cardiac events; CDP, pressure drop coefficient; FFR, fractional flow reserve.
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FIGURE 4. Comparison of %MACE between the FFR < 0.80 group and the CDP > 25.4 groups at 1 and 5 years. MACE, major adverse cardiac events; CDP, pressure drop coefficient; FFR, fractional flow reserve.




Percent MACE Outcomes for FFR-Negative Groups

The %MACE outcomes between the FFR negative groups were also compared using chi-square test. Referring to Table 2, the %MACE in the FFR > 0.75 group (14 out of 66, 21%) and the CDP < 27.9 group (15 out of 51, 29%) were not significantly different (p = 0.31). Similarly, the %MACE in the FFR > 0.80 group (nine out of 53, 17%) and CDP < 25.4 group (14 out of 47, 30%) were not significantly different (p = 0.13).

The 5-year %MACE outcomes above suggest that if CDP-based interventional decisions were to be made, the %MACE outcomes would possibly be reduced when compared to the current FFR-based interventions.



Survival Analysis for FFR < 0.75 and CDP > 27.9


Complete Patient Group

Figure 5A shows the Kaplan–Meier survival analysis performed for the complete patient group for the FFR cutoff of 0.75. The hazard ratio was calculated to be 0.35 (95% CI: 0.15–0.83). This means that the survival probability in the FFR < 0.75 group is 0.35 times the corresponding survival probability in the CDP > 27.9 group. Another way of interpretation is that the rate of adverse events in the CDP > 27.9 group is only 0.35 times the rate of hazard in the FFR < 0.75 group. The survival time for the CDP > 27.9 group (n = 35) was significantly higher (p = 0.01) compared to the FFR < 0.75 group (n = 20).
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FIGURE 5. Comparison of Kaplan–Meier survival curves between FFR < 0.75 and CDP > 27.9 groups for (A) the all-patient group, (B) CFR < 2.0 sub-group, and (C) diabetic sub-group. The p-values are provided for the log-rank test. CDP, pressure drop coefficient; FFR, fractional flow reserve.




MVD Patient Sub-Groups

Figures 5B,C summarize the survival analysis for the abnormal CFR (<2.0) sub-group and the diabetic sub-group, respectively, for the FFR cutoff of 0.75. For the CFR < 2.0 sub-group, the hazard ratio was computed to be 0.42 (95% CI: 0.15–1.17), implying a trend toward higher survival expectancy in the CDP > 27.9 group. The survival time for the CDP > 27.9 group (n = 26) was higher than that of the FFR < 0.75 group (n = 14), and the difference was nearly significant (p = 0.08). For the diabetic sub-group, the hazard ratio was 0.72 (95% CI: 0.28–1.87). The survival time for the CDP > 27.9 group (n = 16) was not statistically different (p = 0.5) from the FFR < 0.75 group (n = 11).



Survival Analysis for FFR < 0.80 and CDP > 25.4


Complete Patient Group

On a similar note, Figure 6A summarizes the Kaplan–Meier survival analysis for the complete patient group for the FFR cutoff of 0.80. The hazard ratio between the FFR < 0.80 and CDP > 25.4 groups was 0.46 (95% CI: 0.22–1.00), indicating that the rate of adverse events (hazard) in the CDP > 25.4 group is only 0.46 times the hazard rate in the FFR < 0.80 group. The survival time for the CDP > 25.4 group (n = 39) was significantly higher (p = 0.04) than that of the FFR < 0.80 group (n = 33).
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FIGURE 6. Comparison of Kaplan–Meier survival curves between FFR < 0.80 and CDP > 25.4 groups for (A) the all-patient group, (B) CFR < 2.0 sub-group, and (C) diabetic sub-group. The p-values are provided for the log-rank test. CDP, pressure drop coefficient; FFR, fractional flow reserve.




MVD Patient Sub-Groups

Figures 6B,C summarize the results of the survival analysis for the CFR < 2.0 and diabetic sub-groups, respectively, for the FFR cutoff of 0.80. For the CFR < 2.0 sub-group, the hazard ratio was 0.56 (95% CI: 0.23–1.4). The survival time for the CDP > 25.4 group (n = 29) was not statistically different (p = 0.2) compared to the FFR < 0.80 group (n = 22). For the diabetic sub-group, the hazard ratio was 0.45 (95% CI: 0.19–1.1), indicating a marginally increased survival expectancy and a lower hazard rate in the CDP > 25.4 group. The difference in survival times between the CDP > 25.4 group (n = 19) and the FFR < 0.80 group (n = 14) was nearly significant (p = 0.07).



DISCUSSION

The advantages of combining both pressure and flow measurements within a single parameter is well supported by several published studies in the literature. In case of the current study, CDP, defined as coronary translesional pressure drop (Δp) to distal dynamic pressure (0.5 × ρ × APV2), uses both pressure and flow measurements to assess stenosis severity in the presence or absence of MVD. The CDP is a non-dimensional parameter that originated from fundamental fluid dynamics principles. However, the use of such combined pressure–flow parameters under a clinical setting remained an unmet need.

The results of this 5-year outcome (MACE and event-free survival) analysis for the complete patient group suggest that, if a clinical decision is made on the basis of CDP relative to FFR, there would possibly be (a) reduced MACE and improved quality of life when comparing patients who had CDP > 27.9 to FFR < 0.75 and (b) a significant increase in event-free survival. The results for FFR using 0.80 as cutoff, with a corresponding CDP cutoff of 25.4, also resulted in similar outcomes. Interestingly, a comparison of the 5-year outcomes with the 1-year outcomes for the complete patient group showed similar trends with a marked improvement in the statistical significance for the 5-year follow-up period. The results of this 5-year outcome analysis for the MVD patient sub-groups (a) CFR < 2.0 and (b) diabetic patients show similar improved outcomes for CDP in relation to FFR and when compared with the 1-year outcomes.

In the presence of MVD, FFR, and CFR are affected in opposite directions. Consequently, assessment of ischemia by measuring FFR and CFR in the same stenosis, in the presence of MVD or diffused epicardial disease, may yield conflicting results in up to 40% of the cases (Johnson et al., 2012; Nishi and Fearon, 2019). This can be explained by the presence of MVD and/or diffuse epicardial disease that would reduce CFR, resulting in either increased FFR or insignificant influence on FFR. In contrast, a healthy microvascular auto-regulatory function may preserve CFR above the ischemic threshold, leading to abnormal FFR (Yokota et al., 2019). The complex interaction between pressure drop and flow in the presence of MVD or diffuse lesion might not be sufficiently explained by FFR or CFR alone. This is because FFR is a pressure-derived parameter, whereas CFR is a flow-derived endpoint. In contrast, CDP combines both the pressure drop and flow in a single parameter and therefore can delineate between concomitant stenosis and MVD (Kolli et al., 2012, 2014a,b, 2016).

It is well known that both FFR and CFR are significantly dependent on the attainment of peak hyperemia. Failure to achieve maximal hyperemia, as in the case of MVD, results in the inability to maintain a minimal constant microvascular resistance during the measurements (van de Hoef et al., 2014; Ahn et al., 2017; Garcia et al., 2019). This, in turn, results in the underestimation of pressure drop and overestimation of the FFR across a stenosis (Pijls et al., 2007). In the presence of MVD and a reduced level of hyperemia, the pressure drop and blood flow across stenosis are affected in the same direction. In case of such a concomitant disease, the contribution of reduced maximal hyperemic flow due to MVD is appreciably higher than that due to stenosis (Banerjee et al., 2009). Under such a scenario, the square of maximal hyperemic flow (APV2) in the denominator of CDP significantly accounts for the flow reduction, allowing an increased resolving power for CDP for the assessment of stenosis severity in the presence of MVD. Therefore, CDP can potentially have a significant advantage in clinical practice because it accounts for the dynamic pressure, a measure of velocity-square, in the denominator.

The use of dual sensor wires for coronary artery diagnostics has not gained sufficient traction in the cardiac catheterization laboratories. This is because of the added complexity in acquiring pressure–flow functional data. Nonetheless, as (a) the evidence from clinical outcome studies advances and (b) the technology progresses further in making the dual sensor wires more maneuverable, easier to use, and less expensive, the engagement of such novel and unique concepts will be more plausible for practice in the cardiac catheterization lab.

The clinical utility of FFR in applying a “functional” PCI approach for the treatment of stenosis, i.e., to only revascularize the angiographic stenosis that has significant FFR while deferring others, has been reported by several studies. For example, the DEFER study (Pijls et al., 2007) was comprised of 181 patients with stable ischemic heart disease and intermediate stenosis. The PCI was deferred for FFR > 0.75, and both arms were followed up with medical therapy. The rate of myocardial infarction (MI) or death was significantly lower in the deferred group when compared to the PCI group at 5-year follow-up. The FAME trial (Tonino et al., 2009, 2010; Pijls et al., 2010), comprising of 1,005 subjects, randomized the patients to either FFR- or angiography-guided PCI. The primary endpoint of MACE (MI, death, or repeat revascularization) at 1 year was significantly lower in the FFR-guided arm (13.2 vs. 18.3%, p = 0.02). The FAME-2 (De Bruyne et al., 2012; Xaplanteris et al., 2018) trial randomized 888 patients for comparing the outcomes between the FFR-guided PCI group and the optimal medical therapy group. Due to the significant difference in the primary endpoint of MACE in favor of the FFR-guided strategy, the study was terminated early. The results of these studies corroborate the importance of FFR in guiding clinical decision for the management of coronary artery disease.

In line with the above-mentioned studies, the current 5-year and previously published 1-year outcome studies purport an improved accuracy for CDP over FFR in predicting major ischemic events as well as angina-free survival. The reported outcome analysis corroborates the usefulness and advantage of CDP in decision-making with regard to deferment of revascularization during coronary artery procedures. Although statistical significance was not attained for some endpoints, the trends were uniformly consistent throughout both 5- and 1-year outcome follow-ups. More importantly, 5-year outcomes improved over 1-year follow-up. Further validation in a larger cohort and randomized groups with an extended follow-up period may yield an improved statistically significant difference in support of CDP.


Limitations and Future Study

All the clinical decisions for this prospective cohort study were made on the basis of FFR only. The outcomes of the CDP arm were presumptive, as the clinical decision was solely based on the FFR. Furthermore, this study may be considered as an interim analysis because of a lower sample size. Therefore, (a) the use of a larger sample size and (b) a prospective randomized clinical trial of CDP vs. FFR are needed to further assess the clinical performance of CDP in relation to FFR and confirm the outcomes from this exploratory 5-year outcome study. Furthermore, there are several other hyperemic indices, e.g., index of myocardial resistance, hyperemic stenosis resistance, HMR, and resting indices, e.g., different diastolic resting indices to instantaneous wave-free ratio (iFR) that needs testing for delineation of MVD and stenosis (Van’t Veer et al., 2017; De Maria et al., 2020).



Future Direction

The hypothesis need to be further tested using a two-sided χ2 test. Based on our prospective cohort study population consisting of 86 patients, the 1-year risk (conservative estimate) of MACE in our study for the FFR-guided and the CDP-guided groups was found to be 20.0 and 5.7%, respectively. Using a 0.05 level of significance, a power of 0.90, and a 14.3% difference [= 20–5.7% (Effat et al., 2016; Hebbar et al., 2017)] in MACE between the FFR group and the CDP group, at least 220 patients are required in the trial. Accounting for 10% mortality and missing data, ∼ 22 (= 10% of 220) more patients would be enrolled, leading to a total number of 242 (= 220 + 22) patients.

Extending the concept of CDP, a futuristic combined functional–anatomic parameter named lesion flow coefficient (Banerjee et al., 2007) (LFC), which accounts for mean pressure drop, mean coronary flow, and percentage area of stenosis, can be used in the future to assess the hemodynamic severity of a coronary artery stenosis in relation to MVD. The LFC, being a pressure–flow area parameter, is defined as the ratio of % area stenosis to the CDPm, which is the CDP measured at the stenosis throat:
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where k is the lumen area ratio, (1−k) is percentage area of stenosis, and CDPm is the pressure drop coefficient that includes contribution of pressure losses due to both momentum change and viscous dissipation at the stenosis throat during peak hyperemia. Importantly, the contribution of loss due to momentum change and viscous loss for variable lesion sizes can be distinguished using LFC. The concept of LFC stems from the fact that the CDP reaches an asymptotic value when the flow rate is very high, leading to a dominating loss due to momentum change, which is primarily the consequence of area change. Thus, at high flow rates, even a gradual (e.g., diffused) lesion behaves similar to a lesion with a sudden area change, e.g., focal stenosis. It is evident that the larger the severity of the diffused lesion and/or focal stenosis, e.g., for pre-angioplasty scenario, the higher the value of LFC. In other words, LFC decreases with lesser percentage area of stenosis, e.g., for post-angioplasty scenario, due to lower momentum change loss.



CONCLUSION

The 5-year outcomes of this study indicate that patients in the CDP group had a reduced incidence of MACE and experienced an improved quality of life compared to the FFR group. CDP was also shown to be able to delineate epicardial stenosis in the presence of microvascular disease. Based on these outcomes and further validation in a larger randomized clinical trial, CDP could prove to be an effective and accurate diagnostic index for decision-making in the cardiac catheterization laboratory. Furthermore, combining CDP with FFR measurement could probably aid in managing patient outcome under a clinical setting.
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Purpose: It is difficult for doctors to decide whether patients with suspected coronary heart disease classified as Coronary Artery Disease Reporting and Data System (CAD-RADS) < 3 should be administered preventive treatment, or whether non-atherosclerotic chest pain should be considered. The aim of the current study was to investigate coronary hemodynamic characteristics in such patients, which may provide more information on their stenosis and be helpful for initial diagnoses.

Methods: Two patient-specific models were reconstructed based on the coronary computed tomographic angiography underwent in 2012. Patient 1 was classified as CAD-RADS 0, and was readmitted to hospital due to coronary artery disease within 5 years. Patient 2 was classified as CAD-RADS 2, and has experienced no adverse events to date. Computational fluid dynamics (CFD) analysis was used to obtain hemodynamic parameters including flow rate waveform, flow streamlines, time-average wall shear stress (TAWSS), and oscillatory shear index (OSI).

Results: Patient 1 exhibited no physiological characteristics of right coronary artery flow waveform, large areas of low TAWSS, and slow blood flow in the proximal and middle segments of the left anterior descending branch. Patient 2 exhibited reduced coronary supply, small and separate areas of abnormal TAWSS, and a higher left anterior descending branch OSI than patient 1.

Conclusion: Hemodynamic abnormalities may play an important role in the prognosis of patients with coronary stenosis, and patient-specific hemodynamic characteristics may facilitate more accurate initial diagnosis, and better management. Overall hemodynamics (along the whole vessel) warranted attention at the time of the initial visit in patients classified as CAD-RADS < 3.

Keywords: coronary artery stenosis, hemodynamics, coronary computed tomographic angiography, Initial diagnosis, clinical outcome


INTRODUCTION

Coronary artery stenosis is one of the most contributory components of acute coronary syndrome and sudden cardiac death. Coronary computed tomographic angiography (CCTA) is usually used to observe coronary lumen shape and plaque characteristics in patients with suspected coronary heart disease at the time of their initial visit (Helfant et al., 1970; Motoyama et al., 2009; Saremi and Achenbach, 2015). Coronary stenosis degree is currently usually assessed based on lumen diameter reduction. The Coronary Artery Disease Reporting and Data System (CAD-RADS)—based on the highest-grade stenosis recorded by CCTA—provides specific suggestions for further management of patients with suspected coronary heart disease (Cury et al., 2016). Patients classified as CAD-RADS ≥ 3 (stenosis degree ≥ 50%) are diagnosed with “coronary heart disease” and administered a widely accepted planning treatment aimed at avoiding the occurrence of myocardial ischemia, hypoxia, and necrosis (Miller et al., 2008; Alexopoulos et al., 2010; Roffi et al., 2015; Cury et al., 2016). Controversy arises in patients classified as CAD-RADS < 3 (stenosis degree < 50%), however, because both preventive therapy and or non-atherosclerotic causes of chest pain need to be considered (Cury et al., 2016). In most patients classified as CAD-RADS < 3 their condition is effectively controlled after the administration of timely drug treatment. Notably, however, there are some patients in whom the risk of coronary heart disease is excluded based on “minimal” coronary stenosis at the time of their initial diagnosis, but who nonetheless go on to suffer coronary artery plaque after a period of months or years without anti-atherosclerosis treatment (Pflederer et al., 2010; Lee et al., 2019). Therefore, accurate diagnosis and timely treatment of patients classified as CAD-RADS < 3 is crucial.

Hemodynamic evaluation is useful for coronary artery disease. Fractional flow reserve is currently widely used to assess the functional severity of moderate coronary stenosis (CAD-RADS ≥ 3), with the aim of confirming the influence of the stenosis on the myocardial ischemia (Hulten et al., 2013; Lee et al., 2018). In patients classified as CAD-RADS < 3, however, it may be that plaque growth and thrombosis warrant more attention than coronary supply.

In recent years there has been growing interest in the use of computational fluid dynamics (CFD) analysis based on patient-specific CCTAs in the field of cardiovascular disease (Taylor et al., 2013; Zarins et al., 2013). Compared to traditional clinical imaging, CFD analysis provides quantitative hemodynamic data linked to thrombotic and atherosclerotic risk, including intravascular and near wall flow features such as the streamlines of blood flow, time-averaged wall shear stress (TAWSS), and oscillatory shear index (OSI). It has also been used extensively in clinical applications such as abdominal aortic aneurysm rupture risk prediction (Qiu et al., 2018), investigation of the hemodynamic effects of morphologic stenosis parameters on renal artery stenosis (Xiong et al., 2021), and the choice of occlusion position in cases of coronary artery fistula (Cao et al., 2020).

Previous patient-specific hemodynamic evaluations of severe coronary stenosis based on CCTA focused on myocardial ischemia and plaque rupture (Johnson et al., 2014; Kang et al., 2018; Park et al., 2019). Whether the hemodynamic characteristics of patients with chest pain suspected of coronary heart disease at the time of their initial visit can provide useful information for their diagnosis, and even the prediction of clinical outcomes, have not been investigated. The current study investigated two representative patients classified as CAD-RADS < 3. Patient-specific CFD based on their initial-visit CCTA were analyzed in an effort to identify the key hemodynamic information, with the ultimate aim of providing some theoretical support for diagnoses and treatments.



MATERIALS AND METHODS


Study Population

In the current study two hospitalized patients who underwent CCTA examination at a single center in 2012 were retrospectively analyzed. Patient-specific clinical records were provided by the West China Hospital of Sichuan University (Chengdu, Sichuan, China) and included computed tomography image data. Assessment of high-risk signs and quantitative analysis were performed by two independent cardiac radiologists. The study was conducted in accordance with the principles of the Declaration of Helsinki and met the relevant medical ethics requirements. The Ethical Review Committee of the West China Hospital of Sichuan University approved the study.

Patient 1, a 77-year-old female, presented at the hospital due to chest pain. Considering the history of hypertension and the family history of coronary artery disease, the coronary artery-related examinations were performed in this patient. CCTA did not indicate any substantial stenosis in the three main coronary arteries. Discharge medications included anti-hypertension and nitrate drugs. Subsequent follow-up via a telephone interview revealed that he was readmitted to a local hospital due to coronary artery disease 5 years after discharge.

Patient 2 was an 80-year-old male who underwent CCTA prior to cataract surgery. Mild to moderate stenosis of the left anterior descending branch was detected. Discharge medication included the statin, the beta-blocker, and the aspirin. To follow-up date (September 2017) the patient has not experienced any adverse events. Basic information about the two patients at the time of their initial visits is shown in Table 1.


TABLE 1. Basic information of patients at the time of initial visit.

[image: Table 1]
Thin-slice computed tomography angiography (CTA) images of the two patients were obtained using a second-generation dual source computed tomography system (SOMATOM Definition CT, Siemens Medical Solutions; Forchheim, Germany). The slice thickness of the images was 0.6 mm. Patient-specific three-dimensional anatomical models including the coronary tree and the aortic root were reconstructed from CTA data using an open-source SimVascular software package (Figure 1; Updegrove et al., 2017). In accordance with the SimVascular tutorial and the mesh independency study, the sizes of the finite volume mesh were set to 0.05 mm for the coronary arteries and 0.2 mm for the aorta. Four boundary layers were used with 0.6 as the height ratio and 0.05 mm as the initial height. Patient 1 had resulting meshes of 1,176,121 unstructured triangular elements, and patient 2 had resulting meshes of 1,237,962 unstructured triangular elements. Rigid vessel walls were assumed.


[image: image]

FIGURE 1. 3D reconstructed mode ls based on computed tomography images. (A) Construct the centerlines of the vessels (left); segment the vessel perpendicular to the centerline (middle); loft the segmentations (right). (B) The models of patient 1 and 2.




CFD Boundary Conditions

In the current study blood was assumed to be incompressible, laminar, unsteady, homogenous, and Newtonian. The corresponding governing equations were:
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where [image: image], p, ρ, and μ, respectively, represent fluid velocity vector, pressure, density (1.06 g/mL), and the dynamic viscosity of blood (0.04 dyne.s/cm2). All hemodynamic parameters were analyzed using SimVascular (Updegrove et al., 2017). A normal human flow waveform (Figure 2A), the Windkessel RCR boundary conditions (Figure 2B), and the lumped parameter network coronary model (Figure 2C) were used at the aortic inlet, the aortic outlet and coronary artery outlets, respectively (Kim et al., 2009, 2010; Sankaran et al., 2012). The formulas of boundary conditions were:
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FIGURE 2. Inlet flowrate wave (A), Windkessel RCR boundary conditions (B) and lumped parameter network (LPN) coronary model (C).


where Rp was the viscous resistance of the downstream arterial vasculature, Rd was the resistance of the capillaries and venous circulation, Pmean was the mean pressure, Rcor and Qcor represented the total resistance and the cardiac output of coronary arteries (mL/s) and Raorta and Qaorta represented the total resistance and the cardiac output of the aorta. The resistances for each coronary outlet could be split into Ra (arterial resistance), Ra–micro (microcirculation resistance), Rv (venous resistance), Ca (microcirculation compliance), Cim (myocardial compliance), and Pim (intra-myocardial pressure). The parameters were adjusted based on reference values, coronary morphology, coronary flowrate, and blood pressure. In the current study Rd:Rp = 0.91:0.09, and Ca:Cim = 0.11:0.89. The compliance of blood vessels (the capacitor C) was 0.001 cm5/dyne.

Based on past experience twelve cardiac cycles were set for the simulation, and each pulse cycle was divided into 500 time-steps. The simulations were run until the pressure fields at the inlet and outlet did not change more than 1% from the previous cycle, and the data from the last cycle were selected as the result. Additional details are described in Sengupta et al. (2014) and Cao et al. (2020).



Hemodynamic Variables

TAWSS can be used to evaluate the wall shear stress acting on the lumen wall under pulsating flow in heart circulation. Abnormal TAWSS (<4 dyne/cm2 or > 40 dyne/cm2) may cause blood cell aggregation, platelet activation, and inflammatory cell-mediated destructive remodeling (Xiang et al., 2014). TAWSS is defined as:
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where, T is the period of the cardiac cycle, and WSS is the WSS vector.

OSI is a frequently used index to evaluate axial directional change in WSS within the cardiac cycle. Abnormal OSI indicates that the flow field is highly disturbed, which is associated with the formation of thrombosis (Xiang et al., 2014). OSI is defined as follows:

[image: image]

where T is the period of the cardiac cycle, and WSS is the WSS vector.

Abnormal exposure [A (Patient – Position – parameter)%] was used to show areas of abnormal hemodynamic parameters clearly. For example, A (1 – LAD – TAWSS < 4)% is the ratio of the area that satisfied TAWSS < 4 dyne/cm2 to the left anterior descending branch (LAD) area of patient 1.




RESULTS


Flow Waveform

Flow rate waveforms of the left coronary artery (LCA) and right coronary artery (RCA) in the two patients are shown in Figure 3. In both patients the LCA flow rate waveforms were low in systolic phase and high in diastolic phase. In patient 2 the RCA flow rate waveforms had two characteristic peaks. Thus, the adoption of the boundary conditions successfully captured the physiologic behavior of coronary flow. Intramyocardial pressure in the systole is high to impede blood flow through the coronary arteries, whereas intramyocardial pressure in the diastole is low to facilitate higher flow (Sengupta et al., 2012). The flow rate waveform of the RCA in patient 1 only had one peak. The flow flux to the LCA and RCA, respectively, were 15.96 mL/cycle and 23.89 mL/cycle in patient 1, and 16.98 mL/cycle and 10.05 mL/cycle in patient 2. In patient 1 blood through the coronary artery accounted for 4.12% of cardiac output, and in patient 2 it accounted for 2.80%. The normal flow rate of coronary arteries is approximately 4% of cardiac output. The maximum and minimum LCA flow rates were 2.32 and 0.58 mL/s in patient 1, and 2.42 and 0.58 mL/s in patient 2. The maximum and minimum RCA flow rates were 3.15 and 1.70 mL/s in patient 1, and 1.17 and 0.72 mL/s in patient 2.
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FIGURE 3. Coronary flow rate waveform in two models.




Flow Pattern

Figures 4, 5 show the respective streamlines of LCA in patients 1 and 2. In patient 1 blood flow was characterized by a smooth flow channel. There was no obvious blood flow disorder, with low velocity in the proximal and middle LAD during the entire cardiac cycle (Figure 4). The low-velocity flow was more pronounced during the systole (t = 0.1, t = 0.3) and end diastole (t = 0.8). Although the velocity in the center was apparently normal in the diastole (t = 0.6), it was quite low and even approached stagnation near the vessel wall. In patient 2, at the systole peak (t = 0.3) the flow was helical from the LCA entrance. A small low-speed vortex was evident at the proximal LAD near a branch. Then, at the position before the first stenosis there was a blood flow disturbance with low velocity. At the position between two stenosis lesions the flow velocity was slightly lower than that in other locations. Lastly, at the proximal part of the second stenosis the flow was chaotic and the velocity gradually decreased to almost zero. Compared with patient 1, there were chaotic streamlines evident at the distal parts of other branches except the LAD in patient 2.
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FIGURE 4. Streamlines of the blood flow of patient 1 are disordered. The red dots on the left coronary flow waveforms indicate the acquisition time of the corresponding images above.
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FIGURE 5. Streamlines of the blood flow disorder of patient 2. The red dots on the left coronary flow waveforms indicate the acquisition time of the corresponding images above.




Hemodynamic Characteristics

Figure 6 shows the TAWSS and OSI distributions in the coronary arteries of the two patients. In patient 1 the TAWSS distribution was quite non-uniform. Regions of extremely low TAWSS values (<4 dyne/cm2) were evident at the proximal and middle parts of the LAD [A (1 – LAD – TAWSS < 4)% = 24.30%], which was consistent with the low blood flow velocity area shown in Figure 4. Multiple high TAWSS values of up to 40 dyne/cm2 were evident at the middle and distal parts of the RCA [A (1 – RCA – TAWSS > 40)% = 26.13%], and the maximum value was 147.87 dyne/cm2. In patient 2 the most prominent characteristic was small areas of abnormal TAWSS scattering on the vessel walls [A (2 – LCA – TAWSS < 4)% = 5.29% and A (2 – LCA – TAWSS > 40)% = 6.11%, A (2 – RCA – TAWSS > 40)% = 12.19%]. In both patients 1 and 2 the ratio of the area of OSI > 0.2 accounted for less than 1%. An increase in OSI was evident in the middle of the LAD in patient 1, and between the two stenoses in patient 2, indicating frequent directional changes over the cardiac cycle. The positions near the branches or after the stenoses were more prone to higher OSIs (Figure 6).
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FIGURE 6. Time average wall shear stress (TAWSS) and Oscillatory Shear Index (OSI) distribution contour map on the vessel walls in two patients.





DISCUSSION

It is difficult to evaluate whether adverse events will occur in patients classified as CAD-RADS < 3 based on the information provided by CCTA at the time of their initial visit. The current study included two representative patients with suspected coronary heart disease. Patient 1 did not take anti-atherosclerosis drugs, and suffered adverse events during follow-up. Patient 2 had preventive atherosclerosis treatment and experienced no adverse events. CFD analysis was used to explore the hemodynamic characteristics of the patients, and may provide useful information for diagnosis and treatment.

The results revealed that both patients 1 and 2 had hemodynamic abnormalities. Specifically, patient 1 exhibited no physiological characteristics of RCA flow waveform. One quarter of the vessel wall areas of the LAD and the RCA exhibited low and high TAWSS, respectively. Large areas of low TAWSS (<4 dyne/cm2) and slow blood flow (close to stagnation) appeared at the proximal and middle segments of the LAD. The areas of TAWSS > 40 dyne/cm2 were among the middle and distal RCA vessel wall. Patient 2 exhibited reduced coronary supply. The areas of abnormal TAWSS values were small and separate. Patient 2′s OSI was higher than that of patient 1. Previous studies have shown that TAWSS > 40 dyne/cm2 or high OSI (no exact value but generally > 0.2 or 0.3) lead to vascular wall damage, whereas TAWSS < 4 dyne/cm2 and blood flow disorder can induce extensive platelet aggregation, damage endothelial cells, and lead to thrombosis and atherosclerosis (Kroll et al., 1996; Park et al., 2016; Jahromi et al., 2019). Accordingly, there may be a risk of thrombotic development and plaque growth in the LAD of patient 1. The other left coronary branches and the RCA in patient 1 may have developed further vascular wall damage due to increased flow velocity, which resulted in subsequent readmission for coronary heart disease. Similarly, plaque growth and new plaques appearing between the two stenoses may represent a risk that patient 2 has to face in the future. Based on their hemodynamic characteristics both patients should have been advised to take statin and aspirin at the time of their initial visits, to avoid adverse events.

Previous studies have mainly focused on local hemodynamics abnormalities along the stenoses (Lee et al., 2017; Malota et al., 2018; Wong et al., 2020). The current study suggests that overall hemodynamics (along the whole vessel) are also worthy of attention, however, especially in patients classified as CAD-RADS < 3 at the time of initial diagnosis. In general, the hemodynamic environment interacts with stenosis. For example, in patient 1 nearly 25% of LAD were exposed to low TAWSS, and one quarter of the RCA vessel walls were exposed to high TAWSS. If there was no timely treatment, there would be reason to believe that this abnormal hemodynamic environment would lead to plaque formation and vascular wall damage. The patient was readmitted due to coronary heart disease during follow-up. In patient 2 the flow disturbance and high OSI area were concentrated in the proximal end of the first stenosis and between the two stenoses. In patients classified as CAD-RADS < 3 the overall hemodynamics may be more consequential than local lesions. If only the smallest lumen was noticed, this abnormality would be missed. Therefore, both local and overall hemodynamics need to be investigated during the initial diagnosis, and may have substantial effects on clinical outcomes.

In clinical application, whether hypertension in patients with coronary stenosis should be controlled remains controversial. Some clinical experts have suggested that high blood pressure imposes an extra load on the heart and should be controlled to a normal value (Rosendorff et al., 2007, 2015). Others have argued that it should be cautiously controlled because the survival rate of hypertensive patients was higher than that of normotensive patients (Rosendorff et al., 2007, 2015). CFD analysis indicated that patient 2 would suffer from insufficient coronary supply, but no cardiovascular events were recorded in that patient. Due to the absence of boundary conditions such as heart rate, true aortic inlet flow waveform, and so on, we speculated that hypertension may guarantee perfusion in the case of coronary stenosis. With regard to the use of a beta-blocker, additional follow-up of patient 2 is required, as are future studies with more patients.

Although the sample size was small in the present study, observations such as hemodynamics along the whole vessel are of reference value with respect to patients classified as CAD-RADS < 3 at the time of their initial visit. Based on this preliminary study, our future research will focus on the following: (1) Does the degree of coronary stenosis have a strong effect on coronary blood supply and less of an effect on the blood flow disorder? (2) Does the location of stenosis have a strong effect on intraluminal blood flow disorder? (3) Can similar vascular bed morphologies lead to different clinical outcomes due to different hemodynamic characteristics? (4) More patient-specific measurements, such as patient-specific inlet flow rate waveform, should be used to obtain more convincing results.



CONCLUSION

In the current study numerical simulation of two patient-specific coronary models was conducted via CFD methods. Surprisingly the patient classified as CAD-RADS 0 had abnormal hemodynamic characteristics that could not be ascertained from the CCTA directly. The results suggested that this patient should also have been treated effectively at the time of their initial visit, to avoid future adverse events. It is difficult to accurately diagnose a patient and decide on their treatment based solely on highest-grade stenosis recorded via CCTA. Patient-specific hemodynamic characteristics may play as important a role as changes in coronary artery morphology in the prognosis of patients with coronary stenosis. In conclusion, patient-specific CFD analysis may assist initial diagnosis and management, especially of patients classified as CAD-RADS < 3.
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Apical aneurysm was observed to be associated with midventricular obstruction (MVO) in hypertrophic cardiomyopathy (HCM). To investigate the genesis of the apical aneurysm, the idealized numerical left ventricular models (finite-element left ventricle models) of the healthy left ventricle, subaortic obstruction, and midventricular obstruction in HCM of left ventricle were created. The mechanical effects in the formation of apical aneurysm were determined by comparing the myofiber stress on the apical wall between these three models (healthy, subaortic obstruction, and midventricular obstruction models). In comparing the subaortic obstruction model and MVO model with HCM, it was found that, at the time of maximum pressure, the maximum value of myofiber stress in MVO model was 75.0% higher than that in the subaortic obstruction model (654.5 kPa vs. 373.9 kPa). The maximum stress on the apex of LV increased 79.9, 69.3, 117.8% than that on the myocardium around the apex in healthy model, subaortic obstruction model, and MVO model, respectively. Our results indicated that high myofiber stress on the apical wall might initiate the formation process of the apical aneurysm.

Keywords: hypertrophic cardiomyopathy, midventricular obstruction, stress, finite element model, strain, left ventricle


INTRODUCTION

Hypertrophic cardiomyopathy (HCM) is an inherited myocardial disease defined by unexplained cardiac hypertrophy, which occurs in about 1 of every 500 adults in the general population (Semsarian et al., 2015). The manifestation of HCM disease is mostly dependent on the hypertrophy and/or obstruction at different intracavitary position (Efthimiadis et al., 2013). Midvertricular obstruction (MVO) is the impedance to flow at the middle level of the left ventricle, while subaortic obstruction is caused by hypertrophy in the basal septum (Falicov et al., 1976). It’s been observed that the presence of MVO is more likely to relate with the formation of apical aneurysm (Minami et al., 2011), which do not happen in HCM patients with mere subaortic obstruction. Although HCM with subaortic obstruction has been adequately studied to date, the clinical features of midventricular obstruction and the mechanisms for the formation of apical aneurysm remain undetermined (Harada et al., 2001).

It has been well accepted that the increase in ventricular wall stress will lead to various pathophysiological process in the heart, including hypertrophy, ischemia and fibrosis (Grossman, 1980; Blaauw et al., 2010; Genet et al., 2014; You et al., 2018). Considering the pathological basis of apical aneurysm is myocardial fibrosis, we hypothesized that the increased ventricular wall stress might contribute to the formation of apical aneurysm in MVO. However, the information of the wall stress was lacking with current clinical examinations. A computational ventricular model of the heart that use finite element method may provide the information of ventricular wall stress and strain, which has been adopted to analyze cardiac computational mechanics and becomes increasingly common (Walker et al., 2005; Tang et al., 2016; Yu et al., 2019; Yin et al., 2020). The present study was undertaken to investigate the mechanisms of the formation of apical aneurysm in HCM, based on the numerical simulation results of three constructed idealized finite element models with different positions of myocardial hypertrophy (healthy, subaortic obstruction, and midventricular obstruction). The obtained systolic myocardial stress/strain in these models were compared to determine the mechanical effects of different hypertrophy positions.



MATERIALS AND METHODS


Idealized Geometries

Three idealized geometries of left ventricle with no obstruction, subaortic obstruction, and midventricular obstruction of hypertrophic cardiomyopathy (Figure 1) were constructed. The geometry of Model 2 and Model 3 were adjusted based on the ellipsoid model (Model 1), which is the idealized model of healthy left ventricle. The mathematical models for inner/outer surfaces (endocardium/epicardium) of Model 1 were given by,
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FIGURE 1. 3D Geometries for the construction of three idealized models. (A) Model 1: healthy model of left ventricle; (B) Model 2: subaortic obstruction of left ventricle in hypertrophic cardiomyopathy; (C) Model 3 (MVO model): midventricular obstruction of left ventricle in hypertrophic cardiomyopathy.


where 0 2, 0 f/2. R 2 cm represents the endocardium model; R3 represents the epicardium model. The positions of myocardial hypertrophy were numerically adjusted (Figure 1). Model 2 is the model of subaortic (basal septum) hypertrophy, and Model 3 is the MVO model in which the hypertrophy occurs at the midcavitary level. The figure of the slice, on which the hypertrophy was most severe, for Model 2 and 3 was presented on Figure 2.
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FIGURE 2. The contour plot of the slice, on which the hypertrophy was most severe, shows the endocardium and epicardium of left ventricle for the constructions for Model 2 and 3.




Finite Element Modeling


Solid Model

The material of LV was assumed to be hyperelastic, isotropic, nearly incompressible, and homogeneous. The governing equations for the structure models are (summation convention is used) given as follows,
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where t stands for time, i, j and label spatial coordinates, v is the solid displacement vector, σ = [σi,j] is the stress tensor, and ρ is material density. f.,j stands for derivative with respect to the jth variable. Here, body force due to gravity was ignored. The nonlinear Mooney-Rivlin model was used to describe the material properties of the LV material with parameter values chosen to match experimental data available (Sacks and Chuong, 1993; Bathe, 2002; Humphrey, 2002; Tang et al., 2010). The strain energy function for the modified Mooney-Rivlin model is given by Bathe (2002) andTang et al. (2010),
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where I1 = ∑Cii, and [image: image], are the first and second strain invariants, C = [Cij] = XTX is the right Cauchy-Green deformation tensor, X = [Xij] = [∂⁡xi/∂⁡aj], where xi is the current position, ai is the original position, nf is the fiber direction, and ci, and Di are material constants chosen to match experimental measurements: c1 = 18.4 kPa, c2 = 0, D1 = 7.2 kPa, and D2 = 2.0 (Bathe, 2002; Yang et al., 2007).



Boundary Conditions

The apex of LV was constrained from moving in the circumferential direction, and the top of the LV is fixed. The pressure condition applied here was obtained from our previous patient-specific model (Deng et al., 2018). The pulsating pressure conditions were uniformly imposed at LV endocardium wall. The maximum value of pressure (LV end of diastolic pressure) was prescribed to be 10 mmHg and the minimum value (LV end of systolic pressure) was prescribed to be 180 mmHg in all models.



Active Model

It’s been verified that the results of wall stress in active models were significant different with those obtained from passive model (Huang et al., 2021). To be realistic, the active model was employed in this study for more accurate simulation of cardiac biomechanics. Since the models were idealized model, the simulation started from the zero-load state. After the inlet pressure increased, the LV expanded in both circumferential axis and longitudinal axis directions. In our model, the active tension was implemented by specifying the external forces on epicardium during isovolumic systole phase. The external forces values were obtained by scaling the internal pressure of LV to match the ideal LV volumetric changing trending during one cardiac cycle, which has been verified by clinical measured data (Deng et al., 2018). The real LV active contraction motion was implemented.



Mesh Generation and Solution Method

3D tetrahedral (4-node) isoparametric displacement-based finite elements were employed. The finite element model was solved by ADINA (ADINA R&D, Watertown, MA) using unstructured finite elements and the Newton-Raphson iteration method. Mesh analysis was performed for each model by reducing the mesh density in each dimension by 10% until differences between solutions from two consecutive meshes were negligible (less than 1% in L2-norm). More details can be found in previously published papers (Yang et al., 2007; Tang et al., 2011).



Data Extraction and Statistical Analysis

The stress and strain are all tensors. Therefore, the maximum principal stress (Stress-P1) and maximum principal strain (Strain-P1) at each node were chosen as wall stress and wall strain, respectively, for convenience. The data for wall stress and wall strain of all integral nodes on the inner boundary of left ventricle (Endocardium) were extracted from the simulation results. The nodes on the region of apex and around apex of LV were selected for investigation. The data was expressed as mean ± SD. Paired t-test was used to compare the differences of wall stress/strain between different models. P < 0.05 was established as the level of statistical significance. All statistical analysis was performed with R software (version 3.5.1).





RESULTS

An overview of simulation results of wall stress obtained from three models are shown in Figure 3. Table 1 summarized and compared the maximum and average values of stress and strain results on the apex of left ventricle for Models 1–3.
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FIGURE 3. Band plots of wall stress distribution on the left ventricle for Models 1–3. The stress on healthy model (Model 1) was significantly less than other two HCM models. The stress on midventricular obstruction model (Model 3) was significantly higher than that in subaortic obstruction model (Model 2).



TABLE 1. Summary of wall stress and wall strain results in three models.

[image: Table 1]

Stress in the MVO Model Was Higher Than That in the Subaortic Obstruction Model

Figure 4 presents the band plots of stress on the cutting position (Figure 4A) for each models. The stress distribution on the apex of LV was enlarged to present more details. It was found that the maximum stress value on the apex of LV in Model 3 (MVO model) is 75.05% higher than that in subaortic obstruction model (654.5 kPa vs. 373.9 kPa). The average value of stress on the apex area of LV in Model 3 is 138.9 kPa, which is slightly higher than that in Model 2 (127.4 kPa, 9% increase). The wall stress in Model 3 on the apex of LV was statistically significantly higher than that in Model 2 (p = 0.014).
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FIGURE 4. Band plots of wall stress on the apex and regions around apex of left ventricle for three models. The stress on both of the apex and region around apex in midventricular obstruction (MVO) model (Model 3) were significantly higher than that in Models 1 and 2. (A) Cutting position. (B) Band plots of wall stress on the cutting position of Model 1. (C) Band plots of wall stress on the cutting position of Model 2. (D) Band plots of wall stress on the cutting position of Model 3.




Stress Level on the Apex of LV Was Significantly Higher Than That on the Other Part of LV

The comparisons of maximum stress on the apex of LV and myocardium around the apex (Figure 4) for three models were summarized on Table 2. It was found that the maximum wall stress on apex was 79.9, 69.3, and 117.8% higher than that on the region around apex for Models 1–3, respectively. In MVO model, the maximum stress on apex increased most significantly comparing to that on the region round apex (654.5 kPa vs. 300.5 kPa).


TABLE 2. Comparisons of maximum wall stress on apex and the region around apex of LV for Models 1–3.

[image: Table 2]


Strain in MVO Model Was Slightly Higher Than That in Subaortic Obstruction Model

The strain value on the apex of LV in MVO model (Model 3) was found slightly higher than that in subaortic obstruction model (Model 2) (0.230=0.034 vs. 0.273=0.090, p < 0.01). The maximum strain value on the apex in Model 3 was 0.516, which is 24.7% higher than that in Model 2 (0.414).



Stress/Strain in the Healthy Model Was Significantly Less Than That in Patients’ Models

The maximum stress value on the apex for the healthy model (Model 1) was significantly less than subaortic model (241.1 kPa vs. 373.9 kPa) and MVO model (241.1 kPa vs. 654.5 kPa). The maximum stress value on the region around apex of LV in Model 1 (134.0 kPa) is also significantly less than Model 2 (220.9 kPa, 39.3% decrease) and Model 3 (300.5 kPa, 55.4% decrease). The maximum strain on the apex of LV was found 49.1% less than that in the subaortic obstruction model (0.117 vs. 0.230) and 57.1% less than that in MVO model (0.117 vs. 0.273).




DISCUSSION

In this study, three idealized finite element models, in which, one is the healthy model, the other two are patients’ models with different positions of myocardial hypertrophy, were constructed to investigate the potential mechanical mechanisms of the formation of LV apical aneurysm in HCM patients with MVO. Our results indicated that the wall stress on the apex of LV in the MVO model was significantly higher than that in the subaortic obstruction model and healthy model. This may explain the reason that the apical aneurysm was only found in HCM patients with MVO.

Interestingly, the maximum wall stress on the apex in MVO model was 280 kPa higher than that in subaortic obstruction model (75.0% higher); while the average value of the wall stress on the apex in MVO model is slightly higher (9% higher). This is because the myocardial hypertrophy in midcavitary position might affect only a small region of apex of LV. Therefore, the critical (maximum) stress was believed to be responsible for the formation of the apical aneurysm. Comparing to the healthy model, the maximum stress on the apex in subaortic obstruction model is also significantly higher (55.1%) than that in healthy model; the maximum strain on the apex is 96.6% higher. These results suggested that the subaortic obstruction in HCM may also cause abnormal stress distributions on endocardium of LV. Future work is needed to validate these findings.

Midventricular obstruction (MVO) is a less common phenotype of HCM, it occurs in approximately 10% of entire HCM patients (Elliott et al., 2014). Compared to subaortic obstruction, patients with MVO have worse clinical prognosis, which is believed to be associated with apical aneurysm (AA) (Minami et al., 2011; Osawa et al., 2011; Efthimiadis et al., 2013). AA could lead to ventricular arrhythmias and thromboembolic events, and eventually compromises ventricular function. In cardiovascular diseases, AA is mainly seen in patients suffering myocardial infarction, and its pathological basis is myocardial fibrosis (Friedman and Dunn, 1995). However, in HCM patients without coronary artery lesions, the mechanisms of the formation of AA remain unclear. Our results in this research indicated that, compared to subaortic obstruction, MVO has a significantly increased wall stress in the apex. The increased wall stress could cause cardiomyocytes injury, microcirculation disturbance, myocardial ischemia, and eventually myocardial fibrosis (Di Napoli et al., 2003; You et al., 2018), which might be the potential mechanisms of the formation of AA in HCM. With further validation of patient-specific simulations, we may advocate that patients with MVO should receive surgery (septal myectomy) as soon as possible to decrease the wall stress, and thereby prevent the occurrence and development of AA to avoid the associated poor prognosis.

Instead of patient-specific models, the idealized models were employed in this research. The reasons were as follows, (1) Midventricular obstruction appear alone in HCM is very rare, the patients have MVO in HCM in LV usually combined with subaortic obstruction. It’s hard to obtained patient-specific data of MVO in HCM patients; (2) the geometries and hemodynamic status between different patients for MVO or subaortic obstruction patients may be quite different. The idealized models may identify the position of hypertrophy as an independent factor of the genesis of apical aneurysm.

Several improvements can be added to our models: (a) fluid-structure Interactions models (FSI) models; although the stress may be the most important factor contributes to the formation of AA, the fluid shear stress probably may contribute too. This research was the first step to investigate the mechanisms of apical aneurysm by applying finite element model method. In the future, we will apply the FSI models and investigate hemodynamic effects of the blood flow. (b) Fiber orientation and anisotropic models; the multi-layer anisotropic models may be introduced to make possible improvement in computational prediction accuracies. However, the irregular, disorganized alignment of muscle cells or myocardial disarray was found normally in the heart in HCM patients. The fiber orientation data was not available; (c) patient-specific model will be considered in the future; this is the preliminary study to demonstrate the mechanical effects of the position of hypertrophy; (d) LV remodeling approaches; Myocyte hypertrophy and myocardial fibrosis are all associated with LV remodeling (Türkoðlu et al., 2016). Therefore, it is worth adding the remodeling approached to investigate the mechanism of the formation of apical aneurysms in our future studies. (e) Follow up research should be included when patients’ data are available. Although the stress in subaortic obstruction model is on the higher stress level comparing to healthy model, the AA was not found in HCM patients with subaortic obstruction. AA was only found in HCM patients with midventricular obstruction, in which the stress on the apex of LV was on the higher level comparing to subaortic obstruction model. It would be an interesting topic if there was a threshold of stress level for the formation of AA. The follow up research might help us better understand the mechanisms.



CONCLUSION

To investigate the mechanisms of formation of apical aneurysm in HCM, three idealized finite element models were proposed to compare the stress/strain on the apex of LV for healthy patient and patients with different position of myocardial hypertrophy (subaortic and midventricular obstruction in HCM patients). The idealized model may help us identify the position of hypertrophy as an independent factor of the genesis of apical aneurysm. It was found that the stress/strain on the apex of LV in midvertricular obstruction model was significantly higher than that on both the subaortic obstruction model and the healthy model. The obtained results suggested that the midventricular obstruction significantly increase the myofiber stress in the apex of LV, which might directly initiates the apical aneurysm. These results are preliminary studies, and the related patient-specific model studies and follow up studies in the future may help us better understand the association between midventricular obstruction and apical aneurysm.
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Aortic compliance is an important determinant of cardiac afterload and a contributor to cardiovascular morbidity. In the present study, we sought to provide in silico insights into the acute as well as long-term effects of aortic compliance decrease on central hemodynamics. To that aim, we used a mathematical model of the cardiovascular system to simulate the hemodynamics (a) of a healthy young adult (baseline), (b) acutely after banding of the proximal aorta, (c) after the heart remodeled itself to match the increased afterload. The simulated pressure and flow waves were used for subsequent wave separation analysis. Aortic banding induced hypertension (SBP 106 mmHg at baseline versus 152 mmHg after banding), which was sustained after left ventricular (LV) remodeling. The main mechanism that drove hypertension was the enhancement of the forward wave, which became even more significant after LV remodeling (forward amplitude 30 mmHg at baseline versus 60 mmHg acutely after banding versus 64 mmHg after remodeling). Accordingly, the forward wave’s contribution to the total pulse pressure increased throughout this process, while the reflection coefficient acutely decreased and then remained roughly constant. Finally, LV remodeling was accompanied by a decrease in augmentation index (AIx 13% acutely after banding versus −3% after remodeling) and a change of the central pressure wave phenotype from the characteristic Type A (“old”) to Type C (“young”) phenotype. These findings provide valuable insights into the mechanisms of hypertension and provoke us to reconsider our understanding of AIx as a solely arterial parameter.

Keywords: banding, LV remodeling, augmentation index, hypertension, wave separation analysis


INTRODUCTION

The proximal aorta is a highly compliant vessel. Due to its elasticity, it can dilate during systole in order to accommodate blood ejected by the heart and thereby dampen the amplitude of the pressure wave (O’Rourke and Hashimoto, 2007). Aortic compliance is, therefore, an important determinant of cardiac afterload.

In healthy young adults, aortic compliance accounts for more than half of the arterial system’s total compliance (Ioannou et al., 2003). Nevertheless, several processes, pathologies, and surgical interventions can significantly reduce aortic elasticity (Boutouyrie et al., 1992; Kimoto et al., 2003; Vardoulis et al., 2011), leading to increased cardiovascular risk (Vlachopoulos et al., 2010; Cecelja and Chowienczyk, 2012). One such surgical intervention is aortic reconstruction with non-compliant prosthetic grafts, typically performed in patients with aortic aneurysm (Etz et al., 2007). Following proximal aortic bypass procedures, hypertension and left ventricular (LV) hypertrophy are often developed in such patients due to the substitution of the compliant native tissue with a stiff graft (Morita et al., 2002; Spadaccio et al., 2016).

In a previous work, Ioannou et al. (2003, 2009) performed invasive measurements of proximal aortic flow and pressure waves in the swine in order to characterize hemodynamic changes following proximal aortic banding. Aortic banding was implemented to stiffen the proximal aorta in a non-stenotic fashion. Compliance was reduced by 49 ± 9%. Ioannou et al. (2003, 2009) demonstrated that, as expected, pulse pressure increased immediately after the banding procedure, and the aortic pressure wave shape was transformed to the characteristic “old-age” phenotype with a pronounced late systole pressure peak (Ioannou et al., 2003, 2009; Figure 1). They also documented LV hypertrophy signs in the long-term, while the banding-induced systolic hypertension, which sustained for at least 60 days post-operatively. Interestingly, this did not hold for the aortic pressure wave shape, which returned to its original “young-age” phenotype (Ioannou et al., 2009; Figure 1).
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FIGURE 1. Acute and long-term changes of central aortic pressure and flow due to aortic banding as measured invasively by Ioannou et al. (2009) in the swine. Figure reproduced with permission.


Extending on this previous study, the present work aimed to provide in silico insights into the acute as well as long-term effects of aortic compliance decrease by leveraging a mathematical model of the cardiovascular system and standard wave separation analysis. The specific goals were to (1) simulate the hemodynamics immediately after banding as well as after LV remodeling due to pressure overload, (2) explain the acute and chronic mechanisms of hypertension following aortic banding, and (3) explain the observed change in the aortic pressure wave phenotype after LV remodeling.



MATERIALS AND METHODS


Brief Description of the Mathematical Model of the Cardiovascular System

The mathematical model used in the present work is based on previous work conducted in our laboratory (Reymond et al., 2009, 2011). This model of the cardiovascular system includes a detailed description of the circulation in the main systemic arteries as well as a model for cardiac contractility. Blood circulation in the arterial network is described by the one-dimensional (1-D) form of the Navier–Stokes equations coupled with a constitutive law for the arterial wall elasticity. At the terminal sites, the arteries are connected with three-element Windkessel models that represent the periphery. This arterial model has been thoroughly validated against in vivo human data and has been demonstrated to accurately predict pressure and flow curves throughout the arterial network (Reymond et al., 2009, 2011).

At the proximal boundary, the arterial tree is connected to a 0-D model of the heart’s LV, which is represented by a time-varying elastance function (Suga and Sagawa, 1974; Sagawa et al., 1977). A pressure source feeds the cardiac model, assumed to have a constant value (filling pressure – Pfill). The systolic function of the LV is dictated by a linear end-systolic pressure-volume relation (ESPVR) equal to Ees⋅(VLV−Vd), where Ees is the end-systolic elastance and V_d is the dead volume (Sagawa et al., 1977). The diastolic relaxation is described by an exponential end-diastolic pressure-volume relation (EDPVR) equal to P0⋅exp(β⋅VLV), where P_0 is the dead pressure and β a diastolic stiffness parameter (Burkhoff et al., 2005). At any given moment, the pressure-volume relation is described by the combination of the ESPVR and EDPVR, weighted according to a time-varying activation function, ∈ (t):
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Simulation Setup


Baseline

The baseline simulation was set up to represent a healthy young person (Table 1). More specifically, the total peripheral resistance was set at 0.92 mmHg s/mL, and the total arterial compliance was 0.96 mL/mmHg. The cardiac properties were chosen based on previous literature’s physiological ranges (Senzaki et al., 1996; Chen et al., 2001). The systolic function was defined by an end-systolic elastance of 3.2 mmHg/mL and a dead volume of 15 mL. The EDPVR was defined by P0 2.3 mmHg and β = 0.013 mL–1 (Kadry et al., 2020), while the Pfill was set at 11.5 mmHg (Brinke et al., 2010). This resulted in a stroke volume (SV) of 74 mL and an ejection fraction (EF) of 61% (Lang et al., 2015).


TABLE 1. Simulation parameters for baseline, acutely after banding, and after LV remodeling.

[image: Table 1]


Aortic Banding

Aortic banding was induced by changing the compliance of only the proximal part of the aorta, composed of the segments 1 – 95 – 2 – 14 – 18 of the arterial tree as described by Reymond et al. (2009; Figure 2). The extent to which these aortic segments were stiffened was chosen based on previous literature (Ioannou et al., 2003). More specifically, the publication of Ioannou et al. (2003) showed in vivo that aortic banding induced a decrease in total arterial compliance of approximately 40%. In order to achieve this in our simulation, we had to reduce the compliance of the aortic root by 80%, a value that agrees well with previous publications (Ioannou et al., 2003, 2009; Vardoulis et al., 2011). Total arterial compliance, therefore, decreased from its baseline value of 0.96 to 0.58 mmHg/mL after banding (Table 1).


[image: image]

FIGURE 2. Simulation setup for the three hemodynamic states. (A) Schematic representation of the arterial tree, taken from Reymond et al. (2009) and reproduced with permission. (B) Simulation of aortic banding. (C) Simulation of LV remodeling. TPR, total peripheral resistance; Pfill, filling pressure; Ees, end-systolic elastance; β, diastolic stiffness.


With respect to the total peripheral resistance, a previous work (Ioannou et al., 2003) showed an increase in the mean arterial pressure (MAP) after banding by 30%, while the cardiac output remained essentially unchanged. In order to capture this in our simulation, we augmented the total peripheral resistance by 30% (Table 1).

Acutely after banding, the afterload is increased; hence, the heart is operating under higher pressures. Previous publications (Sunagawa et al., 1985; Freeman, 1990) have shown that the LV performance appears enhanced after acute afterload augmentation; this is achieved by a leftward shift of the ESPVR in the P-V plane, without however a concurrent change in its slope. We incorporated this effect in our simulation by decreasing the dead volume, Vd, by 5 mL while maintaining the Ees unchanged in accordance with the findings of Freeman (1990). Given this new ESPVR, the LV needs to increase its end-diastolic volume and pressure in order to maintain the cardiac output, as dictated by the Frank-Starling mechanism (Figure 3). To achieve this in our simulation, we fine-tuned the Pfill parameter, Pfill, so that the generated SV would be conserved, i.e., Pfill was increased from 11.5 to 12.5 mmHg. This resulted in an augmentation of the EDV from 123 to 130 mL and reduced the EF from 61 to 57%.
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FIGURE 3. Comparison of the pressure-volume loops at the three different phases. (A) Baseline versus acutely after banding. (B) Acutely after banding versus after LV remodeling under the form of concentric hypertrophy.




Remodeling

Previous literature has shown that acute changes in the aortic compliance activate mechanisms that strive to restore the matching between the heart and the vascular system (London, 1998). In the case of pressure overload, the optimization of the cardiovascular function is achieved by structural changes, i.e., remodeling of the LV, typically in the form of concentric hypertrophy (Devereux et al., 1987; Ioannou et al., 2009). This compensatory mechanism aims at maintaining the tensile stress acting on the ventricular wall within the normal range, as explained by the law of Laplace. The law of Laplace dictates that tensile stress be directly proportional to pressure and radius and inversely proportional to wall thickness. Therefore, in response to increases in pressure, the ventricular wall needs to thicken in order for the tensile stress to be maintained constant.

In the present study, we simulated the long-term effects of banding following the afore-described paradigm. Concretely, we hypothesized that the hypertrophic heart would also be stiffer, i.e., will have an increased LV end-systolic elastance. The Ees increase was assumed proportional to the increase in wall thickness (Ganau et al., 1990; Pagoulatou and Stergiopulos, 2017). Furthermore, we hypothesized that ventricular stiffening would also impair the diastolic function of the heart, whereby the stiffness parameter β will increase proportionally to Ees (Røe et al., 2017). Of note, during remodeling, the SV produced by the heart is conserved, as highlighted in the publication of Ioannou et al. (2009).

Figure 2C explains the iterative scheme that was followed in order to implement the remodeling process. First, we defined a quantity, hereby called stress index, as σ_index = P⋅(EDV)1/3/Ees. This equation is equivalent to the formula of Laplace, assuming that the LV radius is proportional to (EDV)1/3 and the wall thickness is proportional to Ees. The stress index was calculated at baseline, and this value was set as the remodeling target. Subsequently, we introduced banding and initiated the remodeling stress optimization loop. In this loop, Ees and β were first arbitrarily increased to values Eesremodel and βremodel, and the simulation ran. The model predicted a SV that was not equal to its baseline value, given that the stiffer heart needs to increase its end-diastolic pressure in order to achieve the same perfusion. To correct for this, the Pfill was tuned in an internal optimization loop. After the internal optimization converged, the simulation yielded the correct SV, and the aortic pressure was exported. The new stress index was calculated as Premod⋅(EDV)1/3remod/Eesremod and was compared to the baseline value. If the error was higher than 1%, Ees and β were updated, and a new optimization cycle was initiated. After a few iterations, the scheme converged to a solution set for Ees, β, and Pfill. Note that throughout this manipulation, the dead volume, as well as the parameters of the arterial tree, were kept constant.

The final simulation parameters are summarized in Table 1. Additionally, Figure 3 depicts the simulated pressure-volume loops for the three hemodynamic states.



Analysis of Hemodynamics

The simulation results for the three hemodynamic states were processed using pulse wave analysis. Concretely, we calculated the following hemodynamic parameters: (1) aortic systolic blood pressure (aSBP), (2) aortic diastolic blood pressure (aDBP), (3) MAP, (4) aortic pulse pressure (aPP), 5) augmentation pressure (AP) defined according to the characteristic inflection point or “shoulder” on the aortic pressure waveform as proposed by Murgo et al. (1980), (6) augmentation index (AIx) calculated as the ratio of the AP over the pulse pressure (Murgo et al., 1980). Additionally, the pressure waveforms were classified to either Type A or Type C based on the timing of the inflection, where the Type A phenotype has the peak systolic pressure occurring after the shoulder and cAIx10%, and the Type C pressure waveform has the peak systolic pressure preceding the inflection point and cAIx0 (Murgo et al., 1980).

The aortic pressure and flow waves were also used in a subsequent frequency-based wave separation analysis. The input impedance was calculated as the ratio of the Fourier transformed pressure over flow signals. The characteristic impedance (Zc) was isolated after averaging the input impedance modulus in the frequency range from 3 to 9 harmonics (Westerhof et al., 1972). The total pressure wave was then separated into its forward and backward components as proposed by Westerhof et al. (1972):
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The backward and forward wave amplitudes were computed as well as their ratio, hereby called the reflection coefficient. The forward wave’s relative contribution to the total pulse pressure was also calculated as the ratio of the forward wave amplitude over the pulse pressure, PPf/PP.



Sensitivity Analysis

The complete analysis as described in Figure 2 was repeated for two additional baseline model configurations. More specifically, the short-term and long-term effects of an 80% decrease in proximal aortic compliance were investigated de novo using an average 30 and 70 year-old model, according to our previously published aging cardiovascular model (Pagoulatou and Stergiopulos, 2017). The arterial parameters of these models were adjusted according to previous literature, i.e., arterial compliance was adjusted based on the expected evolution of central and peripheral pulse wave velocity with age and peripheral resistance was tuned to achieve the expected increase in MAP. Venous return was increased with aging in order to keep the cardiac output constant despite the increased afterload. Systolic and diastolic LV properties were also altered to incorporate the effects of age-induced hypertrophy and diastolic stiffening. More details on the derivation of the aging models can be found in the original publication (Pagoulatou and Stergiopulos, 2017).



RESULTS

The key hemodynamic characteristics of the three simulations are summarized in Table 2, and the respective aortic pressure and flow curves are shown in Figure 4.


TABLE 2. Hemodynamic characteristics at baseline, acutely after banding, and after LV remodeling.
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FIGURE 4. The simulation-generated aortic pressure and flow waves for the three hemodynamic states. (left) Baseline, (center) acutely after banding, and (right) after LV remodeling.


As expected, the decrease in arterial compliance due to aortic banding induced hypertension and caused significant changes to the pressure wave morphology both acutely and in the long-term. Immediately following banding, aortic SBP and PP increased from 106 to 152 mmHg and from 48 to 84 mmHg, respectively. Concurrently, MAP increased from 83 to 110 mmHg. Hypertension was sustained after LV remodeling, although these pressure changes were slightly mitigated, i.e., aortic SBP dropped to 140 mmHg, PP to 75 mmHg, and MAP to 104 mmHg. The aortic DBP was only slightly affected throughout the process; it increased from its baseline value of 59 to 68 mmHg acutely after banding and remained practically constant after LV remodeling. These pressure alterations were linked with a significant increase in the aortic Zc, which is inversely related to aortic compliance; Zc increased from 0.05 to 0.16 mmHg s/mL acutely after banding and remained constant thereafter.

We observe a very close qualitative agreement between the simulation-predicted waveforms and the experimental findings of Ioannou et al. (2009; Figures 1, 4). As shown in Figure 4 and Table 2, the aortic pressure wave at baseline had a pronounced upstroke with an early peak at 0.18 s and a negative AIx of −2.1%, i.e., the characteristic Type C phenotype. Immediately following banding, the pressure wave was characterized by a late systolic peak occurring at 0.26 s and a high positive AIx value of 13.1%, which are indicative of the Type A phenotype. Interestingly, after LV remodeling, the simulation predicted the same pressure evolution as during the experiment (Ioannou et al., 2009; Figures 1, 4): the pressure waveform was restored to its original shape (Type C), even though the arterial properties were not changed. Similarly, we noted a decrease of the peak flow immediately following banding, which was restored after LV remodeling (Figures 1, 4).

Figure 5 and Table 3 compare the calculated forward and backward pressure wave components between the pre- and post-banding states. Banding leads to a significant increase in the amplitude of both the forward and backward pressure wave components. The forward wave amplitude increased from 30 to 60 mmHg immediately following banding and to 64 mmHg after LV remodeling. The backward wave amplitude rose from 22 to 41 mmHg following banding and further to 42 mmHg. However, the amplitudes ratio, which served as a simplified reflection coefficient, decreased only minimally acutely after banding and then remained roughly constant after LV remodeling.


[image: image]

FIGURE 5. Analysis of the pressure wave into its forward (continuous line) and backward component (dashed line) for the three generated hemodynamic states.



TABLE 3. Features of the forward and backward pressure wave components.

[image: Table 3]Interestingly, as we can observe in Table 3, the forward wave’s relative contribution to the total pulse pressure increased throughout this process, from 0.63 at baseline to 0.71 after banding and further to 0.85 after LV remodeling. Additionally, the forward wave shape was also altered between the acute and long-term stages; after cardiac adaptation, it had a higher peak value (99 mmHg after remodeling versus 94 mmHg immediately post-banding). Furthermore, the forward pressure wave had its peak occur earlier after remodeling (0.10 versus 0.12 s immediately post-banding), and its upstroke became significantly steeper (2.2 × 103 versus 1.5 × 103mmHg/s, immediately post-banding).


Sensitivity Analysis

Table 4 summarizes the simulation results we obtained after using the model configurations for a 30 and 70-year old adult for (i) baseline, (ii) acutely after banding, and (iii) after LV remodeling. Acutely after banding, we note for both cases a significant decrease in the total arterial compliance accompanied by an increase in the Zc, which is however more prominent for the young compliant model (loss of 46% of the total arterial compliance for the young subject versus 30% for the old subject). Aortic banding leads to an acute increase in the AP and AIx, which is subsequently alleviated after LV remodeling for both models, although the effect is less visible for the old model (Table 4). Additionally, both cases display the expected trend for an increase in SBP and PP with banding, which is driven by the significant enhancement of the forward pressure wave. Indeed, the contribution of the forward wave to the total pulse pressure increases throughout the manipulation for both cases, for the young subject from 0.69 at baseline to 0.78 acutely to 0.88 after LV remodeling and for the old subject from 0.74 at baseline to 0.77 acutely to 0.82 after LV remodeling.


TABLE 4. Simulation results for a young and old adult for baseline, acutely after banding and after LV remodeling.
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DISCUSSION


Main Findings

In this work, we investigated the acute and long-term impact of proximal aortic compliance decrease on central arterial hemodynamics. Concretely, we used a physiologically relevant mathematical model of the cardiovascular system to simulate compliance decrease due to non-stenotic aortic banding and the subsequent remodeling of the LV as a response to pressure overload. We demonstrated that our mathematical model’s predictions were highly consistent with aortic banding experiments in swine. The major findings of this study can be summarized as follows: (a) reduction of the proximal aortic compliance leads acutely to hypertension, with an increase in the aortic SBP and PP, which is sustained yet slightly alleviated after LV remodeling, (b) the primary mechanism for the increase in PP due to banding is an increase in the forward wave amplitude, which is even more enhanced after LV remodeling, (c) additionally to an increase in its magnitude, the forward pressure wave alters its shape after LV remodeling, adopting a pronounced upstroke and an earlier peak, and (d) LV remodeling is the principal cause of the transformation of the pressure waveform from the Type A to Type C phenotype.

This study supplements previous literature that has explored acute and chronic effects of reduced aortic compliance on hemodynamics by making use of the banding procedure. In the present, aortic banding was achieved via an 80% reduction of the proximal aortic compliance, which yielded a 40% reduction in the total arterial compliance. This is in line with the current thinking that the proximal aorta accounts for approximately half of the total arterial compliance.

Note that in this work, only proximal aortic banding was considered while peripheral compliance was left unaltered. The motivation behind this choice comes from the facts that (a) the compliance of the proximal aorta is a major component of afterload regulating pulsatility, and (b) there are processes, such as physiological aging or aortic reconstruction with prosthetic grafts, which decrease mainly or even exclusively the proximal aortic compliance, thereby impairing cardiovascular function.



Mechanisms of Hypertension

As expected, aortic compliance reduction was immediately linked with an increase in systolic blood pressure and pulse pressure. This can be understood as the result of an increase in the aortic Zc and the subsequent amplification of the forward pressure wave (Figure 5). Indeed, in our analysis, the forward wave amplitude was almost doubled after banding and the relative contribution of the forward wave to the total pulse pressure increased by 13%. The amplified forward wave also drove the amplification of the backward wave. However, there was a minor change in the relative ratio between the two wave amplitudes, i.e., the reflection coefficient. We might attribute this minor effect on the value of the reflection coefficient to the fact that the major reflection sites in the arterial circulation are at the level of the abdominal bifurcations and other peripheral sites, the geometry and compliance of which was not altered in our simulations.

Our findings have important implications for our understanding of the development of hypertension, particularly for the paradigm of cardiovascular aging. Concretely, the aging process is associated with progressive stiffening of the arteries (14) and the subsequent gradual increase in the central SBP and PP with advancing age, often referred to as isolated systolic or “old age” hypertension (Yip et al., 2009). Traditionally, it is hypothesized that the stiffer arterial tree produces pronounced reflections (O’Rourke and Nichols, 2004). Hypertension is, therefore, the result of the arrival of these augmented reflections back to the heart. Nevertheless, in this line of thinking, we do not take into consideration the fact that aging induces non-uniform arterial stiffening, whereby the proximal aorta becomes significantly stiffer and peripheral compliance hardly changes (Boutouyrie et al., 1992; Kimoto et al., 2003). In light of the evidence provided in the present study, it is likely that old age hypertension might be primarily the result of an augmentation of the forward wave ejected by the heart due to proximal stiffening rather than solely increased reflections coming back from the periphery. This hypothesis has also been investigated and proven plausible in our previous modeling work (Pagoulatou and Stergiopulos, 2017). Similar findings of the relative contribution of the forward wave to the development of hypertension have also been reported in clinical studies on old adults (Mitchell et al., 2004) as well as children and adolescents (Zocalo et al., 2018).



LV Remodeling and the Forward Wave

The heart and the arterial network form a coupled system and adapt to maintain optimal coupling conditions. Increased arterial stiffness and hypertension can trigger LV remodeling under the form of concentric hypertrophy, which is a powerful mechanism to normalize tensile stress exerted on the heart. This mechanism has been thoroughly described in the literature; it is supported by multiple previous observations, including evidence of increased wall thickness under pressure overload, and at later stages LV dilatation (Xie et al., 2013). In the present work, we simulated LV adaptation in response to arterial compliance decrease and the resulting pressure increase, similarly to our previous computational efforts (Pagoulatou and Stergiopulos, 2017). Our algorithm predicted that a compliance decrease by 40% leads to systolic pressure increase by 42%; the LV needs to increase its wall thickness and, consequently, its contractility by 35% to normalize tensile stress. This result is consistent with prior evidence highlighting the interaction between hemodynamic load and myocardial contractile state (Burkhoff et al., 2005).

Our analysis showed that the primary mechanism that drives the increase in SP and PP acutely after banding is the enhancement of the forward wave amplitude. After LV remodeling, there is an even more pronounced increase in the forward pulse pressure while the total pulse pressure decreases slightly. In other words, the forward wave accounts for a larger part of the total pulse pressure once the heart becomes stiffer. This finding is supported by our previous numerical and clinical observations (Pagoulatou et al., 2020), demonstrating that increased cardiac contractility leads to the generation of a more pronounced forward traveling wave, which is both larger in amplitude and steeper, both of which are direct consequences of the increase in LV contractility.

Building on this framework, we can also offer a plausible explanation as to why the pressure wave phenotype is altered after LV remodeling. The blood pressure and flow at each time point result from the interaction between the heart and the arterial system. At baseline, these two systems operate under optimal coupling conditions. When aortic banding is performed, the aortic compliance instantaneously decreases to a great extent. This entails that the coupling conditions between the heart and the arterial tree will change and likely become less favorable. Indeed, acutely after performing aortic banding, the aortic pressure phenotype has the characteristics of those found in patients with isolated systolic hypertension (Murgo et al., 1980) with a pronounced late systolic peak, i.e., the Type A phenotype. Subsequently, the pressure overload will trigger LV remodeling aiming to restore the matching between the two systems. When the heart becomes stiffer and more contractile, it will be able to meet the increased afterload by pumping a steeper, more pronounced forward pressure wave. It is precisely this alteration in the shape of the generated forward wave that drastically alters central hemodynamics, restoring the Type C pressure phenotype. These theoretical findings match very well the results obtained in the swine aortic banding experiments. We also reported similar acute changes in the pressure phenotypes and the forward wave amplitude on aortic valve stenosis patients undergoing transcatheter aortic valve replacement (TAVR) (Pagoulatou et al., 2020).

In light of this evidence, we might need to reconsider our understanding of Type A and Type C pressure phenotypes. Indeed, pressure waveforms characterized as Type A are often linked to old individuals with stiff arteries and increased wave reflections. At the same time, the Type C phenotype is assumed representative of young adults with elastic arteries and small reflections (Murgo et al., 1980). Here, we demonstrate that these phenotypes are, in fact, the result of the coupling between the cardiac and arterial systems and therefore depend on both components. The same comment can be extended for the AP and AIx, which are traditionally considered sole arterial measures dependent on reflections (Vlachopoulos et al., 2011).



Sensitivity to Modeling Parameters: Aging Effects

The main study conclusions regarding the acute and long-term effects of afterload increase on central hemodynamics were confirmed after repeating the analysis for different baseline models (Table 4). More specifically, after using the parameters for the average 30-year old and 70-year old subject, we were able to verify that hypertension induced after aortic banding is achieved by an increase in the forward wave amplitude, which becomes the major contributor to total PP after LV remodeling. Interestingly, this mechanism seems to attenuate with advancing age (Table 4). This may be attributed to the fact that the proximal aorta of a young person is highly compliant and therefore aortic banding is expected to increase disproportionally the aortic impedance as compared to an older subject. Additionally, for all hemodynamic cases, we found that the shape of the pressure wave is similarly affected by the afterload increase and the subsequent adaptation of the LV, i.e., the AIx is increased acutely after banding and thereafter restored due to LV remodeling. Interestingly, the later observation is less prominent for the old subject, whose pressure waveform belongs to the characteristic Type A phenotype already at baseline.



Limitations

When interpreting our results, the reader should consider that the data presented above reflect computational simulations. Nevertheless, this limitation is mitigated by the following facts: (a) the state-of-the-art model used here has been thoroughly validated and found capable of accurately representing the hemodynamics of healthy young as well as old individuals (Reymond et al., 2011; Pagoulatou and Stergiopulos, 2017), (b) the simulations were set up in order to closely imitate plausible hemodynamic states, based on the reported literature and widely accepted remodeling mechanisms, (c) the simulation results were in perfect qualitative agreement with previous experimental data performed in swine (Ioannou et al., 2009).

In our simulations, only proximal aortic stiffening was imposed while peripheral circulation was left unaltered. However, it is known that the peripheral compliance and geometry might adjust to increases in afterload, which could have important implications on the wave reflection profile. Moreover, previous studies have shown a marginally significant increase in the heart rate due to the banding of the aorta (Ioannou et al., 2009). This constitutes an acute mechanism of adaptation to the increased afterload, and its effect wears off in the long-term (Ioannou et al., 2009). As we had no available data that would allow us to simulate this compensatory mechanism, we decided to exclude it altogether from our study.

Previous literature has shown that vascular smooth muscle activation during hypertension can acutely improve wall buffering function by attenuating pressure oscillations and diminishing the stress tension on the vascular wall (Grignola et al., 2007). Additional long-term compensatory mechanisms that are related to the nervous system pressure regulation might come into play and alter cardiac contractility, arterial properties, preload and cardiac output (Nobrega et al., 2014). These mechanisms are not included in our computational model, which constitutes an important limitation. However, it should be highlighted that Ioannou et al. (2009) did not observe any significant changes in the arterial compliance, resistance and Zc between the acute and long-term stages in their experiments.

The remodeling process was simulated based on previous literature on the effect of increased afterload on cardiac function. Of note, we chose to keep the dead volume constant during this manipulation, given that data on Vd changes during remodeling were lacking. In vivo, invasive measurements of the LV pressure-volume loop would be needed in order to include such effects in our future work.

In our cardiac model, we assumed that the normalized activation function is not altered during banding and remodeling, although certain studies have shown a significant variation of the normalized elastance with afterload and introduced correction models (Shishido et al., 2000). This feature will be included in our future computational efforts. Finally, other cardiac contractility models have been proposed in the literature, such as the one developed by Lumens et al. (2009) that includes cavity and sarcomere mechanics. The use of such a model might be relevant for the investigation of the LV remodeling process. This possibility will be explored in future works.



CONCLUSION

In this study, we investigated acute and long-term effects of proximal aortic compliance decrease on central hemodynamics by leveraging a computational model of the cardiovascular system. We demonstrated that the main mechanism that drives hypertension acutely after banding is enhancing the forward wave, which becomes even more significant after the heart remodels itself to match the increased afterload. Additionally, we showed that after LV remodeling, the stiffer heart generates a forward wave with a significantly steeper upstroke and an earlier peak, which subsequently alters the central pressure and flow wave shapes. These findings provide valuable insights into the mechanisms of hypertension and provoke us to reconsider our understanding of Type A and Type C pressure phenotypes, often and erroneously attributed solely to the relative contribution of wave reflections.
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The bicuspid aortic valve (BAV) is a congenital malformation of the aortic valve with a variety of structural features. The current research on BAV mainly focuses on the systolic phase, while ignoring the diastolic hemodynamic characteristics and valve mechanics. The purpose of this study is to compare the differences in hemodynamics and mechanical properties of BAV with different phenotypes throughout the cardiac cycle by means of numerical simulation. Based on physiological anatomy, we established an idealized tricuspid aortic valve (TAV) model and six phenotypes of BAV models (including Type 0 a–p, Type 0 lat, Type 1 L–R, Type 1 N-L, Type 1 R-N, and Type 2), and simulated the dynamic changes of the aortic valve during the cardiac cycle using the fluid–structure interaction method. The morphology of the leaflets, hemodynamic parameters, flow patterns, and strain were analyzed. Compared with TAV, the cardiac output and effective orifice area of different BAV phenotypes decreased certain degree, along with the peak velocity and mean pressure difference increased both. Among all BAV models, Type 2 exhibited the worst hemodynamic performance. During the systole, obvious asymmetric flow field was observed in BAV aorta, which was related to the orientation of BAV. Higher strain was generated in diastole for BAV models. The findings of this study suggests specific differences in the hemodynamic characteristics and valve mechanics of different BAV phenotypes, including different severity of stenosis, flow patterns, and leaflet strain, which may be critical for prediction of other subsequent aortic diseases and differential treatment strategy for certain BAV phenotype.

Keywords: bicuspid aortic valve, different phenotypes, fluid–structure Interaction, hemodynamics, valve mechanics


INTRODUCTION

Bicuspid aortic valve (BAV) malformation is a relatively common congenital heart valve disease, which is mainly manifested by abnormal changes in the number of valves. The incidence of BAV in general population is about 0.5–2%, and the incidence of men is greater than that of women (McKellar et al., 2010; Siu and Silversides, 2010). A high genetic tendency of BAV was also found (Aggarwal et al., 2012; Laforest and Nemer, 2012). Studies have shown that the development of the BAV causes the two leaflets of the aortic valve to fail to separate from each other and fuse together. According to the Sievers and Schmidtke (2007) classification method, BAV can be categorized as Type 0, Type 1, and Type 2 based on the spatial position and number of raphes. Furthermore, Type 0 can be divided into two subtypes, anterior–posterior (Type 0 a–p) and lateral (Type 0 lat), according to the orientation. Type 1 can also be classified into three subtypes, left–right fusion (Type 1 L–R), non-coronary-left fusion (Type 1 N-L), non-coronary-right fusion (Type 1 R-N), depending on the leaflet fusion. Type 2 usually happens with left–right fusion and non-coronary-right fusion simultaneously. Phenotypes of BAV are shown in Figure 1.
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FIGURE 1. Schematic of six phenotypes of BAV models.


Compared with tricuspid aortic valve (TAV), patients with BAV have a higher incidence of aortic diseases, which can be mainly divided into valve disease and aortic vascular disease, including aortic valve stenosis, aortic regurgitation, aortic dissection, ascending aortic dilation, and infective endocarditis (Kari et al., 2012). Besides the genetic factors, the biomechanical and hemodynamic changes caused by the BAV malformation also play an important role in aortic diseases (Conti et al., 2010; Sievers and Sievers, 2011; Sun et al., 2012). However, how different phenotypes of BAVs affect the hemodynamics and cause related aortic diseases, it is still not yet understood fully and requires a systematic research. These issues have always been concerned by researchers, who have studied it through clinical analysis, in vitro experiment and computational simulation (Saikrishnan et al., 2012; Bahraseman et al., 2014). The computational simulation method, especially the fluid–structure interaction (FSI) analysis, can simulate the function of the leaflets well and predict the hemodynamics of the aorta, and was used by more and more researchers in heart valve problems (Bahraseman et al., 2013; Chen and Luo, 2018; Emendi et al., 2020).

Many studies had been carried out in recent years, based on general models or patient-specific models, different leaflet phenotypes, dilated or non-dilated aorta, and different FSI methods. Gilmanov and Sotiropoulos (2016) compared the aortic hemodynamic performance of TAV and BAV (Type 1 R–L) with the FSI analysis using commercial finite element analysis software LS-DYNA. The results showed great differences in flow patterns between TAV and BAV in aorta, mainly in the dynamics of the formation and rupture of the aortic valve vortex ring, the flow field of the ascending aorta, and the wall shear stress (WSS) of the valve. Cao and Sucosky (2017) compared the differences of the leaflet stress and deformation of TAV and BAV (Type 0 a–p, Type 1 RL) by the index of TSM, oscillatory shear index (OSI), TSG, and leaflet stretch with the FSI analysis commercial software ANSYS. The results indicated the abnormal hemodynamic stress caused by BAV, and the degree and regional characteristics of the abnormality are morphotype-dependent. Cao et al. (2017) also did a quantitative analysis on the hemodynamic performance in non-dilated TAV and BAV (Type 1 R–L, Type 1 R-N, and Type 1 N-L) aortas. The results showed strong abnormal hemodynamics in the Type 1 non-dilated aorta, and the coexistence of abnormal direction and position of the wall stress lead to the dilation of the Type 1 non-dilated aorta. Oliveira et al. (2020) studied the hemodynamics and wall stress of the patient-specific BAV (Type 0, Type 1 R–L, and Type 1 R-N) in the dilated aorta during systole using commercial software COMSOL. Compared with the non-dilated aorta, abnormal hemodynamics would also appear in the dilated aorta, which could be demonstrated by the characteristics of blood flow and reginal WSS. de Oliveira et al. (2020) studied the hemodynamics and leaflet mechanical properties of TAV and all phenotypes of BAV (Type 0, Type 1, and Type 2) only in the systole period. The results showed that Type 0 produced the best hemodynamics and mechanical properties, and the raphe of Type 1 changed the position of abnormal hemodynamic characteristics, while Type 2 inhibited the development of blood flow, and the leaflet stress and hemodynamic parameters were the worst.

The above studies had mentioned the abnormal performance of BAVs in flow patterns and stress during the systole period. However, the aortic valve suffers a higher pressure in the reverse blood flow in diastole than in systole. No systematical studies about all phenotypes of BAVs throughout the cardiac cycle were performed yet, especially in the diastolic period. The hemodynamic effect of the reverse blood flow on the aortic sinus and the valve is not yet known (Gilmanov and Sotiropoulos, 2016). Based on this, our study aims to analyze the hemodynamics and mechanical characteristics of different phenotypes of BAVs (including Type 0 a–p, Type 0 lat, Type 1 L–R, Type 1 N-L, Type 1 R-N, and Type 2) throughout the cardiac cycle, and try to find out the potential links between various phenotypes and the occurrence of aortic diseases.



METHODOLOGY


Modeling Approaches

Idealized models based on physiology were set up including a TAV model and six BAV models representing: Type 0 with anterior–posterior (a–p) and lateral (lat) orientations, Type 1 with L–R, N-L, and R-N leaflet fusion, respectively, and Type 2 with L–R/R-N leaflet fusion, as shown in Figure 2. An “U” shape profile shown in Figure 2H was considered for the fusion raphes in type 1 and type 2 to represent congenital malformation, based on the physiological anatomy and previous studies (Sievers and Schmidtke, 2007; Cao and Sucosky, 2017; Pasta et al., 2017). A “half-open” position was chosen as the initial geometries as the “stress-free” state for all the aortic valve models. The aorta was constructed from the left ventricle outflow tract to the aortic arch, and all the branches were neglected to simplify the computational models. Two sinuses were built in the aortic root for Type 0 models and three sinuses for others. A constant 23 mm diameter was assumed for the virtual valvular ring and the ascending aorta. Under this size, the sinus height and leaflet height were set to 22 and 12.5 mm, respectively, based on a healthy physiological model (Labrosse et al., 2006). The commissure height was set to 4 mm, about 0.4–0.5 times the annular radius (Labrosse et al., 2006; Haj-Ali et al., 2012). Dimensions for the aortic valve and aorta are presented in Figure 3A. Leaflets were constructed with Non-Uniform Rational B-Splines (NURBS) surface, with the same parameters in leaflet height and commissure height for all models. All idealized models were generated using Solidworks 2019 (Dassault Systemes, United States).
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FIGURE 2. Geometries of TAV and BAV (A) TAV, (B) Type 0 a–p, (C) Type 0 lat, (D) Type 1 L–R, (E) Type 1 N-L, (F) Type 1 R-N, (G) Type 2, (H) isometric view of BAV model.
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FIGURE 3. Computational model for aorta (A) 2D-sketch of aorta, (B) mesh model of aorta, (C) entire FSI computational model.


Meshing of all geometric models was generated in Hypermesh 19.0 (Altair, United States). One of the computational models is shown in Figure 3. A mesh convergence analysis was performed to determine the fluid mesh size and ensure the computational accuracy. Three mesh sizes were tested in TAV model. The relative errors in cardiac output (CO) and peak velocity between the 1.2 and 1.0 mm size were below 8%, as shown in Table 1, so the fluid domain was meshed with 1.2 mm size high-quality hexahedral elements with a total number of approximate 30,000. A spatial resolution of 1.4 mm was set for the aortic valve, and the aortic wall grid size was set to 1.5 mm. The aortic valve and aortic wall were meshed with triangular and quadrilateral elements, respectively. In order to improve the calculation efficiency, shell element formulation with uniform thickness was adopted for the aortic valve and the aortic wall, and the thickness was 1 mm for the aortic valve and 2 mm for the aortic wall.


TABLE 1. Mesh convergence analysis for fluid domain of cardiac output and peak velocity for TAV model.

[image: Table 1]


Material Properties

The aorta can be simply assumed to be a linear elastic material model in the range of material deformation, with a density of 1060 kg/m3, Young’s modulus of 4 MPa and a Poisson’s ratio of 0.45. TAV and BAV have been demonstrated to have similar fiber arrangement (Aggarwal et al., 2014) and can be modeled with the same material formulation. An incompressible Mooney–Rivlin hyperelastic model (Cao and Sucosky, 2017) was used, whose strain energy function can be defined as followed:
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where [image: image] and [image: image] are the first and second deviatoric strain invariants and C10, C01, C11 are the material parameters from calibrated from in vitro tensile test data on porcine leaflet (Missirlis and Chong, 1978). All the parameters were shown in Table 2. In large scale blood flow, the blood can be modeled as weakly compressible Newtonian fluid, with density of 1050 kg/m3 and dynamic viscosity of 0.0035 Pa s. In explicit solution, this fluid material model uses equation of state to describe the pressure–volume relationship to represent the weak compressibility. Gruneisen equation of state was used in this study, which is defined as:
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TABLE 2. Parameters of Mooney–Rivlin model for porcine leaflet material.

[image: Table 2]
where ρ0 is the initial density of blood; C is the local sound speed of the blood and related to the compressibility of fluid. A value of 150 m/s was selected for C to reduce the computational cost according to previous researches (Mao et al., 2016); S1,S2,S3,γ0 are the constants in the equation, set as 1.9, 2.0, 0, 1.0, respectively; a is the first order volume correction coefficient, set as 5.0; E is the initial internal energy, set as 0 J; μ is the relative volume written as:
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where ρ is the current density of blood.



Boundary Conditions and FSI Settings

In this work, the FSI between the blood and the aortic valve/aorta was calculated using the immersed boundary method (IBM). The IBM method was first proposed by Peskin (1972) to deal with the problem of heart valves. IBM method describes the fluid motion in a Eulerian view, and the fluid domain could be treated with static grid during the calculation process. The solid domain is immersed in the fluid domain. The force, velocity, and displacement at the interface could be exchanged by interpolation of adjacent nodes, which means that the fluid nodes do not need to coincide with the solid grid at the interface. IBM method had been demonstrated to be effective for FSI problems with large deformation (Marom, 2015; Bavo et al., 2016; Oliveira et al., 2019).

For the solid domain, the aorta is subject to complex physiological constraints in human body, so both ends of the aorta was assumed to be completely fixed in this work. The attachment edges of the leaflets are connected with the tissue of the aortic sinus, and the leaflets will move following the aortic expansion. So, a tie constraint was employed between the attachment edges and the aortic root. For the fluid domain, two external solid components were introduced in inlet and outlet to apply the pressure boundary conditions which is shown in Figure 3C. Time-varying left ventricular and aortic pressure profiles were obtained from the literature (Mao et al., 2016). The pressure waveforms were shown in Figure 4. Both the aortic wall and the aortic valve surface were treated as a no-slip wall condition. An automatic surface-to-surface contact algorithm (Hallquist, 2007) with damping control and soft constraint was adopted to deal with the complex contact among the leaflets during the cardiac cycle.
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FIGURE 4. Pressure waveforms for boundary conditions and four characteristic moments.


All the FSI processes were completed using explicit solver provided by LS-DYNA R11.1.0 (LSTC, Livermore, CA, United States and ANSYS Inc., Canonsburg, PA, United States). The effectiveness of this software in heart valves problems had been widely confirmed in previous studies (de Oliveira et al., 2020; Luraghi et al., 2020). Two cardiac cycles (The duration of single cycle was set to 0.8 s) were considered in the calculation to eliminate the effect of the initial instability. The result of the second cycle was selected for data analysis. All model calculations were performed on an AMD Ryzen workstation of 3.7 GHz with Ryzen Threadripper 3970X CPU (64 processors) and 64 GB RAM, and the calculation time for each model was about 40 h.



Hemodynamic Evaluation

Four moments (t = 0.05, 0.12, 0.24, 0.4 s) were chosen to describe the motion of the leaflets during the cardiac cycle, which is shown in Figure 4. These four moments represented maximum positive pressure difference (t = 0.05 s), peak systole (t = 0.12 s), beginning of diastole (t = 0.24 s), fully closure of aortic valve (t = 0.4 s), respectively.

Geometric orifice area (GOA) and effective orifice area (EOA) are the critical reference index for evaluating the performance of the aortic valve. GOA was measured by projecting the valve on the virtual valvular ring plane, which represented the dynamic changes of physical orifice area of the valve. EOA is a widely used indicator of aortic stenosis severity (Nishimura et al., 2014). According to the ISO-5840 Standard of Cardiovascular implants: cardiac valve prostheses (International Standard, 2013), EOA can be calculated as followed:
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qV_RMS is root mean square forward flow during the positive differential pressure period (ml/s). qV(t) is instantaneous flow at time (t). t1 and t2 is the time at start and end of positive differential pressure period, respectively. With these parameters, EOA is calculated as:
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where ΔP is the mean pressure difference during positive differential pressure period (mmHg), ρ is the density of the fluid (g/cm3).

Besides, mean pressure difference and peak velocity are also important to represent the hemodynamic characteristics of BAV. Mean pressure difference were calculated between the cross-section of the virtual valvular ring and the beginning plane of ascending aorta during positive differential pressure period. Spatial-average pressure was used in cross-section. Peak velocity could be simply obtained from the post-processing. CO could be used to measure the aortic valve function under a specific cardiac work. Stroke volume was recorded in each model by calculating the accumulative fluid volume passing a reference plane (plane of the virtual annulus) in one cardiac cycle, and CO was the product of stroke volume and heart rate (75 bpm).

Strain on the aortic leaflet is considered to be an important factor of calcification progress (Halevi et al., 2018), so it can provide a valuable prediction for the location of aortic valve calcification. The aortic leaflets suffer higher pressure difference during diastole, and therefore it usually produces higher strain on the leaflet in diastole than in systole. Maximum principal strain on the leaflets was assessed in diastole.



RESULTS


Morphology of Leaflets

This study recorded the dynamic change process of the leaflet morphology of TAV and BAV models during the cardiac cycle, and the results were shown in Figure 5. The aortic valve was fully opened at peak pressure difference moment (t = 0.05 s) and fully closed at diastole (t = 0.4 s). The orifice geometry of the normal TAV model was approximately circular, and that of Type 0 was long oval whose direction was consistent with the orientation of the valve. In Type 1 model, the opening amplitude of the non-fusion site was larger, and the fusion site was less affected by the raphe. In Type 2 model, the orifice was presented as a short oval.
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FIGURE 5. Snapshots of leaflets motion of TAV and BAV models at four moments (t = 0.05, 0.12, 0.24, 0.4 s).


The GOA of the valve during the cardiac cycle represents the dynamic changes of the orifice of valve, and the results were shown in Figure 6. In all models, the GOA reached a maximum value at peak pressure difference moment (t = 0.05 s) and then gradually decreased. The peak value of GOA of each BAV phenotype was much lower than that of TAV, and Type 2 model showed the lowest GOA, which was only 23% of the TAV value. GOA of all BAV models at diastole (t = 0.4 s) was close to 0, and only Type 2 contributed to a maximum value of 0.044 cm2, which was five times that of TAV.
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FIGURE 6. Dynamic variations of GOA of TAV and BAV models.




Hemodynamic Performance

The calculation results of hemodynamic parameters of the TAV and BAV models were listed in Table 3. The CO of TAV was 4.73 L/min, which was near to 5 L/min of normal human physiological condition. Among all BAV models, Type 2 exhibited the minimum CO of 2.55 L/min, which was only 54% of TAV, while Type 1 R-N produced the maximum CO with 4.01 L/min, 85% of TAV. The average CO of Type 0 and Type 1 were 67 and 82% of TAV, respectively. No significant difference was shown between the subtypes of Type 0. However, the CO of Type 1 L–R was slightly lower than the other two Type 1 subtypes (about 7%).


TABLE 3. Hemodynamic results of TAV and BAV models.

[image: Table 3]Type 2 yielded the maximum value of mean pressure difference, ΔP (24.5 mmHg), which was about six times that of TAV. The ΔP of Type 0 a–p and Type 0 lat were both 20.4 mmHg, which was about five times of TAV. Type 1 N-L and Type 1 R-N generated the lowest ΔP in all BAV models, about 424% increase compared with TAV. Subtypes of Type 1 BAV predicted similar ΔP, regardless of raphe position.

Effective orifice area characterizes the smallest cross-sectional area of the jet flow downstream of the aortic valve (Garcia and Kadem, 2006). Among all BAV models, both Type 1 N-L and Type 1 generated the maximum EOA with a value of 1.06 cm2, while Type 2 exhibited the minimum of 0.56 cm2. In general, EOA of Type 0 subtypes and Type 1 subtypes was similar and no significant difference was found.

Compared with TAV, BAV generated a higher peak velocity. Type 2 was associated with a maximum peak velocity of 3.35 m/s, which was 108% higher than that of TAV. The difference in peak velocity between Type 0 and Type 1 subtypes was not significant, and the average peak velocity of Type 0 and Type 1 subtypes increased by 87 and 77%, respectively compared with TAV.



Flow Patterns

Compared with the symmetric flow profile of TAV, BAV models generated an asymmetric flow pattern with strong jet flow effect during systole, as shown in Figure 7. Type 0 model was related to a narrow jet flow profile with central symmetry, and the jet flow orientation was consistent with Type 0 subtypes. Type 1 BAV exhibited a clear eccentric jet flow, and the jet flow direction was associated with position of the raphe. In Type 1 L–R, Type 1 R-N, and Type 2 models, the blood flow mainly impacted the left side of the ascending aorta, while the impact location was the right side in Type 1 N-L model. Unidirectional flow was observed in ascending aorta in TAV model, while BAV models would form strong vortices at the end of the jet area. Type 2 showed the most obvious vortex effect, and the forward flow along the aorta was severely blocked. During diastole, the flow fields of TAV and BAV models were relatively disturbed. Small vortices appeared near the closed leaflets. Local region with higher flow velocity was found in Type 2 model, which indicated that a slight regurgitation phenomenon occurred, and a large vortex region was also generated in the downstream direction of the valve.
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FIGURE 7. Flow patterns and streamlines of TAV and BAV at some characteristic moments (t = 0.05, 0.12, 0.4 s).




Maximum Principal Strain of Leaflets

The maximum principal strain distribution and peak strain of the leaflets at different moments were shown in Figures 8, 9, respectively. At maximum positive pressure difference moment during systole (t = 0.05 s), the peak value of the Maximum principal strain of BAV was much higher than that of TAV, and the peak strain of Type 2 was the highest, which was 3.9 times that of TAV. The high strain area of BAV was mainly distributed in the center of the leaflet and near the free edge. After the maximum positive pressure difference moment, the strain of TAV and BAV decreased gradually, and then increased rapidly in the diastolic phase. When the valve was completely closed (t = 0.4 s), the strain on leaflets was much higher than that in systole. The peak strain of the leaflets of BAV during diastole was higher than that of TAV. The diastolic strain difference for Type 0 and Type 1 was less than 10%, and the difference was also small compared with TAV model. Type 1 L–R was associated with the lowest peak strain in BAV models, which was 6% higher than TAV, while Type 2 BAV exhibited the highest peak strain, 30% higher than TAV. Besides the increase of peak strain, the region of high strain (>0.15) in BAV model in diastole was more extensive than that in TAV model. The high strain regions of TAV and Type 0 models were mainly concentrated at the junction of commissure edge and free edge, but the distribution area of Type 0 BAV was larger and extended to the central region of leaflets. The high strain regions of Type 1 and Type 2 occurred at the commissure edge and the junction of raphe and aortic root, as well as the middle region of leaflets.
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FIGURE 8. The leaflet strain distribution of TAV and BAV during cardiac cycle (t = 0.05, 0.12, 0.24, 0.4 s).
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FIGURE 9. The peak value of maximum principal strain of TAV and BAV models at different moments (t = 0.05, 0.12, 0.24, 0.4 s).




DISCUSSION

In this study, three-dimensional idealized models of all BAV phenotypes were constructed and FSI method (IBM) was applied to quantitatively study the hemodynamic performance of TAV and all BAV phenotypes, including CO, EOA, peak velocity, and mean pressure difference. In addition, GOA and Maximum principal strain on leaflets were measured to describe the dynamic orifice variations of leaflets and evaluate the durability of the aortic valve, respectively. The results of this study indicated phenotype-associated congenital stenosis and abnormal flow for all BAV models, accompanied by higher mean pressure difference, peak velocity, and leaflet strain.


Differences in Hemodynamic Characteristics

This study presented abnormal hemodynamic performance for all BAV phenotypes. In the positive pressure difference phase, the mean pressure difference of BAV was four times higher than that of TAV, and Type 2 BAV was associated with the largest pressure difference, which was as high as six times that of TAV. From Bernoulli equation, the higher mean pressure difference indicated a rapid GOA decrease across the valve, which usually corresponded to the occurrence of stenosis. The CO and EOA of BAV were lower than those of normal TAV. Type 2 BAV was the phenotype with the worst hemodynamic performance. According to the criteria of clinical diagnosis (Grimard and Larson, 2008; Nishimura et al., 2014), all BAV phenotypes could be diagnosed as aortic stenosis, among which Type 1 was moderate aortic stenosis, and Type 0 and Type 2 were severe aortic stenosis. Our result demonstrated a negative impact on CO and EOA of BAV, which prevented the blood supply from the left ventricle to the aorta. These findings were consistent with other computational results (Cao and Sucosky, 2017) and clinical statistics (Akins et al., 2008; Grimard and Larson, 2008). But in fact, not all BAV patients will exhibit symptoms related to insufficient blood supply, which can be explained by the Starling compensation mechanism, where the heart will increase its own work to improve CO to satisfy the blood supply needs of the body. Therefore, from the view of the long-term development of the disease, BAV will increase the burden of the heart, which may cause serious heart diseases such as myocardial thickening, cardiac hypertrophy, and heart failure.

In addition to the perfusion of aorta, BAV also affected the systolic jet flow and the flow patterns in aorta. BAV resulted in the asymmetry of the flow pattern and the great rise of peak velocity, and the jet flow direction was consistent with the orientation of BAV.

Obvious eccentric jet flow was found in Type 1 and Type 2 BAV models, which made a strong impact on the ascending aortic wall. The long-term effect of the high-speed eccentric jet on the ascending aorta may be an important reason for its expansion (Cao et al., 2017; Liu et al., 2018; de Oliveira et al., 2020). Although the flow profile of Type 0 was roughly centrosymmetric, the long narrow jet at both ends of the cross-section would also generate higher local stress on the ascending aorta. In fact, Type 0 was also clinically accompanied by the appearance of ascending aortic dilation (Cao et al., 2017). Besides, BAV produced a strong vortex in the aorta at the systole, blocking the blood flow downstream. During diastole, the results showed a large vortex above the valve and slight regurgitation of Type 2 BAV. It meant that BAV malformation not only made an important impact on hemodynamics during systole, but also altered the hemodynamic performance during diastole.



Differences in Valve Mechanical Characteristics

Affected by the structure of the aortic valve, the opening of BAV during systole was impeded. It could be observed from the dynamic changes of GOA that BAV would close the valve more quickly than TAV. At beginning of diastole when the pressures were equal on both sides of the valve (t = 0.24 s), the GOA of BAV decreased more greatly (TAV decreased by 10%, Type 0 decreased by about 40%, Type 1 decreased by about 30% on average, and Type 2 decreased by 23%). Smaller GOA and quicker valve closure are the direct causes of the decrease in BAV CO.

The strain on the aortic valve is an important index to evaluate the mechanical performance of the valve. The results of this study showed that the Maximum principal strain presented a trend of weakly decreasing first and then increasing sharply in the cardiac cycle, and bearing highest strain during diastole, regardless of TAV or BAV. Owing to the fact that its structure hindered the opening of the valve and caused the high pressure of the ventricle to directly act on the surface of the leaflets, the strain of BAV during systole was much higher than that of TAV. The peak strain of BAV during diastole also increased, accompanied with a wider high-strain region. This phenomenon may be related to the shape of the BAV leaflets which is not conducive to share the pressure difference uniformly. The abnormal structure of BAV causes its strain to increase throughout the cardiac cycle, and the long-term high strain is considered to be one of the inducing factors of aortic calcification (Hutcheson et al., 2012). Therefore, the malformation of BAV may accelerate the calcification process of aortic valve (Cao and Sucosky, 2017), thereby further aggravating aortic stenosis.



Assumptions Rationality and Limitations

In this study, several assumptions on model settings and materials were made to reduce the complexity. Some limitations were as followed. Firstly, parameterized idealized models based on physiological anatomy were used instead of the patient-specific model. Although patient-specific models could actually reflect the morphology and structure of diseased valves and aortic roots, the morphological differences between individuals were huge and the sizes varied (Cao and Sucosky, 2015), making it difficult to quantitatively compare the differences between BAV phenotypes. So, in order to highlight the hemodynamic differences between various BAV phenotypes and reduce the impact of other factors in models, a parameterized model was adopted. Key parameters such as annulus diameter, valve height, commissure edge height, and aortic length were kept consistent.

Geometric orifice area characterizes the dynamic changes of the physical orifice area of the aortic valve, and the maximum value appeared at the moment when the pressure difference was greatest (t = 0.05 s). In this study, the maximum GOA of the TAV and BAV models during systole was lower than the GOA reported in similar studies (Cao and Sucosky, 2017; de Oliveira et al., 2020), which might be due to the differences in the models. Diameter of the aortic annulus used in this article was 23 mm, which was a smaller annulus size. Simultaneously, raphes consistent with physiological anatomy were added to the model, which hindered the opening of the BAV.

In the calculation process of FSI, we used physiological left ventricular pressure and aortic pressure as the boundary conditions of the fluid domain and apply them to all BAV models. In fact, the left ventricular pressure of BAV patients may be higher than healthy people with normal TAV, which is different from our assumption. In other similar studies, common flow condition was used in the left ventricular inlet (de Oliveira et al., 2020), ignoring the influence of BAV malformation on CO, which also deviated from the actual physiological situation. In our study, we used the pressure value and waveform corresponding to the healthy TAV as the inlet pressure of the BAV model, with the purpose of comparing the CO provided by BAV models under the same left ventricular work. The results showed a much lower CO of BAV compared with the normal TAV model under the same pressure conditions, which also indicated that the heart may improve the blood supply capacity of the heart through structural or functional adjustments after BAV disease.

In this study, the blood flow was assumed to be laminar, and the effect of turbulence was not considered in the calculation. According to the other scholars’ study, the Reynolds number of the flow in aorta could reach 3000–3900 during cardiac cycle (Formaggia et al., 2010), which is in the transitional stage of turbulence transition. For the BAV models, abnormal valve structure may lead to the formation of turbulence. At present, it is very difficult for the existing turbulence model to be applied to the FSI problem, especially large deformation is involved during the dynamic changes of the leaflets. At the same time, the introduction of the turbulence model would greatly increase the computational cost of FSI calculation. In addition, the WSS and OSI of the ascending aorta may be the important indicators to evaluate the risk of ascending aortic dilation (Cao and Sucosky, 2017), but the calculation and analysis of these two parameters were lacking in current study due to the dual limitations of the IBM method and the grid size of the fluid domain, which resulted in insufficient physical information captured on the aortic wall. Accurate capture of WSS and OSI requires a higher grid density, which will also bring a huge increase in computational cost. Therefore, this study only used the direction of the jet flow and the flow distribution to predict the potential position of the ascending aortic dilation indirectly. The evaluation method needs to be improved in future work.

In the simulation study, the material of aortic valve was assumed as an isotropic material to avoid the problem of excessive distortion of the mesh during the contact process of the leaflets. In fact, the aortic valve tissue exhibits obvious fiber arrangement (Grande-Allen et al., 2001; Feng et al., 2020), which belongs to an anisotropic material. Studies have shown that the isotropic and anisotropic leaflet materials may have little effect on the study of hemodynamic performance (Weston et al., 1999; Ge and Sotiropoulos, 2010). However, for the study of the mechanical properties of the valve, including the stress and strain on leaflets, it may be necessary to consider the anisotropic constitutive model. In addition, the same material properties were adopted for TAV and BAV models, which is a reasonable assumption based on the similarity of the fiber arrangement of leaflets for them. However, it is still unclear whether the material properties will change because of the BAV malformation.



Clinical Significance and Application Value

This study demonstrates the importance of BAV classification for the clinical prediction, diagnosis, and treatment of BAV-associated diseases because of the different hemodynamic characteristics (including the mean pressure difference, peak flow velocity, CO, EOA, and flow field) and valve mechanical properties (including GOA dynamic changes and Maximum principal strain of leaflets) of BAV phenotypes. CO and EOA are often used to clinically evaluate the degree of aortic stenosis to determine whether surgical intervention is required (Baumgartner et al., 2009). The Maximum principal strain on the leaflet can be used to predict the progress and potential location of the calcification. The results of our research show that the performance of the valve in diastole may have a more important impact on its long-term performance than systole. This is also an important clinical concern, which was ignored in previous studies (de Oliveira et al., 2020). In particular, our results suggest that Type 2 may be associated with slight regurgitation during diastole compared with other BAV phenotypes. Moreover, the various evaluation indexes of Type 2 are the worst among all phenotypes. Therefore, it may need to pay more attention to Type 2 BAV in actual clinical practice.



CONCLUSION

In this study, a workflow of FSI modeling and simulation for aortic valves are established. Based on idealized models, the hemodynamic characteristics and mechanical properties of BAV with different phenotypes throughout the cardiac cycle are systematically analyzed. Among all BAV phenotypes, the hemodynamic performance of Type 1 is the best. The stenosis degree of Type 1 L–R is slightly higher than that of the other two subtypes. The potential aortic dilation position of different subtypes is related to the jet flow direction, which is consistent with the leaflet direction. The stenosis degree of type 0 is higher than that of Type 1. Type 0 models shows symmetrical flow patterns, and no obvious hemodynamic difference is observed between its subtypes except jet flow direction. Type 2 exhibits the most severe stenosis, whose potential location of dilation may be above the left-coronary sinus and non-coronary sinus. Slight regurgitation also occurs during diastole in Type 2 phenotype. During diastole, the leaflets of BAV models suffered higher strain compared with TAV. The peak strain of Type 2 is the highest, which may accelerate the development of calcification and other pathologies. No significant strain difference is presented between Type 0 and Type 1. These findings reveal the specificity of the pathological phenotypes of BAV, which has important guidance for the clinical diagnosis and treatment of BAV.
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Thoracic endovascular aortic repair (TEVAR) has been accepted as a standard treatment option for complicated type B aortic dissection. Distal stent-graft-induced new entry (SINE) is recognised as one of the main post-TEVAR complications, which can lead to fatal prognosis. Previous retrospective cohort studies suggested that short stent-graft (SG) length (<165 mm) might correlate with increased risk of distal SINE. However, the influence of SG length on changes in local biomechanical conditions before and after TEVAR is unknown. In this paper, we aim to address this issue using a virtual SG deployment simulation model developed for application in type B aortic dissection. Our model incorporates detailed SG design and hyperelastic behaviour of the aortic wall. By making use of patient-specific geometry reconstructed from pre-TEVAR computed tomography angiography (CTA) scan, our model can predict post-TEVAR SG configuration and wall stress. Virtual SG deployment simulations were performed on a patient who underwent TEVAR with a short SG (158 mm in length), mimicking the actual clinical procedure. Further simulations were carried out on the same patient geometry but with different SG lengths (183 mm and 208 mm) in order to evaluate the effect of SG length on changes in local stress in the treated aorta. Comparisons of simulation results for different SG lengths showed the location of maximum stress varied with the SG length. With the short SG (deployed in the patient), the maximum von Mises stress of 238.9 kPa was found on the intimal flap at the distal landing zone where SINE was identified at 3-month follow-up. Increasing the SG length caused the maximum von Mises stress to move away from the distal landing zone where stress values were reduced by approximately 17% with the medium-length SG and by 60% with the long SG. This pilot study demonstrates the potential of using the virtual SG deployment model as a pre-surgical planning tool to help select the most appropriate SG length for individual patients.

Keywords: type B aortic dissection, virtual stent-graft deployment, finite element analysis, stent-induced new entry, wall stress


INTRODUCTION

Aortic dissection is a life-threatening aortic disease. Starting with a tear in the intima of the aortic wall, it allows blood to accumulate in the media, delaminating the wall layers and resulting in the formation of a false lumen (FL). According to the Stanford classification system, aortic dissection with a primary entry tear in the descending aorta is classified as Stanford type B aortic dissection (Nienaber and Clough, 2015). One of the standard treatments to type B aortic dissection is thoracic endovascular aortic repair (TEVAR), during which a stent-graft (SG) is deployed in the true lumen (TL) in order to seal the entry tears, thereby minimising flow into the FL and promoting aortic remodelling. TEVAR procedure has shown promising outcomes in treating type B aortic dissection (Nienaber et al., 2013).

In pre-TEVAR planning, clinicians choose the SG size and landing position based on anatomical measurements and guidelines provided by the manufacturer. It is challenging to determine the optimal SG length and landing position to reduce the risk of post-TEVAR complications, such as stent-graft-induced new entry (SINE; Dong et al., 2009, 2010). SINE is rare but can lead to retrograde type A aortic dissection (RTAD) at the proximal end and/or the formation of new FL at the distal end which would require further open surgery or re-intervention (Ma et al., 2017). SG devices consist of metallic stent struts and a synthetic graft. They are designed to generate high bending stiffness than the local aorta and have a tendency to recover their original straight status after being deployed into a curved aorta. The excessive force generated by this tendency is recognised as ‘spring-back force’ and can potentially lead to SINE (Dong et al., 2010). In a recent clinical study, patients treated with shorter SGs (<165 mm) were found to have higher distal SINE incidence due to this spring-back force (Ma et al., 2017). Mechanical interactions between the SG and aorta influence the post-TEVAR biomechanical environment and can potentially determine the treatment outcome. Unfortunately, neither the biomechanical interaction nor the post-TEVAR SG configuration is available to clinicians at the pre-TEVAR planning stage.

In the past decade, promising progress has been made towards the development of finite element method (FEM)-based virtual SG deployment tools. Since the first report on FEM-based simulation of SG deployment in an anatomically realistic ascending aorta (Auricchio et al., 2013), the virtual SG deployment model has been improved to accommodate compliant wall and has shown great robustness for applications in the abdominal aorta (Perrin et al., 2015a,b, 2016). Very recently, SG deployment simulations have been applied to more complex scenarios in the aortic arch and abdominal aorta, demonstrating good accuracy in predicting SG configuration (Derycke et al., 2019, 2020).

Despite the aforementioned progress in the development and application of FEM-based methods for SG deployment in the aorta, their application in aortic dissection is lacking owing to the complex morphology that often involves a compressed TL and a mobile intimal flap. Ma et al. were among the first to report SG deployment simulations in type B aortic dissection (Ma et al., 2018; Meng et al., 2020), but their models involved several assumptions. Yuan et al. reported the first FEM-based virtual SG deployment simulation in type A aortic dissection, demonstrating its capability in predicting the immediate outcome of TEVAR (Yuan et al., 2020). However, these studies neglected the effect of pre-stress and blood pressure. Since the pre-TEVAR geometries used in these studies were reconstructed based on diastolic CTA scans, pre-stress of the aorta at diastolic pressure should be evaluated and accounted for when calculating wall deformation and stress under in vivo conditions.

Inspired by these recent studies, we present a pilot study of the impact of SG length using FEM-based simulation of SG deployment in a patient-specific type B aortic dissection. Our model incorporates pre-stress of the aorta, hyperelastic material property of the aorta with a separate material property for the intimal flap and design details of the SG device used in the actual TEVAR procedure. Additional simulations have been performed with two different SG lengths, and the predicted post-TEVAR stress distributions are compared to assess the impact of SG length.



MATERIALS AND METHODS


Patient Information

A 66-year-old male patient was admitted to Zhongshan Hospital, Fudan University, Shanghai with persistent back pain. The patient underwent CTA scan using Aquilion ONE (Toshiba Medical Systems, Otawara, Japan; 1.0 mm slice thickness and 0.72 mm × 0.72 mm pixel size) and was diagnosed with type B aortic dissection (Figure 1A). Three days later, the patient underwent TEVAR intervention, during which a tapered self-expandable 42-38-158 mm Zenith 2PT SG (Cook Medical, Bloomington, Ind) was deployed into the TL and sealed the primary entry tear. Follow-up CTA scans were performed at 3-month and 12-month post-TEVAR.

[image: Figure 1]

FIGURE 1. Patient information. (A) The patient was diagnosed with type B aortic dissection with one primary entry tear and a distal re-entry tear (marked by the black arrow), (B) the distal stent-induced new entry (SINE) was found at the 3-month follow-up, and (C) a newly formed proximal tear was found at the proximal landing zone at the 12-month follow-up.


A distal SINE was found at the 3-month follow-up. The new tear occurred on the intimal flap at the distal end of SG which partially pushed into the FL side (Figure 1B). On the 12-month follow-up CTA scan, the SG was found to have perforated the aortic intima and caused a minor tear at the proximal end (Figure 1C). All medical data included in this study complied with the Declaration of Helsinki and were approved by the local Ethics Committee. The patient provided written informed consent for participation.



Aortic Dissection Modelling

All CTA scans were processed using Mimics 23.0 (Materialise, Leuven). The pre-TEVAR CTA scan was segmented and reconstructed into two separate surface models: a surface model of the TL and a combined surface model representing the ‘outer surface of aortic wall’ by enclosing TL, FL and the intimal flap (Figure 2A). Following the approach described by Bäumler et al., the solid domain of aortic dissection was created by Boolean operation in Meshmixer (Autodesk, Inc.; Baumler et al., 2020).

[image: Figure 2]

FIGURE 2. Illustration of the steps in segmentation and reconstruction of the aortic dissection geometry from pre-TEVAR CTA scan. (A) Transverse view of two segmentations, the true lumen (TL) surface represents the original blood flow channel, and the combined surface encloses true lumen, false lumen and intimal flap, (B) the TL structure and outer wall structure were created by extruding the surfaces outwardly by 1.45 mm, (C) the intimal flap was created by performing Boolean subtraction of outer wall from TL structure, (D) the TL structure and outer wall were combined, and (E) the intimal flap and outer wall geometry were smoothed and trimmed to form the aortic dissection geometry.


The first step was to extrude the TL surface outwardly by a uniform thickness equivalent to the thickness of intimal flap (hflap), resulting in the TL structure. This was followed by extruding the combined surface outwardly by a uniformed thickness of hwall, resulting in the outer wall structure (Figure 2B). Boolean operation was then performed by subtracting the outer wall structure from the TL structure to obtain the intimal flap structure (Figure 2C). The lumen enveloped by the outer wall was separated into TL and FL by the intimal flap (Figure 2D). To reduce the influence of local wall thickness while focusing on analysing the impact of SG length on local aortic wall stress, both wall thickness parameters hflap and hwall were assumed to be constant at 1.45 mm, which corresponds to the average descending aortic wall thickness in the same gender and age group as that of the patient (Mensel et al., 2014).

The outer wall and intimal flap were further smoothed and trimmed by placing a transverse plane in the proximal ascending aorta, and cutting planes perpendicular to the local centreline in the distal segments of the supra-aortic branches and in the abdominal aorta above the aortic bifurcation (Figure 2E). The outer wall and intimal flap were meshed with tetrahedral elements [C3D4 in Abaqus® (Dassault Systèmes, France)] and combined to form the aortic dissection model.

The outer wall was modelled as an isotropic, homogenous and hyperelastic material described by the second-order reduced polynomial strain energy function:

[image: image]

where [image: image] and [image: image] are material parameters, [image: image] is the first deviatoric invariant defined as
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where the deviatoric stretch ratios [image: image], [image: image], with [image: image] being the total volume ratio and [image: image] the principal stretches. The material parameters were set to [image: image] and [image: image] based on data for healthy aorta from a previous study (Vorp et al., 2003). The intimal flap was found to behave more like a linear elastic material compared to the nonlinear elastic behaviour seen in healthy aorta (Deplano et al., 2019). Hence, the dissection flap was assumed as an isotropic, homogenous and linear elastic material with a Young’s modulus of 277 kPa and Poisson’s ratio of 0.49 (Deplano et al., 2019).



Stent-Graft Modelling

The geometry of 42-38-158 mm Zenith TX2 PT SG (the device used to treat the patient during TEVAR), consisting of six stent struts, was created in Solidworks (Dassault Systèmes, France) by following the dimension and specification of SG from the manufacturer’s open access database (Cook Medical, 2019; Figure 3A). The next available SG length from the Zenith product library is 42-38-208 mm with eight stent struts and was created by following the design details in the same database (Figure 3A). In order to gain more insights into the impact of SG length, another medium-length SG (42-38-183 mm) with seven stent struts was artificially created by following the design features of Zenith TX2 PT product (Figure 3A). These three SG models with lengths of 158 mm (short length), 183 mm (medium length) and 208 mm (long length) were included in the virtual SG deployment simulation.

[image: Figure 3]

FIGURE 3. Summary of the modelled stent-graft (SG) and FEM-based simulation workflow. (A) Cook Zenith 2PT tapered SG with different lengths (the proximal and distal strut are shown with dash line as they were sewed inside of the synthetic graft), (B) the SG was crimped, delivered and deployed by controlling the virtual sheath, and (C) definitions of parameters for quantitative assessment of SG configuration, diameter difference (eD), spatial positioning deviation in longitudinal direction (eL) and transverse direction (eT).


The Zenith SG was assembled by 316L stainless steel stent struts and polyethylene terephthalate (PET) fabric graft. The metallic struts were meshed into linear hexahedral elements with reduced integration (C3D8R) in Abaqus® and were modelled as a linear elastic material with Young’s modulus of 210 GPa and Poisson’s ration of 0.3 (Demanget et al., 2013). The choice of using a simplified linear elastic model for the metallic struts was made because self-expandable SG opens automatically within the elastic deformation phase after the delivery sheath is removed. Based on a previous study (Demanget et al., 2013), the yield stress was never reached during SG bending. The tapered PET fabric graft was meshed into membrane elements with reduced integration (M3D4R), while the PET material was assumed to be isotropic and linear elastic with Young’s modulus of 1.84 MPa and Poisson’s ratio of 0.35 (Kleinstreuer et al., 2008). The metallic struts and synthetic graft were assembled together by using the tie constraint in Abaqus®. An additional cylindrical surface with a diameter of 44 mm was created outside the SG representing the delivery sheath. This virtual sheath was meshed into surface elements (SMF3D4R) for crimping, delivering and deploying the SG in the simulation.



Numerical Simulation

Numerical simulations were performed in two steps: pre-stress of the aortic dissection model and virtual deployment of SG. Several assumptions and constraints were adopted in the simulation.


Kinetics and Constraints

The motion of the aortic root and ascending aorta was neglected in this study. Therefore, the nodes at the proximal ascending aorta, supra-aortic branches and distal descending aorta were fixed with zero displacement. Rayleigh damping was applied to the aorta to account for the viscoelastic tissue support on the outer arterial wall. As the descending aorta is tethered to the spine by paired intercostal arteries, this attachment was modelled by defining four pairs of fixed spots along the descending aorta, effectively preventing any excessive rigid body movement.



Pre-stress of the Aortic Dissection Model

The pre-TEVAR aortic dissection geometry was obtained at mid-diastole and could not be assumed as stress-free due to the intraluminal blood pressure. The calculation of pre-stress of aortic dissection was performed by modifying the method reported by Votta et al. (2017). The intraluminal blood pressure was assumed to be constant at 80 mmHg and distributed uniformly in the TL and FL. The aortic dissection model was first pressurised by increasing the internal pressure from 0 to 80 mmHg. Then, the Cauchy stress tensor calculated from the previous simulation was defined as the initial condition for the next simulation in Abaqus. The pre-stress iteration looped until the deformation of the geometry was less than 0.72 mm (the pixel resolution of pre-TEVAR CTA scan) under the 80 mmHg intraluminal pressure loading. After the iteration loop stopped, the pre-stress tensor corresponding to the mid-diastolic phase was obtained and then applied in the following virtual SG deployment simulation.



Virtual SG Deployment

The virtual SG deployment was performed within the pre-TEVAR aortic dissection geometry with the pre-stress tensor as the initial condition. The virtual SG deployment, including crimp, delivery and release of SG, was attained by applying nodal-specific displacement boundary conditions on the virtual sheath. In the first step, the diameter of the tubular virtual sheath was reduced from 44 mm to 8.5 mm (the diameter of introducer sheath from the manufacturer database); therefore, the SG within was compressed from its stress-free state to the crimped state (Figure 3B; Cook Medical, 2019). The contact between SG and virtual sheath was modelled by using Abaqus explicit general contact algorithm with penalty formulation. Then, the SG was bended to follow the local centreline extracted from the TL of pre-TEVAR geometry and delivered to the target landing position selected on the centreline by referring to the 3-month follow-up scan. Finally, the contact between SG and aorta was activated with the friction coefficient of 0.1 (Vad et al., 2010), and followed by the deployment of SG by expanding the virtual sheath radially to a diameter wider than the local aorta (Figure 3B). The virtual SG deployment simulation continued until mechanical equilibrium was reached. Simulations of the SG with three different lengths were performed separately with the targeting SG proximal landing position being fixed at the same location.




Model Verification

To verify the simulation results, the SG configuration obtained from the simulation with the real SG length (short SG) was compared against the reconstructed geometry from the 3-month follow-up CTA scan by following the approach reported in a previous study (Derycke et al., 2019). The pre-TEVAR scan and 3-month follow-up scan were mapped into the same coordinate system by using the global registration algorithm in Mimics 23.0. A circle was then fitted into each stent strut end to represent the local diameter, while the centre point of the fitted circle was used to measure the spatial position of the stent strut end (Figure 3C). Differences in local diameter ([image: image]) between the simulation and follow-up CTA scan were calculated at each stent strut end (Figure 3C), while differences in spatial positioning of stent struts were quantified by measuring the longitudinal deviation along the aorta centreline (eL) and transvers deviation at local cross-section ([image: image]; Figure 3C).




RESULTS

The Zenith SG with three different lengths, short (158 mm), medium (183 mm) and long (208 mm), was successfully deployed into the TL in three independent simulations. After completing the virtual deployment simulations, the three SGs landed at the same proximal location, but their distal ends were at different locations. The predicted configuration of the short SG was compared against the 3-month follow-up CTA scan to verify the simulation results. Distributions of von Mises stress on the intimal flap and aortic wall were analysed and compared. Von Mises stress was chosen here as it is a measure used in material failure analysis.


SG Configuration

Qualitative evaluation was firstly performed by superimposing the simulated SG configuration on top of the geometry reconstructed from 3-month post-TEVAR CTA scan (Figure 4A). The stent struts are numbered from 1 (proximal) to 6 (distal), with each strut having a proximal end (marked as P) and a distal end (marked as D). Visual inspections suggested a good agreement in the stent strut spatial position. Moreover, the opening area of the proximal SG (strut 1 to strut 3) was well reproduced by the model, but the distal segment (strut 4 to strut 6) appeared to be narrower compared to the follow-up CTA scan.

[image: Figure 4]

FIGURE 4. Assessment of SG configuration. (A) Superimposition of the SG from simulation result and 3-month follow-up scan, (B) diameter difference (eD) at the stent strut ends, (C) longitudinal positioning deviation (eL) at the stent strut ends, and (D) transverse positioning deviation (eT) at the stent strut ends.


Quantitative evaluation was made by calculating [image: image], [image: image] and [image: image] as shown in Figures 4B–D for each stent strut end. Diameter difference was −7.01 ± 9.00% for all stent strut ends (1P to 6D). Relatively small [image: image] (<10%) was found for the proximal struts, but the distal strut ends (4D to 6D) had larger deviations in diameter with the model under-predicting the opening diameter by 10–25% (Figure 4B). For the spatial position of stent struts, a very good agreement was achieved in longitudinal position with [image: image] being 1.62 ± 1.10 mm (Figure 4C), while the transverse spatial deviation was measured at 3.53 ± 2.09 mm (Figure 4D).



Stress Patterns

Figure 5 shows the predicted von Mises stress distributions on the intimal flap for different SG lengths. High stresses can be observed at the proximal entry tear, edge of the intimal flap and the spots where the stent strut apexes landed on. Due to local geometric discontinuity and material mismatch induced by the SG, significant difference in von Mises stress distribution can be seen in the distal area (Figure 5A).

[image: Figure 5]

FIGURE 5. (A) Von Mises stress maps on the intimal flap with the short SG. The distal landing zone was zoomed in to show the local stress distribution and (B) the 3-month follow-up geometry from the same view angle. The distal SINE is pointed by the black arrow.


The simulation results for the short SG (mimicking the SG used in the TEVAR procedure for the patient) revealed that the maximum stress on the intimal flap was 238.89 kPa (Figure 5A), which was located at the left posterior side on the distal landing zone where the distal SINE was found on the 3-months follow-up scan (Figure 5B). Moreover, a high stress spot with a maximum value of 283.26 kPa was found on the aortic wall at the proximal landing zone where the proximal entry tear was found at 12-month follow-up (Figure 6).

[image: Figure 6]

FIGURE 6. Distribution of von Mises stress on the aortic wall. High stress of 283.26 kPa was found at the location where a proximal tear was found at 12-month follow-up.


Increasing the SG length resulted in changes in the stress pattern and the maximum value. With the medium-length (183 mm) SG, the maximum stress on the intimal flap was in the proximal entry tear region with a value of 210.42 kPa (Figure 7A). In the distal landing zone, elevated stress (>150 kPa) was found at the spot where the proximal end of strut 7 landed on rather than at the distal boarder of the SG. The maximum stress in the distal landing zone was reduced to 198.32 kPa (Figure 7A). With the long SG (208 mm), the maximum stress was 220.70 kPa which occurred at where the strut 6 landed on (Figure 7B), while the maximum stress in the distal landing zone was reduced to 96.69 kPa (Figure 7B).

[image: Figure 7]

FIGURE 7. (A) Von Mises stress maps on the intimal flap with the medium-length SG and (B) von Mises stress maps on the intimal flap with the long SG. The distal landing zones of the two scenarios were zoomed in to show the local stress distribution.





DISCUSSION

Short SG has been flagged up as a risk factor for distal SINE in recent clinical studies (Li et al., 2015; Ma et al., 2017). For the clinical case presented in this study (TEVAR with 158 mm length SG), the risk assessment outcome can be contradictory based on different clinical recommendations (high risk with SG <145 mm in Li et al.’s study and <165 mm in Ma et al.’s study). Moreover, longer SG can cover more segment of the descending aorta, potentially affecting spinal cord circulation and increasing the risk for paraplegia (Nienaber et al., 2007). Further insights into the impact of SG length on post-TEVAR wall stress will be valuable for understanding the factors responsible for the formation of SINE, thereby aiding pre-surgical planning in the future.

In this pilot study, we employed a FEM-based simulation method for SG deployment in a patient-specific type B aortic dissection reconstructed from pre-TEVAR CTA scan. Previous FEM-based studies attempted to investigate the role of dissection geometry and wall stress in the occurrence of SINE (Menichini et al., 2018; Tan et al., 2021), but these studies relied on post-TEVAR CTA or magnetic resonance scans to reconstruct patient-specific geometry and assumed the SG as an additional wall layer without explicit description of the SG design. Other studies have investigated the solid-solid interaction between SG and aorta in type B aortic dissection by adopting virtual SG deployment approach, but the pre-stress conditions were ignored (Ma et al., 2018; Meng et al., 2020). By incorporating the pre-stress conditions and virtual SG deployment, our model is a step closer towards simulating the in vivo post-TEVAR biomechanical environment. This is important for accurate prediction of SG configuration and stress distribution.

Our simulation results were verified by comparing the deployed SG configuration with the post-TEVAR CTA scan. Ideally, imaging acquired during the TEVAR procedure or immediately after should be used for validation purpose. Unfortunately, such information was not available for this retrospective study and the earliest follow-up scan was performed at 3-month post-TEVAR. Therefore, this limitation must be factored in when evaluating the difference in SG configuration between the model prediction and CTA scan. For SG positioning, the longitudinal and transverse deviations were 1.62 ± 1.10 mm and 3.53 ± 2.09 mm (Figure 4), respectively, which are comparable to those reported by Derycke et al. with their FEM-based virtual deployment of a complex double-branched SG in a patient-specific aortic arch aneurysm (Derycke et al., 2019). However, our model had larger deviations in the SG opening diameter, especially for the distal struts with deviations up to 25%. Since the patient was found to have developed a distal SINE at 3-month follow-up, the distal end of the SG had already expanded and partially pushed into the FL side. This might explain why the predicted SG diameter at the distal end was significantly less than the 3-month follow-up configuration.

Analysis of wall stress distributions on the intimal flap and outer wall revealed that with the short SG deployed in the TEVAR procedure, the maximum von Mises stress on the intimal flap (238.89 kPa) colocalised with the region where the distal SINE occurred at 3-month follow-up (Figure 5). Furthermore, high von Mises stress was observed at the proximal landing zone on the aortic wall, coinciding with the spot where a proximal new tear was identified at 12-month follow-up (Figure 6). These focal high stress regions have shown a strong spatial correlation with the locations where the distal SINE and proximal new tear occurred. The potential link between stress concentration at the distal landing zone and distal SINE is consistent with the findings reported in patient-specific studies using a simplified finite element model (Menichini et al., 2018). By employing a virtual stenting algorithm based on simplex deformable mesh method, Chen et al. identified a correlation between large stent-induced deformation and distal SINE (Chen et al., 2018). Stress concentration at the proximal landing zone and its potential correlation with proximal new tears have also been reported in the previous studies (Ma et al., 2018; Meng et al., 2020).

In the most recent study reported by Tan et al., the effect of SG length on wall stress distribution was examined as part of a sensitivity analysis using an idealised geometric model (Tan et al., 2021). It was found that the distal SG landing position was an important factor in determining the magnitude of maximum wall stress, where landing in a straight portion of the aorta had the lowest maximum von Mises stress. However, the simplifications and assumptions made in their study meant that the complex SG design and the interactions between stent struts and intimal flap were not captured. To the best of our knowledge, no previous virtual SG deployment study has focused on the impact of SG length on aortic wall stress distribution and its correlation with SINE in type B aortic dissection.

Our simulation results showed that increasing the SG length altered the wall stress pattern, the magnitude of maximum von Mises stress and its location. With the medium-length SG, the maximum stress was found at the entry tear which was sealed by the SG. At the distal landing zone, which is vulnerable to rupture due to material mismatch, wall stress was reduced by 17% compared to the short SG. Interestingly, our simulation results for the long SG showed a further reduction of wall stress in the distal landing zone by ~60% compared to the short SG. Moreover, the maximum stress on the intimal flap was found in a region fully covered by the SG (Figure 7B).

In the clinical practice of TEVAR, SG configuration and length are usually selected based on anatomic features of the aortic dissection. With the raising awareness of post-TEVAR SINE complication, newer generation of SGs of tapered configuration and longer length are available on the market, balancing the sealing effect and SG-induced injury. Through this study, our understanding of the biomechanical behaviour of SG-induced aortic injury will help improve our ability to predict SINE risks and ultimately to assist in the development of future endograft designs and treatment planning.



LIMITATION

In this study, the aortic wall was modelled as an isotropic, hyperelastic material with model parameters corresponding to healthy descending aortas. It would be desirable to use an anisotropic constitutive model with material parameters corresponding to dissected aortic tissues. The intimal flap was assumed to be linear elastic based on limited data available in the literature. Moreover, the aortic wall at the true lumen side and the false lumen side should have different material properties and wall thickness. However, direct measurement of wall thickness from CTA images was not reliable due to limited spatial resolution and the inability to distinguish between the wall and its surrounding tissues. Clearly, there is a need for comprehensive mechanical testing on dissected aortic tissues and intimal flap in the future. The influence of different material models and parameters for the aortic wall and intimal flap should also be investigated. While our virtual SG deployment model has incorporated pre-stress of the aorta, the residual stress within the tissue was not considered. Furthermore, blood flow and its interactions with the aortic wall and SG were not included in the present study, which will be addressed by combining computational fluid dynamics with the FEM-based virtual SG deployment model in the future. Finally, only one patient case was included in this pilot study, and multiple cases will be needed to obtain in-depth understanding of the impact of SG length on wall stress and its correlation with distal SINE.



CONCLUSION

In this work, we applied a FEM-based virtual SG deployment model to patient-specific type B aortic dissection to investigate the impact of SG length on post-TEVAR wall stress distribution. The short SG generated high von Mises stress at both the proximal landing zone and distal landing zone where a proximal new entry tear and distal SINE were identified on follow-up scans. Using the medium-length SG reduced the wall stress in the distal landing zone by 17%, whereas a more dramatic reduction of 60% was achieved with the long SG which may potentially reduce the risk of distal SINE. This pilot study demonstrates the potential of using the virtual SG deployment model as a pre-surgical planning tool to help select the most appropriate SG length for individual patients.
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Digital subtraction angiography (DSA) is a fluoroscopic technique used extensively in interventional radiology for visualizing blood vessels. It has also been used to evaluate blood perfusion. However, the perfusion obtained in previous techniques was extracted from signal intensity rather than by the transport of contrast material (CM) through blood flow. The main aim of this study is to evaluate the morphological effects on the hemodynamics and the CM concentration in the middle cerebral artery (MCA) stenosis. We proposed a quantitative parameter, i.e., contrast material remaining time (CMRT), to describe the variation in the transport of CM over time. Computational fluid dynamics simulations were performed on both reconstructive synthetic and patient-derived models. In the synthetic models, we evaluated the variation of flow patterns and the transport of CM with different degrees of stenosis and the location of the lesion. It was found that an increase in the degree of stenosis (from 30 to 80%) resulted in a significant increase in CMRT at the anterior cerebral artery (ACA) outlet (p = 0.0238) and a significant decrease in CMRT at the MCA outlet (p = 0.012). The patient-derived models were reconstructed from the pre- and post-interventional DSA images of a patient with MCA stenosis. Both blood flow velocity and CMRT increased at the ACA outlet but decreased at the MCA outlet. The perfusion analysis demonstrated that the perfusion function was improved after interventional surgery. In conclusion, changes in stenotic degree at MCA may lead to apparent differences in the hemodynamic distribution and the transport of CM. CMRT could be a quantitative indicator to evaluate the changes in blood perfusion after the intervention for MCA stenosis.

Keywords: contrast material perfusion, middle cerebral artery, stenosis, computational fluid dynamics, interventional surgery, DSA


INTRODUCTION

In recent years, the increase in morbidity and mortality from cardiovascular disease (CAD) leads to a significant increase in atherosclerosis diagnoses and interventional surgeries (Ahmed et al., 2012; Nevidomskyte et al., 2019; Zhao et al., 2019), whereas the noninvasive imaging techniques, such as CT and MRI, provide the objective data with the prognostic value. However, the digital subtraction angiography (DSA) is still the “golden standard” for evaluating artery anatomy, especially at the stenotic lesion (Chng et al., 2008; Ma et al., 2010; Chien and Viñuela, 2013; Ionita et al., 2014; Akiyama et al., 2016; Huang et al., 2016). The ascendancy of DSA is that the vascular lesions may have real-time image feedback with iodine-based contrast material (CM). As such, DSA is widely used to monitor and guide minimally invasive endovascular interventions (Chng et al., 2008; Ionita et al., 2014; Cheon, 2015). However, the visual assessment of flow is dependent on the judgment of the operator according to the DSA image series. Therefore, there is a need for quantitative or parametric descriptions of blood flow through the vasculature by extracting the temporal information of the DSA, which would add its value to the ability to both diagnose and determine the effects of therapeutic interventions (Divani et al., 2006; Strother et al., 2010).

There have been several techniques to investigate the functional information on blood perfusion based on the DSA images. For example, a two-dimensional (2D) perfusion imaging can detect an increased pixel density when CM flows through a specified region of interest (ROI) (Simonsen et al., 1999; Divani et al., 2006; Cheon, 2015; Khan et al., 2017). Meanwhile, the perfusion parameters, such as arrival time (AT) and time to peak (TTP) signal density, can be assessed from the time–density curve (TDC). This technique has been previously used in the analysis of perfusion changes in intracranial vascular disease (i.e., carotid stenosis, carotid-cavernous fistula, and moyamoya disease) (Zaharchuk, 2011; Cheon, 2015; Akiyama et al., 2016; Leng et al., 2019), arterial stenosis of the lower extremity, and the pretherapeutic assessment during cerebrovascular interventional surgery (Meckel et al., 2007; Hiramoto et al., 2018). However, the aforementioned perfusion parameters are extracted from the changes in signal intensity rather than the transport of CM through the blood flow. The mechanisms of how the flow affects CM diffusion and convection are yet to be explored. Importantly, such an understanding is necessary to evaluate the improvement in blood perfusion for cerebral vascular diseases based on the pre- and post-interventional DSA images.

In this study, we hypothesized that the transport of CM through the artery is associated with stenotic morphology. In this study, we focused on the stenosis of the middle cerebral artery (MCA). The simulations of computational fluid dynamics (CFD) at the MCA stenosis and the transport of CM were first performed on the synthetic models with stenotic level and location variants. It was found that the flow patterns, such as flow velocity and pressure, would be influenced by artery morphology and, therefore, would affect the distribution of CM concentration. Then, the perfusion analysis was performed on the patient-derived models based on the pre- and post-interventional DSA images of a patient with MCA stenosis. We proposed a quantitative evaluation, i.e., contrast material remaining time (CMRT), to describe the variation in the transport of CM. The correlation between CMRT and stenotic morphology was investigated on synthetic models. In addition, the changes in CMRT before and after intervention were compared with the perfusion parameters obtained from the DSA series.



MATERIALS AND METHODS


Computational Fluid Dynamics Modeling


Synthetic Model

A series of 2D synthetic models of MCA stenosis were constructed using COMSOL Multiphysics® (COMSOL Inc., Stockholm, Sweden). As shown in Figure 1, the baseline model consisted of a vertical internal carotid artery (ICA) of 30 mm, followed by a bifurcation of a horizontal anterior cerebral artery (ACA) of 20 mm and a horizontal MCA of 20 mm. A 60% stenosis was located at the middle of MCA, i.e., the center position of the stenotic lesion was 10 mm away from the bifurcation. Additional models were established by varying the locations of the stenotic lesion and the stenotic levels (indicated by the length L1 divided by the length L2 in Figure 1). We created a total of nine different synthetic models with the stenotic levels of 30, 60, and 80% and the lesion locations of anterior (5 mm away from the bifurcation), middle (10 mm away from the bifurcation), and posterior (15 mm away from the bifurcation) of MCA. The MCA was further bifurcated into two arterioles with an angle of 75° (Jones, 2014). The inlet of the model was located at ICA, while the outlets included one at ACA and two at MCA. Table 1 listed the diameter and length of the arteries in the models.


[image: Figure 1]
FIGURE 1. The geometry of the middle cerebral artery and bifurcation in the model.



Table 1. The diameter and length for cerebral artery system.

[image: Table 1]



Patient-Derived Model

The patient-derived models were reconstructed based on the pre- and post-interventional DSA images at the arterial phase of a patient with MCA stenosis (Figure 2). We focused on the bifurcation region from ICA into ACA and MCA (which is shown as the red rectangular window in the figure). The pre- and post-interventional 2D models with MCA stenosis were constructed according to the morphological information obtained from DSA images. We labeled these two patient-derived models as PRE and POST, respectively. Subsequently, the CFD analysis was performed on these two models to investigate the hemodynamics in the arteries and mass transport of CM.


[image: Figure 2]
FIGURE 2. Digital subtraction angiography (DSA) images of the patient (A,B) and patient-derived model (C,D). (A,C) Pre-interventional, labeled as PRE. (B,D) Post-interventional, labeled as POST.




Mass Transport Equations

The steady-state laminar flow was performed on both synthetic and patient-derived models, which was governed by the Navier–Stokes equations as follows:

[image: image]

It was assumed that the CM injected at the ICA was thoroughly mixed with the blood flow instantly. Then, the transport of the CM followed the convection–diffusion equation as follows:

[image: image]

where c is the concentration of CM; u is the blood flow velocity; D = 2.5 × 10−8 m2/s is the diffusion coefficient of CM in the blood (Jost et al., 2011); and Φ is the source term caused by the injection of CM; in this study, Φ is set as 0.5 mol/m3.



Computational Fluid Dynamics Analysis

The meshing procedure was performed in COMSOL Multiphysics version 5.3 to generate a computational grid with a physics-controlled mesh of a total of 4,744 elements. The mesh-independent analysis was implemented to ensure that enough grids were constructed to capture the variations of CFD parameters.

The inlet pulsatile flow rate was derived from the phase-contrast MR imaging data used for synthetic and patient-derived models (Figure 3). The pressures at the ACA and MCA outlets were set to 0 Pa (Bowker et al., 2010; Lauric et al., 2014). Blood was assumed to be an incompressible Newtonian fluid with a density of 1, 060 kg/m3 and a viscosity of 3.5 × 10−3 Pa • s in the simulation (Palareti et al., 2016; Leng et al., 2019). The arterial wall was assumed to be rigid without displacement.


[image: Figure 3]
FIGURE 3. The blood inlet velocity.


The transient CFD simulation was performed with COMSOL Multiphysics 5.3 for three cardiac cycles. Three cycles (i.e., 1 s per cycle) were simulated. At the start point of the second cardiac cycle, the CM was injected from the ICA inlet. The time step was 0.0045 s, and the convergence criterion was satisfied when the residual of continuity was <10−4.




Perfusion Analysis Based on DSA Images

Digital subtraction angiography acquisitions with a standard, clinically routine protocol for the patient with MCA stenosis were performed at pre- and post-intervention. The DSA acquisition was performed using a biplane angiography suite (Artis-One; Siemens, Erlangen, Germany) with a standard, clinically routine protocol. Both pre- and post-interventional angiograms were obtained by using the same catheter in the same position. The degree of MCA stenosis was measured according to the North American Symptomatic Carotid Endarterectomy Trial (NASCET) criteria by an experienced neuroradiologist (Doyle et al., 2014). A bolus of 8 mL of diluted CM (i.e., 320 mg I/mL) was injected into patients at an injection rate of 5 mL/s by contrast delivery system (Angiomat Illumena; Liebel-Flarsheim, Cincinnati, OH, USA).

A series of DSA images were extracted and analyzed in MATLAB® software (MathWorks Inc., Natick, Massachusetts, USA). The size of the DSA image was 512 × 512 pixels, and the gray-scale value ranged from 0 to 255. The shooting frequency of DSA sequences was four frames per second (fps). Each series of DSA images contained two phases, namely, the arterial phase and the capillary phase, which involved from the beginning of the injection of CM until the clearance of CM through the capillaries. Then, we selected three ROIs of 3 × 3 pixels from object vessel MCA and ACA in DSA, which are shown as red squares in Figure 4. The TDC was generated from the average pixel gray-scale value within the ROI. Finally, the third-order Hermite polynomial interpolation was conducted to smooth the TDC.


[image: Figure 4]
FIGURE 4. Region of interest location selection on DSA images.


The two functional parameters, namely, TTP and mean transit time (MTT), were calculated to quantify the perfusion status. TTP represents the time from the start of the TDC to the appearance of the highest point, which could estimate the blood flow velocity. MTT presents the time to half-peak of the integration curve for CM, which was used to estimate the blood flow velocity and volume.



Contrast Material Remaining Time

To quantitatively evaluate the CM passing through the arteries, we proposed CMRT as a functional parameter in his model. CMRT was defined as the difference between the two time points t1 and t2, where t1 was the time when the concentration increased to reach 99% of the peak value, and t2 was the time when the concentration decreased to 1% of the peak value (see solid red line in Figure 7). Obviously, CMRT indicated the transportation of CM through the arteries and was associated with hemodynamics within the arteries.



Statistical Analysis

The Spearman's correlation analysis was applied in this study to verify the correlation between the transport of CM and the vessel morphology. The ranks of the Spearman's correlation coefficient were calculated between CMRT and stenotic levels, as well as CMRT and stenotic locations separately. Statistical analyses were performed using GraphPad Prism 8.0 software (GraphPad Software Inc., Northside, San Diego, USA). P < 0.05 was considered statistically significant.




RESULTS


Synthetic Models


Hemodynamic Results

Figure 5 shows the distribution of hemodynamic results, such as velocity, pressure, and inlet/outlet flow at the systole, on synthetic models with different stenotic levels. A sharp increase in velocity at the stenotic lesion and a decrease in downstream were observed in all synthetic models. Specifically, the decrease in velocity and pressure along the stenotic lesion was highly influenced by the stenotic levels. In severe stenosis (i.e., stenotic level = 80%), the distal velocity at the MCA reduced to 0.2 m/s compared with the mild case (i.e., stenotic level = 30%) with 0.5 m/s. In addition, the pressure drop at the stenotic lesion increased from 100 to 450 Pa when the degree of stenosis increased. Figure 6 shows the distribution of hemodynamic results on synthetic models with different stenotic locations. Minor differences can be found in these synthetic models, suggesting that the effects of stenotic location on velocity and pressure distributions are negligible.


[image: Figure 5]
FIGURE 5. Velocity, pressure, and inlet/outlet flow alternation with the degree of stenosis.



[image: Figure 6]
FIGURE 6. Velocity, pressure, and inlet/outlet flow alternation with the location of stenosis.


The stenotic level further impacted the outlet flow at MCA and ACA remarkably. As shown in Figure 5, the outlet flow at ACA increased with the stenotic level at the MCA due to the flow conservation. Consequently, the significant reduction in outlet flow at MCA suggested a low level of perfusion through the stenotic MCA. Compared with the stenotic level, the stenotic location has less influence on the ACA and MCA outlet flow (Figure 6). However, a tremendous difference in the outlet flow at two MCA outlets was detected in the case of the posterior stenotic location.



Transportation of CM

The integration of CM concentration at the ICA inlet and other three outlets is shown in Figure 7. Similar to the effects of stenotic level on hemodynamics, the transport of CM was significantly influenced by the stenotic level rather than the stenotic location. It is noteworthy that the time for CM to reach the peak value at the MCA outlets was delayed significantly in the severe stenotic case.


[image: Figure 7]
FIGURE 7. The integration of contrast material concentration at inlet and outlets.


To assess the delay effect of the transport of CM caused by different stenotic morphologies, the CMRT at three outlets was calculated in all synthetic models and compared in Table 2. With an increase in the stenotic level, the CMRT in ACA decreased slightly, while a sharp increase in CMRT was observed in both MCA outlets. This result indicated that the delay effect of the transport of CM was exacerbated by the stenotic level since the convection of CM was related to the hemodynamics in the stenotic artery. On the contrary, there were slight differences in CMRT among models with varied stenotic locations.


Table 2. The contrast material remaining time (CMRT) for the synthetic model.

[image: Table 2]

The correlation between CMRT and stenotic locations as well as CMRT and stenotic degrees was analyzed using the Spearman's correlation method. Table 3 illustrates that there was no significant correlation between CMRT and stenotic locations (P-values were 0.99, 0.90, and 0.58). However, significant correlations between CMRT and stenotic degree were demonstrated. It is found that the CMRT of the ACA outlet had a negative correlation with the stenotic level (r = −0.866, P = 0.0238), and the CMRT of the MCA outlets had a positive correlation with the stenotic level (r = 0.9567, P = 0.0012).


Table 3. The correlation between CMRT and morphology.

[image: Table 3]




Patient-Derived Model


Velocity and Pressure

The distributions of blood velocity and pressure for the patient-derived models are shown in Figure 8. Due to the severe stenosis at MCA, the compensatory effect of ACA can be found explicitly from the velocity field, which reached up to around 2 m/s at ACA in the PRE model. After interventional surgery, the stenotic degree was decreased from 83 to 20%, while the blood perfusion through MCA was improved significantly. At the two MCA outlets, the velocity increased from 0.3 to 0.8 m/s. Furthermore, in the PRE model, the higher pressure occurred at ICA and part of ACA, and the pressure gradient reached 10 mm Hg at the stenotic lesion. In contrast, the distribution of pressure became more homogeneous in the POST model, and the pressure drop at the stenotic lesion was decreased to 4 mm Hg.


[image: Figure 8]
FIGURE 8. Velocity (A,B) and pressure (C,D) in the patient-derived model.




Concentration of Contrast Material

The concentration of CM in the patient-derived model is shown in Figure 9. Following interventional surgery, there was a remarkable increase in the CM concentration through the MCA, indicating the improved blood perfusion in the stenotic MCA due to the morphological change. In addition, the TTP value at both MCA outlets in the POST model decreased compared with the PRE model, which also provided evidence for the improved blood perfusion in MCA by the surgery.


[image: Figure 9]
FIGURE 9. The concentration of contrast material in the patient-derived model.




Contrast Material Remaining Time

To quantitatively compare the transport of CM in the patient-derived model, we calculated the CMRT, as defined in synthetic models. The results shown in Table 4 revealed the changes in CMRT in the ACA and MCA outlets before and after the intervention. The CMRT increased after surgery from 1.24 to 1.64 s in the ACA outlet and decreased from 1.76 to 1.28 s in MCA outlet 1 (MCA-1) and from 1.84 to 1.44 s in MCA outlet 2 (MCA-2). Both the increase in CMRT in ACA and the decrease in CMRT in MCA demonstrated the effect of interventional surgery on the transport of CM.


Table 4. The CMRT for the patient-derived model.

[image: Table 4]




Perfusion Analysis

Figure 10 illustrates the TDCs of the patient in ROIs defined at ACA and MCA-1 and MCA-2 before (Figure 10A) and after intervention (Figure 10B). A significant increase in CM concentration in MCA-1 can be found in the TDC of the post-intervention case. Accordingly, the perfusion parameters (i.e., TTP and MTT) were obtained from the TDCs, as summarized in Table 5. It was found that both the TTP and the MTT increased in the two MCAs.


[image: Figure 10]
FIGURE 10. The time–density curve of the patient between pre- (A) and post-interventional (B) surgery.



Table 5. The perfusion parameters at pre- and post-intervention.

[image: Table 5]




DISCUSSION


Morphology Impacts Flow Patterns

In this study, we demonstrated that the alternation of stenotic morphology affects the transport of CM due to the change in the flow pattern on both synthetic and patient-derived models. In the synthetic model, both the stenotic level and location played essential roles in the variation of hemodynamics in MCA. It is noteworthy that a higher stenotic degree induced a significant difference in the flow pattern between ACA and MCA segments (Wu et al., 2018). In addition, the patient-derived model also demonstrated that the local blood perfusion at the stenotic lesion was improved after interventional surgery due to the enlarged MCA. Furthermore, both synthetic and patient-derived models demonstrated the opposite variations in the velocity of both ACA and MCA segments, i.e., when one goes up, the other goes down, and vice versa. Being another crucial hemodynamics index, the pressure of stenotic cerebral arteries also shows the remarkable impact induced by the alternative vessel morphology. The translesional pressure of pre- and post-stenosis obviously increases with the degree of stenosis in the synthetic model. Besides, the translesional pressure distinctly declines after interventional surgery. This result is consistent with the clinical observation obtained by the insertion of an angiocatheter (Poon et al., 2015).



Contrast Material Remaining Time in Synthetic and Patient-Derived Models

In this study, we proposed that the CMRT, which represented the CM residence time in cerebral vessels, was a quantitative parameter. Compared with the perfusion analysis based on the pixel density of DSA images, the CMRT was calculated directly from the transport of CM through the stenotic artery. The results of CMRT showed that both synthetic and patient-derived models have a similar variation tendency of the transport of CM and diffusion in ACA and MCA segments, especially in the pre-interventional patient-derived model. In this model, the CMRT result was approximately similar to that of the 80% degree of stenosis in the synthetic model. The results also showed that the CMRT was strongly correlated with the stenotic level. In particular, the CMRT in the ACA segment was negatively correlated with the stenotic level and the CMRT in the MCA segment was positively correlated with the stenotic level. These results demonstrated that CMRT provided helpful information for cerebral artery hemodynamics and CM perfusion status through the stenotic lesion. However, two basic principles should be followed before applying CMRT in clinics. First, the CM injection catheter should be placed as far away as possible from the stenotic lesion to ensure that CM is entirely mixed with blood (Gibson and Bodenham, 2013). Second, to obtain the proper spatial morphology of blood vessels, DSA images should be taken from different angles to avoid disturbing and overlapping from the X-ray shooting direction.



Perfusion of Patient-Derived Model

The perfusion information of the patient was extracted from TDC and was analyzed with two parameters, namely, TTP and MTT. The TDC of the ROIs in PRE and POST models showed a similar tendency due to the alternation in CM concentration in the patient-derived model. In particular, both TDC and CM concentrations in the MCA-1 rose after surgery, and their values became higher than that in the ACA segment. Although both TTP and MTT increased in the two MCA outlets after surgery, which is inconsistent with other reports of the DSA analysis of cerebral perfusion, it is noteworthy that the TTP value is increased remarkably in the POST model, suggesting that the CM perfusion is improved by the surgery (see green lines in Figure 10).



Study Limitations and Future Work

First, to verify the reliability and clinical application of the CMRT, extensive clinical studies are needed to evaluate the relationship of CMRT with more morphological and hemodynamic parameters. In this study, we demonstrated the correlation of CMRT with stenotic morphology using synthetic models. While in the validation of patient cases, one patient may not be enough to demonstrate its clinical significance. Future large-scale follow-up patient studies are needed to establish the relationship between CMRT and changes in perfusion status in different patient conditions. Furthermore, extensive validation studies are also needed to translate our method of using CMRT as a real-time monitoring tool for interventional surgery.

Second, the hemodynamic and transportation model was a 2D model. The geometry of the arteries in the patient-derived model was reconstructed from DSA projection images, in which the overlapped blood vessels can be hardly distinguished from the image. With more available three-dimensional (3D) information of vessels, the 3D patient-derived models can be constructed to assess more accurate alteration in morphology and hemodynamics. However, the benefit of the 2D model is that it can significantly reduce the computational time for CFD simulation, making it highly feasible in clinical practice.

Third, the capillary and venous phase was not included in the perfusion analysis of TDC. In addition, since the frequency of the X-ray image taken was 4 fps, the time interval in each discrete image was 0.25 s. Therefore, the TDC was not precise enough to capture each moment when blood flows through the stenotic artery. To improve the accuracy, the frequency of the image taken could be increased to monitor more precise blood flow status.




CONCLUSION

To describe the variation of the transport of CM with time, we proposed a quantitative parameter “CMRT” that was obtained from the transport calculation of CM. In both synthetic and patient-derived models, a higher stenotic level leads to a higher flow rate and a higher CM concentration in ACA, but a lower flow rate and a lower CM concentration in MCA. Both synthetic and patient-derived models demonstrated the significant correlation of CMRT with the morphological variation. In addition, the changes in CMRT in the patient-derived model indicated the improvement in perfusion function after interventional surgery. With more validation by clinical cases, CMRT may be a quantitative indicator to evaluate the changes in blood perfusion after the intervention for MCA stenosis.
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Object: Our goal was to assess the implant depth of a Venus-A prosthesis during transcatheter aortic valve replacement (TAVR) when the areas of eccentric calcification were distributed in different sections of the aortic valve.

Methods: A total of 53 patients with eccentric calcification of the aortic valve who underwent TAVR with a Venus-A prosthesis from January 2018 to November 2019 were retrospectively analyzed. The patients were divided into three groups (A, B, and C) according to the location of the eccentric calcification, which was determined by preprocedural computerized tomography angiography (CTA) images. The prosthesis release process and position were evaluated by contrast aortography during TAVR, and the differences in valve implant depths were compared among the three groups. The effects of different aortic root structures and procedural strategies on prosthesis implant depth were analyzed.

Results: Eleven patients had eccentric calcification in region A; 19 patients, in region B; and 23 patients, in region C. The patients with eccentric calcification in region B had a higher risk of prosthesis migration (10.5% upward and 21.1% downward), and the position of the prosthesis after TAVR in group B was the deepest among the three groups. When eccentric calcification was located in region A or C, the prosthesis was released at the standard position with more stability, and the location of the prosthesis was less deep after TAVR (region A: 4.12 ± 3.4 mm; region B: 10.2 ± 5.3 mm; region C: 8.4 ± 4.0 mm; region A vs. region B, P = 0.0004; region C vs. region B; and P = 0.0360). In addition, the left ventricular outflow tract (LVOT) (P = 0.0213) and aortic root angulation (P = 0.0263) also had a significant effect on implant depth in the aortic root structure of the patients. The prosthesis size was 28.3 ± 2.4 in the deep implant group and 26.4 ± 2.0 in the appropriate implant group (P = 0.0068).

Conclusion: The implant depth of the Venus-A prosthesis is closely related to the distribution of eccentric calcification in the aortic valve during TAVR. Surgeons should adjust the surgical strategy according to aortic root morphology to prevent prosthesis migration.

Keywords: transcatheter aortic valve replacement, aortic valve stenosis, eccentric calcification, Venus-A prosthesis, implant depth


INTRODUCTION

Calcified aortic valve stenosis is a common valvular disease seen in older patients. In recent years, a large number of clinical studies have shown that transcatheter aortic valve replacement (TAVR) can effectively treat people at high risk for this kind of surgery (Smith et al., 2011; Himbert et al., 2012; Mack et al., 2015; Popma et al., 2019). The normal aortic valve is a symmetrical tricuspid aortic valve (TAV), however, about 2% of the population is bicuspid aortic valve (BAV) (Tchetche et al., 2019). According to the number of raphes, BAV can be divided into type0, type1, and type2 (Sievers and Schmidtke, 2007). Studies have shown that patients with BAV are more likely to cause calcified stenosis (Jilaihawi et al., 2015; Tchetche et al., 2019; Vincent et al., 2021). The distribution of aortic valve calcification is symmetrical or eccentric, and patients with eccentric distribution are difficult to operate on, which seriously increases the risk of complications after an interventional valve implant (Blanke et al., 2010; Ewe et al., 2011; Feuchtner et al., 2013; Di Martino et al., 2017). Some studies have shown that improper placement of the delivery system at the aortic root increases the complications associated with TAVR, such as paravalvular leakage (PVL), conduction block, and coronary artery occlusion, which are closely related to the depth of the prosthesis implanted into the left ventricular outflow tract (LVOT) (Delgado et al., 2010; Schultz et al., 2011; Makkar et al., 2013; Piazza et al., 2016; Wang et al., 2018), and calcification at the location of the prosthesis release, which is positively correlated with postoperative PVL (John et al., 2010), However, at present, relatively few researchers have studied the relationship between the location of aortic valve eccentric calcification and the depth of prosthesis implantation. Based on the fact that the degree and location of aortic valve calcification and the location of the release of the prosthesis affect complications associated with TAVR, this study retrospectively investigated the effect of the distribution of eccentric calcification of the aortic valve on the depth of the Venus-A valve implant after the TAVR operation in patients with eccentric calcification of the aortic valve. The results can be used to predict preoperatively the difficulty and complications of the operation.



MATERIALS AND METHODS


Research Objects

From April 2018 to November 2019, a total of 53 patients with severe eccentric calcification of the aortic valve were selected from 128 patients with aortic valve stenosis who received a Venus-A prosthesis (Venus MedTech, Inc., Hangzhou, China) via TAVR in the department of cardiovascular surgery of the Xijing Hospital. CTA scanning and analysis of the aortic root were performed before TAVR. Eccentric calcification is defined as follows: eccentric index = (1−calcification volume of contralateral area/maximum calcification volume) × 100%. Inclusion criteria were severe eccentric calcification of the aortic valve (eccentric index > 0.6) and patients with moderate or severe calcification of the aortic valve (calcification volume > 400 mm3). Among the 53 patients selected, 42 were men (79.2%), and 11 were women (20.8%); the average age was 68.1 ± 7.2 years. 11 patients (20.8%) had a standard TAV; 17 patients (32.1%) had a type 0 BAV, and 25 patients (47.2%) had a type 1 BAV.



Preoperative Computerized Tomography Angiography Protocol and Analysis

The CTA images of patients in our center were obtained using dual-source Flash CT scanners (SOMATOM Definition Flash CT scanner, Siemens, Erlangen, Germany), using retrospective electrocardiographic gating to collect the best systolic and diastolic images; the scanning range was from the aortic arch to the bottom of the heart. The settings of the equipment parameters were as follows: 2 × 32 × 0.6 mm collimation; 0.75-mm slice thickness; 0.5-mm slice interval; 100 kV tube voltage (if body mass index > 30 kg/m2, 120 kV tube voltage), 0.28 s/cycle frame rotation speed; 0.2–0.5 pitch; scanning direction, and head to foot. The contrast agent was injected with a three-phase protocol: first, 350 or 370 mgI/ml, 70–80 ml contrast agent at a rate of 4–5 ml/s; second, 350 or 370 mgI/ml, 20 ml contrast agent at a rate of 1.5 ml/s; and finally, 30–40 ml of normal saline at 4–5 ml/s. The CTA images were evaluated by 3mensio software (3mensio Structural Heart, Pie Medical Imaging BV, Maastricht, Netherlands). The aortic root structure was measured by the 30–45% systolic phase, and the aortic valve calcification score was calculated by the calcification volume proposed by Callister (the calcification threshold range was set at 850 HU) (Callister et al., 1998; Leber et al., 2013; Jilaihawi et al., 2014).



Grouping Method

According to the location of the eccentric calcification, the aortic valve annulus was divided into three regions: A, B, and C. Using the surgical view, the aortic annulus was distributed according to the numbers on a clock: 12 o’clock was connected to area A2 of the anterior mitral valve; 3 o’clock was near the left atrial appendage: region A [near the left coronary artery (LCA)] was between 0 and 4 o’clock; region B [near the right coronary artery (RCA)] was between 4 and 8 o’clock; and region C was between 8 and 12 o’clock (Ruiz et al., 2011; Schultz et al., 2011; Figure 1).


[image: image]

FIGURE 1. Computerized tomography angiography (CTA) shows the distribution of aortic valve calcification using a surgeon’s view clock-face model. (A) The CTA cross section shows the distribution of the tricuspid aortic valve (TAV) calcification. (B) The CTA cross section shows the distribution of the bicuspid aortic valve (BAV) calcification. (C) 3-Dimensional (3D) view of the CTA image shows the eccentric calcification of the aortic valve in region A. (D) 3D view of the CTA image shows eccentric calcification in region B. (E) 3D view of the CTA image shows eccentric calcification in region C. (F) Surgical view of the left atrium (Ruiz et al., 2011).


The distance between the Venus-A valve base plane and the annular plane was measured by an instant angiogram after implantation to determine whether the prosthesis was implanted too deeply (Piazza et al., 2016; Tang and Kaneko, 2018). The optimal depth of the Venus-A prosthesis is 4–10 mm below the aortic annulus. In this study, the depth of the prosthesis in the deep implantation group was > 10 mm, and the depth of the prosthesis was ≤ 10 mm in the non-deep implantation group (Wang et al., 2018; Figure 2).


[image: image]

FIGURE 2. The implantation depth of the Venus-A prosthesis was measured postoperatively from fluoroscopic images (the dashed lines represent the annular plane and the Venus-A valve base plane, respectively). (A) Distribution of three calcified regions on fluoroscopic images; (B) standard implantation depth; and (C) implantation position that is too deep.




Statistical Analysis

SPSS 26.0 software (SPSS, Chicago, IL, United States) was used for the statistical analyses. Measurement data were expressed by numerical values; normal distribution measurement data were expressed by mean ± standard deviation ([image: image]); the independent sample t-test was used to analyze the data between the two groups, and single factor analysis of variance was used to compare the differences between groups. There was a significant statistical difference (P < 0.05).



RESULTS


Clinical Results

Among the 53 patients included in the study, TAV patients were 11 cases (20.8%) and BAV patients were 42 cases (79.2%), complications such as coronary artery occlusion, and conduction block occurred in two cases (3.8%). Valve-in-valve surgery was performed in four cases (7.5%) due to severe perivalvular leakage caused by the prosthesis implant. Two patients (3.8%) had prosthesis migration and re-release of the prosthesis during the operation; there were no other serious complications or surgical failures. The statistical results of the TAVR operations according to the different locations of eccentric calcification of the aortic valves were as follows (Figure 3).
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FIGURE 3. Effect of eccentric calcification of aortic valve in region (A–C) on implant depth of Venus-A prosthesis.


Region A: In 11 patients, 2 TAV patients (18.2%), 3 type0 BAV patients (27.3%) and 6 type1 BAV patients (54.5%). The implant depth was 4.12 ± 3.4 mm; the implant was too deep in 1 case (9.1%) and not too deep in 10 cases (90.9%), of which 1 case (9.1%) had a RCA occlusion.

Region B: In 19 patients, 3 TAV patients (15.8%), 10 type0 BAV patients (52.6%) and 6 type1 BAV patients (31.6%). The implant depth was 10.2 ± 5.3 mm; the implant was too deep in 8 cases (42.1%) and not too deep in 11 cases (57.9%), of which 4 cases (21.1%) had severe perivalvular leakage and were treated with valve-in-valve surgery. The valve was transferred to the sinus of Valsalva (SOV) and withdrawn in two cases (10.5%).

Region C: In 23 patients, 6 TAV patients (26.1%), 4 type0 BAV patients (17.4%) and 13 type1 BAV patients (56.5%). The implant depth was 8.4 ± 4.0 mm; the implant was too deep in 8 cases (34.8%) and non-deep in 15 cases (65.2%), of which 1 case had left bundle branch block (4.3%).

The statistical results showed that when the calcification was located in regions A and C, the depth of the Venus-A implant was acceptable. In particular, when the area of the eccentric calcification was located in region A, the prosthesis was usually in the standard position. When the eccentric calcification was concentrated in region B (near the right coronary cusp), the risk of complications from TAVR was highest (31.6%). When the Venus-A prosthesis was implanted deeply and it was therefore easy to release the prosthesis too deeply, and the prosthesis landing location was somewhat deep, the valve-in-valve approach was needed in TAVR. When the prosthesis was located 4 mm or less under the standard annulus, the stent at the positioning point appeared to be adducted during the release process, and the contralateral stent slipped, with the result that the stent at the positioning point had to be displaced to the SOV. Regardless of whether the Venus-A prosthesis is moved up to Valsalva sinus or too deeply down, it needs to be reloaded and released during the operation.



Preoperative Aortic Root Anatomy

In the group in which the Venus-A prosthesis was implanted too deeply, the diameter of the LVOT and the angulation of the aortic root were relatively larger (P < 0.05), but there was no significant difference in valve implantation depth in relation to other aortic root structures.



Intraoperative Situation of TAVR

The intraoperative Venus-A prosthesis selection and the hemodynamic changes pre- and post-TAVR are shown in Table 1. The size of the Venus-A prosthesis in patients with a deep implant was larger than that of the size in the non-deep implant group (28.3 ± 2.4 vs. 26.4 ± 2.0; P = 0.0068). The peak pressure gradient of the aortic valve was significantly reduced after TAVR [(70.1 ± 35.9) mmHg vs. (6.6 ± 7.2) mmHg]. There was no significant difference in the preoperative peak pressure gradient [(59.2 ± 31.2) mmHg vs. (74.6 ± 38.8) mmHg; P = 0.2683] and postoperative peak pressure gradient [(5.4 ± 6.0) mmHg vs. (7.1 ± 7.7) mmHg; P = 0.5507] between the deep group and the non-deep group of the Venus-A recipients.


TABLE 1. Comparison of intraoperative conditions between deep implantation group and non-deep implantation group of the Venus-A prosthesis.

[image: Table 1]


DISCUSSION

Since the first successful TAVR was performed in France in 2002, the technology has been widely developed worldwide, and the indications for this operation have expanded from middle- and high-risk surgical patients to low-risk patients with aortic stenosis (Waksman et al., 2019; Coylewright et al., 2020). With the popularization of this technique, more and more patients are expected to undergo TAVR in the future. There are many approaches for TAVR, of which the femoral artery is the preferred choice. However, it is relatively difficult to adjust the position during the release of the self-expanding prosthesis during TAVR via the transfemoral route, especially for patients with severe calcified aortic stenosis. In addition, intraoperative prosthesis implantation is often too deep, resulting in severe PVL (Sherif et al., 2010), conduction block (Piazza et al., 2008), or mitral regurgitation and other adverse events (Piazza et al., 2016). Therefore, it is extremely important to study how the structure of the aortic root affects the depth of prosthesis release when making TAVR preoperative risk predictions and determining indications for the operation.

The Venus-A prosthesis, the first domestic product for TAVR produced in China, can be used effectively to treat older patients with aortic stenosis (Jilaihawi et al., 2014), this product is a self-expandable prosthesis, and the specifications are mainly determined according to the diameter of the aortic annulus. Ideally, the prosthesis is fixed to the aortic annulus by radial support force. The bottom of the prosthesis stent is covered by porcine pericardium, with a height of about 10 mm. The diameter of the narrowest part of the stent waist is 4–6 mm smaller than that of the anchor at the bottom of the stent. Because the deep position of the Venus-A prosthesis during the operation is equivalent to the smaller specification, and the anchor position is beyond the porcine pericardium, severe PVL can result (Sherif et al., 2010; Liao et al., 2017). The Venus-A system is delivered mainly from the femoral artery. Due to the long access, it is relatively difficult to control the release of the prosthesis at the aortic annulus, and the release is mainly affected by the aortic root structure. Especially when the calcification of the aortic valve is serious and uneven, there is a significant difference in the position of the prosthesis after release. At present, the Venus-A prosthesis in clinical use in China is basically a first-generation product that cannot be recycled to the sheath for readjustment during the release process. Therefore, it is particularly important for the surgeon performing TAVR to understand the structure of the landing zone before beginning the operation.

Some researchers have found that the location and severity of aortic valve calcification are independent predictors of adverse clinical outcomes (Rosenhek et al., 2000). The results of our study showed that for patients with severe calcified aortic stenosis, the impact of calcified plaque at different locations on the aortic leaflet on the implant depth of the prosthesis was different. During TAVR via the femoral approach, fluoroscopic images showed that the Venus-A prosthesis was delivered to the aortic annulus close to the great curvature of the aortic wall as it passed through the ascending aorta (except for the patients in whom the surgeon used a snare), and the landing zone of the prosthesis was located mainly in region C, that is, near the non-coronary leaflet. When the eccentric calcification was located there, it could support the release of the prosthesis and prevent the prosthesis from moving to the left ventricle. However, when the initial position of the landing zone was high, the bottom of the prosthetic stent was squeezed inward. Especially for the type 1 BAV patient with severely calcified raphe at the junction of regions B and C, the landing zone of the prosthesis will be elevated by calcification. When the prosthesis was released in this state, the bottom of the stent contacted the LVOT late, and the prosthesis was difficult to be provided timely support, which was easy to cause migration and led to deep implant. Similarly, if the calcified plaque was located in region B, and the prosthesis was not coaxial to the aortic root, the calcification could exacerbate prosthesis migration. Finally, due to severe calcified stenosis and small effective orifice area of the aortic valve, stent migration could be effectively prevented when eccentric calcification was located on the opposite side of the initial landing of the prosthesis (region A). Therefore, for these patients, the landing zone of the prosthesis should be appropriately high to ensure that the ideal depth of the prosthesis. Through analysis of images from a large number of patients having TAVR, we found that a small number of patients had a situation that was the opposite of that just described. Therefore, we analyzed statistically the anatomical structure of the aortic root and the valve specifications selected. The Venus-A prosthesis is anchored at the aortic root mainly by the annulus, the LVOT, and the calcified leaflet. Table 2 shows that when the diameter of the LVOT and the angulation of the aortic root are small, the implantation depth of the Venus-A prosthesis is mostly in the standard range. Chan et al. (2013) and Abramowitz et al. (2016) also confirmed this result. The annulus diameter and the aortic calcification volume had little effect on patients with moderate to severe aortic stenosis, which was consistent with the results of the study that selected a downsized prosthesis according to the characteristics of the supra-annulus of the patients with severe aortic stenosis (Xiong et al., 2019).


TABLE 2. Comparison of aortic root computerized tomography angiography (CTA) measurements between the deep implantation group and the non-deep implantation group of the Venus-A prosthesis.

[image: Table 2]We found that a larger prosthesis was used in the patients with deep implants. According to our experience, the release of the Venus-A prosthesis is divided into two stages. In the first stage, one-third of the prosthesis is released: The purpose of this process is to locate the prosthesis and ensure that it is at the standard depth. In the second stage, the prosthesis is released quickly and completely. At present, the first-generation Venus-A prosthesis, which cannot be retrieved and repositioned, is used mainly in China. Thus, the first step in the TAVR procedure is extremely important. However, when using a large prosthesis (such as 32-mm Venus-A), it is difficult at this time to control the delivery device after releasing one-third of the prosthesis: The prosthesis is released from the sheath quickly, and the operator does not have enough time to adjust the delivery system, so it is often implanted too deeply. Although the diameter of the LVOT is smaller than that of the aortic annulus, the prosthesis can be prevented from moving down properly.



CONCLUSION

Older patients with aortic stenosis can be effectively treated with TAVR, and the position of the eccentric calcification on the aortic valve affects the implant depth of the Venus-A prosthesis. At the same time, the smaller LVOT diameter and the angle of the aortic root inhibit the downward movement of the prosthesis when it is released. Therefore, although the risk of prosthesis migration and PVL is high in patients with eccentric calcification of the aortic valve undergoing TAVR, the operator can predict the difficulty of TAVR by analyzing the location of the eccentric calcification before the operation. He or she can also select the appropriate prosthesis size and release position and formulate solutions to various risks that could occur during the procedure, thereby ensuring the safety and effectiveness of the procedure. In recent years, the retrievable and repositionable functions have been added to the second-generation Venus-A plus prosthesis (Liu, 2018). With the wide application of this product in the future, the safety and effectiveness of TAVR for patients with severe aortic valve calcification and eccentricity will be significantly improved.



LIMITATION

Transcatheter aortic valve replacement patients selected for inclusion in this study are all from one center, and the sample size is small. The distribution area of aortic valve eccentric calcification is only divided into three parts, without considering the difference between bicuspid and TAVs. However, with the extensive development of TAVR, the study can be further refined after increasing the patient sample size. In addition, the Venus-A prostheses used in our center will be downsized for patients with severe aortic calcification according to the structure of the supra-annulus. This method can provide easier device manipulation and reduce the risk of prosthesis migration.
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Interventional Planning for Endovascular Revision of a Lateral Tunnel Fontan: A Patient-Specific Computational Analysis
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Introduction: A 2-year-old female with hypoplastic left heart syndrome (HLHS)-variant, a complex congenital heart defect (CHD) characterized by the underdevelopment of the left ventricle, presented with complications following single ventricle palliation. Diagnostic work-up revealed elevated Fontan pathway pressures, as well as significant dilation of the inferior Fontan pathway with inefficient swirling flow and hepatic venous reflux. Due to the frail condition of the patient, the clinical team considered an endovascular revision of the Fontan pathway. In this work, we performed a computational fluid dynamics (CFD) analysis informed by data on anatomy, flow, and pressure to investigate the hemodynamic effect of the endovascular Fontan revision.

Methods: A patient-specific anatomical model of the Fontan pathway was constructed from magnetic resonance imaging (MRI) data using the cardiovascular modeling software CardiovasculaR Integrated Modeling and SimulatiON (CRIMSON). We first created and calibrated a pre-intervention 3D-0D multi-scale model of the patient’s circulation using fluid-structure interaction (FSI) analyses and custom lumped parameter models (LPMs), including the Fontan pathway, the single ventricle, arterial and venous systemic, and pulmonary circulations. Model parameters were iteratively tuned until simulation results matched clinical data on flow and pressure. Following calibration of the pre-intervention model, a custom bifurcated endograft was introduced into the anatomical model to virtually assess post-intervention hemodynamics.

Results: The pre-intervention model successfully reproduced the clinical hemodynamic data on regional flow splits, pressures, and hepatic venous reflux. The proposed endovascular repair model revealed increases of mean and pulse pressure at the inferior vena cava (IVC) of 6 and 29%, respectively. Inflows at the superior vena cava (SVC) and IVC were each reduced by 5%, whereas outflows at the left pulmonary artery (LPA) and right pulmonary artery (RPA) increased by 4%. Hepatic venous reflux increased by 6%.

Conclusion: Our computational analysis indicated that the proposed endovascular revision would lead to unfavorable hemodynamic conditions. For these reasons, the clinical team decided to forgo the proposed endovascular repair and to reassess the management of this patient. This study confirms the relevance of CFD modeling as a beneficial tool in surgical planning for single ventricle CHD patients.

Keywords: Fontan revision, endovascular repair, interventional planning, computational fluid dynamics, hypoplastic left heart syndrome, congenital heart defect


INTRODUCTION

Hypoplastic left heart syndrome (HLHS), is a complex single ventricle congenital heart defect (CHD), characterized by the underdevelopment of the left heart, including left atrium, mitral valve, left ventricle, and aorta (Noonan and Nadas, 1958). HLHS and/or HLHS-variants are estimated to affect 1,025 babies born in the United States each year (Mai et al., 2019). In-hospital mortality rate is between 1 and 2%, while current data suggests 30-year survival of nearly 85% (Ohye et al., 2016). While management of single ventricle lesions has significantly improved over the last decades, HLHS and/or HLHS-variants remain one of the leading causes of death in neonates with CHD (Barron et al., 2009).

The current treatment paradigm for HLHS and/or HLHS-variants consists of multiple staged reconstructive surgeries, aimed at creating a Fontan circulation in which venous blood is redirected into the lungs and oxygenated blood is pumped into the systemic circulation, supported by a single ventricle [i.e., the morphological right ventricle (RV)] (Feinstein et al., 2012). The stage 1 Norwood procedure is typically performed at birth (Figure 1A). Alternatively, a less invasive hybrid Norwood (i.e., patent ductus arteriosus stenting and pulmonary artery banding) can be performed. A stage 2 superior cavo-pulmonary connection, which, depending on patient anatomy and/or institutional preference can either be a bi-directional Glenn or Hemi-Fontan procedure (Figure 1B), is performed at 4–6 months of age. Finally, stage 3 Fontan completion, creating a total cavo-pulmonary connection, is performed is at 14–48 months of age. At our institution the preferred surgical approach for stage 3 Fontan completion in over 90% of cases consists of an intra-atrial lateral tunnel Fontan procedure (Douglas et al., 1999; Hirsch et al., 2008) (Figure 1C).
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FIGURE 1. Patients with hypoplastic left heart syndrome (HLHS) typically undergo staged palliation consisting of three consecutive surgeries. (A) Stage 1 Norwood procedure consists of an aortic reconstruction and BT shunt implantation. (B) Stage 2 Hemi-Fontan procedure consists of superior cavo-pulmonary connection using an intra-cardiac patch. (C) Stage 3 Lateral Tunnel Fontan procedure consists of a total cavo-pulmonary connection using a modified intra-atrial patch.


Up to two-thirds of HLHS and/or HLHS-variants patients require surgical or transcatheter reintervention within 20 years of the initial staged surgeries, underlining the need for adequate lifetime surveillance (van Dorn et al., 2015; Downing et al., 2017; Daley et al., 2020). Notable complications following the multi-stage surgical approach are arrhythmias, enlarged right atrium (RA), prolonged pleural drainage, seizure, and protein-losing enteropathy (PLE) (Petko et al., 2003). While surgical revision of the Fontan pathway can be performed with low morbidity and mortality, minimally invasive therapeutic options in HLHS and/or HLHS-variants patients can be used to treat patients in frail condition (Park et al., 2016). Patient surveillance typically involves regular pediatric cardiology evaluations with echocardiograms and electrocardiograms. In addition, cardiac catheterization is utilized to assess if a patient is a candidate for each subsequent stage of the single ventricle palliation and to evaluate if there are significant anatomic or hemodynamic abnormalities post-surgery.

Computational fluid dynamics (CFD) is a well-established technique that has been widely used to study hemodynamics of cardiovascular diseases (Taylor and Figueroa, 2009), and can be used to assess the hemodynamic effect of planned surgical interventions (Bove et al., 2003; Sundareswaran et al., 2009; de Zélicourt et al., 2011; Restrepo et al., 2015; van Bakel T. M. J. et al., 2018; Trusty et al., 2019; Toma et al., 2020; Tossas-Betancourt et al., 2020; Li et al., 2021; Primeaux et al., 2021). In this work, we evaluated the feasibility of an endovascular repair considered by the pediatric cardiology team at the University of Michigan C.S. Mott Children’s Hospital to treat a 2-year-old patient with single ventricle CHD presenting with a dilated Fontan pathway and associated PLE. CFD tools were combined with clinical data on anatomy, flow, and pressure to construct a pre-intervention fluid-structure interaction (FSI) model. Then, this model was modified by introducing a custom bifurcated endograft to connect the inferior vena cava (IVC) with the superior vena cava (SVC) and pulmonary arteries. Different indices of hemodynamic performance pre- and post-intervention were obtained to assist the clinical team with determining the course of treatment for this patient.



MATERIALS AND METHODS

This study was approved by the University of Michigan Institutional Review Board (HUM00155491).


Patient’s History

A 2-year-old female with complex HLHS-variant single ventricle CHD (double outlet RV, hypoplastic left ventricle and aortic arch, and malposed great arteries) presented at our institution with new-onset failure to thrive, pleural effusions, fluid overload, and hepatomegaly with concern for PLE. Previously, this patient had undergone pulmonary artery band placement in the neonatal period, followed by a Hemi-Fontan procedure at 6 months of age. At 20 months of age, the patient underwent a Lateral Tunnel Fontan procedure. Concomitantly, a fenestration to the RA was created to alleviate pressure in the Fontan pathway, as is common practice at our institution.

As part of the initial work-up for new-onset PLE, an invasive cardiac catheterization was performed, which revealed elevated mean pressures of ∼15 mmHg in the Fontan pathway. The patient was found to have low arterial oxygen saturation (81%) and borderline low cardiac index of 2.4 L/min/m2. Angiography showed hepatic venous reflux, and severe dilation of the inferior segment of the Fontan pathway between the IVC and branch pulmonary arteries with inefficient swirling flow.



Rationale for Proposed Endovascular Repair

Following thorough evaluation of the patient, the dilation in the Fontan pathway was believed to be the cause of the increased pressures, hepatic venous reflux, subsequent hepatomegaly and new-onset PLE. Revision of the Fontan pathway was indicated, aiming to decrease its size, relieve the hepatic venous reflux, and improve flow to the pulmonary arteries. Due to the frail condition of the patient, the clinical team considered open surgical Fontan revision not to be a suitable option. Instead, a minimally-invasive endovascular revision was considered. This approach entails the deployment of a custom-made endograft to redirect blood flow through the Fontan pathway. A collaboration between biomedical engineering and pediatric cardiology aimed to understand the viability of the proposed endovascular approach, by combining CFD tools with the available clinical data.



Clinical Data Acquisition

A magnetic resonance imaging (MRI) study was performed using a 1.5 T Ingenia scanner (Philips, Best, Netherlands) with the patient under deep sedation. A free-breathing, ECG-gated, respiratory navigator gated, 3D mDIXON (1.4 mm isotropic voxel size) sequence was performed to acquire the vascular anatomy. The diastolic phase of the 3D MRI data was used to reconstruct the cardiovascular anatomy. Cardiac-gated phase-contrast MRI (PC-MRI) was performed at the SVC, IVC, left pulmonary artery (LPA), and right pulmonary artery (RPA). Flow and luminal area waveforms (consisting of 40 phases, voxel size 1.2 mm, slice thickness 6 mm) were processed from the PC-MRI data using the CVI42 software (Circle Cardiovascular Imaging, Calgary, AB, Canada). Invasive catheterization was performed to acquire pressure waveforms at the IVC, Fontan pathway, SVC, LPA, and RPA.



Computational Analysis

A pre-intervention 3D model of the Fontan pathway, including the IVC, SVC, LPA, RPA, and fenestration to the RA was constructed (Figure 2A) using the open-source cardiovascular simulation software CRIMSON (Arthurs et al., 2021). Lumen center lines, and 2D segmentations of the vessel lumen (Figure 2B) were used to create a computer aided design (CAD) model of the cardiovascular anatomy using lofting and blending operations (Figure 2C). The CAD model was then discretized into a finite element mesh composed of tetrahedral elements (Figure 2D).
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FIGURE 2. A patient-specific model of the Fontan pathway was constructed from 3D mDIXON MRI data using the CRIMSON software. (A) 3D mDIXON MRI data shows a dilated Fontan pathway and enlarged liver. (B) 3D path lines were created and 2D contours were made to delineate the vessel walls. (C) Vessel contours were combined with a lofting and blending process to create the 3D anatomical model. (D) The 3D anatomical model was discretized to create a finite-element mesh consisting of tetrahedral elements.


To model the endovascular repair, the pre-intervention model was modified by introducing a custom bifurcated endograft that connects the IVC, SVC, and pulmonary arteries. The custom bifurcated endograft consist of a 10 mm graft (main body) spanning between the IVC and the ostium of the pulmonary arteries, and an 8 mm limb was deployed into the SVC (Figure 3). The proposed endovascular repair also included excluding the fenestration between the Fontan pathway and the RA. The bifurcated endograft was assigned a stiffness of 12 MPa and thickness of 0.22 mm (Lee and Wilson, 1986).


[image: image]

FIGURE 3. Distribution of stiffness and thickness of the pre- and post-intervention models. The introduction the endograft blocks the fenestration, which was therefore excluded from the post-intervention model.




Multi-Scale Modeling Approach

A 3D-0D open-loop modeling approach was adopted to describe hemodynamics pre- and post-intervention (Figure 4). Lumped-parameter models (LPMs) (0D) were used to represent inflow and outflow boundary conditions (Vignon-clementel et al., 2006). This approach made it possible to simulate pre- and post-intervention conditions without directly imposing any of the measured pressure and flow waveforms. The parameters of the 3D-0D open-loop model are calibrated to reproduce pre-intervention hemodynamic data such as regional flow splits, IVC pressure, and backflow volume per beat, which was believed to contribute to the patient’s hepatomegaly and PLE. These parameters remain unchanged for the post-intervention model. Therefore, any differences in global hemodynamics between the models are the direct consequence of the different geometry and material properties of such model.
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FIGURE 4. 3D-0D open loop model of the HLHS patient includes an FSI model of the Fontan circulation containing venae cavae, pulmonary arteries and fenestration, and lumped-parameter network of models representing the single ventricle heart and vasculature proximal and distal to the FSI model. A single ventricle heart model was placed in series with 3-element Windkessel models representing the upper and lower body vasculature, respectively. Flow is directed into the SVC and IVC and leaves the 3D domain through the LPA, RPA, and fenestration. The parameters of the single ventricle heart model, Windkessel, and wall properties of the FSI model were simultaneously tuned to match patient-specific mean flow, backflow, and pressure data. The patient-specific RV elastance function described the active contraction of the single ventricle heart model.


For the inflow, a single ventricle heart model (red box) was placed in series with 3-element Windkessel models representing the upper body vasculature (UBV, green box), and lower body vasculature (LBV, brown box), respectively. For the outflows, 3-element Windkessel models were coupled to the LPA, RPA, representing the pulmonary circulation (blue boxes) and the fenestration (purple box).

The single ventricle heart model contains circuits representing the RA, tricuspid valve (TV), RV, aortic valve (AV), and aortic root (AR). The TV was modeled using a diode and inductor in series. The active contraction of the ventricle was modeled using a “two-Hill” time-varying elastance function (Mynard et al., 2012):
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where

[image: image]

k is a scaling factor used to ensure that the minimum and maximum elastance values of the “two-Hill” elastance match the values of the clinically-measured minimum and maximum elastance. Minimum elastance was calculated by dividing ventricular end-diastolic pressure (7 mmHg) over end-diastolic volume (31 mL), whereas the maximum elastance was calculated by dividing ventricular end-systolic pressure (105 mmHg) over end-systolic volume (16 mL). m_1 and τ1 control the slope and time translation of the ascending portion of the elastance waveform, respectively. m_2 and τ2 control the slope and time translation of the descending portion of the elastance waveform, respectively. The AV was represented through a dynamically-controlled resistor and inductor, see Mynard et al. (2012). The final values of the heart model parameters are reported in Table 1.


TABLE 1. Parameter values and units for components of the single ventricle heart model.

[image: Table 1]
The resistance and capacitance values of these models were iteratively tuned until the mean flow at the IVC, SVC, LPA, RPA, retrograde volume per beat at the IVC, LPA, and RPA, and the pressure waveform at IVC were matched to the available clinical data. The values of the LPM parameters are reported in Table 2.


TABLE 2. Calibrated parameter values of Windkessel models.

[image: Table 2]
Wall deformation of the 3D anatomy was modeled using the coupled momentum method (Figueroa et al., 2006). The stiffness of the 3D model was simultaneously tuned, together with the Windkessel model parameters of the circuits, to match the backflow measured at the IVC, LPA, and RPA within 7% of the clinical data. The calibrated wall stiffness and thickness were 1 MPa and 0.5 mm, respectively (Figure 3).

Pulsatile FSI simulations were conducted using CRIMSON’s Navier-Stokes flow solver on 60 cores of the University of Michigan’s high-performance computing (HPC) cluster ConFlux. Blood was modeled as an incompressible Newtonian fluid with a density of 1.06 g/cm3 and a dynamic viscosity of 4.0 Pa s. Simulations were run until cycle-to-cycle periodicity in hemodynamic results was achieved. Mesh refinement was performed using an adaptive field-based technique (Sahni et al., 2006) until the hemodynamic results were independent of mesh size. The reported results of the pre-intervention and post-intervention models use refined meshes consisting of 1,754,964 and 1,813,505 elements, respectively.



Energy Dissipation

Energy dissipated (Ediss) was computed using the energy fluxes (Marsden et al., 2007),
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where
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Ninlets and Noutlets are the number of inlet (SVC and IVC) and outlet (LPA, RPA, and fenestration) faces in the model, respectively. Flow rates (Q) were integrated over each face, and velocities (V) and pressures (P) were spatially averaged over each vessel face. The blood density (ρ) was 1.06 g/cm3. The energy efficiency was defined as,
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Energy dissipated was non-dimensionalized using the formula given by Dasi et al. (2009),
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where
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The body surface area (BSA) of the patient was 0.51 m2.



RESULTS


Pre-intervention Model

The pre-intervention FSI model successfully reproduced patient-specific hemodynamic data, see Figure 5. Simulation results matched IVC, SVC, LPA, and RPA flow data within 2%. Retrograde volume per beat, a key hemodynamic parameter in understanding the observed symptoms in this patient, was matched within 7% of clinical data acquired at the IVC, LPA, and RPA. Systolic, diastolic, and mean pressures were matched within 5% of clinically acquired pressures at the SVC, IVC, LPA, and RPA.


[image: image]

FIGURE 5. (Top) Velocity volume rendering and pressure contour at end systole. Comparison between flow and pressure waveforms at the LPA, IVC, SVC, and RPA show good agreement. (Bottom) Comparison between simulated results (light gray) and clinical data (dark gray).


The sum of the inlet and outlet energy fluxes was 2.39 × 107 and 2.11 × 107 g mm2 s–3, respectively. Therefore, the energy flux dissipated in the system was 0.27 × 107 g mm2 s–3, resulting in an energy efficiency of 88%. The non-dimensionalized energy dissipation was 3.46 × 108. Furthermore, assessment of velocity field streamlines showed re-circulation within the Fontan pathway (Figure 6), specifically in the enlarged pouch, which contribute to the observed dissipation of energy.


[image: image]

FIGURE 6. Velocity streamlines depict swirling flow and low velocities in the dilated portion of the Fontan pathway.




Post-intervention Model

When comparing pre- and post-intervention hemodynamics, the endovascular repair led to a 6 and 7% mean pressure increase and 29 and 43% pulse pressure increase at the IVC and SVC, respectively (Figure 7). Pressures at the pulmonary arteries were increased slightly in the post-intervention model (4% mean pressure increases for both RPA and LPA).
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FIGURE 7. Comparison between pre- and post-intervention hemodynamics. Endovascular intervention led decreases in mean flow and increases in mean pressure at IVC and SVC and increases in backflow at the IVC.


The endograft repair also resulted in a 5% decrease in mean flows at the IVC and SVC. This decrease in mean inflow, together with the increase in pressure, reveals that the proposed endovascular Fontan revision has a larger intrinsic resistance to flow than the pre-intervention anatomy. This higher resistance is likely due to the smaller luminal diameters of the considered endografts. Furthermore, the exclusion of the fenestration in the post-intervention model led to a 4% in mean flow at the pulmonary arteries. The backflow volume per beat at the IVC, which was suspected to contribute to the hepatomegaly, increased by 6%, while a more notable increase in backflow was observed at the pulmonary arteries (17 and 22% increase at the RPA and LPA, respectively).

Energy flux dissipated within the post-intervention model was 54% smaller than in the pre-intervention model (0.13 × 107 vs. 0.27 × 107 g mm2 s–3). Furthermore, the dimensionless energy flux dissipated within the post-intervention model (1.85 × 108) was 47% smaller than in the pre-intervention model (3.46 × 108). This suggests that the post-intervention model is more efficient in preserving energy from the venae cavae to the pulmonary arteries.



Clinical Decision Making

Our hemodynamic assessment using CFD revealed that the proposed endovascular Fontan revision failed to reduce the pressure in the Fontan pathway and alleviate hepatic venous reflux. In fact, an increase in backflow volume and pressure was observed in the IVC and pulmonary arteries. Since these outcomes were deemed unfavorable for the patient, the clinical team decided to forgo the proposed intervention.

Besides the predicted limited hemodynamic benefit of a transcatheter Fontan revision in this patient, this procedure would likely be highly technically challenging. Our initial concept was to modify commercially available covered stents and implant these stents in rapid succession to exclude the dilated portion of the Fontan pathway while maintaining flow from the SVC and IVC to the pulmonary arteries. We also considered using bifurcating endovascular grafts. However, these would also likely require customization/modification to fit the anatomy. Given the patient’s age and size, it is unlikely that the peripheral vascular anatomy would accept the typical sheath sizes necessary for endovascular grafts. Lastly, besides limitations in equipment, we need to account for the expected somatic growth of this patient. As the patient grows, we would anticipate redilation of stents would be required and with stent dilation and migration, an endovascular leak could occur. Therefore, technical challenges further steered clinical decision making away from transcatheter Fontan revision in this patient.



DISCUSSION

Fontan patients are faced with numerous complications during their lifetime, often requiring multiple reinterventions. A comprehensive preoperative assessment, which includes in-depth hemodynamic analysis, is therefore paramount in deciding adequate course of treatment. Patient-specific CFD modeling tools can be used to non-invasively describe the effects of planned interventions. Our group has demonstrated the clinical applicability of advanced computational modeling tools in prospectively aiding surgical planning (van Bakel T. M. J. et al., 2018), as well as evaluating the effect of several surgical interventions to treat cardiovascular disease (Nauta et al., 2017; van Bakel T. M. et al., 2018; Tossas-Betancourt et al., 2020; Primeaux et al., 2021). CFD in surgical planning for single ventricle CHD has been widely used (Troianowski et al., 2011; Haggerty et al., 2013; de Zélicourt and Kurtcuoglu, 2016), where authors successfully validated their post-operative models, built during surgical planning, with clinical data. While these studies employed advanced modeling techniques, such as coupling of 3-element Windkessel models, and imposing pulsatile flow waveforms, the focus of these studies was on energy dissipation and pulmonary flow distribution, which justifies the choice of boundary conditions. However, in our study, we use a heart model at the inlet boundary (Mynard et al., 2012). A heart model allows the virtual intervention to not only affect inlet pressures, but also affect the inlet flow waveforms. The pulsatile nature of our model has been previously shown to result in a more accurate assessment of energy dissipation and hepatic flow distribution (Wei et al., 2018). While work by de Zélicourt and Kurtcuoglu (2016) emphasized that, for prospective surgical planning applications, parameter fitting and validation could be an issue, all of our modeling assumptions have been informed by the available pre-operative clinical data to ensure a proper analysis.

In this work, we explored the feasibility of an endovascular Fontan revision of a 2-year-old CHD patient presenting with complications following Fontan palliation. The patient-specific workflow used in this study combined CFD modeling tools with clinical data to successfully represent the patient hemodynamics and subsequently simulate the proposed endovascular revision. To accurately capture the hemodynamic effects of the proposed endovascular repair, a 3D-0D open-loop modeling approach was adopted. This approach made it possible to simulate pre- and post-intervention conditions without directly imposing any of the measured pressure and flow waveforms. Parameters of the 3D-0D open-loop model were calibrated to reproduce pre-intervention hemodynamic data and remained unchanged for the post-intervention model. Therefore, any differences in global hemodynamics between the models are the direct consequence of the different geometry and material properties of the endograft. While a more complex design of the LPMs could have been employed to represent the different vascular beds, this would have led to a larger number of parameters to be estimated.

The proposed endovascular revision, while resulting in a locally more efficient pathway from the venae cavae to the pulmonary arteries (54% reduction in energy flux dissipated compared to pre-intervention conditions), led to an overall increase in resistance on the venous circulation, which resulted in increases in mean and pulse pressure at the IVC and SVC, and an increase in hepatic venous reflux. These findings are most likely explained by the combination of a decrease in luminal area and increase in structural stiffness following endograft introduction, leading to a loss of compliance in the Fontan pathway. It has previously been demonstrated that introducing a stiff endograft can adversely impact cardiac and arterial hemodynamics (van Bakel et al., 2019). Even though the present work is focused on the Fontan pathway, a low-pressure system, our computational results show increases in pressure, similar to those encountered following TEVAR deployment in the thoracic aorta. These findings underline the importance of adequately assessing the hemodynamic impact of surgical interventions.

Computational tools have promising potential in the field of interventional planning, however, there are several aspects limiting widespread clinical use. First, virtual surgical planning is time consuming and computationally expensive. The analysis performed in this work was completed over a span of several months and required considerable computing power on a dedicated HPC. Second, the operator-dependent nature of the 3D model construction process could potentially result in variability in the geometric model shape and volume. This could subsequently lead to variability in certain hemodynamic indices such as energy dissipation, pressure, and flow. Third, while we were able to virtually assess the performance of the proposed endovascular Fontan repair, we could not validate our findings with post-intervention clinical data. This was due to the fact that the clinical team decided against pursuing the proposed endovascular revision, driven by the results of our analysis and by feasibility issues. Fourth, since the discussed work is an analysis conducted on a single patient, it is difficult to translate these findings to other patients. Finally, this study does not account for hemodynamic adaptions in the system (baroreflex effects, metabolic adaptations) or long-term growth and remodeling, although such CFD applications are currently being developed. Future directions should focus on the developing of semi-automated, user-friendly workflows aimed at providing reliable hemodynamic assessments in the clinical setting. Toward that end, it is important to gather anatomical, flow and pressure assessment in routine patient work-up.
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The stability of blood vessels is essential for maintaining the normal arterial function, and loss of stability may result in blood vessel tortuosity. The previous theoretical models of artery buckling were developed for circular vessel models, but arteries often demonstrate geometric variations such as elliptic and eccentric cross-sections. The objective of this study was to establish the theoretical foundation for noncircular blood vessel bent (i.e., lateral) buckling and simulate the buckling behavior of arteries with elliptic and eccentric cross-sections using finite element analysis. A generalized buckling equation for noncircular vessels was derived and finite element analysis was conducted to simulate the artery buckling behavior under lumen pressure and axial tension. The arterial wall was modeled as a thick-walled cylinder with hyper-elastic anisotropic and homogeneous material. The results demonstrated that oval or eccentric cross-section increases the critical buckling pressure of arteries and having both ovalness and eccentricity would further enhance the effect. We conclude that variations of the cross-sectional shape affect the critical pressure of arteries. These results improve the understanding of the mechanical stability of arteries.

Keywords: mechanical instability, artery buckling, tortuosity, buckling equation, critical buckling pressure, finite element analysis


INTRODUCTION

Mechanical stability of arteries is essential for normal arterial functioning. However, tortuosity or kinking often occurs in blood vessels like coronary, carotid, or iliac arteries and veins due to high blood pressure, aging, atherosclerosis, diabetes, and other pathological changes in the arteries (Han, 2012). Previous research demonstrated that long cylindrical vessels buckle into tortuous shape when the lumen pressure exceeds its critical value (Han, 2007, 2008, 2009a,b; Goriely et al., 2008; Rachev, 2009; Lee and Han, 2010; Martinez et al., 2010; Lee et al., 2012; Dehghani et al., 2019). Artery buckling generates additional local wall stress and may impede blood flow which might result in ischemic attack to the distal organ and other vascular deficiencies (Han, 2012).

Many arteries are not ideal circular cylinders, but instead are noncircular with oval or eccentric or irregular cross-sections (Han and Fung, 1991, 1996; Aoki and Ku, 1993; MacLean and Roach, 1998; Zeina et al., 2007; Kamenskiy et al., 2012). While there is a fair understanding of how these variations affect the wall stress under lumen pressure, little is known about how they will affect the stability of arteries. Previous computational analyses showed some effects of irregular geometry such as aneurysm, stenosis, oval, or eccentric cross-section (Datir et al., 2011; Lee et al., 2014; Sanyal and Han, 2015). However, it is not clear whether the buckling equations for circular cylindrical vessels can be applied to vessels with noncircular cross-sections. Further work is needed to better understand the buckling behavior of arteries with noncircular cross-sections.

Accordingly, the objective of this study was to establish the theoretical foundation for noncircular artery buckling and to investigate the effect of concentric and eccentric oval-shaped cross-sections on the buckling behavior of arteries using finite element analysis.



MATERIALS AND METHODS


The Theoretical Foundation for Noncircular Vessel Buckling


Deformation Under Lumen Pressure

Arteries were modeled as cylindrical tubes of homogenous orthotropic material with a Fung-type strain energy function (Fung, 1993). To take into account the residual stress in the arteries (Chuong and Fung, 1986; Han and Fung, 1996), we considered an artery with an opening angle of (2π − 2Θ0) (Figure 1). Using cylindrical polar coordinates, a material point is denoted as (R, Θ, Z) in the stress-free state (open sector) and as (r, θ, z) in the deformed state (Figure 1). Since the vessel cross-sections are noncircular, the lumen and outer radii change as functions of polar angle Θ. The initial lumen radius, outer radius, and length of the artery are designated as Ri(Θ), Re(Θ), and L, respectively, at the zero-stress state (an open sector). Similarly, deformed inner radius, outer radius, and length at the pressure-loaded state are designated as ri(θ), re(θ), and l, respectively, when it is under internal pressure p and axial tension N. The corresponding axial elongation is designated by the axial stretch ratio [image: image]. Furthermore, the deformed polar coordinates (r, θ) depend on both R and Θ in the initial configuration.

[image: image]

The deformation gradient matrix F is:

[image: image]

Accordingly, the Green strain tensor is:

[image: image]


[image: Figure 1]
FIGURE 1. Schematics showing an artery in the zero-stress, and loaded states as well as the definitions of the coordinates. The opening angle of the artery is designated as (2π − 2Θ0).




Deformation in Buckled Noncircular Arteries

When a blood vessel buckles, the central axis of the vessel deflects laterally (Figure 2). Designate the direction of lateral deflection as the x-axis and the deflection of the central axis as uc(z), where z is the axial coordinate of the central axis. Accordingly, the radial, circumferential, and axial displacement due to deflection uc(z) are (Han, 2008):

[image: image]

A point (r, ϕ, z) on the arterial wall deforms into a new position (ρ, θ, ζ). The deformed radial, circumferential, and axial coordinates are (Han, 2009b; Lee et al., 2012):

[image: image]

Where (R, Θ, Z) are the initial polar coordinates of the point in the unloaded configuration and [image: image] is the axial stretch ratio. Accordingly, the deformation gradient F after neglecting the higher-order terms of uc is:

[image: image]

Therefore, the Green strain tensor after neglecting the higher-order terms of uc is:

[image: image]

Comparing this equation with Equation (3) yields that the only nonzero incremental strain component is:

[image: image]

which is the axial component of the Green strain tensor. This expression for noncircular vessels is the same as for circular vessels (Lee et al., 2012).


[image: Figure 2]
FIGURE 2. Schematic illustration of the relationship between wall displacement and central axis deflection (left), a deformed segment of a buckled artery in lateral view (middle), and cross-sectional view (right). α represents the rotation angle of a cross-section.




The Lateral Load in Buckled Noncircular Arteries

When the vessel buckles, the deflection generates uneven lumen surface areas at the concave and convex sides of the vessel (Figure 2). Consequently, the lumen pressure p generated a laterally distributed load (Han, 2007, 2009a,b). The force dF is generated by the pressure on small element dζds along its surface normal n (cos n, sin n):

[image: image]

where,

[image: image]

Its components in the x (buckling) direction and y (perpendicular to buckling) direction are:

[image: image]

By integrating along the circumference (inner wall) and dividing the central line length dz, the distributed load per unit vessel length generated by the lumen pressure is:

[image: image]

Taking Equations (9) into (11) yields that:

[image: image]

where Alumen is the lumen cross-sectional area. Therefore, the laterally distributed load q generated by the internal pressure is in the x (buckling) direction. For circular cross-sections, [image: image] is the lumen radius), the equation becomes the same as previously reported (Han, 2007, 2009a,b).



Buckling Equation

With qx (z) given in Equation (12), the buckling equation can be derived similarly as previously reported for vessels with a circular cross-section (Han, 2009a,b). Specifically, the general differential buckling equation becomes:

[image: image]

where EI represents the cross-sectional modulus and N is the axial tension (Han, 2009a,b). The critical pressure for pinned (Le = L) or fixed ([image: image]) end support is:

[image: image]

Where n represents buckling mode (Han, 2008, 2009a,b). This is the generalized lateral bent buckling equation for arteries with noncircular cross sections.




Numerical Simulation of Noncircular Artery Buckling

Parametric studies of different levels of ovalness, eccentricity, and their combinations were performed using finite element simulations to illustrate their effects on the buckling behavior of arteries.


Model Geometries

Arteries were modeled as thick-walled cylindrical tubes with circular and elliptical lumens and outer walls. Various concentric and eccentric cross-sections were studied.

Concentric oval shape cross-sections with the major outer diameter, major lumen diameter, wall thickness, and vessel length of 6.99, 3.27, 1.86, and 52 mm (Lee et al., 2014), but of different minor diameters, were simulated and compared. A lumen aspect ratio (AR), defined as the ratio of the diameter in the direction of deflection (initial minor diameter) over the diameter in the direction perpendicular to the direction of deflection (initial major diameter), was used to describe the ovalness level of the lumen. Lumen AR in the range of 0.60–1.00 (with corresponding outer wall AR of 0.81–1.00) were analyzed. Since the opening angle has little effect on the critical pressure (Lee et al., 2012), we did not consider it in current simulations.

The eccentric oval-shaped cross-section models were built using the same lumen and outer wall dimensions as the concentric cross-section models. In this case, lumen AR of 0.80 and 1.00 with the eccentricity (e = ratio of the distance between the centers of the lumen and outer wall to the lumen major radius) equal to 20 and 40% of lumen major radius were considered. Lumen was moved alongside the direction of deflection, opposite, and vertical to the direction of deflection to create eccentricity in different directions to examine the directional effect.



Material Model

The arterial wall was assumed to be a homogeneous, anisotropic, incompressible material with Fung strain energy function (Chuong and Fung, 1986; Fung, 1993) in the form of:

[image: image]

with

[image: image]

where Er, Eθ, and Ez are components of Green strain in the radial, circumferential, and axial direction, respectively, that are determined by the general equations for cylindrical coordinates (Fung, 1993; Humphrey, 2002). b1, b2, b3, b4, b5, b6, and C(kPa) are material constants obtained from experimental measurements and are equal to 0.679, 0.751, 0.228, 0.0519, 0.033, 0.051, and 20.42, respectively (Lee et al., 2014). In this study, we neglected the shear components in the Fung strain energy expression (Equation 16) based on the strain description given in Equation (6), which suggested that the shear components Erz = Eθz = 0 and only Erθ is nonzero. There is no data of b7 for Erθ of porcine carotid artery available in the literature. Yu et al. (1993) reported that the shear modulus for Erθ was very small for rat aorta segments subjected to bending. Therefore, we expect that the effect of the shear deformation would be small and negligible.



Finite Element Analysis of Bent Buckling

The lateral bent buckling behavior of arteries were simulated using the Static General Analysis in Commercial FEA package ABAQUS®. Arteries with elliptic cross-sections of different ARs described above were created using SolidWorks® and meshed using an 8-node linear hybrid hexahedral element with constant pressure (C3D8H). A mesh size of 0.2 mm was used after the pilot convergence study. A 1-degree initial curvature along the longitudinal axis was included in the models to facilitate buckling. Arteries were first stretched axially to the length of 67.6 mm (1.3 times of initial length) to mimic the in vivo axial stretch in the arteries (Lee et al., 2014). Then, a uniform static pressure (up to 50 kPa) was gradually applied to the vessel lumen. Both ends of the artery were restrained from rotations or axial move but allowed for radial displacement.

The eight intersection points of the minor and major diameter with the lumen and outer wall of the middle cross-section along the central axis of the vessel (at half of vessel length) where the deflection is maximum were selected as key points. The positions and displacements of these eight key points were monitored and used to determine the changes in AR, diameter, and deflection of the central axis. The onset of buckling is the time when the slope of the central axis deflection with respect to the pressure increases to 0.5 mm/kPa (at which the slope increase also speeds up).





RESULTS


Deformation and Buckling of Arteries With Elliptic Cross Section


Change of Lumen Shape Under Axial Stretch and Lumen Pressure

The vessel diameters changed under axial stretch and lumen pressure (Figure 3). It is seen that the minor lumen diameter increased with increasing axial stretch while the major diameter was nearly unchanged. Both of them increased with increasing lumen pressure. The outer wall minor and major diameters decreased with axial stretch (indicating wall thinning) but increased with increasing lumen pressure, even post-buckling. The corresponding changes in the aspect ratios of the lumen and outer wall of the middle cross section of arteries were observed under the applied axial stretch and pressurized inflation (Figure 4). The cross-sectional shape of the elliptic arteries tends to deform toward a circular shape under increasing lumen pressure, and then the lumen of the vessel becomes elliptic and collapses after buckling.


[image: Figure 3]
FIGURE 3. Changes of the minor and major diameters of the lumen and outer wall in an artery with an elliptic cross-section [initial AR = 0.80] under axial stretch (time steps 0–1.0 representing axial stretch ratio 1.0 to 1.3) and lumen pressure (time steps 1.0–2.0 representing lumen pressure 0–50 kPa). The vessel buckled at a lumen pressure of 12.74 kPa (at time step 1.25).



[image: Figure 4]
FIGURE 4. Change of (A) lumen AR and (B) outer wall AR of the middle cross-section of the vessel under axial stretch (time steps 0–1.0 representing axial stretch ratio 1.0 to 1.3) and lumen pressure (time steps 1.0–2.0 representing lumen pressure 0–50 kPa). The vessel buckles in the direction of the minor diameter. Buckling occurred at time step 1.25.


Buckling mainly affects the axial stress distribution and has little effect on the radial and circumferential stress distributions. The axial stress was elevated in the convex side of the vessel and reduced on the concave side (Figure 5).


[image: Figure 5]
FIGURE 5. Comparison of post-buckling axial stress distributions in arteries with concentric circular and oval lumen shape and eccentric circular lumen shape (all under an axial stretch ratio of 1.3 and a lumen pressure of 15 kPa). Values of the color bar are in MPa.


The initial curvature was applied in different directions (along the minor or major diameters) to trigger buckling in that direction for oval-shaped arteries. The critical pressure for buckling in the direction of minor diameter was less than the critical pressure for buckling in the direction of major diameter. Therefore, buckling for the oval arteries will occur in the direction of its minor axis of the lumen.



The Relation Between AR and the Critical Pressure

All arteries buckled when the lumen pressure reached a critical pressure. For arteries with an initial lumen AR in the range of 0.60–1, the critical pressure increases linearly with decreasing AR (Figure 6). The critical pressure increased by 20.4% when the initial lumen AR changes from 1 to 0.60.


[image: Figure 6]
FIGURE 6. Buckling of arteries with concentric elliptical cross sections. (A) Deflections plotted as functions of lumen pressure. The critical buckling points are marked by “+”. (B) Critical buckling pressure plotted as a function of lumen aspect ratio in the range of 0.60–1.00.





Deformation and Buckling of Arteries With Eccentric Cross Section


Change of Lumen and Outer Wall Shape Under Axial Stretch and Lumen Pressure

In arteries with circular lumen and outer wall at a given initial eccentricity of 20 and 40%, the ARs of the lumen becomes oval shape under axial stretch, changed toward circular shapes with increasing lumen pressure and become oval shape post-buckling (Figure 7). The AR of the arteries with eccentricity becomes higher than the artery with concentric cross-section throughout the loading process (axial stretching and pressurization). The AR of the outer wall changes more dramatically with lumen pressure and the effect is elevated as the initial eccentricity of the artery increases.


[image: Figure 7]
FIGURE 7. Effect of eccentricity on the AR of the (A) lumen and (B) the outer wall of circular arteries (initial AR = 1) during the axial stretch and lumen pressure loading process. Initial eccentricity (e) of 0% (concentric), 20 and 40% in the direction opposite to the direction of deflection is compared. The AR is calculated as the ratio of diameter in the buckling direction vs. the diameter in the direction vertical to the buckling direction. Time step is the same as in Figure 3.




Effect of Eccentricity on the Critical Pressure

The effect of eccentricity on the critical pressure of arteries is illustrated in Figure 8. The critical pressure increases when the lumen is eccentric. The higher level of eccentricity (40%) has a larger effect than the low eccentricity (20%). The effect of eccentricity varies when the eccentric direction (from the center of the outer wall to the center of the lumen) changes relative to the buckling direction. The largest effect is seen when the eccentric direction is alongside the buckling direction, while the smallest effect is when the eccentric direction is opposite to the buckling direction. Therefore, eccentric arteries buckle in the direction opposite to its eccentric direction.


[image: Figure 8]
FIGURE 8. Comparison of the critical buckling pressures of arteries with eccentric cross-section. The effect of lumen eccentric alongside (same), opposite, and vertical to the direction of deflection are compared.





Combined Effects of Ovalness and Eccentricity

In oval arteries at a given initial AR = 0.80 and eccentricity of 20 and 40% opposite to the direction of deflection, the ARs of the lumen of the middle cross-section of eccentric arteries changed toward circular shapes with increasing lumen pressure and become oval post-buckling (Figure 9). The AR of these arteries becomes higher than the artery with concentric cross-section throughout the loading process (axial stretching and pressurization). When the lumen is eccentric alongside, opposite, or vertical (sideways) to the direction of deflection, the critical pressure becomes slightly higher than the concentric arteries (Figure 10). The vessel eccentric to the direction opposite to the direction of deflection has the lowest critical pressure among the three. These results indicate that the artery will buckle in the direction opposite to the direction of eccentricity. In addition, increasing the level of eccentricity enhances these effects. It is seen that decreasing AR and increasing eccentricity simultaneously affect the critical pressure of the artery more than each factor alone.


[image: Figure 9]
FIGURE 9. Effect of eccentricity on the AR of the (A) lumen and (B) the outer wall of elliptic arteries with initial lumen AR = 0.8 during the axial stretch and lumen pressure loading process. Initial eccentricity (e) of 0% (concentric), 20 and 40% in the direction opposite to the direction of deflection. The AR is calculated as the ratio of diameter in the buckling direction vs. the diameter in the direction vertical to the buckling direction. Time step is the same as in Figure 3.



[image: Figure 10]
FIGURE 10. Comparison of the critical buckling pressures of arteries with an eccentric elliptical cross-section with initial lumen AR = 0.80. The critical pressure of arteries with lumen eccentric alongside (same), opposite, and vertical to the direction of deflection are also compared.





DISCUSSION

In this study, we developed the theoretical buckling equation for arteries with noncircular cross-sections and illustrated the effects of oval and eccentric cross-sections on the critical buckling pressure of arteries. The results demonstrated that arteries with concentric elliptical cross-section buckle in the direction of the minor diameter. The elliptic lumen and outer wall deform toward circular shapes with increasing lumen pressure and then deform back to be more elliptic post-buckling. The critical pressure of the elliptic vessel increases with the reduction of the initial lumen AR. Similarly, eccentricity also increases the critical pressure of arteries, and more increase is seen in vessels with a higher level of eccentricity and even more, the increase is seen in vessels with combined ovalness and eccentricity. The theoretical equations proved that artery buckling theory could be expanded to noncircular vessels and the numerical simulations illustrated the effects of ovalness and eccentricity. These two approaches are complementary to each other.

The ranges of the ovalness and eccentricity used in the simulation cover the range we have seen in mammalian arteries. Estimations using previously reported data (Han and Fung, 1991, 1996) showed that the lumen AR and eccentricity of porcine aorta varied 0.5–1.0 and 0–14%, respectively. Similarly, oval cross-section and eccentricity have been seen in the human aorta, coronary, and carotid arteries. For example, AR in the range of 0.55–1 and 0.65–1 have been reported for human coronary and carotid arteries, respectively (Zeina et al., 2007; Kamenskiy et al., 2012). An elliptic cross-section is often seen in the aneurysmal abdominal aorta as well (Kyriakou et al., 2020), and atherosclerotic plaque often leads to local eccentricity in stenotic arteries in which the eccentricity can reach up to 200% of the lumen radius (Aoki and Ku, 1993; Ohara et al., 2008).

The critical pressure of the artery with circular cross-section obtained from FEA in this study matched well with previous experimental results (Lee et al., 2012) and theoretical model simulation (12 kPa vs. 10 kPa and 10.5 kPa, respectively). It provides validation for the simulation methods. Due to the use of initial curvature as imperfection to trigger buckling, arteries may gradually reach a deflection of 0.5 mm under lumen pressure before buckling. Therefore, we used rate of deflection increase which reflects the loss of stability to determine the critical pressure in this study. This is different from previous studies (that used 0.5 mm deflection) and could be a possible reason for the difference in the FEA results of oval and eccentric arteries (Datir et al., 2011).

Circular arteries may buckle laterally toward arbitrary directions. Oval arteries, however, due to the difference in the bending rigidity EI, tends to buckle in the short axis (minor diameter) direction. This is because that EI is lower in the minor diameter direction. While the cross-section is very close to circular under lumen pressure, the stress could be slightly higher when bending along the major diameter. Due to material nonlinearity, the corresponding EI could be higher and thus the critical buckling pressure in the direction. Similarly, for both oval and eccentric vessels, the increase in EI could be the reason for increased critical buckling pressure.


Limitations

There are a few limitations to this study. First, the arterial wall was assumed to be composed of homogenous material and the variation along the three layers of the arterial wall was ignored (Mottahedi and Han, 2016). Second, the arterial wall was assumed to be uniform along its axial length and possible variations such as tapering were ignored (Datir et al., 2011; Lee et al., 2014). Third, static pressure was used and the possible dynamic buckling effects were not considered (Rachev, 2009; Liu and Han, 2012). These factors need to be considered in future studies. Despite these limitations, the current study increases the understanding of the stability of arteries with a concentric and eccentric elliptical cross-section.

Besides bent buckling, twist buckling and helical buckling may occur in arteries and veins (Selvaggi et al., 2006; Wong et al., 2007; Garcia et al., 2013, 2017; Rodriguez and Merodio, 2016; Sharzehee et al., 2019). Barrel shape bulging buckling and cross-sectional collapse and “beads” -like or “aneurysmal” buckling may also occur as shown in recent reports (Alhayani et al., 2013; Emery and Fu, 2021; Font et al., 2021; Fu et al., 2021). It could be interesting to explore how ovalness and eccentricity affect artery twist, collapse, and helical buckling in future studies.



Significance and Clinical Relevance

Arteries in vivo may become twisted or tortuous (Han, 2012; Garcia et al., 2013). It has been shown recently that artery buckling may occur due to reduced axial tension, excessive blood pressure, or elastin degradation (Jackson et al., 2005; Lee et al., 2012; Zhang et al., 2014). Buckled arteries could become tortuous or kinked, which disturb or disrupt the normal blood flow and alter the wall stress distribution and lead to wall remodeling (Xiao et al., 2014; Zhang et al., 2014; Wang et al., 2015; Weiss et al., 2020). The current results demonstrated that geometric variations such as oval and eccentric cross-section, which occurs in many blood vessels, may increase the critical pressure and, hence, make arteries more stable than circular cylindrical arteries.

Understanding the underlying biomechanics of artery tortuosity can be useful in vascular physiology, pathology, and surgery. The current results broaden the understanding of vascular biomechanics and shed light on the stability and tortuosity of blood vessels.
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Patients with aortic valve disease can suffer from valve insufficiency after valve repair surgery due to aortic root dilatation. The paper investigates the effect of valve height (Hv) on the aortic valve opening and closing in order to select the appropriate range of Hv for smoother blood flow through the aortic valve and valve closure completely in the case of continuous aortic root dilatation. A total of 20 parameterized three-dimensional models of the aortic root were constructed following clinical surgical guidance. Aortic annulus diameter (DAA) was separately set to 26, 27, 28, 29, and 30 mm to simulate aortic root dilatation. HV value was separately set to 13.5, 14, 14.5, and 15 mm to simulate aortic valve alterations in surgery. Time-varying pressure loads were applied to the valve, vessel wall of the ascending aorta, and left ventricle. Then, finite element analysis software was employed to simulate the movement and mechanics of the aortic root. The feasible design range of the valve size was evaluated using maximum stress, geometric orifice area (GOA), and leaflet contact force. The results show that the valve was incompletely closed when HV was 13.5 mm and DAA was 29 or 30 mm. The GOA of the valve was small when HV was 15 mm and DAA was 26 or 27 mm. The corresponding values of the other models were within the normal range. Compared with the model with an HV of 14 mm, the model with an HV of 14.5 mm could effectively reduce maximum stress and had relatively larger GOA and less change in contact force. As a result, valve height affects the performance of aortic valve opening and closing. Smaller HV is adapted to smaller DAA and vice versa. When HV is 14.5 mm, the valve is well adapted to the dilatation of the aortic root to enhance repair durability. Therefore, more attention should be paid to HV in surgical planning.

Keywords: aortic valve, aortic root dilatation, aortic valve repair, biomechanics, numerical simulation


INTRODUCTION

The aortic root consists of the sinuses of Valsalva, aortic valve, aortic annulus (AA), aorto-ventricular junction, and sinotubular junction (David, 2013). The aortic valve controls unidirectional blood flow from the left ventricle to the aorta by performing a regular opening and closing movement with contraction and relaxation of the heart. Aortic valve insufficiency (AI) and aortic stenosis (AS) represent the most common aortic valve diseases (Alkhodari and Fraiwan, 2021; Wazaren et al., 2021; Zhang et al., 2021). AI causes the blood to flow back into the left ventricle, leading to left ventricular dysfunction and even diastolic heart failure. As for AS, patients with moderate to severe AS can develop obstruction of the left ventricular output and reduction in cardiac output, which may cause myocardial insufficiency, angina pectoris, and even sudden death. Therefore, it is essential to guarantee a normal function of the aortic valve.

For young patients who suffer from aortic valve dysfunction, it is challenging to decide on the choice of surgical procedure. For example, mechanical valve replacement typically necessitates lifelong anticoagulant therapy, which increases the risk of hemorrhage and thromboembolism and decreases the quality of life of patients. On the other hand, biologic prosthetic valves have a higher risk of reoperation compared with mechanical valves due to lack of structural durability, which leads to a significant increase in mortality (Natalie et al., 2016; Goldstone et al., 2017). In the past two decades, aortic valve preservation or repair operations have become increasingly popular alternatives to aortic valve replacement for tricuspid and bicuspid valves. In young patients, valve repair is more likely to provide better quality of life and fewer valve-related complications compared with prosthetic valve; however, this has to be balanced against the risk of reoperation (Schäfers et al., 2013; Arabkhani et al., 2015; Lansac et al., 2015; Emmanuel et al., 2016; Ravil et al., 2019).

In clinical practice, gradual expansion and deformation of the aorto-ventricular junction have been observed as the age of patients increase, resulting in an increase in aortic annulus diameter (DAA). An untreated dilated aortic annulus of more than 25–28 mm can result in aortic regurgitation (AR) or AS, representing a major risk factor for the failure of aortic valve repair operations (Aicher et al., 2012; Navarra et al., 2013; Laurent et al., 2014). In such cases, reoperation is required to restore the normal occlusion of the aortic valve. Therefore, before the initial repair operation in young patients, physicians should consider that the dilatation of the aortic root can cause reappearance of the valve dysfunction and limit the durability of the repair to a few years after the operation. Hence, determining the geometric size design of the aortic valve to adapt to aortic root dilatation and enhance repair durability is a key challenge.

As a functional unit, the geometric interrelation between the aortic valve and root has led to realizing that the reconstruction of near-normal valve and root geometry is essential to obtain a good functional repairing result. For surgeons, it is necessary to design a specific valve according to requirements when functional dimensions are restored in the leaky valve of a patient (Pan et al., 2014). Previous studies have been done on the influence of aortic root geometry on valve closure performance to evaluatethe aortic valve sparing surgery before the operation, since the numerical models feature numerous advantages over the attempts of surgeons. Further studies (Gnyaneshwar et al., 2002; Howard et al., 2003; Weltert et al., 2013) constructed finite element models to perform simulation studies, and their results revealed that the closing performance of the aortic valve could be affected by increase in the size of the aortic root. Besides, they reported that the expansion of the aortic root was the main factor leading to increased pressure of the leaflets and then to AI. By numerical simulation, Marom and colleagues formulated six idealized models of the aortic root separately with a DAA of 20 and 30 mm. The results proved that the changes in DAA produced a significant inhibitory effect on aortic valve performance (Marom et al., 2013). Additional simulation results indicated that increasing leaflet graft height leads to an increase in the amount of growth that the reconstructed valve can accommodate. Furthermore, for a given vessel size, an increased valve height (HV) leads to better coaptation metrics (Hammer et al., 2016). We have recently performed studies on the aortic root by building simulation models with or without fluid-structure interactions (Pan et al., 2014, 2015; Qiao et al., 2014; Li et al., 2019). The above-mentioned studies identified the factors of HV and effective height (EH) as important parameters to determine the acute and long-term functions of repaired aortic valves. However, the valve repair procedure has not yet resulted in good functional stability, which indicates that this pathologic entity requires a specific approach. Thus, determining the suitable HV and reconstructing the aortic valve to adapt to the dilatation of the root at the time of the initial repair can have important prognostic implications for repair durability, which can achieve the best stabilization effect.

In this study, 20 groups of finite element models were established to simulate the process of valve opening and closing by numerical simulation. Then, the maximum stress, leaflet contact pressure, and effective orifice area (GOA) in different models were compared to evaluate valve performance. Therefore, the feasible range of the valve size in the case of continuous dilatation of the aortic root can be obtained. The obtained data might serve as basis for decision making in aortic valve repair procedures.



METHODS AND MATERIALS


Three-Dimensional Geometric Modeling

The three-dimensional geometry of a base aortic valve was constructed using geometric constraints and modeling dimensions retrieved from literature and the clinical surgical guidance as the reference model (aortic annulus diameter, DAA = 26 mm; sinotubular junction diameters, DSTJ = 26 mm; sinus diameter, DS = 40 mm, valve height, HV = 14 mm; sinus height, HS = 16 mm). The left and right coronary arteries connected with the aortic sinus were removed (Figure 1) (Labrosse et al., 2011; Pan et al., 2015; Hou et al., 2019). On this basis, we optimized the geometrical structure of the leaflet and aortic sinus, and proposed a new model of the aortic root closely similar to its physiological structure.


[image: Figure 1]
FIGURE 1. Schematic diagram of the aortic root size. DAA, aortic annulus diameter; HV, valve height; LH, valve length; DSTJ, diameter of the sinotubular junction; Hs, sinus height; DS, sinus diameter; LVOT, left ventricular outflow tract.


First, the contour of the aortic sinus and leaflet was constructed using a series of arcs with different heights implemented in the SolidWorks 2015 software (Solidworks, Waltham, MA, United States), and the model with the geometric characteristics of the aortic sinus and leaflet was obtained by filling the curved surfaces. In order to conveniently constrain the variables in this study, three aortic sinuses and leaflets were assumed to be uniform and symmetrical, and used to obtain the shell structure of the aorta by putting them in an array with the center axis of the valve annulus as the rotation axis with an interval of 120° (Figure 2B). Then, in order to ensure full blood flow in the aortic root and restore the real structure of the model to the greatest extent, two straight-tube extensions (length: 20 mm) were added to the inlet (ventricular extension) and outlet sections (aortic extension) of the aortic root to enhance computational stability (Figure 2A) (Cao and Sucosky, 2015; Pan et al., 2015; Li et al., 2019). In all the models, the reference state consisted of the valve in a partially-open configuration (i.e., in transition between the coapted state and the opening state) and was constructed by leaving a small gap (Lg = 1.5 mm) between the free edge (Lf = 25 mm) of the leaflets (Figure 2C) (Cao et al., 2016). The dimensions of the aortic valve are reported in Figure 2D (Labrosse et al., 2010; Li et al., 2019).


[image: Figure 2]
FIGURE 2. Schematic diagram of the 3D geometry models. (A) 3D structure model of the aortic root; (B) structure of the aortic sinus and leaflet; (C) structural feature of the aortic valve; (D) dimensional characteristics of leaflet. HV, valve height; Hl, leaflet height; Hc, commissure height; Lg, gap length; Lf, free-edge length.


Based on the reference model, valve height was maintained unchanged, and aortic annulus diameter was increased first. DAA was separately set to 26, 27, 28, 29, and 30 mm to simulate the dilatation of the aortic root. Then, HV was separately set to 13.5, 14, 14.5, and 15 mm to simulate aortic valve alterations in surgery. During the establishment of the models, other parameters remained unchanged, and HV and DAA were modified to simulate the movement and mechanics of the aortic valve under aortic root dilatation conditions. Overall, a total of 20 parameterized 3D finite element models of the aortic root were constructed.



Meshing Generation and Element Settings

All the three-dimensional models were imported into the HyperMesh 13.0 software (HyperMesh, Altair, United States) to accomplish mainly mesh generation, which included the definition of the nodes at the upper and lower ends of the aortic root and elements in different parts of the root (three leaflets, the vessel wall of the aorta, the sinus and the left ventricle outflow tract). We referred to the mesh elements that are commonly used in the existing finite element analysis of the aortic valve (Oomen et al., 2018), such that the aortic root model was divided into shell elements. The model consisted of two parts: the aortic valve and aortic wall. The shape of the artery wall was regular, which was divided into rectangular mesh according to mesh dependence analysis. Since this study mainly focused on simulation results of the sutured and free edges of the aortic valve, the meshes of these parts were all divided into neat triangular elements in order to smooth the deformed surface and determine the stress–strain relationship of the aortic valve as accurate as possible.

A mesh sensitivity analysis was performed based on the maximum stress value over the aortic valve to determine an appropriate mesh density for the model and ensure a numerical convergence. This analysis was conducted on the initial geometric model. Refining the mesh (e.g., with an element size a total of 0.4 mm and consisted of 7,022 elements) did not affect the stress by <5%, which was considered sufficiently resolved to capture the valvular dynamics. Therefore, this structure mesh was employed in the remaining simulations. Figure 3 shows the mesh of the overall model and the leaflets. Finally, the model was imported into the finite element software to perform varied operations, such as constraints, loading, and parameter settings.


[image: Figure 3]
FIGURE 3. The mesh of the aortic root. (A) the whole model; (B) the leaflets.




Numerical Simulation of the Aortic Root
 
Material Properties

In this study, the material properties and boundary conditions were set using the finite element software ADIAN 9.3 (ADINA, Watertown, MA, United States), and the numerical simulations of the structural mechanics were completed. The shell element was selected as the element type of the valve and vessel wall. Physiologically speaking, the aortic valve tissue exhibits an obvious fiber arrangement (Feng et al., 2020), which belongs to a hyperelastic and anisotropic material. In fact, during systole, valve leaflets typically experience strains below 10% (Weinberg and Mofrad, 2007; Cao and Sucosky, 2017) and essentially behave as an isotropic material (Billiar and Sacks, 2000). The progressive locking of the collagen fibers increases material stiffness along the circumferential direction during diastole, and the valve is mostly or fully closed during this phase, which results in negligible leaflet stress levels. Therefore, the anisotropy of the leaflet material could potentially alter leaflet curvature during coaptation; it is expected to have a slow impact on regional leaflet stress. Moreover, the pressure gradient between the ventricle and the aorta is in the range of 0–14 kPa, and the stress-strain relationship of the valve leaflet is linear in this range. Therefore, the isotropic and linear elastic material properties matching the element type were assumed in the present models so as to simplify the computation and improve the feasibility of the analysis (Auricchio et al., 2014; Qiao et al., 2014; Hammer et al., 2016; Marom et al., 2016). This assumption is feasible to simulate the coaptation and avoid the problem of excessive distortion of the mesh during the contact process of the leaflets. Young's modulus of 1 and 2 MPa, densities of 1,100 and 2,000 kg/m3, and thicknesses of 0.3 and 0.6 mm were used for the valve and the rest of the aortic root, respectively (Marom et al., 2012; Rim et al., 2014; Hou et al., 2019). Poisson's ratio used was 0.45 (Katayama et al., 2008; Pan et al., 2015).



Boundary Conditions

First, the nodes at the aortic outlet and ventricular outflow were fixed in all directions, with zero degrees of freedom to prevent deflection. Then, time-dependent physiological pressure conditions (Figure 4) were applied to the aorta, valve, and left ventricle. The difference between the pressure values on the side of the left ventricle and side of the aorta represented the transvalvular pressure gradient, which drives the aortic valve to move periodically (Pan et al., 2015; Li et al., 2019). In the simulation, two complete continuous pressure differences were loaded on the aortic valve. Finally, since the analysis started from the unpressurized geometry, a solution phase of 0–0.2 s before the systole was added to the simulation for the transition of the model from the zero-stress state to normal physiological pressure. Thus, the initial state of the model was consistent with the loading conditions at the end of the diastole, and calculation accuracy was improved (Labrosse et al., 2011; Pan et al., 2015).


[image: Figure 4]
FIGURE 4. Pressure waves exerted on the aorta, left ventricle, and leaflets (t1 = 1.2 s, t2 = 1.5 s).




Computational Method and Control Parameter

In the ADINA 9.3 (ADINA, Watertown, MA, United States) software, the implicit dynamics method based on displacement parameters was chosen to solve the partial differential equations of the structural analysis. The iteration method used was Modified Newton. In practice, in energy dissipation, the vibration response of the structure would gradually weaken without external force. The complex energy dissipation mechanism is expressed by damping, so we set the damping coefficient of the aortic valve to 0.15 to promote convergence (Weltert et al., 2013). When the aortic valve is closed, the three leaflets contact each other, and the contact type is defined as the friction contact; we set the friction coefficient to 0.01. The time step was set to 0.001 or 0.0001 in phases where the pressure load changed slowly or drastically, respectively.

All the models were calculated using the finite element software ADINA9.3. Since periodic dependence exists in finite element analysis, the research group carried out a study on periodic issues by gradually increasing the number of cycles. The results showed that two cycles already had a good convergence effect (Pan et al., 2015). The effect of increasing the cycle did not change after two cycles, and the error of the adjacent cycles was <5%. Hence, we selected two cardiac cycles to obtain convergence results to save computation time.





RESULTS

We simulated the dynamics of the aortic root over two cardiac cycles. During the period of 0–0.2 s, the pressure was prescribed as an initial pressurization phase. Then, the period of 0.2–0.4 s included rapid ejection of blood from the left ventricle into the aorta, because the left ventricular pressure exceeded the pressure within the aorta, and the aortic valve opened driven by the transvalvular pressure. During the period of 0.4–0.7 s, the left ventricular pressure began to decrease to a certain value, and the aortic pressure forced the aortic valve to close. The aortic valve remained closed for a period of time, then the next cardiac cycle began. Figure 5 shows the movement of the aortic valve during a cardiac cycle in the reference model. The calculation results from the second cardiac cycle were used for the analysis. The maximum GOA of the valve was extracted at time t1 = 1.2 s when the aortic valve was fully opened, while the values of the maximum stress and leaflet contact force were obtained at time t2 = 1.5 s when the valve was completely closed. In the following, we present the numerical simulation results according to the four cases of the valve height.


[image: Figure 5]
FIGURE 5. Aortic valve opening and closing process in finite element numerical simulation.



Setting HV to 13.5 mm

The mechanical parameters of the aortic valve with an HV of 13.5 mm are shown in Table 1. The maximum stress value appeared to increase as the DAA increased. The contact force of the leaflets presented a decreasing trend, while the GOA of the aortic valve presented an increasing trend when the parameter DAA increased from 26 to 30 mm.


Table 1. Parameter values of the model with a valve height of 13.5 mm.

[image: Table 1]

The geometric orifice area and the maximum stress distribution of the models with a valve height of 13.5 mm and aortic annulus diameter of 26–30 mm are shown in Figure 6. It can be found that the maximum stress was in accordance with what was reported in previous studies (Labrosse et al., 2011; Marom et al., 2013) when the DAA was 26, 27, or 28 mm. Meanwhile, the contact force of the leaflets was close to the results of 5.43 N in the study of Qiao et al. (2014). The orifice area of the valve was >200 mm2, which can meet the requirement of the clinical standard. When the DAA was 29 or 30 mm, the GOA was within the normal range, and the contact force was slightly smaller. Larger stress occurred at the junction of the leaflets and sinus, and there were several incomplete closures of the leaflet joints, while the maximum stress and contact force were relatively small. The reason may be the large insufficiency of the valve at 1.5 s of the second cardiac cycle.


[image: Figure 6]
FIGURE 6. Geometric orifice area (GOA) of the valve and maximum stress distribution of the model with valve height = 13.5 mm and aortic annulus diameter of 26–30 mm.




Setting HV to 14 mm

The mechanical parameters of the aortic valve with a valve height of 14 mm are shown in Table 2. The GOA of the aortic valve showed an increasing trend, while the contact force of the leaflets tended to decrease as the DAA increased from 26 to 30 mm.


Table 2. Parameter values of the model with a valve height of 14 mm.

[image: Table 2]

The geometric orifice area and maximum stress distribution of the models with a valve height of 14 mm and aortic annulus diameter of 26–30 mm are shown in Figure 7. When the DAA was 26, 27, or 28 mm, the maximum stress and the contact force of the leaflets were similar to the previously reported simulation results (Howard et al., 2003; Marom et al., 2013; Weltert et al., 2013). The GOA met the clinical standard. When the DAA was 29 or 30 mm, the GOA was within the normal range, but the maximum stress values were >800 kPa and greater stress also occurred at the junction of the leaflets and sinus. On the other hand, the contact force was relatively small, similar to the model with an HV of 13.5 mm, which represents the major risk factor for AI.


[image: Figure 7]
FIGURE 7. GOA of the valve and maximum stress distribution of the model with HV = 14 mm and DAA of 26–30 mm.




Setting HV to 14.5 mm

The mechanical parameters of the aortic valve with a valve height of 14.5 mm are shown in Table 3. When the HV was 14.5 mm, the three evaluation parameters affecting the opening and closing performance of the aortic valve were within a reasonable range, and the aortic valve of all the models could achieve complete closure and opening. Figure 8 shows the GOA and maximum stress distribution of the models with an HV of 14.5 mm and DAA of 26–30 mm. A comparison of the three parameters between the models with an HV of 14 and 14.5 mm, respectively, is shown in Figure 9.


Table 3. Parameter values of the model with a valve height of 14.5 mm.
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[image: Figure 8]
FIGURE 8. GOA of the valve and maximum stress distribution of the model with HV = 14.5 mm and DAA of 26–30 mm.



[image: Figure 9]
FIGURE 9. Comparison of three parameters between the models with an HV of 14 and 14.5 mm. (A) Maximum stress; (B) contact force; (C) geometric orifice area.


All the models with a valve height of 14 and 14.5 mm had complete closure and normal movement of the leaflets. The models with an HV of 14.5 mm had smaller stress, larger GOA, and little change in the contact force compared with the models with an HV of 14 mm (Figure 9). Thus, small maximum stress, reasonable leaflet contact force, and GOA have the smallest influence on the opening and closing performance of the aortic valve and are most consistent with the normal physiological state of the human body.



Setting HV to 15 mm

The mechanical parameters of the aortic valve with a valve height of 15 mm are shown in Table 4. Under the five values of DAA, the maximum stress and the leaflet contact force were within the normal range. However, according to the values of the GOA and the contact force (shown in Figure 10), the GOA was lower than the standard value, and the contact forces were greater than the other models when the DAA was 26 or 27 mm. When the DAA was 28, 29, or 30 mm, an HV value of 15 mm could be well adapted.


Table 4. Parameter values of the model with a valve height of 15 mm.

[image: Table 4]


[image: Figure 10]
FIGURE 10. GOA of the valve and maximum stress distribution of the model with HV = 15 mm and DAA of 26–30 mm.





DISCUSSION

Aortic valve repair is an attractive alternative to prosthetic valve replacement in young patients with aortic insufficiency (Navarra et al., 2013; Emmanuel et al., 2016). The repair procedure has advantages of low occurrence rates of valve-related events and there is no need for lifelong anticoagulation therapy. However, the repaired valve may develop functional failure over time. Durability limitations become apparent by the end of the first postoperative decade, mainly because of progressive dilatation of the aortic root.

The three-dimensional geometry of a base aortic root was reconstructed using the geometric constraints and modeling dimensions suggested by Labrosse et al. (2011). Then, the diameters of the aortic annulus and the height of the aortic valve were modified to create 20 geometric models with different dimensions. In this study, we used the structural mechanics simulation method to simulate the process of aortic valve movement and simulated the dynamics of the aortic root over two cardiac cycles. Next, we used the data from the last cardiac cycle for the analysis. The performance of the aortic valve was quantified in terms of maximum stress, GOA, and leaflet contact force.


Analysis of Different Models Affecting Maximum Stress

The maximum stress value is an important index to evaluate the mechanical performance of the valve. From a physiological aspect, excessive stress may tear the valve or accelerate the calcification process of the aortic valve because of the accumulation of inactive cells (Cao and Sucosky, 2017; Jia et al., 2017), thereby further aggravating aortic stenosis. Therefore, the value and distribution of the maximum stress during valve closure are of great importance to clinicians and researchers. The results of this study showed that the maximum stress presented a trend of weakly decreasing first and then sharply increasing in the cardiac cycle, bearing the highest stress during diastole. A previous study (Labrosse et al., 2010) has shown the maximum stress value for the aortic valve to be 600–750 kPa during the diastolic period. Qiao et al. used 3D structural models to study the influence of the sinotubular junction and sinus diameter on the valve. They reported the calculated maximum stress range of the model with normal motion in numerical simulation to be 567–601 kPa (Qiao et al., 2014). Marom studied the effect of DAA on the valve and calculated the maximum stress to be 800 kPa (Marom et al., 2013). The results in this study showed that the maximum stress was generally distributed at the junction of the aortic valve and sinus. All the AI models had maximum stress values >800 kPa, and the degree of insufficiency became more serious as the stress increased. Therefore, the smaller the stress on the valve leaflet, the more conducive the efforts to maintain the long-term effectivity of the aortic valve under the premise of ensuring its normal function.



Analysis of Different Models Affecting the Leaflet Contact Force

Leaflet contact force refers to the interaction force between leaflets. It could be indicative of the holding strength between leaflets during closing phases of the cardiac cycle (Marom et al., 2013; Pan et al., 2015). Dynamic leaflet contact force data generated during the simulation were saved to a file to perform further processing using the MATLAB environment. This was done to determine the surface area of coaptation at the time of maximum downward movement of the leaflets during diastole (Labrosse et al., 2011).

The simulation results show that just after initial leaflet separation, the pressure was ramped back down to 0 kPa with the contact management turned on, which allowed the leaflets to contact each other in a realistic fashion. The pressure was then raised to 13 kPa. The contact force applied on the coaptation area was not a parameter that exhibited large variations, ranging from 0.5 to 9 N (Tables 1–4). This pressure was calculated during diastole at the time when the pressure differential between the aortic and ventricular sides was 13 kPa. It makes intuitive sense that the higher the leaflet contact force, the better the valve coaptation. However, in general, this parameter does not appear to be a good predictor of coaptation quality. Excessive contact force can increase the energy consumption of leaflets, increase the risk of AR, and reduce the durability of the aortic valve. In this study, the contact force in the model in which the valve can be normally closed was >3 N during the whole cardiac cycle. This phenomenon is similar to the results previously reported by Li et al. (2019). In the model where the leaflet contact force was <3 N, the valve was incompletely closed. As a result, the contact between the leaflets may be abnormal if the contact force is too large or too small.



Analysis of Different Models Affecting the GOA of Leaflet

Geometric orifice area is the critical reference index to evaluate the opening and closing characteristics of the aortic valve, the larger the opening area, the better the opening effect of the heart valve. First, we needed to determine the moment when the GOA has the largest value, and then the post-processor of ADINA was used to take top view snapshots of the valve at that moment during the cardiac cycle by projecting the valve on the virtual valvular ring plane. Lastly, we drew the space surface of the opening area according to the projected area and calculated its surface area using the SolidWorks 15.0 software.

According to the criteria of clinical diagnosis, the aortic valve orifice area could be defined according to three states: when the geometric orifice area is <200 and more than 150 mm2, it is mild stenosis; when the geometric orifice area is <150 and more than 100 mm2, it is moderate stenosis; when the geometric orifice area is <100 mm2, it is severe stenosis. Therefore, the clinical standard value for normal GOA is >200 mm2 (Garcia et al., 2011). The aortic valve orifice area with the valve in the fully open position for the TAV is shown in Figures 6, 7, 8, 10. The open area shown in these figures is more like a triangle but not a circle. This phenomenon is related with the geometry and material of the prosthetic valves. The demonstrated scenario is similar to that reported in Labrosse et al. and others (Kim et al., 2007, 2008; Jermihov et al., 2011; Labrosse et al., 2011; Hsu et al., 2014; Gilmanov and Sotiropoulos, 2016). Previous studies (Labrosse et al., 2011; Li et al., 2019) have calculated the maximum orifice area of all aortic root models with a normal valve function to be 210 ± 10 mm2, which compared well with in vivo data obtained from transesophageal echocardiography in 19 normal aortic valves with a maximum GOA of 270 ± 63 mm2. This is close to the calculated results in this article.

The results of this study show that only in two models (HV = 15 mm, DAA = 26, 27 mm) the geometric orifice area was <200 mm2, and that it was more than 200 mm2 in the other models, which met the standard value. However, when the GOA is <200 mm2, the aortic valve may suffer from stenosis, which leads to the obstruction of the left ventricular blood output and an increase in the afterload. The heart will, in fact, increase its own work to improve the cardiac output to satisfy the blood supply needs of the body, which is called the Starling compensation mechanism. Therefore, from the long-term development of the disease, this will increase the burden of the heart, which may cause serious heart diseases, such as myocardial thickening, cardiac hypertrophy, and other serious heart diseases.



Limitations and Future Study

In this study, several assumptions on the model settings and materials were made to reduce complexity. The main limitations of this study include the following aspects: first, parameterized ideal models based on physiological anatomy were used instead of a patient-specific model. Although patient-specific models could actually reflect the morphology and structure of diseased valves and aortic roots, morphological differences between individuals were huge and sizes varied (Cao and Sucosky, 2015), making it difficult to quantitatively compare the differences between aortic roots. Parameterized models have been used to study the normal aortic valve function (Labrosse et al., 2011; Weltert et al., 2013; Pan et al., 2015; Halevi et al., 2016) and surgical repair techniques (Labrosse et al., 2011; Hammer et al., 2015). For these studies, the primary utility of computational methods is the ability to isolate and quantify the effect of single variables, such as size, shape, and mechanical properties of a given structure on measurable outcomes. In order to highlight the structural differences between different aortic roots and reduce the influence of other factors in the models, parameterized models were adopted in this study. Based on the initial model, the root dilatation and valve alterations in surgery were simulated by changing the annulus diameter and valve height, respectively, while the dimensions of other components, such as sinus diameter and valve height, remained unchanged. Among them, the three aortic sinuses and leaflets were assumed to be uniform and symmetrical, and the left and right coronary arteries were not considered in the sinus model, which was somewhat different from the physiological anatomy. The influence of the coronary artery structure on aortic valve closure function needs to be further discussed in the next study. Second, in this simulation study, the material of the aortic valve was assumed to have isotropic and linear elastic material properties to simplify the computation and improve the feasibility of the analysis and avoid the problem of excessive distortion of the mesh during the contact process of the leaflets. In fact, the aortic valve tissue exhibits an obvious fiber arrangement (Feng et al., 2020), which is a characteristic of a hyperelastic and anisotropic material. Studies have shown that isotropic and anisotropic leaflet materials are not expected to significantly affect the dynamic performance of leaflets (Hammer et al., 2016; Cao and Sucosky, 2017). However, in order to study the mechanical properties of the valve, including stress and strain on leaflets, it may be necessary to consider the anisotropic constitutive mode in future studies.

Finally, under normal physiological conditions of the human body, the aortic root is in the flow field. When the blood flow from the left ventricle acts on aortic root components, such as the leaflets and sinus, stress distribution is different in each part. However, the idealized model of the aortic root constructed in this study did not consider the influence of blood flow, and the pressure load was uniformly applied to the valve and the vessel wall. Nevertheless, in the fluid-structure interaction (FSI) simulation study (Marom et al., 2016), the movement of the commissures was found to be somewhat small (<2%). This simplification is not expected to significantly affect the kinematics of the leaflets, and therefore should have a great influence on hemodynamic and wall shear stress (WSS) predictions. The purpose of this study was mainly to focus on the mechanical properties and structural changes of the leaflets. Some studies have pointed out that structural simulations are forced to assume spatially uniform transvalvular pressure (Haj-Ali et al., 2008; Conti et al., 2010a,b), which was found to be higher than the pressure load on the leaflets. As the leaflet tissue is soft, this pressure load is enough to deform the leaflet. The larger pressure load yields larger coaptation area, contact force, and stress in the structural model. Therefore, the use of structural models is justified for stress analysis, durability, or calcification evaluation, since the larger predicted stress gives a conservative estimate. In future studies, fluid-structure coupling analysis and pulsating flow experiments in vitro can be performed to obtain a more comprehensive and accurate conclusion.




CONCLUSION

This study has shown that aortic annulus diameter and valve height are important factors influencing the performance of aortic valve closure, especially with regard to valve repair operation. The results show that within the 20 designed models, the aortic valve geometry with an HV of 13.5 mm is suitable for the small aortic root geometry, and that best choices for DAA are 26, 27, or 28 mm. An HV of 14 or 14.5 mm can well adapt to the five selected DAA. Compared with the model with an HV of 14 mm, the model with an HV of 14.5 mm has relatively small stress, large GOA, and little change in the contact force. The aortic valve with an HV of 15 mm is suitable for the larger aortic root and better choices for DAA are 28, 29, or 30 mm. Hence, a smaller HV is adapted to a smaller DAA and vice versa. When HV is 14.5 mm, the mechanical performance of the valve is good and can well adapt to the dilatation of the aortic root to enhance repair durability. All these findings suggest that more attention should be paid to HV during surgical planning.
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The question of preserving the patent ductus arteriosus (PDA) during the modified Blalock–Taussig shunt (MBTS) procedure remains controversial. The goal of this study was to investigate the effects of the PDA on the flow features of the MBTS to help with preoperative surgery design and postoperative prediction. In this study, a patient with pulmonary atresia and PDA was included. A patient-specific three-dimensional model was reconstructed, and virtual surgeries of shunt insertion and ductus ligation were performed using computer-aided design. Computational fluid dynamics was utilized to analyze the hemodynamic parameters of varied models based on the patient-specific anatomy and physiological data. The preservation of the PDA competitively reduced the shunt flow but increased total pulmonary perfusion. The shunt flow and ductal flow collided, causing significant and complicated turbulence in the pulmonary artery where low wall shear stress, high oscillatory shear index, and high relative residence time were distributed. The highest energy loss was found when the PDA was preserved. The preservation of PDA is not recommended during MBTS procedures because it negatively influences hemodynamics. This may lead to pulmonary overperfusion, inadequate systemic perfusion, and a heavier cardiac burden, thus increasing the risk of heart failure. Also, it seems to bring no benefit in terms of reducing the risk for thrombosis.
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INTRODUCTION

Pulmonary atresia is a complex congenital heart defect characterized by flow interruption between the right ventricle and pulmonary artery. The ductus arteriosus is the fetal blood vessel between the aorta and pulmonary artery, and it can provide pulmonary blood flow postnatally if kept open. Pulmonary perfusion is dependent on the patent ductus arteriosus (PDA) in some patients with pulmonary atresia (Reddy and Hanley, 2012). However, the pulmonary perfusion can still be insufficient due to limited ductal flow. Thus, the modified Blalock–Taussig shunt (MBTS) is required to increase pulmonary blood flow. A Gore-Tex conduit is surgically interposed between the innominate artery (or subclavian artery) and the pulmonary artery to direct blood flow from the systemic circulation to pulmonary circulation (de Leval et al., 1981).

The question of whether to preserve the PDA when performing MBTS procedures in patients with ductal-dependent pulmonary blood flow is still controversial. Surgeons usually make decisions according to experience because there is a lack of studies to ascertain which procedure is better. One reason to preserve the PDA is that it can provide surgeons with additional time to do shunt revision and save lives when the shunt fails due to shunt thrombosis or obstruction. However, the coexisting PDA may be a dangerous flow source for the pulmonary circulation, resulting in pulmonary overperfusion and diastolic runoff of systemic circulation (El-Rassi et al., 2012). These two sources increase the difficulty in regulating the pulmonary blood flow during the perioperative period (Dirks et al., 2013).

Computational fluid dynamics (CFD) and computer-aided design (CAD) enable quantitative investigations of hemodynamic characteristics to find the optimal surgery design (Liu et al., 2014; Celestin et al., 2015; Piskin et al., 2017). Esmaily-Moghadam et al. (2015) utilized the idealized vascular models to explore the hemodynamics of PDA and MBTS and concluded that MBTS with the preservation of PDA did not bring benefits in oxygen delivery but increased the risk of thrombosis. This research is limited in clinical practice due to not considering the patient-specific anatomy. Zhang et al. (2020) also investigated the effects of PDA on MBTS based on the medical images of the patient and the virtually designed PDA. However, the study by Zhang did not give a definite conclusion about the preservation or ligation of PDA but emphasized the importance of considering individual patient conditions in the surgical decision-making process. This study sought to analyze the hemodynamic characteristics of MBTS (with and without the PDA) based on the patient-specific anatomy and physiological conditions. The flow distribution, velocity streamlines, wall shear stress (WSS), oscillatory shear index (OSI), relative residence time (RRT), and energy loss (EL) were analyzed using CFD. This was performed to understand the flow features and to aid in preoperational surgery design and prediction of postoperative prognosis.



MATERIALS AND METHODS


Clinical Data Acquisition

For this study, a 2-month-old female child born with pulmonary atresia and PDA was included. Informed consent was obtained from the guardians of the patient, and the local institutional review board together with the regional research ethics committee of the Shanghai Children's Medical Center (SCMC) affiliated to the Shanghai Jiao Tong University School of Medicine approved all associated studies. Patient-specific medical images were acquired by a 64-slice spiral CT scanner (GE Discovery CT750 HD, USA) before surgery. The slice thickness was 0.625 mm, and each view was of a 512 × 512 pixel field. The echocardiographic data were obtained simultaneously.



Model Reconstruction and Virtual Surgery

The three-dimensional (3D) vascular model (Model 1) was reconstructed by Materialise® Mimics Innovation Suite 20.0 (Materialise NV, Leuven, Belgium) based on the patient-specific CT images. The PDA has an irregular shape, as its diameter reduces between the end of the aorta and the end of the pulmonary artery. There is an expanded lumen in the confluent site of the left pulmonary artery (LPA) and right pulmonary artery (RPA). CAD was utilized to perform virtual surgeries.

A 4-mm conduit was selected to connect the innominate artery (IA) and RPA according to the suggestions of the surgeon. The newly created model was named Model 2, and the PDA of Model 2 was preserved. Model 3 was created based on Model 2, with the PDA being wholly removed to mimic the surgical ligation of PDA. Figure 1 displays the three models in detail.


[image: Figure 1]
FIGURE 1. Three-dimensional vascular models. PDA, patent ductus arteriosus; MBTS, modified Blalock-Taussig shunt; AAO, ascending aorta; DA, descending aorta; RSA, right subclavian artery; RCCA, right common carotid artery; RPA, right pulmonary artery; LCCA, left common carotid artery; LSA, left subclavian artery; LPA, left pulmonary artery; Φ, diameter.




Numerical Simulation
 
Governing Equations

The blood was regarded as a Newtonian fluid, and the 3D incompressible Navier–Stokes equation was solved to simulate the blood flow of the shunt domain (Qian et al., 2010), shown as follows:

[image: image]
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where i, j = 1, 2, 3, x1, x2, and x3 represent coordinate axes; ui and uj are velocity vectors; p is pressure; μ is viscosity; ρ is density; and t is time. The term fi means the action of body forces. The standard k–ε turbulence model was applied (Qian et al., 2010).



Mesh Generation

Three models were discretized by ANSYS®-ICEM CFD 2020 (ANSYS Inc., USA) for calculation. The tetrahedral mesh was fabricated in the interior, and five layers of prism mesh were generated along the vascular wall in the near-wall region to make calculated parameters more accurate. The inlet was extruded with a length 20 times the inlet diameter to make the inflow fully developed. Each outlet was lengthened 60 times the outlet diameter to simulate the peripheral vasculature for developing antegrade flow. Grid-independent verification was performed using Model 1, and the EL was set as the indicator with the number of grids changing. The results indicated that a grid number of around 1 million would generate the most efficient mesh. Grid numbers of all models (Table 1) were more than 1 million, which were sufficient to produce robust calculations in this study.


Table 1. Mesh information.
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Boundary Conditions

The ascending aorta (AAO) was the only inlet, and the inflow was the pulsatile velocity of AAO measured by the real-time echocardiography (Figure 2). A reference pressure of 50 mmHg (arterial blood pressure at end-diastole) was imposed on the aorta domain. The outlets included the descending aorta (DA), right subclavian artery (RSA), right common carotid artery (RCCA), left common carotid artery (LCCA), left subclavian artery (LSA), LPA, and RPA. Previous literature suggested that the measured pressure wave is composed of the forward pressure wave and the backward pressure wave, to explain the pressure wave propagation (Parker and Jones, 1990; Khir et al., 2001; Trachet et al., 2010). The forward pressure wave is derived from the inflow ejected by ventricle contraction. The backward pressure wave is the reflected wave formed by the downstream artery branches. To make the simulation close to the physiology, the backward pressure wave was considered and applied in DA and other aortic branches (Liu et al., 2011, 2015), as is shown in Figure 2. Because the diameters of aortic branched vessels were similar, the backward pressure waves of four outlets (RCCA, RSA, LCCA, and LSA) were assumed the same. A constant pressure of 10 mmHg was simultaneously utilized in the LPA and RPA (Sundareswaran et al., 2006; Sun et al., 2014). Rigid and impermeable vascular walls with no slip were assumed. The same boundary conditions were set in the three models to compare the hemodynamic characteristics of the preservation of PDA or ligation during MBTS procedures.


[image: Figure 2]
FIGURE 2. The computational system and boundary conditions. The purple arrows represent the direction of inflow, and the black arrows indicate the direction of outflow. The inlet pulsatile velocity and the backward pressure waves in different outlets are shown at the bottom. PDA, patent ductus arteriosus; MBTS, modified Blalock-Taussig shunt; AAO, ascending aorta; DA, descending aorta; RSA, right subclavian artery; RCCA, right common carotid artery; RPA, right pulmonary artery; LCCA, left common carotid artery; LSA, left subclavian artery; LPA, left pulmonary artery.




Simulations

ANSYS®-Fluent 2020 (ANSYS Inc., USA) was used to finish the transient simulations of three models. The semi-implicit (SIMPLE) method and the second-order upwind scheme were applied. Because the blood flow in large arteries is pulsatile, high-speed, and high-shear and the diameter of the aorta is much larger than the diameter of a single red blood cell, the blood could be simplified as a Newtonian fluid with a constant density of 1,060 kg·m−3 and viscosity of 4.0 × 10−3 Pa·s (Liu et al., 2015; Ceballos et al., 2019). The time step was 10−5 s, and the convergence criterion was 10−5. Three cardiac cycles were calculated, and the results of the third cycle were analyzed. The computational analysis system (currently used) was described in detail and validated in previous studies (Qian et al., 2010; Liu et al., 2011, 2015).



Hemodynamic Parameters

The flow rates, pulmonary/systemic ratio (QP/QS), and the LPA/RPA ratio (QLPA/QRPA) were calculated to evaluate the flow interactions and distribution.

The WSS is considered to be related to vascular endothelial injuries and thrombosis (Koskinas et al., 2012; Kumar et al., 2018), calculated according to the equation as follows:

[image: image]

where ux is the velocity of fluid near the vessel wall and y is the distance to the vessel wall.

The time-averaged WSS (TAWSS) is defined as follows:

[image: image]

where T is the time of a cardiac cycle, equal to 0.5 s.

The OSI is a non-dimensional metric to describe the WSS vector deflection from the predominant direction of blood flow over a cardiac cycle (Ku et al., 1985; He and Ku, 1996) and is defined as follows:

[image: image]

The RRT is the residence time that the particles spent around the endothelium, introduced as inversely proportional to OSI and TAWSS (Himburg et al., 2004),

[image: image]

The EL is a quantitative indicator to evaluate hemodynamic efficiency and cardiac workload, given by the equation as follows:

[image: image]

where V and Q are velocity and flow rate, respectively, in indicates the inlet, and out indicates the outlet.





RESULTS


Flow Distribution

Blood flow from the right ventricle to the pulmonary artery was completely obstructed in the subject of the study. Therefore, pulmonary perfusion was provided by the flow through the MBTS and/or the PDA. Model 2 with coexisting MBTS and PDA was associated with the highest pulmonary perfusion and QP/QS, as listed in Table 2. The pulmonary perfusion of Model 1 was the lowest. The shunt flow of Model 2 was lower than that of Model 3, and the ductal flow of Model 2 was lower than that of Model 1. It turns out that competitive flow was present when the PDA was preserved. The QLPA/QRPA of Model 2 was located between Model 1 and Model 3, and the difference of QLPA/QRPA was insignificant among the three models. The flow distribution between the LPA and RPA was asymmetric and tended to RPA in all models.


Table 2. Flow distribution.

[image: Table 2]



Velocity Streamlines

The velocity streamlines at the systolic peak are shown in Figure 3. Shunt flow was associated with high velocity no matter whether the PDA was ligated or not. This shunt flow ran through the vertical conduit and impacted the pulmonary artery wall, causing turbulence in Models 2 and 3. More turbulence was formed when the shunt flow and ductal flow rushed against each other in the pulmonary artery between the MBTS and PDA. Fewer streamlines through the PDA went into the RPA in Model 2 compared with Model 1. Similarly, fewer streamlines through the MBTS went into the LPA in Model 2 compared with Model 3. These results suggested that the flow split between the LPA and RPA was affected by flow interactions between the shunt and ductus.


[image: Figure 3]
FIGURE 3. Velocity streamlines at the systolic peak. The left column exhibits the velocity streamlines of the whole model. Another two columns present the streamlines through the patent ductus arteriosus (PDA) and modified Blalock-Taussig shunt (MBTS). The black arrows express the direction of flow, and turbulence is circled in a red dashed line. LPA, left pulmonary artery; RPA, right pulmonary artery.




Wall Shear Stress

The WSS distribution at the systolic peak is shown in Figure 4. The shunts of Model 2 and Model 3 were associated with high WSS. The pulmonary anastomotic site of the shunt was found with sharp WSS distribution compared with other sites of the pulmonary artery. High WSS was also found in the confluent site of the PDA and pulmonary artery, especially evident in Model 1. The TAWSS was also higher in the shunt and the anastomosed site of the pulmonary artery (Figure 5). In the pulmonary artery between the MBTS and PDA, the TAWSS was notably lower in Model 2.


[image: Figure 4]
FIGURE 4. Wall shear stress (WSS) at the systolic peak. The upper row is the lateral view of the whole model, and the lower row is the bottom view of the model except for the aorta. The black arrow indicates the perspective of the bottom view. Areas with high WSS are marked in a red dashed circle. LPA, left pulmonary artery; RPA, right pulmonary artery.



[image: Figure 5]
FIGURE 5. Time-averaged wall shear stress (TAWSS). The upper row is the front view, and the lower row is the bottom view of each model except for the aorta. The black arrow indicates the perspective of the bottom view. PDA, patent ductus arteriosus; MBTS, modified Blalock-Taussig shunt; LPA, left pulmonary artery; RPA, right pulmonary artery.




Oscillatory Shear Index

The OSI value ranged from 0 to 0.5, i.e., 0 indicated non-cyclic variation and 0.5 indicated 180.0° deflection from the WSS direction. A high OSI was found in the shunt of Models 2 and 3 (Figure 6). The area of high OSI distributed in the shunt of Model 2 was larger. The pulmonary artery between the MBTS and PDA was also associated with higher OSI. The maximum OSI reached 0.49, which was more profound in Model 2.


[image: Figure 6]
FIGURE 6. Oscillatory shear index (OSI). The upper row is the front view, and the lower row is the bottom view of each model except for the aorta. The black arrow indicates the perspective of the bottom view. PDA, patent ductus arteriosus; MBTS, modified Blalock-Taussig shunt; LPA, left pulmonary artery; RPA, right pulmonary artery.




Relative Residence Time

The RRT distribution varied among the three models. The inner side of the shunt was associated with high RRT (Figure 7). High RRT mainly appeared downstream of the pulmonary artery in Model 1. As for Model 2, the pulmonary artery between the MBTS and PDA was associated with high RRT. The area of high RRT distribution was smaller in Model 3 compared with Model 2.


[image: Figure 7]
FIGURE 7. Relative residence time (RRT). The upper row is the front view, and the lower row is the bottom view of each model except for the aorta. The black arrow indicates the perspective of the bottom view. PDA, patent ductus arteriosus; MBTS, modified Blalock-Taussig shunt; LPA, left pulmonary artery; RPA, right pulmonary artery.




Energy Loss

The EL is used to evaluate energy efficiency and ventricular workload quantitatively. Figure 8 shows the time-averaged EL through a cardiac cycle. The EL of Model 2 was the highest, and the preservation of PDA increased energy dissipation of flow and cardiac workload.


[image: Figure 8]
FIGURE 8. Time-averaged energy loss of a cardiac cycle.





DISCUSSION

In the patient with pulmonary atresia, the pulmonary blood flow comes from the systemic circulation through the PDA and/or surgically created MBTS. Based on the patient-specific anatomy and physiological data, the simulation results demonstrated the existence of flow competition between the MBTS and PDA and the influences of flow interactions. This provided quantitative and qualitative hemodynamic parameters to help with surgery design and postoperative prediction.

Balanced flow distribution between the pulmonary circulation and systemic circulation is intimately related to the prognosis of MBTS, which can be quantitatively evaluated by QP/QS. Excessive pulmonary blood flow may lead to pulmonary overperfusion and diastolic runoff of the systemic circulation. Insufficient pulmonary perfusion would cause inadequate oxygen delivery, thrombosis, shunt occlusion, and an underdeveloped pulmonary artery (Fenton et al., 2003; Dirks et al., 2013). The ideal value of QP/QS is slightly <1, which helps provide adequate pulmonary blood flow and oxygen delivery without reducing systemic perfusion and myocardial blood flow (Barnea et al., 1994, 1998). However, if the value of QP/QS is <0.7, a further decrease of QP/QS reduces the oxygen delivery and negatively affects hemodynamics (Riordan et al., 1996). Since the same boundary conditions were applied in simulations, the values of QP/QS were mainly affected by the anatomy. The QP/QS of Model 1 was <0.7, suggesting that the PDA alone cannot provide enough pulmonary perfusion, and this was the reason for cyanosis and corresponded with the diagnosis of the patient. The QP/QS of Model 3 was between 0.7 and 1, providing sufficient pulmonary perfusion without resulting in insufficient systemic blood flow. The QP/QS of Model 2 was more than 1, increasing the risk of pulmonary overperfusion and congestive heart failure.

Balanced flow distribution between the LPA and RPA benefits symmetric pulmonary artery growth in patients with bilateral hypoplastic pulmonary arteries. Coexisting MBTS and PDA produced a value of QLPA/QRPA located between Model 1 and Model 3. The QLPA/QRPA differences were insignificant among the three models, and the pulmonary flow favored RPA in all models. The unimportant differences could be explained by the patient-specific morphology of the pulmonary artery because the boundary conditions of LPA and RPA were assumed to be similar in this study. The RPA is associated with a larger diameter, and the confluent site of LPA and RPA has an expanded lumen. The swirling flow was developed in the confluent pulmonary artery despite the PDA ligation or MBTS insertion, which may be the reason for the decreased left pulmonary perfusion. These results are not in line with the study by Zhang using the ideal vascular model (Zhang et al., 2020). This study reflected the concerning influence of the individualized pulmonary vascular geometry on the flow field and shed light on the importance of numerical simulation based on the patient-specific anatomy.

The hemodynamic EL is an effective indicator caused by blood movement, flow collision, and turbulence to evaluate energy efficiency and ventricular workload quantitatively. The MBTS with PDA was associated with the largest EL, which could be explained by augmented ventricular volume load, flow interactions, and significant turbulence. As time accumulates, coexisting MBTS and PDA will gradually increase cardiac workload. The EL of Model 3 was higher than Model 1, suggesting that the MBTS increased the cardiac burden. Adequate coronary perfusion is critical for heart pump with an augmented cardiac burden. Given that coronary perfusion decreases as pulmonary perfusion increases, the preservation of PDA may augment the risk of heart failure in neonates with hypoplastic myocardium.

Shunt-related complications such as thrombosis and occlusion remain unresolved. Very low or very high WSS is likely to cause endothelial injury and platelet activation, increasing the risk of thrombosis and occlusion (Holme et al., 1997; Kumar et al., 2018). Low WSS and high OSI are associated with endothelial injury and atherosclerosis, and OSI > 0.2 is a risk factor for atherosclerosis (Frydrychowicz et al., 2009). RRT is used to assess the time that the particles spend in the endothelium, and high RRT indicates a higher possibility of particle deposition. The outer sides of the shunt and anastomosed sites in the pulmonary artery were associated with higher WSS. Low WSS and high OSI were developed in the inner side of the shunt. Competitive flow also yielded a region with lower WSS, higher OSI, and RRT inside the pulmonary artery. These results suggest that the preservation of PDA brings no benefits in potential risks of shunt thrombosis and occlusion, which still need to be carefully monitored during the perioperative period and the long-term follow-up.

There were several limitations in this study. First, the assumption of a rigid wall without considering the elasticity and compliance of the great vessels. Although fluid–structure interaction can be applied to consider the elasticity, the rigid wall can achieve comparative results with minor errors (Esmaily-Moghadam et al., 2015). The pressure wave reflection was set in all outlets to reduce the influence of the rigid wall assumption, which was validated in previous studies (Liu et al., 2011, 2015). Second, only one type of shunt design was discussed in this study. Shunt diameter, shunt position, anastomosis angle, and shunt shape will affect the flow features (Piskin et al., 2017). Nevertheless, the shunt design in this study was appropriate to be applied. According to the advice of the surgeon, a shunt size of 4 mm was selected, and the MBTS was placed in the contralateral side of the PDA. The anastomotic sites were decided based on the spatial position and geometry of the aorta and pulmonary artery branches. Third, the position and size of PDA affect the flow features of MBTS. This study preliminarily investigated the effects of the existence of PDA on the shunt flow. A further study focusing on the effects of the position and morphology of PDA on hemodynamics will be added in the future.



CONCLUSION

The MBTS with PDA is accompanied by more pulmonary perfusion, flow competition, large-scale and complicated turbulence, and higher EL. The ligation of PDA is recommended during the MBTS procedure since the preservation of PDA is riskier, and it may lead to pulmonary overperfusion, insufficient systemic blood flow, and a heavier cardiac burden. Low WSS, high OSI, and high RRT are found in the pulmonary artery between the MBTS and PDA when the PDA is preserved, which does not reduce the risk of thrombosis. The risks of shunt thrombosis and occlusion are still worth noting in the perioperative period and the long-term follow-up. Vascular morphology plays a vital role in hemodynamics, which should be considered in surgery design.
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At present, percutaneous coronary intervention (PCI) is the most effective treatment of coronary artery stenosis. However, in case post-dilation of the stent is needed, the tip of the commonly used post-dilation balloon catheter cannot always pass through the stent smoothly, especially when it is situated in the curved part of the vessel. To improve the performance of traditional post-dilation balloon catheter, a preliminary design of a novel catheter with a spherical-tip is proposed. Since the performance of this spherical-tip catheter is still unclear, in this study, finite element analysis (FEA) and experimental validation of blood vessel with different curvature radii were performed to test and evaluate the performance of the spherical-tip catheter design. The comparative results between the two types of catheters demonstrate that in the simulated post-dilation process, the spherical-tip catheter is easier to pass through the stent placed in the curved vessel without the deformation of the stent strut, and can theoretically reduce the operation time and improve the safety of the operation. Furthermore, the strong consistency between simulation and experiment indicates that the finite element (FE) model can be a helpful tool for future optimization and evaluation of novel catheters, so as to save time and budget in product development and reduce/replace animal studies.

Keywords: post-dilation, spherical-tip catheter, finite element analysis, percutaneous coronary intervention, finite element model


INTRODUCTION

In recent years, the incidence and mortality of coronary heart disease (CHD) have increased significantly (Gagnier et al., 2010; Liu et al., 2012). It is estimated that by 2020, the death rate of coronary heart disease will increase by 50% (approximately 25 million people per year) (Anderson et al., 2016). As percutaneous coronary intervention (PCI) is used primarily for opening a blocked coronary artery and restoring arterial blood flow to heart tissue, and without requiring open-heart surgery, it has the advantages of a short course of treatment, low trauma, and an obviously curative effect, which makes it the most effective treatment of CHD (Williams et al., 2000; Stone et al., 2010).

In clinical practice, balloon pre-dilation is often performed before stent implantation (Migliorini et al., 2010), as it reduces the stenosis of lesions and herewith reduces the damage of stent coating, which is caused during placement. The tip of the pre-dilation catheter has a conical shape, which is conducive for the catheter passing through narrow lesion sites (see Figure 1A). Post-dilation refers to in-stent dilation of the balloon after stent deployed, applying a higher pressure than that used during stent implantation. This operation is performed to ensure the complete attachment between the stent and the vascular wall, which reduces the probability of in-stent thrombosis and the rate of restenosis after the operation (see Figure 1B). Balloon post-dilation has also been developed as an option to reduce the degree of aortic regurgitation (Nombela-Franco et al., 2012), and there is no stenosis in the pathway of the post-dilation catheter.


[image: Figure 1]
FIGURE 1. Illustration of percutaneous coronary intervention. (A) The stent is placed at the narrow section of the vessel, and (B) under in-stent dilation during the post-dilation procedure.


However, since the tip of the most commonly used post-dilation balloon catheter in the clinic has a conical structure (see Figure 2A), the catheter tip can easily get stuck in the stent (Colombo and Stankovic, 2007; Watanabe et al., 2013). In particular, when the catheter has to pass a curved vessel with an implanted stent that consists of rectangular struts, it is difficult for the catheter to pass smoothly through the stent. Sometimes, further advancement of the catheter becomes impossible as it is fully stuck in the stent, and the surgeon has to move the catheter back and forth to find another way through. The passability of post-dilation catheter, however, may cause large stent deformation and damage to the vessel wall, not unlikely leading to acute myocardial infarction and in unfortunate cases even induce death of the patient. Therefore, Sun (Sun, 2018) proposed a novel preliminary design of a balloon catheter with a spherical-tip (see Figure 2B). Before clinical trials can be carried out, the evaluation on the performance of this new spherical-tip catheter design is necessary, especially on the passability through the dilated stent.


[image: Figure 2]
FIGURE 2. Two types of PCI catheters. (A) Traditional balloon catheter and (B) spherical-tip balloon catheter.


The primary factor that affects the catheter passability in post-dilation is the contact behavior between the catheter tip and the stent strut. The force loaded on the tip due to the blood flow will be much lower than the contact force between the catheter tip and strut under physiological conditions. The influence of blood flow is ignored in this study in order to simplify the model. If a special intravascular catheter is employed, such as a catheter with a fiber-optic probe for intra-vascular sensing, the effect of bulk blood flow on the catheter tip should be taken into account (Ghata et al., 2015). Lawton et al. (2000) presented a physical model and a numerical algorithm to simulate the insertion and navigation of a catheter into an arterial system, and the influence of blood flow was also ignored in their model. By contrast, this study aims to demonstrate the better passability of the novel catheter by comparing it to a commonly used one in curved vessel, and a reasonable simplification was made.

Previous studies have demonstrated the feasibility of using finite element analysis (FEA) to validate/evaluate the performance of newly developed PCI procedures. For example, FEA was used to predict whether two different types of stents provoke different levels of stress in the vascular wall (Lally et al., 2005). On the one hand, other researchers used FEA to numerically evaluate commercial stents, which were deployed in straight or curved arteries with plaque (Jung and Kim, 2016). On the other hand, stent thrombosis is a frequently met problems after stenting. Chesnutt and Han (2015) utilized a discrete element method to simulate the interactions of fluid and platelets and red blood cells around struts. It is found that most previous studies focused on the implantation of the stent or the problems after stenting. To the best of our knowledge, the PCI post-dilation catheter delivering problems, regarding advancement through a deployed stent, has not gained much attention in the numerical investigation of PCI procedures.

Therefore, in this study, the performances of a proposed spherical-tip catheter and a traditional catheter were further demonstrated by a combination of FEA and experimental verification. In both FEA and experimental measurement, the contact force between the catheter tip and stent surface is used for characterizing the passability of the catheters. It is anticipated that the outcome of the analysis could provide important implications for future animal experiments and clinical trials. Meanwhile, the experimental verification of the FE model should give confidence that FEA can be used as a tool for future optimization and redesign of the catheter.



MATERIALS AND METHODS

In this section, there are two main steps to the methodology: (1) A simplified FE model was created and verified through specifically designed experiments, and (2) the FE modeling was then applied to a more complicated catheter-stent-vessel configuration.


 Simplified Finite Element Model

In order to verify the feasibility and effectiveness of the FM method, a simplified FE model was constructed. The geometry of different parts, including a curved tube, a guidewire, a sensor receptor, struts of the stent, and catheters, was created in CAD software SOLIDWORKSⓇ (Dassault Systems SolidWorks Corp., France) based on the experimental setup in the next subsection. A straight stent strut and a slanted stent strut were compared in this model because the catheter may contact the different parts of the stent. Both the straight strut and the slanted strut were fixed individually on the sensor receptor to mimic the stent struts. The cross-section of the stent strut was 1 × 1 mm. The angle between the two wings of the v-shaped slanted strut was 90°. The tube was modeled as a hollow cylinder with an inner diameter of 3 mm and a thickness of 1 mm, which was similar to the size of the normal artery (Karimi et al., 2013). According to the experimental setup in the next subsection, the radius of curvature of the tube was set to 10 mm. At the location of the sensor receptor, the tube was opened at one side and flush mounted to the sensor receptor (see Figures 3, 4 for more details). The diameter of the guidewire was 0.36 mm (Hara et al., 2002; Tanaka et al., 2009). The structure and dimension of the two catheter tips were shown in Figures 3A,B. Then, the solid model was directly imported into the CAE software ABAQUSⓇ V6.13 (Dassault Systems Simulia Corp., France). The catheter tip was made of polyurethane (VulkollanⓇ), while the catheter body was made of polyamide (NylonⓇ) (Hunan APT Medical Inc., China). The material of the sensor receptor was stainless steel. The struts were made of iron with the mechanical properties listed in Table 1.


[image: Figure 3]
FIGURE 3. Geometries of experimental FE model. (A) Tip of the traditional catheter, (B) tip of the spherical-tip catheter, (C) straight strut model, and (D) slanted strut for finite element model.



[image: Figure 4]
FIGURE 4. Setup of experimental FE model. (A) Boundary conditions for the FE model and (B) mesh of the 3D FE model.



Table 1. Properties of the materials in the experimental finite element (FE) model.

[image: Table 1]

As shown in Figure 4A, the strut and the sensor receptor were assumed to be tied together, which meant there was no displacement on the interface between strut and sensor. The curved tube was fixed at both its ends (inlet and outlet). The strut was fixed at the interface with the sensor, which itself was also fixed. The inserting catheter part of the guidewire was fixed. The rotations on the X-Y-Z axis and displacement on the Z axis of the other side of the guidewire were restricted. The catheter was displaced at its tail with constant speed of 30 mm/s. For simplicity, the FE contact analysis used the frictionless general contact method in Abaqus/Explicit.

Linear elastic solid elements [type 8-node brick “reduced-integration” elements(C3D8R)] were selected for the FM mesh of each part in the model. The straight strut was meshed with 1,750 elements and 2,556 nodes. The slanted strut was meshed with 1,836 elements and 2,541 nodes. The spherical-tip catheter was discretized by 8,448 elements and 16,524 nodes. The traditional catheter was discretized by 9,785 elements and 14,964 nodes. The vessel was discretized by 10,460 elements and 21,460 nodes. The guidewire was meshed with 5,400 elements and 12,159 nodes. The sensor receptor was meshed with 32,375 elements and 35,895 nodes. The mesh of the 3D FE model was shown in Figure 4B.



 Finite Element Analysis Validation by Conducting Experiment

The accuracy of the FEA result was assessed by conducting an experiment to measure the contact forces between the catheter tip and the stent strut. A rubber tube was used to mimic the blood vessel. The resolution of the force sensor (SH-50, Sundoo Instruments Co., Ltd., China) is 0.01 N. As shown in Figure 5C, the sensor was fixed on a board, while the tube was fixed on a scale paper. The tested tube used in this study had a curvature radius of 10 mm. An incision was made at the outer wall in the middle of the tube. The length of the incision was equal to the diameter of the sensor receptor. A straight strut and a slanted strut were set individually on the sensor receptor to mimic the stent struts as shown in Figures 5A,B. The proximal side of the guidewire was fixed. Afterward, the manipulator inserted the catheter along the guidewire with the constant speed of 30 mm/s. Once the catheter was in contact with the strut, the contact force between the sensor and the strut was recorded. The contact force for each catheter was repeatedly measured 10 times.


[image: Figure 5]
FIGURE 5. Experimental setup. (A) Straight strut, (B) slanted strut, and (C) assembled experimental model.




Finite Element Analysis for Post-dilation

The preliminary work had provided a basis for the following simulation. In the post-dilation FEA model, there were four parts: stent, catheter, guidewire, and blood vessel. The blood vessel was modeled as a hollow cylinder with an inner diameter of 3 mm and a wall thickness of 1 mm (Karimi et al., 2013). The cross-section of coronary stent strut can be circular or rectangular. The coronary stent struts with different cross-section types have their own advantages. The geometry of the stent was designed according to the product provided by the manufacturer (Hunan APT Medical Inc., China), which was fabricated with rectangular struts of 0.1 × 0.1 mm rectangular cross-section. Rectangular strut stent has good supporting performance and less chance of retracting (Kim et al., 2008). The diameter of the guidewire was 0.36 mm (Hara et al., 2002; Tanaka et al., 2009). The curvature radius of the stent and vessel was set to 10 mm. The assembled four parts were presented in Figures 6A,B, and the whole FE model and boundary conditions of the model were shown in Figure 7. In addition, since the shape of the real vessel varies, in order to evaluate the performance of the spherical-tip catheter under different curved conditions, the FE simulation was further used to verify the performance of the spherical-tip catheter and the traditional one passing through the blood vessels with curvature radii of 20 mm and 30 mm.


[image: Figure 6]
FIGURE 6. Three-dimensional FE models of catheter, stent, and vessel. (A) Traditional catheter model and (B) spherical-tip catheter model.



[image: Figure 7]
FIGURE 7. Boundary conditions for the FE model of catheter-stent-vessel configuration (with curvature radius of 10 mm).


These geometries were imported into ABAQUS v6.13 as shown in Figure 7. The material of stent was nickel-titanium alloy. The catheter tip was made of polyurethane, while the catheter body was made of polyamide. The vessel was assumed as a linearly elastic body. The arterial Young's modulus of 20–30 years old people was 0.45 ± 0.12 MPa according to the measurement results (Zhu and Chang, 1991; Holzapfel et al., 2000). All material properties are shown in Table 2.


Table 2. Properties of materials in the catheter-stent-vessel FE models.

[image: Table 2]

The boundary conditions of the model are shown in Figure 7. To mimic the situation in clinical application, the displacements and rotations of two end faces of the vessel on the X-Y-Z axis were restricted. The inserting catheter part of the guidewire was fixed. The rotations on the X-Y-Z axis and displacement on the Z axis of the other side of the guidewire were restricted. The tie constraints were applied between the stent and vessel, so that there was no relative movement between the stent and vessel.

Surface-to-surface contact (Abaqus/Explicit) was applied between the outer surface of the catheter and the inner surface of the stent. In this study, the simple sliding friction model was adopted for the surface-to-surface contact as

[image: image]

where Ff is the friction force, FN is the normal force, and μ is the friction coefficient with the value of 0.2 (De et al., 2008; Roszelle et al., 2014). Other contact pairs in the model used the frictionless general contact algorithm in Abaqus/Explicit. A displacement of 60 mm was imposed onto the reference point to guide the catheter through the stent. The simulation time period was set to 2 s.

The parts of the FE model were modeled with C3D8R using ABAQUS FM code. The stent was meshed with 8,892 elements and 10,670 nodes. The vessel was discretized by 33,800 elements and 44,622 nodes. The catheter was discretized by 20,320 elements and 30,096 nodes. The guidewire was discretized by 21,850 elements and 28,530 nodes.




RESULTS AND DISCUSSION


 Simplified FEA and Experimental Validation

In Figure 8, the stress distribution of the experimental FEA model is presented. In Figures 8A,C, the stress concentration in the strut is caused by the traditional catheter. For the spherical-tip catheter, the stress distribution is lower and more homogeneous than for the traditional catheter. Stress concentration only occurs when the catheter tips come into contact with the struts. From this perspective, the spherical-tip catheter outperformed the traditional one.


[image: Figure 8]
FIGURE 8. Visualizations of simulation results of the experimental FEA model. (A) Traditional catheter with straight strut model, (B) spherical-tip catheter with straight strut model, (C) traditional catheter with slanted strut model, and (D) spherical-tip catheter with slanted strut model.


Figure 9A shows the contact force between the bottom surface of the straight strut and the upper surface of the sensor receptor. Figure 9B presents the contact force for the slanted strut model under the same condition. The maximum contact force is generated when the catheter tip comes into contact with the struts. In the straight strut model, the maximum value of contact force from the traditional catheter is 0.429 N, while the maximum value of the contact force from the spherical-tip catheter is 0.242 N. In the slanted strut model, the maximum value of contact force from the traditional model is 0.383 N, while the maximum value of contact force from the spherical-tip catheter is 0.246 N. When driving those two catheters with the same conditions, the contact force between the traditional catheter tip and the stent is larger than that between the tip of the spherical-tip catheter and the stent. In Figure 9, the catheter tip contacts the strut at 0.92 s in both catheter models, and the contact force reached the first peak. From 0.92 to 1.11 s, the catheter body did not touch the strut. As the catheter continues to move along the guidewire, the contact force reaches the second peak when the catheter body touched the strut.


[image: Figure 9]
FIGURE 9. The contact force between strut and sensor for two strut models in the FE simulation i.e., (A) straight strut model and (B) slanted strut model.


In the experiments (shown in Figure 5), for the straight strut model, the measured contact force caused by traditional catheter is 0.414 ± 0.030 N (mean value ± SD calculated from 10 times measurements), while the contact force caused by spherical-tip catheter is 0.239 ± 0.027 N. For the slanted strut model, the traditional catheter has the resultant contact force of 0.396 ± 0.037 N, while the spherical-tip catheter showed the contact force of 0.236 ± 0.030 N. In addition, the experimental results were processed with t-test in the IBM SPSSⓇ Statistics and are presented in Figure 10 with the simulation results. The simulation and experimental results in Figure 10 show that: (1) There is strong consistency between the simulation and experimental results; (2) the contact force between the traditional catheter tip and the strut is significantly larger than that between the tip of the spherical-tip catheter and the strut under the same conditions(p < 0.0001), which indicated that it was easier for the spherical-tip catheter to pass through the struts than that of traditional one; (3) for both traditional catheter and spherical-tip catheters, there is no significant difference in the contact force between straight and slanted strut groups. The work above made a preliminary evaluation of those two catheters, which had proved the feasibility of the FEA method. It sets a foundation for the following FEA simulation.


[image: Figure 10]
FIGURE 10. Comparison of contact force between simulation and experimental results under traditional/spherical-tip catheter groups and straight/slanted strut groups. ****p < 0.0001, ns, not significant.




 Results of FEA for Post-dilation

The stress distribution of the two catheter models at different time are shown in Figures 11A–D. It can be seen that the spherical-tip catheter can pass smoothly, while the traditional catheter is blocked and causes the stent to deform. This demonstrates the better passability of the spherical-tip catheter in comparison to the traditional one. The tip of the spherical-tip catheter slips over the stent struts when it comes into contact with the stent struts. Contrariwise, the traditional catheter does not pass the stent struts unless the stent is deformed as shown in Figure 11C. The section view of stress distribution of the two catheter models and vessel deformation at 1.1 s are presented in Figures 11E,F. As shown in Figure 11E, the vessels and the stent undergo large deformations together when the catheter tip gets stuck. This likely is the cause of tissue damage in clinical practice.


[image: Figure 11]
FIGURE 11. Visualizations of FEA for the post-dilation. (A) Stress distribution of the traditional catheter at 0.8 s, (B) stress distribution of spherical-tip catheter at 0.8 s, (C) stress distribution of traditional catheter at 1.1 s, (D) stress distribution of spherical-tip catheter at 1.1 s, (E) section view of the traditional catheter model, and (F) section view of the spherical-tip catheter model.


Figure 12A shows the contact force between the catheter tip and stent of two FE models. None of the two catheters touches the stent struts before 0.8 s. Then, the spherical-tip catheter firstly comes into contact with the stent strut. The contact force is discontinuous because there are gaps between the struts. The maximum value of the contact force for the traditional model is 2.3 N, which is much larger than the force (0.54 N) in the spherical-tip catheter model. It indicates that the spherical-tip catheter passes easier through the stent implanted in a curved vessel than the traditional one. The contact force of the traditional catheter model decreases after reaching the highest point because the catheter tip passes through the stent surface after the large deformation of the stent. As shown in Figures 12B,C, the curved vessel models with curvature radius of 20 mm and 30 mm result in the same conclusion as that of the curvature radius of 10 mm.


[image: Figure 12]
FIGURE 12. Contact force between catheter tips and the inner surface of the stent under different curved vessels with (A) curvature radius of 10 mm, (B) curvature radius of 20 mm, and (C) curvature radius of 30 mm.


The contact forces measured in the experiment are in good agreement with the simulation results (see Figures 5, 10), which provides the basis for the FE simulation of catheter-stent-vessel configuration. Meanwhile, it shows that the spherical-tip catheter has less chance of getting blocked during the post-dilation. The FE simulations for the post-dilation reveal that the maximum contact force between the tip of spherical-tip catheter and stent is smaller than that between the traditional catheter tip and stent when advancing catheters. The traditional catheter causes larger deformation of stent and vessel, which may have dangerous consequences, such as tissue damage. When the catheter comes into contact with the stent, the force of the traditional catheter model at the tip is perpendicular to the contact surface, which is opposite to the direction of movement of the catheter, as shown in Figure 13A. The contact force on the tip of the spherical-tip catheter is perpendicular to the spherical contact surface and can be decomposed into two components F1 and F2 as shown in Figure 13B. F1 contributes to the forward movement of the spherical-tip catheter passing across the stent strut. Therefore, it can be inferred that the traditional catheter cannot easily pass through the stent unless the stent is largely deformed. In contrast, the spherical-tip catheter can pass through the stent by virtue of the contribution of the F1 component.


[image: Figure 13]
FIGURE 13. Contact force analysis in different models from section view. (A) Traditional catheter model, and (B) spherical-tip catheter model.




 Limitations of the Study

As a pilot study, although the results of the FE modeling might not be completely accurate because of deviations in the material properties, geometrical approximation in the FM mesh, and assumptions in boundary conditions, the combination of FE simulation and experimental measurement to qualitatively evaluate the performance of novel spherical-tip catheter could provide potential implications for clinical trials. In this study, simplified mechanical models were constructed, without the fluid-structure interaction (FSI), and the lubrication effect of blood was neglected. In fact, in the catheter-stent-vessel system, the blood flow can cause the shear-thinning effect, which can significantly affect the wall shear stress (Liu et al., 2018), and the blood can also change the friction on the contact surface (Wagner et al., 2021). Moreover, in the FE model, the blood vessel was shaped as a soft tube with different curvatures under identical inner diameter. In fact, the patient-specific geometry is an important factor in analyzing the passability of catheter, since the 3D curvature and diameter of blood vessel vary in different segments and patients. Therefore, for realistic estimation, the transient FSI, lubrication effect, and patient-specific modeling are noteworthy to be further investigated.

On the other hand, due to the tiny dimension of the catheter tip, it is challenging to measure the deformation of the catheter tip and contact force in the catheter-stent-vessel system. Azarnoush et al. (2019) applied the intravascular optical coherence tomography probe inside the angioplasty balloon and designed some preliminary experiments, to validate the mechanical properties of balloon provided by FE simulation, during the balloon inflation by means of intravascular imaging. This type of intravascular imaging technology provides the potential to quantitatively monitor the interaction between catheter and stent and between catheter and tissue.




CONCLUSIONS

In this study, we present the evaluation on a novel design of balloon post-dilation catheter using an experimentally verified FEA, in which we compared a newly designed spherical-tip catheter with a traditional conical-tip catheter. The simulation results of the novel spherical-tip catheter and traditional one demonstrate that the new type of spherical-tip catheter has a better performance than the traditional one in passing through the stent area within different curved vessels with the curvature radius of 10, 20, and 30 mm. The new catheter has less contact force than that of traditional one and less potential damage to the blood vessel. Also, it is shown that the FM model developed in this study can be a helpful tool in the design of new catheters and an alternative to animal testing, which is always performed before the pre-clinical trials of this catheter as given in the 3Rs principle (replacement, reduction, and refinement of animal studies).
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Enhanced external counterpulsation is a Food and Drug Administration–approved, non-invasive, assisted circulation therapy for ischemic cardiovascular and cerebrovascular diseases. Previous studies have confirmed that EECP stimulation induces largely different cerebral hemodynamic responses in patients with ischemic stroke and healthy controls. However, the underlying mechanisms remain uncertain. We hypothesize that different blood redistributions at the carotid bifurcation may play a key role. Ten subjects were enrolled in this study, namely, five patients with neurological disorders and five young healthy volunteers as controls. Magnetic resonance angiography (MRA) was performed on the carotid artery. All the subjects received a single session of EECP treatment, with external cuff pressures ranging from 20 to 40 kPa. Vascular ultrasound measurements were taken in the common carotid artery (CCA), external carotid artery (ECA) and internal carotid artery (ICA). Three-dimensional patient-specific numerical models were developed to calculate the WSS-derived hemodynamic factors. The results indicated that EECP increased CCA and ECA blood flow in both groups. The ICA blood flow in the patient group exhibited a mean increase of 6.67% during EECP treatment compared with the pre-EECP condition; a mean decrease of 9.2% was observed in the healthy control group. EECP increased the averaged wall shear stress (AWSS) throughout the carotid bifurcation in the patient group; the ICA AWSS of the healthy group decreased during EECP. In both groups, the oscillatory shear index (OSI) in the ICA increased proportionally with external cuff pressure. In addition, the relative resident time (RRT) was constant or slightly decreased in the CCA and ECA in both groups but increased in the ICA. We suggest that the benefits of EECP to patients with neurological disorders may partly result from blood flow promotion in the ICA and increase in WSS at the carotid bifurcation. In the healthy subjects, the ICA blood flow remained constant during EECP, although the CCA blood flow increased significantly. A relatively low external cuff pressure (20 kPa) is recommended as the optimal treatment pressure for better hemodynamic effects. This study may play an important role in the translation of physiological benefits of EECP treatment in populations with or without neurological disorders.

Keywords: carotid bifurcation, blood flow distribution, cerebral autoregulation, enhanced external counterpulsation, wall shear stress


INTRODUCTION

Enhanced external counterpulsation is an FDA-approved atraumatic therapy that uses a non-invasive circulatory support device to improve blood perfusion in ischemic organs such as the heart and brain (Werner et al., 1999; Michaels et al., 2002; Lin S. et al., 2012). Enhanced external counterpulsation (EECP) treatment involves the application of three sets of pneumatic cuffs wrapped around the calves, lower thighs, and upper thighs of a patient, with sequential inflations and deflations synchronized with electrocardiogram (Zheng et al., 1984). In clinical applications, EECP usually uses a treatment pressure (external cuff pressure) ranging from 30–35 kPa, and it may lead to several acute hemodynamic effects, namely, (I) diastolic augmentation and systolic unloading, which are similar to those of intra-aortic balloon pump (IABP) treatment (Taguchi et al., 2000; Michaels et al., 2002); (II) increase in cardiac output and oxygen uptake (Ahlbom et al., 2016); (III) venous return augmentation and afterload reduction (Lawson et al., 2004); (IV) improvement in left ventricular hemodynamics (Eftekhari and May, 2012).

For years, enhanced external counterpulsation has been used in the treatment of ischemic cerebrovascular diseases (Han and Wong, 2008; Han et al., 2008; Jauch et al., 2013; Liu et al., 2018), and it has been given a Class IIa recommendation in the Guideline for the Early Management of Patients with Acute Ischemic Stroke by the American Stroke Association (ASA) (Jauch et al., 2013). Liu et al. (2018) reported that 10 daily sessions of EECP can enhance ipsilesional corticomotor excitability and reduce motor impairment of the paretic hand in patients who experienced a subacute stroke. Han et al. (2008) reported that a 7-week course of EECP treatment (35 h) could lead to a significant overall improvement in the National Institutes of Health Stroke Scale (NIHSS) rating and color velocity imaging quantification (CVIQ) for patients with ischemic stroke. Tian et al. (2016) reported that long-term EECP treatment could improve the clinical outcome of patients with stroke by decreasing the beat-to-beat BPV.

It is suggested that for cerebral vascular disease, changes in cerebral blood flow velocity (CBFV) and perfusion during the treatment contribute to the clinical benefits of EECP (Han et al., 2008). However, the underlying hemodynamic mechanism remains uncertain and controversial. Measurements in human subjects and animal models have demonstrated a significant increase in blood flow in the common carotid artery (CCA) during EECP (Applebaum et al., 1997; Werner et al., 1999; Levenson et al., 2007; Zhang et al., 2010). Werner et al. (1999) reported a 19 and 26% blood flow volume increase during EECP in internal carotid arteries (ICAs) of healthy volunteers with 200 and 300 mmHg cuff pressure, respectively. The same research group further reported that EECP with a cuff pressure of 250 mmHg led to a plateau or relative decrease in blood flow velocities in the middle cerebral artery (MCA) both in healthy controls and patients with severe coronary atherosclerosis (Werner et al., 2003). Werner et al. (2004) observed a significant perfusion increase in the ischemic retina area of central retinal artery occlusion (CRAO) and branch retinal artery occlusion (BRAO). Jungehuelsing et al. (2010) and Lin et al. (2014) confirmed the plateau of mean CBFV in young and elderly healthy subjects during EECP treatment, although mean blood pressure and peak diastolic CBFV increased significantly. However, Lin W. H. et al. (2012) observed a significant increase in mean CBFV and cerebral blood flow in ischemic stroke patients during EECP treatment. In later research, Lin et al. (2014) reported a plateau or relative decrease in CBFV following an increase in EECP cuff pressure from 150 to 262.5 mmHg; they recommended rather low 150 mmHg as the optimal treatment pressure for ischemic stroke. It has been suggested that cerebral autoregulation (CA) and impaired CA play key roles in modulating cerebral blood flow during EECP (Werner et al., 2003; Lin W. H. et al., 2012; Lin et al., 2014), similar to dynamic physical exercise (Querido and Sheel, 2007; Sato et al., 2011; Chen et al., 2020). We hypothesize that the influence of EECP on cerebral circulation may be partly derived from the redistribution of blood flow in the carotid bifurcation, and is different on healthy subjects and patients with neurological disorders.

The blood flow promotion of EECP produces variations in the arterial biomechanical environment. Biomechanical factors, especially wall shear stress (WSS), are believed to play a key role in maintaining the physiological functions of arteries, and in pathological changes (Bonetti et al., 2003; Casey et al., 2008). Thus, long-term EECP was suggested for its potential vasculoprotective and anti-atherosclerotic effects through improved WSS in clinical observations and animal experiments (Zhang et al., 2007, 2010; Braith et al., 2010). However, the influence of EECP on WSS-derived hemodynamic factors remains unclear. Xu et al. (2020) reported that EECP treatment reduced the surface area ratio of the time-averaged wall shear stress risk area (SAR–TAWSS) and the oscillatory shear index risk area (SAR–OSI) in coronary arteries of patients who had undergone stent implantation or coronary artery bypass grafting.

In the previous study (Du and Wang, 2015), we confirmed the influence of EECP on CCA blood flow pattern and perfusion based on invasive measurements in a porcine model. We proposed a high-precision, patient-specific numerical scheme to assess the impact of EECP on WSS-related factors in the carotid bifurcation (Du et al., 2020). This study investigates the blood flow redistribution characteristics of healthy subjects and patients with neurological disorders under EECP stimulation to assess the variations in WSS-related factors such as AWSS, oscillatory shear index (OSI), and relative resident time (RRT).



CLINICAL EXPERIMENT


Subjects and Ethical Approval

Ten subjects were enrolled in the study, namely, five young and healthy volunteers as controls (three men and two women, 24.6 ± 2.7 years of age, 171.4 ± 5 cm in height, 55.4 ± 2.9 kg in weight) and five patients with neurological disorders (three men and two women, 63.4 ± 8.1 years of age, 163 ± 6.6 cm in height, 68 ± 5.4 kg in weight). All the patients suffered from chronic headaches and asked for medical treatment in the Departments of Neurology or Cardiology of the Eighth Affiliated Hospital of Sun Yat-sen University (SYSU). Color Doppler https://www.wisegeek.com/what-is-an-ultrasound.htm scans showed no significant carotid atherosclerotic plaques in any of the subjects. No severe cerebrovascular disease was diagnosed in any of the subjects. All the participants were asked to not consume nicotine, caffeine, or alcohol for at least 24 h before testing. A written informed consent was obtained from all the patients with CAD and controls before the experiment. This study was approved by the local medical ethics committee of the Eighth Affiliated Hospital of Sun Yat-sen University (SYSU).



Medical Image Acquisition and Processing

All the subjects underwent the clinical protocol for carotid artery MRI on a 3.0 T MRI device (MAGNETOM Prisma, Siemens Electric Company, Munich, Germany). A two-part bilateral eight-channel carotid surface coil (XDR02021, Shenzhen Xindery Electronic Technology Co., Ltd., Shenzhen, China) was used for image acquisition.



EECP Intervention Protocol and Color Doppler Ultrasound Measurement

All the subjects received a single 30-min session of EECP treatment with incremental external cuff pressures ranging from 20 to 40 kPa. A portable EECP device (P-ECP/TM, PSK-Health Sci-Tech Development Co., Ltd., Chongqing, China) was used. A Doppler flow velocity spectrum examination was performed in the right CCA, right ICA, and right ECA, 2–3 cm proximal to the bifurcation of the vessels, using a color Doppler ultrasound system (EPIQ 7, Philips, Eindhoven, The Netherlands) equipped with a 9–11 MHz multifrequency high-resolution linear probe. EECP treatment at all cuff pressures should continue for at least 5 min to ensure sufficient intervention; measurement should begin only when the finger pulse shown on the EECP device monitor has stable waveforms in continuous cardiac cycles.

In this study, mean blood velocity waveforms were extracted from the ultrasound spectra (Figure 1, pink curves) for analysis and were used as boundary conditions for the numerical simulation. The mean lumen diameter of the vessel over one cardiac cycle was used to calculate the blood flow rate and volume, defined as:


[image: Figure 1]
FIGURE 1. Ultrasound flow velocity spectrum: (a) healthy subject, pre-enhanced external counterpulsation (EECP); (b) healthy subject during EECP with 30 kPa cuff pressure; (c) patient, pre-EECP; (d) patient during EECP with 30 kPa cuff pressure. Common carotid artery (CCA), internal carotid artery (ICA), and external carotid artery (ECA) are represented by 1, 2, and 3, respectively. The blue, pink, and green curves represent the peak flow velocity waveforms, mean flow velocity waveforms, and ECGs, respectively. White arrows indicate the diastolic increase induced by EECP stimulation.


Mean diameter = [(systolic diameter × 1/3)] + [(diastolic diameter × 2/3)] (Sato et al., 2011).




NUMERICAL SIMULATION PROCEDURE AND BOUNDARY CONDITIONS


Geometry Reconstruction and Boundary Conditions

Geometry reconstruction based on MRI images was performed using MIMICS 17.0 (Materialise NV, Leuven, Belgium). The CFD model consisted of four boundaries, an inlet at the CCA, a wall, and outlets at the ICA and ECA (Figure 2). The blood flow rate curves were determined based on velocity waveforms measured via Doppler ultrasound, and served as the flow rate boundary conditions at the ICA and CCA. To achieve a fully developed flow, the inlet and outlets were extended outward along their normal direction for a length of five times their diameter. The pressure opening boundary condition was set at the ECA, and the arterial wall was assumed to be rigid and no-slip.


[image: Figure 2]
FIGURE 2. Geometry and boundaries of a carotid artery model. Note that the extension of the internal carotid artery (ICA) outlet is not included.




Mesh Generation

Mesh generation was conducted based on the reconstructed model using ICEM 17.0 (Ansys Inc., Canonsburg, PA, United States). The geometry was meshed with tetrahedral cells in the core region. As the no-slip wall condition was used at the vessel wall, to improve solution accuracy, eight inflation layers were generated near the wall where a high variable gradient is present. A mesh-independence study was performed to obtain an optimized mesh producing reliable results and acceptable computational burdens.



Governing Equations and the Solver

The blood fluid was assumed to be impressible and isoviscous (Newtonian type, μ = 0.039 Pa·s). Thus, the governing transport equations are the continuity and momentum equations, which can be expressed in the general form as

[image: image]
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where p is fluid pressure, g is gravitational acceleration, U is the velocity field, and [image: image] is the second invariant of the shear rate tensor, defined as [image: image].

The simulations were conducted using the Ansys Workbench commercial software. To discretize the governing Equations (1) and (2), a high-resolution advection scheme was implemented. The blend factor β was computed locally to be as close to 1 as possible, intending to satisfy the accuracy and boundedness requirements. The transient scheme used for the solution to march in time was the second-order backward Euler scheme. Unknowns were solved using this configuration for two cardiac cycles. The results of the first cardiac cycle were used to initialize the computational domain. The results presented in the following sections were produced from the second cardiac cycle. Numerical solutions were obtained; the root mean square (RMS) mass and momentum residuals were below 10−5. Achieving this level of convergence typically requires 20–40 iterations.



Statistics

All statistical analyses were conducted using the SPASS 25.0 software. Data are presented as mean ± standard deviation. Statistical significance was set at p < 0.05.




RESULTS AND DISCUSSION


Influence of EECP on Carotid Artery Lumen Diameter and Blood Flow

Variations in the carotid artery lumen diameter and blood flow rate before and during EECP stimulation with incremental external cuff pressures were calculated based on the Doppler ultrasound measurement, as shown in Figure 3. From statistical analysis, CCA and ECA diameters slightly increased during EECP compared with the pre-EECP condition in the healthy control group, although the increase was not statistically significant (p > 0.05). The ICA diameter in the healthy control group remained approximately constant. In the patient group, the CCA diameter significantly increased during EECP with cuff pressures of 30 and 40 kPa (p = 0.041 and p = 0.044, respectively). The ICA diameter increased during EECP compared with the pre-EECP condition, but only with a cuff pressure of 40 kPa; the increase was statistically significant (p = 0.036). The ECA diameter in the patient group remained approximately constant. For the healthy control group, EECP stimulation with cuff pressures of 20 and 30 kPa led to statistically significant increases in mean blood flow rate (MBFR) over a cardiac cycle in the CCA compared with the pre-EECP condition [7.339 ± 1.547 vs. 8.282 ± 1.497 ml/s (p = 0.034), and 7.339 ± 1.547 vs. 8.426 ± 1.595 ml/s (p = 0.017), respectively]. The MBFR in the ECA increased during EECP compared with the pre-EECP condition, although the increase was not statistically significant. The MBFR in the ICA during EECP showed slight decreases with cuff pressures of 20, 30, and 40 kPa compared with the pre-EECP condition (5.789 ± 1.327 vs. 4.991 ± 0.627 vs. 5.422 ± 1.362 vs. 5.356 ± 1.574 ml/s) but were not statistically significant (p > 0.05). The measurements support findings in previous studies (Jungehuelsing et al., 2010; Lin et al., 2014) and indicate that although EECP stimulation significantly elevated the CCA blood flow in the healthy subjects, the ICA blood flow level remained constant or slightly decreased. Enhanced blood flow in the CCA was transmitted to the ECA and led to a large increase in the ECA blood flow.


[image: Figure 3]
FIGURE 3. Effects of enhanced external counterpulsation (EECP) on lumen diameter and blood flow rate in carotid artery: (A) lumen diameter variations in the healthy control group; (B) lumen diameter variations in the patient group; (C) blood flow rate variations in the healthy control group; (D) blood flow rate variations in the patient group (**indicates P > 0.05, ***indicates P ≤ 0.05).


In the patient group, EECP stimulation led to MBFR increases in the CCA, ICA, and ECA, but in the CCA only when the EECP cuff pressure was 30 kPa; the MBFR increase was statistically significant compared with the pre-EECP condition (9.56 ± 1.768 vs. 11.485 ± 2.705 ml/s, p = 0.05). EECP stimulation with 20, 30, and 40 kPa cuff pressures led to 11.26, 1.84, and 6.92% MBFR increases in the ICA, respectively, compared with the pre-EECP condition. The results indicated that the influence of EECP on ICA blood flow was different in the patients than in the healthy subjects. The ICA blood flow in the patient group increased during EECP stimulation, resulting in an increase in cerebral blood flow, such as MCA blood flow (Lin W. H. et al., 2012; Lin et al., 2014). In this study, a rather low cuff pressure of 20 kPa (150 mmHg) produced the greatest blood flow increase in the ICA.



Influence of EECP on WSS-Related Factors

Enhanced external counterpulsation induced significantly different blood flow redistributions in the carotid bifurcation in the healthy subjects and patients, which could lead to different biomechanical responses. Biomechanical forces, especially WSS, are widely believed to play an important role in maintaining the physiological functions of blood vessels (Brown et al., 2016). WSS-derived hemodynamic factors, such as AWSS, OSI, and RRT, are believed to quantify the levels and fluctuations of WSS over cardiac cycles, defined as (Rikhtegar et al., 2012).
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Where [image: image] is the magnitude of the instantaneous WSS vector [image: image] and T is the duration of one cardiac cycle.

The wall shear stress exerted by blood flow is the tangential frictional force on the endothelial surface. It is believed that the initiation of atherosclerotic lesions is highly correlated with local areas of low WSS, defined as <1 Pa (Samady et al., 2011). High WSS up to a certain threshold seems to protect against plaque formation (Rikhtegar et al., 2012; Brown et al., 2016; Thondapu et al., 2017). WSS is largely dependent on the geometric characteristics of the vessel, such as curvature and diameter. The WSS distributions of a healthy subject and a patient at four different points in the carotid bifurcation wall (proximal CCA, outer wall of the ICA bulb, inner wall of the proximal ECA, and apex) before and during EECP intervention with incremental pressures are shown in Figure 4. In both subjects, WSS distributions were much more complicated at the ICA bulb than at other sites. EECP mainly influenced the WSS distribution in the diastole, especially at the proximal CCA and apex. Peak WSS values were observed at the apex of the bifurcation (116.78 Pa before EECP vs. 138.28 Pa during EECP for the healthy subject, and 29.33 Pa before EECP vs. 29.78 Pa during EECP for the patient subject).


[image: Figure 4]
FIGURE 4. Wall shear stress (WSS) variations in one cardiac cycle before and during enhanced external counterpulsation (EECP) with incremental cuff pressures: (A, B) represent a healthy subject and a patient, respectively; 1, 2, 3, and 4 represent the proximal common carotid artery (CCA), outer wall of the internal carotid artery (ICA) bulb, apex, and inner wall of proximal external carotid artery (ECA), respectively.


Considering that WSS is a continuous and oscillatory hemodynamic parameter in cardiac cycles, AWSS represents the WSS magnitude averaged over the cardiac cycle, and has been confirmed to be highly sensitive in predicting plaque locations (Rikhtegar et al., 2012). Samady et al. (2011) indicated that an increase in the atherosclerotic plaque area was associated with low-AWSS (<1 Pa) arterial segments, and a decrease in plaque area was correlated with intermediate-AWSS (≥1 and <2.5 Pa) and high-AWSS (≥2.5 Pa) arterial segments. The AWSS contours for a healthy subject and a patient are shown in Figures 5A1,B1; the influence of EECP on WSS distribution is significantly different between the subjects, mainly because of different blood flow redistribution characteristics. For the healthy subject, low-level AWSS segments appeared at the proximal CCA and outer wall of the carotid bulb, consistent with the results reported by Li et al. (2018). EECP stimulation influenced the AWSS mainly at the apex and the ECA. However, for the patient subject, EECP influenced the AWSS over the entire carotid artery bifurcation, especially at the ICA. The percentages of low-AWSS (<1Pa) arterial segments over the carotid bifurcations were calculated and compared before and during EECP with incremental cuff pressures (Figure 6). The percentage of the low-AWSS segments decreased during EECP for the healthy control group and the patient group compared with the pre-EECP condition. However, no statistically significant difference was found in any of the cases (p > 0.05).


[image: Figure 5]
FIGURE 5. Variations in wall shear stress (WSS)-derived hemodynamic factors over the cardiac cycle before and during EECP: (A,B) represent the healthy subject and the patient, respectively; 1, 2, and 3 represent averaged wall shear stress (AWSS), oscillatory shear index (OSI), and relative resident time (RRT), respectively.



[image: Figure 6]
FIGURE 6. Changes in percentage of low-averaged wall shear stress (AWSS) segments in carotid bifurcation.


Oscillatory shear index is a factor believed to quantify the temporal oscillation of the WSS. Some studies have reported a positive correlation between high levels of OSI and plaque formation (Rikhtegar et al., 2012). Figures 5A2,B2 show the OSI contours of a healthy subject and a patient, before and during EECP with incremental cuff pressures. The results indicate that high-OSI segments appear at the proximal CCA, bulb, and inner wall of the proximal ECA in the healthy subject and the patient. However, the influence of EECP on OSI was significantly different for the two subjects. For the healthy subject, EECP increased the OSI at the bulb, which was approximately proportional to the external cuff pressure; the OSI at the ECA remained constant. For the patient subject, the OSI at the bulb and proximal CCA decreased during EECP compared with the pre-EECP condition, and generally showed a negative correlation with the cuff pressure. The OSI at the proximal ECA was constant or slightly increased during EECP compared with the pre-EECP condition.

Figures 5A3,B3 show the variations in the RRT distributions before and during EECP with incremental cuff pressures. The RRT is a factor introduced to quantify the residence time of molecules in arterial segments; its value is determined by both AWSS and OSI. Some studies have reported a positive correlation between sites of plaque initiation and high RRT (Hoi et al., 2011; Rikhtegar et al., 2012). The results of this study indicated that for the healthy subject, a high-RRT segment appeared at the bulb and proximal CCA, and EECP led to a plateau or a slight increase in the RRT over the carotid bifurcation. However, for the patient subject, high-RRT segments appeared at the distal and proximal CCA and the inner wall of the ECA. The RRT decreased in the CCA during EECP compared with the pre-EECP condition; no significant difference was observed with different cuff pressures. The RRT increased in the ECA during EECP with a relatively low cuff pressure of 20 kPa compared with the pre-EECP condition. However, with relatively high cuff pressures of 30 and 40 kPa, the RRT in the ECA decreased.

The local distribution characteristics of WSS-derived hemodynamic factors such as the AWSS, OSI, and RRT are strongly dependent on the patient-specific geometric characteristics of the vessel; these factors may be significantly different between subjects (Glor et al., 2003). Considering that the carotid bifurcation is a high-risk atherosclerotic lesion region, the focus of this study was the influence of EECP intervention on variations in WSS-derived hemodynamic factors over the local bifurcation region including the proximal CCA, ICA bulk, and proximal ECA. Table 1 shows the variations in WSS-derived hemodynamic factors before and during EECP. The statistical results indicate that EECP induced an increase in AWSS in both groups. For the healthy control group, a relatively low cuff pressure of 20 kPa produced a maximum AWSS increase of 19.83% compared with the pre-EECP state. For the patient group, the optimal cuff pressure for an increase in WSS was 30 kPa, which produced a 38.5% increase in AWSS compared with the pre-EECP state. The OSI decreased 16.28% during EECP with a cuff pressure of 20 kPa, and increased 16.28 and 39.53% during EECP with 30 and 40 kPa cuff pressures, respectively, compared with the pre-EECP state. For the patient group, the OSI increased 8.33 and 3.33% during EECP with 20 and 30 kPa cuff pressures, respectively, and increased 11.67% during EECP with a cuff pressure of 40 kPa compared with the pre-EECP state. The RRT decreased in both groups during EECP compared with the pre-EECP state. For the healthy control group, a relatively low cuff pressure of 20 kPa produced a 22.69% decrease in the maximum RRT compared with the pre-EECP state. For the patient group, a negative correlation was observed between the RRT and the EECP cuff pressure. Compared with the pre-EECP state, the RRT decreased by 6.18, 19.66, and 22.47% during EECP with cuff pressures of 20, 30, and 40 kPa, respectively. Because of the relatively small sample size in this study and the significant difference in the WSS-derived hemodynamic factors at the same sites in different subjects, no statistically significant difference was found. However, the results indicate consistent variation characteristics induced by EECP with incremental cuff pressures.


Table 1. Variations in wall shear stress (WSS)-derived hemodynamic factors before and during enhanced external counterpulsation (EECP).

[image: Table 1]




LIMITATIONS

As numerical simulation and subsequent post-processing are time-consuming, and considering the exploratory nature of this study, the sample size was relatively small. This is probably the main reason why the statistical results indicate no statistical significance in most cases. Properly powered studies are necessary in the future to confirm these relationships. Another limitation is that the Doppler ultrasound measurements were not isochronous in the CCA, ICA, and ECA, because two or more probes were not available at the right or left carotid bifurcation. Furthermore, in this study, autoregulatory index (ARI) evaluations of the patients to verify an impaired CA were not performed.



CONCLUSION

To the best knowledge of the authors, this is the first prospective investigation of the influence of EECP treatment on blood flow distribution and WSS-derived hemodynamic factors in the carotid bifurcation. This study indicated that EECP intervention increased ICA blood flow and WSS in the carotid bifurcation in patients with neurological disorders, which may be the most important hemodynamic mechanism underlying the clinical benefits of EECP, such as improvement of cerebral ischemia and vascular endothelial function. However, in the healthy subjects, the ICA blood flow remained constant or slightly decreased during EECP treatment, although the CCA blood flow significantly increased, avoiding the potential risk of cerebral hyperperfusion via the ICA. The physiological phenomenon induced by EECP is similar to moderate- and high-intensity dynamic physical exercise (Sato et al., 2011). CA and impaired CA may play a key role in modulating carotid hemodynamics in both physical exercise and EECP, but the mechanism requires further investigation.

To achieve a better cerebral blood flow increase via the ICA, a relatively low external cuff pressure of 20 kPa is recommended as the optimal EECP treatment pressure for cerebrovascular diseases, and this can also reduce the potential risk of adverse events associated with higher pressures (Lin et al., 2014). Moreover, EECP treatment with a cuff pressure of 20 kPa can induce an increase in the WSS in the carotid bifurcation, and a decrease in temporary WSS oscillation in healthy subjects and patients with neurological disorders.
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Atherosclerotic plaque rupture in coronary arteries, an important trigger of myocardial infarction, is shown to correlate with high levels of pressure-induced mechanical stresses in plaques. Finite element (FE) analyses are commonly used for plaque stress assessment. However, the required information of heterogenous material properties of atherosclerotic coronaries remains to be scarce. In this work, we characterized the component-wise mechanical properties of atherosclerotic human coronary arteries. To achieve this, we performed ex vivo inflation tests on post-mortem human coronary arteries and developed an inverse FE modeling (iFEM) pipeline, which combined high-frequency ultrasound deformation measurements, a high-field magnetic resonance-based artery composition characterization, and a machine learning-based Bayesian optimization (BO) with uniqueness assessment. By using the developed pipeline, 10 cross-sections from five atherosclerotic human coronary arteries were analyzed, and the Yeoh material model constants of the fibrous intima and arterial wall components were determined. This work outlines the developed pipeline and provides the knowledge of non-linear, multicomponent mechanical properties of atherosclerotic human coronary arteries.

Keywords: atherosclerosis, Bayesian optimization, coronary artery, finite element analysis, inflation test, material constant, ultrasound, Yeoh model


INTRODUCTION

Atherosclerosis is a systemic progressive disease of arteries, characterized mainly by arterial wall thickening due to plaque tissue formation (Lusis, 2000). Plaque rupture in atherosclerotic coronaries is highly critical as this triggers thrombosis, a main cause of acute myocardial infarction (Virmani et al., 2009). Accurate assessment of coronary plaque rupture risk is crucial to prevent fatal coronary events. However, the current assessment criteria are far from being optimal. Thus, there is a need for better risk assessment tools (Akyildiz et al., 2018).

Previously, high mechanical stresses induced by blood pressure were shown to associate with plaque rupture (Richardson, 1989; Cheng et al., 1993). Plaque stress analyses, usually performed with computational techniques such as finite element (FE) modeling, have the great potential to further optimize the plaque rupture risk assessment. In these analyses, the material properties of the individual structural components of atherosclerotic coronary arteries, especially of the fibrous intima, are critical as they were shown to greatly influence the stress results (Akyildiz et al., 2011). However, the material property information of atherosclerotic human coronaries is lacking greatly (Akyildiz et al., 2014) as collecting, preparing, and mechanical testing of atherosclerotic human coronaries are challenging (Jankowska et al., 2015).

A few studies investigated the material properties of atherosclerotic human coronaries (Kural et al., 2012; Karimi et al., 2013a,b, 2017a,b; Jankowska et al., 2015). These studies, where uniaxial or biaxial tensile tests were performed on intact artery strips (i.e., the individual layers/components not separated), provided aggregate tissue properties rather than the properties of the individual tissue components. Recently, our group (Akyildiz et al., 2016) developed a hybrid experimental and numerical framework, based on the inverse FE modeling (iFEM) technique, for the multicomponent material characterization of atherosclerotic arteries and tested its feasibility on atherosclerotic porcine iliac arteries. The framework comprised (i) inflation tests, which mimic the physiological multiaxial loading of the arteries more closely than commonly used tensile tests; (ii) high-resolution, ultrasound-based local tissue deformation measurements; (iii) histology-based FE modeling; and (iv) grid search optimization algorithm.

In the current study, we further advance our framework and use it to characterize the multicomponent material properties of atherosclerotic human coronary arteries. The advancements include (1) high-resolution magnetic resonance imaging (MRI) for detailed multicomponent geometrical information of arteries, (2) use of Yeoh material model to represent the non-linear tissue behavior, and (3) integration of a machine learning-based, cost-efficient Bayesian optimization (BO) technique. To the best of our knowledge, this work is the first to assess the multicomponent material properties of atherosclerotic human coronaries from physiological, intact artery testing.



MATERIALS AND METHODS

The iFEM approach was used to characterize the non-linear material behavior of the fibrous intima and the arterial wall components of atherosclerotic human coronaries. The main steps of the method were: (A) mechanical testing, (B) FE modeling, and (C) error minimization process (Figure 1).


[image: image]

FIGURE 1. The inverse finite element modeling (iFEM) scheme composed of three main parts: mechanical testing (A), finite element modeling (B), and error minimization (C). DPTBO, deep partitioning tree based Bayesian optimization; FE, finite element; MRI, magnetic resonance imaging; NMSE, normalized mean square error; RF, radiofrequency.



Mechanical Testing

In the first part of the iFEM scheme, the inflation testing was combined with a high-resolution preclinical ultrasound imaging system and cross-correlation technique to obtain experimental deformations of the atherosclerotic human coronary arteries.


Coronary Artery Collection and Preparation

Five atherosclerotic human coronary arteries were collected post-mortem, snap frozen, and stored at −80°C until the day of testing. Two of the arteries were right coronaries, whereas the others were left anterior descending coronary arteries. Prior to the inflation tests, the arteries were thawed at room temperature and the connective tissues outside the arteries were removed carefully. The side branches of the arteries were closed with surgical suture to prevent leakage during the tests. The collection and use of human coronaries for this study were approved by the Medical Ethics Committee of Erasmus Medical Center in Rotterdam.



Inflation Testing Setup and Testing Protocol

The inflation test setup consisted of a tissue bath, a heating unit, a syringe pump (Pump 11 Elite, Harvard Apparatus, Holliston, MA, United States), and a digital pressure manometer (GDH200, Greisinger Electronic, Regenstauf, Germany). During the inflation tests, the cannulated arteries were submersed in phosphate buffered saline (PBS) solution at 37°C in the tissue bath. While one end of the arteries was connected to the syringe pump, which injected PBS in to the arteries, the other end was connected to the pressure manometer. Prior to the experiments, the arteries were preconditioned by applying an intraluminal pressure of 80 mmHg and a longitudinal (in the direction along the long axis of the artery) stretch of 20% for 10 cycles. To prevent a possible buckling and to reach the approximately in situ length, the arteries were tested at 20% longitudinal pre-stretch.

During the inflation tests, quasi-static pressure steps of 10 mmHg were applied up to 120 mmHg. At each pressure step, the arteries were imaged with an ultrasound system (Vevo 2100, FUJIFILM, Visual Sonics Inc., Toronto, ON, Canada). The integrated motor of the system enabled acquiring 2D transversal scans of the arteries at multiple locations during inflation. A high-frequency probe (MS550S, fc = 40 MHz) was used for the ultrasound scans. This way, transversal, 2D B-mode images and radiofrequency (RF) data were collected at approximately every 0.137 mm along the longitudinal direction of the arteries. The collected RF data were subsequently used for the cross-correlation technique (Lopata et al., 2009; Akyildiz et al., 2016) to determine the local tissue deformation induced by the inflation.



Measurements of Local Tissue Deformation

Local tissue deformation (in terms of axial – along the ultrasound wave direction – and lateral – perpendicular to the ultrasound wave direction – displacements, referring to 2D cross-sectional images) were measured using an iterative coarse-to-fine block-matching algorithm (Lopata et al., 2009) from ultrasound RF data. In iteration #1, estimates of the displacements were obtained on a coarse grid by determining 2D normalized cross-correlation functions for templates of 2D demodulated RF data from one pressure step with large kernels of data from a subsequent pressure step. The difference in position between the cross-correlation functions’ peaks and the centers of the templates directly provided the displacement values in 2D. Then, the coarse displacements were filtered using a 2D median filter (size: 5×5). The filtered displacements served as initial guesses for displacement estimation on a finer scale in iteration #2. In this iteration, smaller templates and search kernels were used for more local displacement estimation. After iteration #2, displacements were again filtered with a 2D median filter (size: 41 × 41). In the final iteration, #3, the finest, most local, displacements were obtained. Again, the displacements estimated in the previous iteration were used as initial offset for the search kernels, and again template and kernel sizes were smaller. For highly accurate displacement estimation, the raw RF data instead of the demodulated RF data were used for the block-matching operation in this final iteration. Furthermore, the peak positions of the normalized cross-correlation functions were estimated on a subsample scale by 2D cubic interpolation of the cross-correlation peak (Saris et al., 2018). No filtering was performed after the last iteration. Displacements from the lowest-pressure step to the highest-pressure step were accumulated using bilinear interpolation. For more details on this accumulation step, see Hansen et al. (2014). The specific kernel, grid, and template sizes are given in Table 1. The algorithm provides axial and lateral displacements as an output. For the iFEM scheme, only the axial displacements were utilized due to relatively higher noise in lateral direction (Akyildiz et al., 2016).


TABLE 1. Coarse-to-fine displacement algorithm settings.

[image: Table 1]


Finite Element Modeling

In the second part of the iFEM scheme, the inflation testing of the arteries was simulated using FE models to obtain the local tissue deformation computationally. The geometrical information of the arteries was obtained by the ultrasound registered MRI images.


Plaque Morphology by Magnetic Resonance Imaging

A high-field, 7-Tesla, pre-clinical MRI system (Discovery MR901, General Electrics, Fairfield, CT, United States) was used to obtain the detailed geometry of the lipid, calcium, fibrous intima, and arterial wall (consisting of the media and adventitia layers) components. T1- and T2-weighted sequences (Figure 2) were used to image the components, while the artery was submerged in PBS solution during the imaging. The repetition time and echo time were 17.48 and 3.35 ms for the T1-weighted, and 2500 and 66 ms for the T2-weighted sequences, respectively. The flip angle was 90° in both sequences. Both the slice thickness and interslice spacing were chosen as 0.5 mm. The obtained T1- and T2-weighted MR images had a spatial resolution of 49 μm × 49 μm.


[image: image]

FIGURE 2. Representative T1- and T2-weighted MRI images of cross-section #9.


Lipid and calcium components were identified as the hypointense (dark) regions in T2-weighted images (Shinnar et al., 1999; Serfaty et al., 2001). The T1-weighted images helped to differentiate calcium from the lipid component (Tang et al., 2009) as the calcium appeared hypointense in T1-weighted images (Shinnar et al., 1999). The fibrous intima appeared as hyperintense (bright) on T2-weighted images (Martin et al., 1995). T2-weighted images were also used to determine the arterial wall components, the adventitia and the media, which appeared as hypo and hyperintensity regions, respectively (Serfaty et al., 2001).



Cross-Section Selection

Multiple cross-sections from the five tested arteries were selected for further analyses. The selection was based on the location, plaque size, and the ultrasound and MRI image qualities of the cross-sections. The cross-sections close to a side branch or a cannula were not included. The selected cross-sections were required to have clear lumen and external elastic lamina border on MRI and ultrasound images. In addition, both images had to be free of any artifact due to air bubbles in PBS. Multiple cross-sections from the same artery were selected only if these cross-sections were at least 1.5 mm apart from each other. Application of these strict selection criteria resulted in a set of 10 cross-sections, where the number of cross-sections per each artery ranged from 1 to 4 (Table 2).


TABLE 2. iFEM predicted Yeoh constants for fibrous intima and wall, and their respective NMSE values.

[image: Table 2]Since MRI images were used for tissue composition and ultrasound data for the experimental tissue deformation measurements, the data sets from these imaging modalities had to be co-registered. The MRI and ultrasound images corresponding to a cross-section were identified by using the cannulas and side branches as landmarks, which were visible in both imaging modalities. Based on the distance of the cross-section from these landmarks, the correct image in both modalities was identified.



Image Segmentation, and MRI and Ultrasound Co-registration

Once the correct images of a cross-section from the ultrasound and MRI data sets were selected, these two images had to be co-registered. For the co-registration, approximately 10 mmHg pressurized reference ultrasound and MRI images were used. A custom-built script within the MevisLab Software (version 2.7, MeVis Medical Solutions, AG, Fraunhofer Institute for Digital Medicine MEVIS, Bremen, Germany), the open-source software ITK-Snap (Yushkevich et al., 2006), and elastix (Klein et al., 2010) were utilized. The developed MevisLab tool was used to adjust the spatial resolution of the MRI to match the one of the ultrasound data and to perform a rigid registration. Then, ITK-Snap was used to delineate the lumen and the external elastic lamina (the border between the media and the adventitia) on the MRI and the ultrasound images of the selected cross-sections. Subsequently, MRI segmentations were co-registered to ultrasound segmentations through non-rigid deformation using elastix. This provided a co-registration transformation matrix. Then, MRI images were further segmented for the lipid, calcium, fibrous intima, and arterial wall components by using ITK-Snap. The obtained transformation matrix was applied on the fully segmented MRI image to transfer the geometries of the components to the ultrasound images (Figure 3). This final registered image obtained with this protocol was used to create the multicomponent geometry of the selected cross-sections for the FE models.


[image: image]

FIGURE 3. Image registration composed of the registration of lumen and external elastic lamina (EEL) borders of the magnetic resonance imaging (MRI) to the ultrasound to obtain the transformation matrix (Step 1), and the application of the transformation matrix to the complete segmented MRI image (Step 2).




Details of Finite Element Models

The 2D FE models were built in ABAQUS (version 2016, Dassault Systèmes, Vélizy-Villacoublay, France). The atherosclerotic coronary artery geometries were discretized with quadrilateral (CPE4H) and triangular (CPE3H) hybrid, plane strain elements. Following the mesh refinement study, the minimum global element size was defined as 0.035 mm, and the average number of nodes was approximately 19k ± 5k. The models were used to simulate the intraluminal pressurization during the inflation tests by applying pressures of 80, 100, and 120 mmHg.

The lipid and calcium components were modeled as incompressible Neo-Hookean solids with the strain energy density function, WNeo−Hookean, given as

[image: image]

where I1 is the first invariant of the right Cauchy-Green deformation tensor and c1 is the material constant. The c1 material constant was taken as 1 kPa (Loree et al., 1994; Akyildiz et al., 2011) and 1 GPa (Gijsen et al., 2021) for lipid and calcium, respectively. The fibrous intima and arterial wall components were modeled as incompressible Yeoh materials, where the strain energy density function WYeoh is to be given as

[image: image]

where the material constants are indicated by ci for i = 1, 2, 3. During the iFEM protocol, the Yeoh material constants (ci) of the fibrous intima and wall were optimized by iteratively predicting a total of six parameters.



Optimization Scheme

In the last part of the iFEM scheme, the errors between the experimental and computationally derived axial displacements were minimized iteratively by varying the model constants’ values of the fibrous intima and the arterial wall in the FE model simulations.


Grid Application and Error Calculation

A grid with an element size of 100 μm × 100 μm was applied on the analyzed atherosclerotic artery cross-sections’ FE model and ultrasound displacement data. For the minimization, only the grid elements located in the mid-section, spanning the 50% of the cross-sectional width, were used for the error calculation in the optimization scheme (Figure 1). Within a grid element, the displacements of the FE nodes (∼ 10 FE nodes per grid element) and of the ultrasound data were averaged to obtain the experimental and the computational displacement vectors. These vectors contained displacement information from 80, 100, and 120 mmHg pressure steps. Then, the normalized mean square error (NMSE) (Torun and Swaminathan, 2019) given as

[image: image]

was calculated for the minimization, where N is the number of the selected grid elements, and y (xi) and [image: image] are the vectors composed of the experimentally and computationally derived displacements, respectively.



Deep Partitioning Tree Based Bayesian Optimization

As for the optimization algorithm, a machine learning based global optimization technique called deep partitioning tree based BO (DPTBO) (Torun and Swaminathan, 2019) was used. The optimization part of the iFEM framework corresponds to a non-linear problem with many possible local minima, where each function evaluation involves a complex FE analysis. Hence, the optimization algorithm chosen needs to be able to avoid these local minima, while minimizing the number of function evaluations in order to locate the global minimum in a practical amount of time. The DPTBO and, in general, BO-based algorithms are specifically developed to handle such difficult problems. The sample efficiency of BO algorithms comes from utilizing a machine learning model that performs probabilistic non-linear regression, namely, a Gaussian process (GP). More specifically, at each iteration of BO, all the previously collected function evaluations are used to train a GP model that provides a predictive posterior distribution, which can “predict” the value of cost function without performing an actual function evaluation, in our case FE analysis, and provide a confidence interval around this prediction. The predicted value (posterior mean) and the confidence interval (posterior variance) are then used to create a “sampling strategy,” which is used to select the input parameters that provide the highest likelihood of being the global minimum. The selected sample then gets evaluated through an actual FE analysis, and the result is used to re-train the GP to proceed into next iteration. The interested readers are referred to Brochu et al. (2010) for a more detailed description of BO-based methods and their advantages over commonly used optimization methods.

Note that for all cases, we used 50 initial guesses and set the maximum number of model evaluations to 400 as the optimization was observed to converge well-before this pre-set number. After the BO procedure was completed, it provided the final GP model that can be used for post-processing. One particularly useful post-processing step of our iFEM approach is to evaluate the possible uniqueness of the predicted material properties. The uniqueness information can be obtained by “inverting” the GP model, i.e., asking it to provide a set of material properties that would give a similar cost function value as the actual result of optimization. In the current study, the similarity was defined as 5% + actual error. In case that the median of the set of material properties obtained using inverting the GP is similar to the actual result of iFEM, then this implies the likelihood of the uniqueness of the estimated parameters. This inversion of the final GP model is implemented in MATLAB (MathWorks, Portola Valley, CA, United States) using a technique called slice-sampling (Neal, 2003), which can be found in the open-source “GPstuff” package (Vanhatalo et al., 2013).



RESULTS

Ten cross-sections from five atherosclerotic human coronary arteries were characterized by the developed iFEM approach. The fibrous intima and arterial wall components in the cross-sections had an average area ± SD of 2.64 ± 1.45 and 4.61 ± 2.43 mm2, respectively. All cross-sections contained a lipid component with an average area of 1.33 ± 0.84 mm2. Three cross-sections (#7, 9, and 10) had calcifications with an average area of 0.40 ± 0.50 mm2 (Supplementary Table 1).

The mechanical inflation tests were performed successfully on all arteries with minimal or no leakage, and stabilized intraluminal pressure at each pressure step. For all cross-sections, the optimization scheme reached convergence within the pre-set budget of 400 iterations (Figure 4). The average error was 10.5%, where seven cross-sections had an error ≤10%. Figure 5 demonstrates the MRI and ultrasound images, FE model, convergence curve, and experimentally and computationally predicted displacement patterns of the cross-section #2, as a representative case.


[image: image]

FIGURE 4. The convergence graphs of the inverse finite element modeling (iFEM) evaluations. CS, cross-section; FE, finite element; NMSE, normalized mean square error.



[image: image]

FIGURE 5. Magnetic resonance imaging (MRI), ultrasound image (at 10 and 120 mmHg), finite element (FE) model, convergence graph and experimental and computationally derived final displacement maps demonstrated for the representative cross-section #2 with an error of 2.15%. NMSE, normalized mean square error.


The predicted Yeoh material constants and error values for all cross-sections are given in Table 2. The predicted material constants for the fibrous intima and wall components all satisfied the Yeoh material model stability criteria (Bilgili, 2004) given as

[image: image]

The uniqueness of the iFEM predicted material properties was analyzed by inverting the GP model that is trained during the iFEM protocol. During the GP inverting process, additional set of material constants were predicted that converged in less than their iFEM finalized NMSE + 5% range. Then, they were compared with the iFEM predicted Yeoh constants for all of the 10 cross-sections. Figure 6 outlines the iFEM-predicted and the GP-inverted model predicted Yeoh model material constants for the fibrous intima and wall layers. For the fibrous intima, the medians of the material constants, namely, c_1, c_2, and c_3, were 1.34, 0.20, and 0.36 kPa for the iFEM-predicted, and 2.35, 1.24, and 4.09 kPa for the GP-inverted methods, respectively. For the wall layer, the medians of 5.90, −0.27, and 190.48 kPa were observed for the iFEM predicted constants, whereas the GP-inverted model had a median of 7.06, −2.39, and 188.37 kPa, respectively. This analysis shows good similarity between the iFEM-predicted and GP-inverted model results, implying the high likelihood of the uniqueness of the iFEM predicted values. Please note that the provided median values were estimated to predict the similarity between the iFEM-predicted and GP-inverted model results. The future FE models should not be based on these median values, as the large variation within the distributions clearly shows the importance of individual-specific characterization.


[image: image]

FIGURE 6. The overall predicted material constants by the inverse finite element modeling (iFEM) predicted (A) and the Gaussian process (GP) inverted (B) methods for 10 cross-sections.


Currently, there are a variety of mechanical tests that have been applied on atherosclerotic human arteries and material models that have been fitted to the experimental data available (Akyildiz et al., 2014). This complicates the direct comparison of material constants among the different studies. For an easy comparison of our results to other studies, we evaluated the Cauchy stress-stretch responses of the fibrous intima and wall components with our predicted material behavior under uniaxial tensile stretching condition, as this is the most commonly used testing technique (Figure 7). The average Cauchy stress results for 1.1, 1.2, and 1.3 stretch ratios were obtained as 2.5, 6.5, and 13.7 kPa for the fibrous intima, and 5.0, 17.0, and 80.0 kPa for the wall components, respectively. The fibrous intima ranged up to 7.7, 17.4, and 52.5 kPa for 1.1, 1.2, and 1.3 stretch ratios, whereas the wall ranged to 10.9, 29.2, and 195.9 kPa, respectively (Supplementary Table 2). [Note that we excluded for this analysis the three cases (#5, 7, and 10) associated with an optimization error >10%.]


[image: image]

FIGURE 7. The expected material responses under uniaxial tensile stretching condition using the inverse finite element modeling (iFEM) predicted Yeoh constants for the fibrous intima (A) and wall (B) components of seven cross-sections, excluding the outlier cases #5,7, and 10.




DISCUSSION

The mechanical characterization of atherosclerotic human coronary arteries is crucial for accurate assessment of local plaque stress patterns toward the plaque rupture risk prediction. Current knowledge on the material properties of atherosclerotic human coronary arteries is limited. This is possibly due to the challenges including the difficulty in collecting atherosclerotic human coronary arteries, and the small size and the difficult anatomical features (e.g., side branches) of the arteries, which complicate mechanical testing. In the few studies that tested atherosclerotic human coronaries (Kural et al., 2012; Karimi et al., 2013a,b, 2017a,b; Jankowska et al., 2015), tensile tests were performed on arterial samples with all layers/components intact and hence, only the aggregate artery properties could be reported. However, the properties of the individual components are crucial for assessing the plaque stress distribution accurately. In this work, we assessed the material properties of the fibrous intima and arterial wall components of atherosclerotic coronary arteries.

Overall, both the fibrous intima and the arterial wall showed the expected non-linear, strain-stiffening behavior. The arterial wall was observed to show stiffer behavior than the fibrous intima component. For these two components, some cross-sections and arteries demonstrated very compliant behavior. Such variation in tissue behavior is possibly attributable to the difference in the microstructural composition of the tissues (Akyildiz et al., 2014). Similar variance was also observed for carotid plaques by Lawlor et al. (2011).

To the best of our knowledge, there is only one prior study that investigated the material behavior of the individual components of diseased human coronary arteries. In that study, Holzapfel et al. (2005) performed tensile testing on the dissected layers of intima, media, and adventitia. Their average circumferential Cauchy stress responses obtained for 1.1, 1.2, and 1.3 stretch ratios were approximately 5, 21, and 87 kPa for the media, and 5, 17, and 141 kPa for the adventitia. Their results for the media and adventitia components were similar with each other, and in accordance with our arterial wall results. Holzapfel et al. (2005) reported average circumferential Cauchy stress results of the non-atherosclerotic, thickened intima for 1.1 and 1.2 stretch ratios approximately as 21 and 120 kPa, respectively. Although the average intima tissue behavior given by Holzapfel et al. (2005) was stiffer than our results, there is an overlap of the tissue behavior ranges reported by the two studies.

In the developed iFEM framework, we used the inflation experiments as mechanical testing technique due to its benefits on achieving physiological-like testing conditions by; (1) the preservation of tissue integrity and (2) the application of physiological multiaxial loading. Besides the inflation testing, the developed pipeline comprised non-invasive imaging techniques of high-resolution MRI and ultrasound imaging, and a sample efficient machine learning-based optimization algorithm. Ultrasound imaging and measurements span the entire 3D structure of the arteries where the ultrasound probe attached to a linear motor swept the arteries in its longitudinal direction. However, it is important to note that the deformations were confined to transversal planes (axial–transversal plane of the ultrasound beam or radial–circumferential plane of the artery) as the arteries were tested under a constant longitudinal pre-stretch. This prevented any out-of-plane deformation in the longitudinal direction. The ultrasound data were also 2D, acquired on these transversal planes at multiple longitudinal locations/cross sections. Therefore, 2D FE models were used to simulate the mechanical tests. Atherosclerotic intima is a fibrous tissue, with a very disorganized fiber alignment (Akyildiz et al., 2017); hence, it does not exhibit a distinct global predominant fiber orientation. Therefore, in the 2D FE models, we used an isotropic material model instead of an anisotropic one in our study to describe the mechanical behavior of atherosclerotic coronary arteries. We chose to use Yeoh material model, as also used by others (Lawlor et al., 2011; Cunnane et al., 2015), due to its good performance to capture the non-linear mechanical behavior of atherosclerotic arteries (Teng et al., 2015). In addition, its availability in many FE modeling platforms provides an easy use in future clinical translations for non-expert users. The obtained error results with the average of 10.5% were also an indication of the combination of goodness of the Yeoh material model fitting and the ultrasound registered MRI geometry.

From the optimization perspective, the iFEM is a challenging problem. The optimization needs to be performed at “black-box” setting where the gradients are not available and the only way to get information about the function is through a computational simulation. The simulations were performed through FE method, which can lead to an impractical optimization time if a large number of simulations are performed. Hence, the optimization problem in iFEM corresponds to a potentially high-dimensional black-box optimization where the number of function evaluations needs to be minimized. BO-based methods, such as DPTBO, are specifically developed to handle such problems. Here, the use of GPs allows to incorporate predictive information about the objective function into the optimization strategy, which leads to minimizing the number of simulations required for convergence. Such predictive information is not available in more traditional methods such as the grid search, genetic algorithm, and differential evolution, making BO-based methods superior to these for iFEM purposes. In addition, the trained GP models hold the advantage of being inverted to gain knowledge regarding the uniqueness assessment of the iFEM predicted material constants, which is a great advantage compared to the traditional optimization methods.

The developed framework has some limitations. (1) The atherosclerotic human coronary arteries are rare and difficult to collect. Therefore, the number of coronary samples used in the studies (Baldewsing et al., 2005; Kural et al., 2012; Karimi et al., 2013a,b, 2017a,b; Jankowska et al., 2015) that aimed the mechanical characterization has been always limited. The same limitation holds for our current study as well where we tested five atherosclerotic human coronary arteries. (2) The mechanical characterization was performed following a freezing protocol rather than using fresh samples. However, the effect of storage at −80°C is not expected to affect the mechanical properties, as shown by Schaar et al. (2002). (3) The artery was constrained in the longitudinal direction during the inflation testing. Hence, the displacements occurred only in the 2D plane, in axial and lateral directions. The iFEM analysis was only based on axial displacements. Clearly, one would prefer to utilize the full 2D displacement field for the analysis. However, as the ultrasound displacement measurements in the lateral direction was shown to have lower signal-to-noise ratio (SNR) than the ones in the axial direction (Akyildiz et al., 2016), we have decided to utilize only the high SNR data in the axial direction. In addition, mid-section region, spanning the 50% width of the cross-section, was selected as the grid application location due to decreasing SNR caused by small axial displacements in the side regions (Akyildiz et al., 2016). The impact of utilizing the full 2D displacement field on the results warrants further research. (4) The tissue components in the FE models were assumed to be isotropic. Although the error values were reasonably low, implying a good representation of the material behavior by the isotropic Yeoh models, the anisotropy should be addressed in future work for more accurate material characterization. (5) The geometry for the FE models was based on the 20% pre-stretched reference configuration. Sommer et al. (2018) observed that the deformation change on the transversal cross-sections due to the pressure increase in non-pre-stretched and 20% pre-stretched iliac arteries was very similar; hence, the longitudinal pre-stretch of the arteries in the tests was not incorporated in the FE models. We do not expect any major differences in our results if we had incorporated the longitudinal pre-stretch since the input in our iFEM approach was the pressure increase and the corresponding change in deformation in the transversal plane. (6) Assessment of residual stresses is very challenging for atherosclerotic plaques due to their heterogenous structure. The opening angle method, commonly used for healthy arteries (Chuong and Fung, 1986; Fung, 1991; Delfino et al., 1997), was proposed for the assessment of the residual stresses in atherosclerotic arteries (Ohayon et al., 2007). However, if a single cut can release the residual stresses completely in the complex structure of atherosclerotic plaques is still not clear. As there is yet no well-established means of assessing residual stresses in atherosclerotic arteries, we did not incorporate them in the current study.

The iFEM framework developed in this study has the potential for clinical application. The approach can be utilized for both coronary and carotid arteries. For carotid arteries, clinical counterparts of the MRI and ultrasound systems employed in this study can be used for the in vivo assessment of morphological information and deformation, respectively. Yet, the feasibility and performance of the iFEM approach when combined with these clinical imaging modalities require to be further explored. For coronary arteries, although the smaller vessel size and the heart motion pose extra challenges in the clinical translation, the recent advancements in MRI are promising for coronary imaging (Makowski and Botnar, 2013; Dweck et al., 2016). An important advantage of the developed iFEM framework is that it allows other imaging modalities to be incorporated, including intravascular ultrasound (De Korte et al., 2000, 2002) and the optical coherence tomography (Kok et al., 2016), which are currently used in clinical settings for coronary arteries for morphological information. The intravascular ultrasound also has the capability to measure deformations in coronary arteries (Veress et al., 2002).



CONCLUSION

The material property information of atherosclerotic human coronary arteries is crucial for accurate mechanical analyses of the arteries. However, this information is currently very scarce, and limited to aggregate, average artery properties. This work presented, for the first time, the multicomponent atherosclerotic human coronary material properties obtained from physiological-like mechanical testing, i.e., inflation experiments, allowing intact tissue testing. To reach this goal, we developed an advanced iFEM approach, which utilized a sample efficient optimization and high-resolution MRI and ultrasound systems. The developed framework enabled us characterizing the mechanical behavior of the fibrous intima and the arterial wall of atherosclerotic coronary arteries.
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Patients with heart failure (HF) or undergoing cardiogenic shock and percutaneous coronary intervention require short-term cardiac support. Short-term cardiac support using a left ventricular assist device (LVAD) alters the pressure and flows of the vasculature by enhancing perfusion and improving the hemodynamic performance for the HF patients. However, due to the position of the inflow and outflow of the LVAD, the local hemodynamics within the aorta is altered with the LVAD support. Specifically, blood velocity, wall shear stress, and pressure difference are altered within the aorta. In this study, computational fluid dynamics (CFD) was used to elucidate the effects of a short-term LVAD for hemodynamic performance in a patient-specific aorta model. The three-dimensional (3D) geometric models of a patient-specific aorta and a short-term LVAD, Impella CP, were created. Velocity, wall shear stress, and pressure difference in the patient-specific aorta model with the Impella CP assistance were calculated and compared with the baseline values of the aorta without Impella CP support. Impella CP support augmented cardiac output, blood velocity, wall shear stress, and pressure difference in the aorta. The proposed CFD study could analyze the quantitative changes in the important hemodynamic parameters while considering the effects of Impella CP, and provide a scientific basis for further predicting and assessing the effects of these hemodynamic signals on the aorta.

Keywords: CFD, hemodynamic performance, patient-specific aorta model, left ventricular assist device, heart failure


INTRODUCTION

Cardiovascular diseases are the leading cause of death and they account for 56% of total mortality in the modern era. Among such diseases, the number of patients with heart failure (HF) has exceeded 20 million worldwide, and is increasing at an annual rate of about 2 million people (Benjamin et al., 2017). HF refers to the clinical syndrome of circulatory disorder caused by the obstruction of systolic and/or diastolic functions of the heart, which cannot fully discharge the amount of venous return to the heart (Doehner et al., 2018; Van der Meer et al., 2019). HF is not an independent disease, but a chronic and progressive disease and the end stage of the development of cardiovascular diseases (Koshy et al., 2020; McEwan et al., 2020). Therefore, ventricular geometry transition can be observed associated with the end-stage HF (Li et al., 2020; Guan et al., 2021; Shavik et al., 2021). Moreover, hemodynamic variables such as flow pattern, wall shear stress (WSS), and distribution of blood pressure difference (ΔP) in the aorta could also be aberrant with the development of HF, causing vascular and arterial remodeling (Nakamura, 1999; Ky et al., 2013; Leite et al., 2019), and eventually inducing vascular and aortic diseases such as aorta coarctation, aortic valve stenosis, aortic stiffness, aortic insufficiency, etc. (Reddy et al., 2017; Nagao et al., 2018; Keen and Johnson, 2019). Therefore, quantitatively studying hemodynamic behaviors in the aorta regarding the geometric structure and functional characteristics is of great significance for the diagnosis and treatment of HF.

Furthermore, since HF is generally not curable but treatable, left ventricular assist devices (LVADs), as life-saving medical devices, have been successfully developed for the HF treatment (Slaughter et al., 2009; Schumer et al., 2016; Rogers et al., 2017). Durable LVAD support has been initiated in patients with chronic HF as it is superior to optimal medical management. Although heart transplantation has the best outcomes, there is an extreme lack of availability of heart donors in the world (Simaan et al., 2009). In addition, patients who are under acute cardiogenic shock or patients with imminent HF due to coronary heart disease are provided with short-term LVAD as a bridge to a decision or hemodynamic support during the percutaneous coronary intervention (PCI; i.e., stents) to mitigate cardiac hypoxia. LVADs can enhance perfusion and generally improve hemodynamic status by lowering the left ventricular work and increasing aortic pressure and flow. However, the local hemodynamic effects of the LVADs on aorta, especially the fluid velocity profile, WSS, and ΔP, are altered due to the outlet of the LVAD. Thus, it would be necessary to numerically analyze hemodynamics of the aorta for patients implanted with the LVADs.

To analyze hemodynamics in the aorta quantitatively, analyzing the fluid-dynamic variables is essential. However, traditional strategies using lumped parameter models using in vitro even in vivo studies are not adequate to fully understand geometric and functional properties and fluid-dynamic of the aorta (Gramigna et al., 2015; Carnahan et al., 2017; Wang et al., 2017). A crucial challenge facing such studies is that usually high fidelity pressure and/or flow measurements for hemodynamic analysis are extremely difficult because of the complex geometry and small dimensions of the aortic arch and blood vessels (Mazzitelli et al., 2016). These measurements also require implantation of sensors, which require invasive thoracotomy or sternotomy and is not feasible in patients due to the higher risk of mortality. Therefore, the hemodynamics in the aorta was investigated via computational fluid dynamics (CFD).

Different CFD; models have been established to quantitatively analyze the hemodynamics in the aorta under varying physiological conditions. For instance, studies by coupling CFD and some medical imaging technologies like Doppler echocardiography and magnetic resonance imaging (MRI) effectively predicted aneurysm and coarctation of the aorta (Brüning et al., 2018; Perinajová et al., 2021). Compared with MRI or computed tomography (CT), some expected dynamic behaviors of aortic diseases under stressed conditions can be better assessed via CFD modeling (Osswald et al., 2017; Febina et al., 2018), which can also be used to analyze the formation mechanism of aortic diseases (Zhang X. et al., 2020). However, most HF-related studies did not model the effects of LVAD support on the aorta. There have been literature studies demonstrating the changes in hemodynamics due to LVAD support using lumped parameter models, but these models are incapable of elucidating the local effects of the LVAD support. CFD is necessary to obtain the local distribution of some key parameters such as WSS, velocity vectors, etc. A few CFD studies combining the aorta and LVADs were based on the long-term, durable, and surgically-implanted LVADs (Mazzitelli et al., 2016; Yoshida et al., 2020), which have different outlets and outflows compared with short-term percutaneously inserted devices. Furthermore, short-term LVADs are used for patients with different indications compared with durable LVADs. For instance, Impella, one class of short-term LVADs, is a microaxial and catheter-mounted blood pump, which is percutaneously inserted into the aorta. Impella is indicated for circulatory support to patients with cardiogenic shock and high-risk PCI (Schrage et al., 2019; Amin et al., 2020), who do not always have significant remodeling of the heart and aorta due to prolonged and chronic HF. Therefore, the hemodynamic effects of the aorta in conjunction with a short-term blood pump need to be further studied.

In this work, the CFD simulation is implemented using a patient-specific aorta model by adding the effects of a short-term blood pump (Impella CP), in order to better understand the local hemodynamic effects in the aorta. Velocity, WSS, and ΔP distribution in the aorta are analyzed and also compared with the results only with the patient-specific aorta model without Impella CP support.



MATERIALS AND METHODS


Governing Equations

In this CFD simulation, blood is assumed to be the incompressible Newtonian fluid. The governing equations for blood flows are set as follows (Deissler, 1984):

[image: image]
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where [image: image] (i = 1, 2, 3) represents the average velocities, t is the time, xi represents the space coordinates in three-dimensional Cartesian coordinate system, μ is the dynamic viscosity at 0.004 kg/m−1/s−1, ρ is the fluid density at 1,060 kg/m3, [image: image] is the average pressure. The second item on the right side in Equation (1) reflects the viscous effect, shear stress, and [image: image], can be rewritten as:
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The last term in Equation (1) is called Reynolds stress term. Since this term is unknown, the shear stress transport k–ω turbulence model is used for the CFD simulation (Menter, 1994). The turbulent kinetic energy transport equation and specific dissipation rate transport equation are as follows (Qiao et al., 2016):
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where k and ω represent the turbulent scalar, called turbulent kinetic energy and specific dissipation rate, respectively. Gk is the turbulent kinetic energy produced by laminar velocity gradient, Gω is the turbulent kinetic energy generated by equation (5). Γk and Γω represent the effective diffusion terms of k and ω, respectively; Yk and Yω represent turbulence due to the diffusion.



Geometric Model of the Patient-Specific Aorta

The enhanced-CT medical image data used in this study were from The First Affiliated Hospital of Dalian Medical University, China. The subject was an 80-year-old man with valve disease and reduced cardiac output. For the image data, the layer spacing is 0.74 mm, and the plane resolution is 512 × 512. This enhanced CT image data were imported into Mimics 21.0 (Materialise, Leuven, Belgium), a medical image processing software, with DICOM (digital imaging and communications in medicine) format for data processing and three-dimensional (3D) reconstruction, to acquire a geometric model of the patient-specific aorta. Automatic threshold segmentation and manual separation were used to separate the ascending aorta, brachiocephalic trunk, left common carotid artery, left subclavian artery, descending aorta, and abdominal aorta from other tissues. After smooth processing, the 3D reconstruction model of the aortic arch was obtained while maintaining the original physiological and anatomical characteristics, shown in Figure 1A.


[image: Figure 1]
FIGURE 1. (A) Reconstructed geometry of the aortic arch for an HF patient. (B) selected location A1. (C) selected location A2. BA, brachiocephalic trunk; LCCA, left common carotid artery; LSA, left subclavian artery.




Geometry of Impella CP

The 3D structure model of Impella CP drawn with a 3D software, Proe 2.0 (Parametric Technology Corporation, Boston, MA, USA), crosssection mesh structure of Impella CP, and the location of Impella CP with its partially enlarged detail are shown in Figure 2. The pump body is an impeller, composed of a shaft with a fixed end and double blades with free end, and rotates counterclockwise during operation. Two blades are generated by spiral scanning and parameterization, and the impeller is enclosed in the pump housing. The two bottoms of the cylinder were considered as the inlet and outlet of the housing, respectively. Blood was pumped from the left ventricle into the housing inlet, and flows out of the outlet. Note that the specific geometric sizes and parameters of Impella CP are referred from the literature (Roberts et al., 2020).


[image: Figure 2]
FIGURE 2. (A) Geometric model of the Impella CP. (B) Crosssection mesh structure of Impella CP. (C) The location of Impella CP and its partially enlarged detail.




Patient-Specific Aorta Model Without the Impella CP Support

The 3D geometric model of the patient-specific aorta was imported into the commercial CFD software package, ANSYS Fluent 2020 R1 (Ansys Inc., Canonsburg, PA, USA) for mesh generation. The domain tetrahedral unstructured meshes of about 850,000 elements were established, partly shown in Figures 3A,B, and the boundary layer was set on the surfaces to meet the constraints of the turbulence model. The fluid part of the grid is imported into ANSYS Fluent 2020 R1 to set boundary conditions. Pulsatile blood velocity at the inlet of aorta is considered as the inlet condition, and the change of blood flow velocity with time is shown in Figure 3C. Note that the velocity waveform used as the inlet condition in this study was obtained from the literature (Estrada et al., 2011). It was scaled in order to make it match the physiological characteristics in the human cardiovascular system such that the baseline flow rate without Impella CP support was less than 3 L/min (Sayago et al., 2015). It is assumed that at the inlet of aorta, the distribution of blood flow velocity, Vin, on the crosssection of blood vessels perpendicular to the direction of blood flow is parabolic, whose contour is shown in Figure 3D, and the blood flow velocity in the polar coordinate system is expressed as:

[image: image]


[image: Figure 3]
FIGURE 3. (A) Local mesh structure of aortic arch. (B) Mesh structure of the inlet of aortic arch. (C) Pulsatile blood flow velocity at the inlet of aorta from one HF patient during one cardiac cycle and two selected critical time points t1 and t2. (D) Velocity distribution of fully developed blood flow perpendicular to the direction of blood flow. (E) Pulsatile pressure at the outlet of Impella CP. (F) Pulsatile flow rates at the outlet of Impella CP.


Note that since the inlet surface is approximately a circular surface, the centroid and area of the inlet surface can be obtained using ANSYS Fluent 2020 R1, and the centroid is regarded as the center of an approximate circular surface. Therefore, in Equation (6), r represents the distance from the approximate center and d represents the approximate diameter calculated based on the area of inlet surface, Vin_mean is the average velocity on the crosssection. The above mathematical expressions for calculating the required waveform of blood flow velocity was written in C-language with user-defined functions (UDFs), which can be compiled and loaded into the fluent library. Zero pressure at the outlet of aorta is prescribed as the outlet condition (Zhang J. et al., 2020).

In addition, at present, it is difficult to obtain blood flow data in the three branches of aorta such as brachiocephalic trunk, left common carotid artery, and left subclavian artery on the basis of the individual patients with various cardiovascular diseases. Therefore, in this study, the sum of blood flow from the above three branches accounted for 30% (Chi et al., 2017) out of the total flow rates. In the meanwhile, the ratio of flow rates from brachiocephalic trunk, left common carotid artery, and left subclavian artery was set as 1.5:1:1.2 (Chi et al., 2017), respectively. As a result, the blood flow velocity of brachiocephalic trunk, left common carotid artery, and left subclavian artery can be calculated based on the crosssection areas of the above three branch outlets. In addition, while the three branches are set as velocity inlets, they have a negative inlet velocity to represent the outflows out of the three arch vessels (Hu et al., 2020). Furthermore, in this study, we assumed that there were no additional branching vessels in the aorta downstream of the three main aortic branches to simplify the CFD simulation.


Patient-Specific Aorta Model During the Impella CP Support

First, after using Proe 2.0 to establish the 3D geometric model of Impella CP, ANSYS Fluent 2020 R1 is used to mesh the flow field of Impella CP, resulting in the domain tetrahedral unstructured meshes of about 290,000 elements. Pulsatile velocity and pressure are set as the boundary conditions at the inlet and outlet of Impella CP (Estrada et al., 2011; Roberts et al., 2020), respectively, as shown in Figures 3C,E. The impeller rotates at a constant speed of 46,000 r/min with a sliding mesh. Second, during one cardiac cycle, the total flow rate is calculated as the sum of the flow rate of the outlet of Impella CP (Figure 3F) and the native flow rate generated by the heart. The total flow rate is used to calculate the pulsatile velocity in the aorta (inlet boundary condition) using the inlet area of the aortic arch. The other settings are the same as those for the patient-specific aorta model without Impella CP.




Numerical Schemes and Procedures

The semiimplicit method for pressure linked equations pressure–velocity method was used to solve the above fluid governing equations. The spatial discretization schemes of gradient, pressure, and momentum are based on least square cell, standard, and second-order upwind, respectively. Aorta surfaces and walls of Impella CP are set to the no-slip condition. Moreover, in this study, two representative time points t1 and t2 (Figure 3C) (Chi et al., 2017) and two critical locations A1 and A2 (Figures 1B,C) are selected for hemodynamic analysis. In detail, t1 is chosen at 0.12 s as the peak systole, while t2 is chosen at 0.22 s as the representative point during the deceleration ejection period. The locations A1 and A2 are near the ascending aorta and bifurcating area, respectively, because clinically the outflow of Impella CP is at the ascending aorta (near A1) and the sharp geometric changes could easily happen at the bifurcating areas (near A2). Some WSS and pressure waveforms were obtained using the “chart” function in CFD-post of ANSYS Fluent 2020 R1.



Mesh and Time Independence Test

Mesh independence test in this study was implemented by using five different meshes with 414,646; 574,176; 849,943; 1,107,502; and 1,628,919 elements, respectively. The convergence criterion was set as 0.0001. The mesh had a negligible effect on the calculation results when the number of elements in the mesh was >849,943, as shown in Figure 4. Therefore, to optimize between computational cost and accuracy, 849,943-element mesh was selected.


[image: Figure 4]
FIGURE 4. Mesh independent verification results.


The time steps were initially selected as 0.01 and 0.005 s, respectively, for the time independence study. Under the two time-step conditions, the difference between the outlet velocity and WSS distribution was small (<1%); however, the computational cost significantly increased when the time step of 0.005 s was used. As a result, a time step of 0.01 s was used in this study and the total calculation time was 30.5 h. In addition, the simulations were conducted for six cardiac cycles to eliminate the initialization effect and achieve stable results. The data during the last cycle was used for analysis (Xiong et al., 2020).




RESULTS


Flow Patterns

Figures 5A,B shows a comparison of velocity streamlines during peak systole at t1 for the patient-specific aorta model without and with the Impella CP assistance, respectively, and the velocity streamlines during the slow ejection period at t2 for the patient-specific aorta model without and with the Impella CP assistance is shown in Figures 5C,D, respectively. Apparently, the flows in this HF patient-specific aorta model were fairly organized. Obvious swirls were observed in the upstream of the aortic valve outlet during the slow ejection period corresponding to t2 in Figures 5C,D. Figure 6A presents the center velocity at the aortic arch outlet during one cardiac cycle without and with the pump, respectively. The peak velocity is 1.05 m/s without the pump compared with that of 1.19 m/s with the pump. Figure 6B displays the average velocity in the aortic arch during one cardiac cycle without and with the Impella CP, respectively. The peak velocity is 0.44 m/s without the Impella CP support and it increased to around 0.52 m/s with the Impella CP support. In addition, the average aortic flow without the pump is 2.6 L/min, which is increased to 3.9 L/min with the pump assistance.


[image: Figure 5]
FIGURE 5. Velocity streamlines at t1 for the patient-specific aorta model (A) without Impella CP support, (B) with Impella CP support, and velocity streamlines at t2 for the patient-specific aorta model (C) without Impella CP support, and (D) with Impella CP support.
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FIGURE 6. (A) The center velocity at aortic arch outlet during one cardiac cycle without and with the Impella CP support and (B) the average velocity in the aortic arch during one cardiac cycle without and with the Impella CP support.




Wall Shear Stress

The WSS distribution on the inner surface of the patient-specific aorta model at time t1 and t2 for one cardiac cycle without and with the Impella CP support is shown in Figure 7. Once the effects of Impella CP are considered, WSS values at most locations especially near the descending aorta and bifurcating areas would be larger than those without Impella CP support, regardless of the two selected representative time points. In addition, it is usually difficult to use an in vivo way to directly measure WSS, which is an extremely important hemodynamic quantity. Thus, in order to obtain the information of high WSS on the patient-specific aorta model, analyzing the WSS distribution patterns was conducted ahead of time. To more clearly observe the increased WSS in other regions, in this work, the maximum WSS value has been rescaled as decreased to 5.5 Pa and the upside of the aortic arch is enlarged, which is shown in Figure 7. Figure 8 shows the waveform of WSS at two selected locations A1 and A2. Clearly, the value of WSS without Impella CP support was lower than that with Impella CP support regardless of the two locations, and the maximum value of WSS at A2 is much higher than that at A1 regardless of the Impella CP support.


[image: Figure 7]
FIGURE 7. WSS distribution at t1 for the patient-specific aorta model (A) without Impella CP support, (B) with Impella CP support, and WSS distribution at t2 for the patient-specific aorta model (C) without Impella CP support, and (D) with Impella CP support. The two top subfigures are rescaled and enlarged based on the dashed parts in (A,B), respectively.
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FIGURE 8. Waveform of WSS at (A) A1 and (B) A2 during one cardiac cycle without and with Impella CP.




ΔP Distribution

In this study, ΔP means the difference between the pressure at any point on the vessel walls and the outlet pressure. Figures 9A,B shows the ΔP contour map of patient-specific aorta model at time t1 during systolic period without Impella CP and during Impella CP support, respectively. ΔP-values of the vessel wall are higher during Impella CP support than those without Impella CP support, and ΔP-values decrease gradually from the ascending aorta to the distal aorta. However, the opposite phenomenon was found at time t2 during the deceleration ejection period without and with the Impella CP support, respectively, which is shown in Figures 9C,D such that ΔP-values of vessel wall gradually increased from the ascending aorta to the distal aorta. Furthermore, Figure 10 shows ΔP waveforms at two selected locations A1 and A2. For A1, the maximum ΔP-value was 2.6 kPa without Impella CP support and increased to 2.8 kPa, whereas the effects of Impella CP were considered. For A2, the maximum ΔP-values were 2.4 and 2.6 kPa without and with the Impella CP support, respectively. Note that in Figure 10, the two waveforms are extremely similar. The reason is that the distance between the selected two representative points A1 and A2 are very close, causing the pressure waveforms at A1 and A2 to be very similar.


[image: Figure 9]
FIGURE 9. Pressure distribution at t1 for the patient-specific aorta model (A) without Impella CP support, (B) with Impella CP support, and pressure distribution at t2 for the patient-specific aorta model (C) without Impella CP support, and (D) with Impella CP support.
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FIGURE 10. Pressure waveforms at (A) A1, and (B) A2 during one cardiac cycle without and with the Impella CP assistance.





DISCUSSION

Computational fluid dynamics simulation could effectively display the local hemodynamic effects in the cardiovascular system and enable assessments of the effects of LVADs in patients. In this numerical study, the proposed CFD modeling focused on the hemodynamic effects of a short-term Impella CP on a patient-specific aorta model, and was compared with the baseline results without Impella CP support. The numerical results demonstrated the changes inside the aorta, including flow velocity, WSS, and ΔP. These data may help optimize the device and treatment of HF patients using short-term LVADs.

The disturbed flow that occurs near the inlet of aorta at t2 in Figures 5C,D may be due to the slow velocity at this moment (Mazzitelli et al., 2016). Comparatively, such disturbed flow was not found in Figures 5A,B in the ascending aorta at t1. The peak value of averaged velocity in the aortic arch in Figure 6B is lower than that of center velocity at aortic arch outlet in Figure 6A because the velocity is inversely proportional to the area. The center velocity at aortic arch outlet, the average velocity in the aortic arch, and the average aortic flow rates with the Impella CP support are higher than those without the Impella CP support.

In this CFD modeling, the boundary conditions used pulsatile velocity and pressure at the inlet and outlet of Impella CP, respectively. However, the rotational speed of Impella CP was held constant. It has been proven that LVAD support diminished (nonphysiological) arterial pulsatility. Diminished pulsatility has been associated with adverse events in peripheral blood vessels and other organs, like arteriovenous malformation, hemorrhagic stroke, and damage to other organs such as kidney (Soucy et al., 2013; Ross et al., 2018; Cho et al., 2019). Even short-term diminishment of pulsatility has been associated with endothelial dysfunction (Nguyen et al., 2021). In contrast, LVADs with pulsatile pump speed mode could improve arterial pulsatility and did not further lead to the risk of blood damage (Chen et al., 2018; Haglund et al., 2019). Therefore, one of the future works is to study the quantitative relationship between the modulated pump speed operation of short-term LVADs anastomosed to the patient-specific aorta model and key hemodynamic signals.

As one of the most important hemodynamic parameters, WSS is related to the vascular and arterial adaptation. The simulation results showed that changes in WSS with and without the Impella CP support at two selected representative locations A1 and A2 were obvious. WSS values on the aorta were much lower than those within the Impella CP. The highest shear stresses were generated at the impeller tips when the Impella CP is rotating at a very high speed (~46,000 rpm). Comparatively, WSS in the flow field is related to the blood velocity, which cannot be as high as that at the impeller tip. In general, reduction of WSS within the LVADs is beneficial as it reduces the potential risk of blood trauma, which remains an important clinical concern. In addition, with reference to the ΔP analysis, it is possible to note that ΔP was usually larger than WSS. Especially at t1, the peak systole, blood increased and flowed via the ascending aorta with high ΔP, which expanded the arterial wall due to the compliance of the aorta.

This study was still subject to some limitations. For example, these results were specific to one clinical patient-specific aorta data, which ensured that the individual effects of the LVAD support can be analyzed on a patient specific basis. However, global predictions of the LVAD support on aorta required averaging of aortic dimensions on a larger cohort of patients. The aortic model did not consider small aortic branch vessels distal to the aortic arch vessels that can cause additional outflows, and this CFD study did not analyze measures of hemolysis including hemolysis index. Moreover, in this research we only studied the changes in the local hemodynamic effects of aortic arch before and after implanting Impella CP, and zero pressure was used as the outlet condition, implying that the characteristics of downstream vascular system of aortic arch were not considered in the CFD simulation by using the Windkesel model with boundary conditions of proximal resistance and capacitance, and distal resistance (Xiong et al., 2020), which may cause negative pressure and dramatic changes of ΔP in Figure 10. One of the future work is to reset the boundary conditions of outlet by considering the factors of downstream vascular system of aortic arch to make the CFD simulation results more consistent with the clinical results. Despite these limitations, the proposed study demonstrated the local hemodynamic changes in the aorta with short-term LVAD support devices.



CONCLUSION

In this paper, a quantitative CFD simulation was conducted for studying the local hemodynamic effects of a short-term LVAD in a patient-specific aorta model. Velocity, WSS, and ΔP in the aorta were calculated without and during the Impella CP support for comparison. Results demonstrated that Impella CP support augmented velocity, WSS, and ΔP within the aorta. Future study is needed using more effective and accurate CFD modeling, and with larger number of subjects and pulsatile pump speed conditions.
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In recent years, blood pumps have become the bridge to heart transplantation for patients with heart failure. Portability and wearability of blood pumps should be considered to ensure patient satisfaction in everyday life. To date, the focus has been on the development of portable and wearable peripheral components, little attention has been paid to the portable and wearable performance of the blood pump itself. This study reported a novel design of a wearable and portable extracorporeal centrifugal blood pump. Based on an in-house centrifugal maglev blood pump, the wearable and portable blood pump was designed with parallel inlet and outlet pipes to improve the wearable performance. A ring cavity was set at the inlet to convert the circumferential velocity of the inlet pipe to an axial velocity. The hydraulic and hemolytic performance of the baseline and portable blood pumps were analyzed and compared. Compared with the baseline pump, the hydrodynamic and hemolytic performance of the portable pump has been maintained without serious degradation. The results of this study will improve the life quality of patients with heart failure, and enhance the clinical benefits of artificial heart.
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INTRODUCTION

For end-stage heart failure, mechanical circulatory support (MCS) devices, including artificial heart systems such as extracorporeal blood pumps have gradually became the bridge to heart transplantation (Magruder et al., 2017; Gaffey et al., 2018; Shahreyar et al., 2018; Rogers et al., 2019; Virani et al., 2021). As a life-saving medical device, the artificial heart system should be safer, lighter, more reliable, more portable, more wearable, and suitable for a wider range of patients-from infants to adults, males to females, and to ensure patient satisfaction in everyday life. To date, the focus has been on the development of portable and wearable peripheral components. For instance, wireless technology has been adopted to develop new transcutaneous energy transmission (TET) power systems (Rintoul and Dolgin, 2004). Compact wearable controller, and backup battery packs which are capable of being carried in a bag or by a small bedside monitor, or tied to the waist belt, have been suitably miniaturized as the wearable system (Vetter et al., 1995; Akdis and Reul, 2005). Portable driver and drive console were also developed to allow for the patient to be discharged home and facilitate ambulation of patients (Slaughter et al., 2007; Gregory et al., 2011).

Nonetheless, little attention has been paid to the portable and wearable performance of the blood pump itself through structural design. Volume displacement or pulsatile pumps were often designed with parallel inlet and outlet pipes to reduce overall size (Samuels et al., 2005; Berlin Heart AG, 2006; Zhang et al., 2007). To date, the majority of extracorporeal blood pumps are centrifugal pumps (Gregory et al., 2017). Their inlet and outlet pipes are perpendicular to each other. This significantly increases the length of the pipeline and takes up much space, which is a disadvantage to wearing and impedes the patients’ daily life and activities. Therefore, portable and wearable performance should be considered in the structural design process of the pump to increase the quality of life of patients.

Herein, we report a novel design of a portable extracorporeal centrifugal blood pump. Based on an in-house centrifugal maglev blood pump, the portable blood pump was designed with parallel inlet and outlet pipes to improve the wearable performance. A ring cavity was set at the inlet to convert the circumferential velocity of the inlet pipe to an axial velocity. The hydraulic and hemolytic performance of the baseline and portable blood pumps were analyzed and compared.



MATERIALS AND METHODS


The Design of a Portable Blood Pump

The baseline design was based on a maglev blood pump previously developed in our group (Wu et al., 2021). The exploded view of the pump head is shown in Figure 1A. The magnetic rotor was combined with the rotor into an integral structure, and accommodated in a ring cavity. A secondary flow path was formed by the cavity and the lower portion of housing (cf. Figure 2A). The total blade number was eight, with four splitter blades. The baseline pump was designed using the speed coefficient method combined with the one-dimensional design theory (Wu et al., 2021). The design point was: 3,500 r/min, pressure head of 360 mmHg, and flow rate at 5 L/min. Figure 1B shows the portable blood pump. The portable blood pump shared the same impeller, annular rotor, and lower portion of housing with the baseline pump. The main difference is the upper portion, where the inlet is perpendicular to the pump axis and parallel to the outlet, a ring cavity was introduced to convert the circumferential inlet velocity to axial velocity. The main design parameters of the portable pump are shown in Figure 2 and Table 1.


[image: image]

FIGURE 1. Exploded view of baseline blood pump (A) and portable blood pump (B).
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FIGURE 2. (A) Schematic of the portable blood pump. Red arrows indicate flow direction of the secondary flow path; (B) schematic of the impeller and volute, showing main design parameters.



TABLE 1. Parameters of the portable blood pump.
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Computational Fluid Dynamics Analysis

Computational fluid dynamics (CFD) were employed to evaluate the hydraulic and hemolytic performance of both pumps. The grids were tetrahedral with five prism layers, generated using Ansys meshing (Ansys, Inc., Canonsburg, PA, United States). A cylindrical surface was placed downstream of the blade trailing edge, which acts as an interface between the rotating regions of the impeller and secondary flow path, and the region of volute and outlet. Similarly, another rotor/stator grid interface was place at the diaphragm, which separates the ring cavity and the region of impeller (as shown in Figure 3). A grid sensitivity analysis was also performed for the portable blood pump, with three grids of 4.58, 10.88, and 24.38 million, respectively (as shown in Table 2). The mean y+ was kept below 1 for the “middle” and “fine” grids. y+ may exceed 1 at some locations. To deal with this, the SST k-ω model was employed in this study, together with the wall function of “Enhanced wall treatment (EWT).” The EWT provides a unified empirical relationship for the buffer layer and log layer, and is y+ insensitive. The CFD simulations were performed using the commercial software Ansys Fluent. The flow rate of 5 L/min was applied at the inlet. The blood was regarded as a Newtonian fluid, and the viscosity was taken as 3.5 mPa s. A SIMPLE method was employed to solve the incompressible N-S equations. Turbulence was modeled using the RNG k-ε model. The steady “frame motion” approach was used to couple the rotating and stationary regions. Convergence criteria was set that the residuals of all equations drop below 10–6. The computational setup of the baseline blood pump is the same as those of the portable pump. The same computational setup has been employed in our previous study and verified through hydraulic experiments (Wu et al., 2021). For grid sensitivity analysis, the rotational speed was set as 3,500 rpm, and inlet flow rate was set as 5 L/min for the portable pump. The H-Q curves of both pump models were computed, with flow rates ranging from 1 to 9 L/min and pressure head ranging from 100 to 900 mmHg. A detailed analysis and comparison of hydrodynamic and hemolytic performance was conducted at the design point (5 L/min, 360 mmHg) for both pump models. For each pump model, the rotational speed of the rotor was adjusted through iterative computations to meet the targeted pump head of 360 mmHg.
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FIGURE 3. Schematic of computational domain for the portable blood pump.



TABLE 2. Details of mesh for grid sensitivity analysis.

[image: Table 2]


Hemolysis Predictions

The energy-dissipation-based (EDB) formulation of pow-law models were employed in this study to estimate hemolysis level of the blood pumps. The EDB models relate hemolysis to energy dissipation ε and exposure time t through a power-law relationship (Giersiepen et al., 1990; Wu et al., 2019)

[image: image]

where HI(%) is the hemolysis index in percentage, ε is energy dissipation rate, Hb is the total hemoglobin concentration, hb represents the increase in plasma free hemoglobin; C, α, and β are empirical constants. Energy dissipation rate ε is calculated by adding up viscous dissipation rate εvis and turbulent dissipation rate εturb. Please refer to Wu et al. (2019) for the definition of εvis and εturb.

It has been shown that Reynolds stress is an inaccurate indicator of turbulent effects on hemolysis, and the stress-based formulation of power-law hemolysis models tend to over-predicted hemolysis (Jones, 1995; Hund et al., 2010; Wu et al., 2019, 2020). In contrast, the EDB formulation can improve the prediction of hemolysis for a wide range of flow conditions, especially turbulent flows (Wu et al., 2019, 2020). Three widely used sets of empirical constants were employed in this study. Table 3 lists the empirical constants of the three power-law models employed in this study. One can note that the exposure time in Eq. 1 is non-linear. It would be incorrect to consider that the hemolysis at the domain outlet is the sum of the local hemolysis, because of the non-linear dependency in time. This problem was avoided by introducing hb′ as a scalar variable equal to hb1/β. Then Eq. 1 can be reorganized into a Eulerian scalar transport equation (Garon and Farinas, 2004).

[image: image]

where C is the source term defined as

[image: image]

The HI(%) was then calculated from the mass-weighted average of hb at the outlet of the device divided by Hb. Hemolysis predictions started after flow simulations had converged, with all flow variables frozen.


TABLE 3. Empirical constants of the stress-based power-law hemolysis models.
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RESULTS


Grid Sensitivity Analysis

The results of grid sensitivity analysis are shown in Table 4. Pressure head and hemolysis index were compared to the results predicted with the fine grid. The HO model was used for hemolysis prediction. For the “Middle” grid, the error of pressure head was within 2%, and the error of hemolysis was within 1%. Therefore, a grid of around 10 million is the most appropriate, with results sufficiently resolved and relatively low computational cost compared with the finer mesh. Therefore, this grid was chosen for all the simulations of portable blood pump. The grid of baseline pump was generate using the same setting as the “Middle” grid of portable pump, also with size of around 10 million.


TABLE 4. Results of grid sensitivity analysis for the portable pump, 5 L/min, 3,500 rpm.

[image: Table 4]


Hydrodynamic Performance

The H-Q curves of both pump models predicted using CFD were shown in Figure 4. The H-Q curves of the baseline pump were very flat, and were almost constant as flow rate increases. This was probably caused by the cylindrical volute. At low flowrates, secondary flows and turbulence intensities were very high, bringing high flow loss. The pressure head of the portable blood pump decreases with the increase of Q. Lower pressure head at high flow rates for portable pump means more flow losses, which might be caused by the ring cavity. This will be further analyzed in the following sections.


[image: image]

FIGURE 4. Predicted H-Q curves: (A) baseline blood pump; (B) portable blood pump.




Pressure and Flow Patterns

We focus on the pressure and flow field at the design point of 5 L/min, 360 mmHg. Table 5 shows the pressure head in different portions of the two pump models (as shown in Figure 3). Since steady simulations were conducted, total pressure was mass-weighted averaged at the inlet, outlet and interfaces of different portions. Pressure head of different portions were then calculated by subtracting the total pressure at the downstream interface/outlet from the upstream interface/inlet. The corresponding rotational speeds of the baseline and portable pumps were 3,160 and 3,350 rpm, respectively. The hydraulic efficiency of the baseline pump is around 3% higher than the portable pump. To achieve the same pressure head, the rotational speed of the portable pump was higher than the baseline pump. The pressure loss in the inlet (including ring cavity) portion of the portable pump is considerable, while the pressure loss is negligible in the inlet portion of the baseline pump. Figure 5 shows the streamlines at two cross-sections in the ring cavity, in which large vortices were clearly visible. The likely reasons for the formation of vortices in the ring cavity are the expansion of the flow path and the Coriolis force.


TABLE 5. Pressure head in different portions of the two pump models, in mmHg.
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FIGURE 5. Surface streamlines at two cross-sections in the ring cavity.


Figure 6 shows the flow patterns at the meridional plane, where surface streamlines and pressure contours are shown. Low-pressure zone exists at the center of ring cavity. The contours of positive axial velocity at the ring cavity/impeller interface are also shown in Figure 6. Positive axial velocity means backflow, happening at the outer area of the interface (as shown by the red arrows). The backflow is most likely caused by the low-pressure zone at the center of ring cavity.
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FIGURE 6. Flow patterns at the meridional plane, where surface streamlines and pressure contours are shown. Positive axial velocity (backflow) contours at the cavity/impeller interface are also shown.


Figures 7A,B show negative axial velocity contours at the meridional plane for both pump models. Regions of backflow can be observed at the entrance of the impeller. Figures 7C,D show contours of Reynolds stress. The Reynolds stress in the ring cavity of the portable pump is fairly high, reflecting the influence of vortices. On the other hand, the regions of backflow are also regions where Reynolds stress is low, showing that backflow reduced turbulence at the impeller. This explains that the pressure head of the impeller for the portable pump is higher than the baseline pump.


[image: image]

FIGURE 7. Negative axial velocity contours at the meridional plane and cavity/impeller interface for the baseline and portable pumps (A,B); contours of Reynolds stress at the meridional plane for the baseline and portable pumps (C,D).




Hemolysis

As aforementioned, three sets of empirical constants were employed to estimate hemolysis. These empirical constants were widely used and each has its own advantages in accuracy in different situations. In order to minimize the uncertainty brought by hemolysis model, a new variable, HIdiff, was introduced to represent the overall change of hemolysis over the baseline pump considering the results of all the three sets of empirical constants, defined as:

[image: image]

where the denominators represent the predicted hemolysis indices of the baseline pump, while primes represent the hemolysis indices of the portable blood pump. Subscripts “GW,” “HO,” and “TZ” refer to the hemolysis calculated using the three sets of empirical constants as shown in Table 3. At the design point (5 L/min, 360 mmHg), the value of HIdiff is 29%, i.e., the hemolysis level of the portable blood pump is 29% higher compared to the baseline pump.



DISCUSSION

In this study, a novel concept of portable centrifugal blood pump was proposed. The inlet pipe is parallel to the outlet pipe, to increase portability and wearability. There have been other extracorporeal pumps with the design of parallel inlet and outlet, such as Berlin Heart EXCOR. Nonetheless, these pumps are not rotary blood pumps. Centrifugal pumps are mainstream of both intracorporeal and extracorporeal blood pumps. For intracorporeal blood pumps, perpendicular inlet and outlet of centrifugal pumps are compatible with the way how they are installed. In contrast, for extracorporeal pumps, non-parallel inlet and outlet will hamper their wearability and portability.

This study represents the first attempt to improve the wearability of centrifugal blood pumps through structural design of the flow path. The design of the portable pump was based on an in-house centrifugal maglev blood pump which has been well-verified through experiments. The inlet and outlet pipes are parallel. A ring cavity was designed to convert the circumferential inlet velocity to an axial velocity. Numerical simulations were carried out to evaluate the hydrodynamic and hemolytic performance, with a focus on the condition of design point. Compared with the baseline pump, the hydrodynamic and hemolytic performance of the portable pump has been maintained without serious degradation, with the hydraulic efficiency dropped by ∼3%, and hemolysis index increased by 29%. The main cause of degradation in performance is the ring cavity, where strong secondary flows happened, bringing flow loss and extra damage to the blood.

This study has several limitations. Firstly, this study merely conducted a preliminary design of the portable centrifugal blood pump. The ring cavity caused considerable flow loss and blood damage. Thus, optimization will be needed considering multiple geometric parameters, to reduce the secondary flows in the cavity. Secondly, although the computational setup has been previously verified with hydraulic experiments of the baseline pump, since the flows are more chaotic in the portable blood pump, experimental verification will still be needed to verify the accuracy of CFD results. Finally, although EDB formulation of hemolysis models were employed together with three commonly used sets of empirical constants, to minimize errors in hemolysis prediction, hemolysis tests will still be required to validate the hemolytic performance of the portable blood pump.
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Computational hemodynamics has become increasingly important within the context of precision medicine, providing major insight in cardiovascular pathologies. However, finding appropriate compromise between speed and accuracy remains challenging in computational hemodynamics for an extensive use in decision making. For example, in the ascending thoracic aorta, interactions between the blood and the aortic wall must be taken into account for the sake of accuracy, but these fluid structure interactions (FSI) induce significant computational costs, especially when the tissue exhibits a hyperelastic and anisotropic response. The objective of the current study is to use the Small On Large (SOL) theory to linearize the anisotropic hyperelastic behavior in order to propose a reduced-order model for FSI simulations of the aorta. The SOL method is tested for fully-coupled FSI simulations in a patient-specific aortic geometry presenting an Ascending Thoracic Aortic Aneurysm (aTAA). The same model is also simulated with a fully-coupled FSI with non-linear material behavior, without SOL linearization. Eventually, the results and computational times with and without the SOL are compared. The SOL approach is demonstrated to provide a significant reduction of computational costs for FSI analysis in the aTAA, and the results in terms of stress state distribution are comparable. The method is implemented in ANSYS and will be further evaluated for clinical applications.

Keywords: fluid structure interactions (FSI), fully-coupled FSI, hemodynamics, ascending thoracic aortic aneurysms, small on large


1. INTRODUCTION

Computer fluid dynamics and structural analysis of the cardiovascular system have become fundamental for evaluating the effects of severe diseases (Lee et al., 2014; Gray and Pathmanathan, 2018). Numerical methods are increasingly well adopted for the calculation of blood flow distributions, intramural stresses and several other biomarkers. Particular attention has always been paid to large vessels such as the ascending thoracic aorta (Martin et al., 2015; Capellini et al., 2018). Hemodynamics simulations can be used to augment the information from medical imaging and to improve the knowledge about different pathologies. For example, ascending thoracic aortic aneurysms (aTAA) are a critical cardiovascular pathology where a local bulge is formed in the ascending thoracic aortic segment. The main complication associated with this pathology is the risk of dissection, which can be very sudden and lead to patient sudden death. Current clinical practice is based on the surveillance of aTAA reaching a critical diameter, as the risk of dissection averagely increases with aneurysm size. However, on a patient-specific basis, many factors can increase or decrease the risk of dissection. Hemodynamics and the interactions between the blood and the aortic wall are ones of these causes and computational approaches aim at making patient-specific predictions of these factors and of their role in aTAA rupture (Capellini et al., 2020; De Nisco et al., 2020). The current trend is personalized medicine, where patient-specific parameters are introduced at different levels including morphology, fluid dynamics conditions and tissue mechanics (Condemi et al., 2017; Boccadifuoco et al., 2018a; Fanni et al., 2020).

In the current state of the art, Computational Fluid Dynamics (CFD) (Capellini et al., 2018) and Fluid-Structure Interactions (FSI) (Bianchi et al., 2017; Campobasso et al., 2018) simulations have already been widely used for aTAA analysis. Both approaches were proven to be effective for predicting complex vascular flows during aTAA pathology progression. FSIs are particularly important, as CFD neglects the mechanical alterations of the wall that are at the root of aTAA rupture (Iliopoulos et al., 2009). Nevertheless, given the high level of complexity, assumptions usually need to be introduced. The FSI approach can be simplified by assuming a single one-way coupling for the aTAA, in which the fluid domain transmits the force without receiving any displacement from the structural domain (Lantz et al., 2011). However, in the current state of the art, two-way or fully-coupled FSI methods stand out as the most reliable approach to evaluate aTAA progression. Several studies in which aTAA material properties were assumed as linear elastic were reported (Boccadifuoco et al., 2018b), while others adopt hyperelastic isotropic or anisotropic models (Mendez et al., 2018; Bäumler et al., 2020). The linear approximation is justified by the relatively small deformations occurring between the diastolic and systolic phase of a cardiac cycle. Linearization provides an effective way to significantly reduce the computational cost of the simulation. It is well accepted that aTAA are not only hyperelastic but also strongly anisotropic (Martufi et al., 2014). The state of the art reports fiber-based constitutive models (Vignali et al., 2020), which are the gold standard. Nevertheless, these models remain very onerous for computational FSI simulations. Therefore, there is a pressing need for a trade-off between model approximation and complexity. A suitable fully-coupled FSI approach for aTAA analysis should introduce an acceptable level of approximation without neglecting the intrinsic anisotropy and local variations in the aortic tissue. Beyond anisotropy and hyperelasticity of the aTAA, another aspect to be taken into account is the presence of pre-stress in the vessel. A number of studies dedicated to aTAA assumed the diastolic phase as unloaded (Pons et al., 2020), although it is reasonable to consider stresses induced by the diastolic pressure (Moireau et al., 2012; Bäumler et al., 2020).

To include these effects of anisotropy, hyperelasticity and pre-stress, the Small on large (SOL) linearization appears as appropriate. The basic principle of SOL is to superimpose small deformations on deformed models, obtained from large displacements. Large displacements and strains occur between the unloaded zero pressure and the diastolic phase only, while the diastole-systole cycles exhibit small deformations. By assuming small displacements and strains, point-wise linearization, depending on the stress state at diastole, is imposed by also accounting for anisotropy (Baek et al., 2007).

Our objective in the current study is to implement the SOL framework for FSI analyses of real aTAA cases. A first section is dedicated to introducing the theory. Then, the SOL framework is described. Patient-specific morphology and mechanical data are used to set up a fully-coupled FSI simulation including the SOL approach. The framework encompasses linearization of local material properties, inclusion of pre-stress and anisotropy effects. The same case is then simulated with a fully-coupled FSI without SOL linearization. The results in terms of stress maps and computational times are then presented and compared. Eventually, the performances of the proposed SOL approach are discussed for future clinical applications.



2. THEORY

The SOL theory was previously introduced in a small number of publications (Baek et al., 2007; Figueroa et al., 2009; Ramachandra and Humphrey, 2019). In the following, we briefly describe the basic principles of this approach, along with the background of continuum mechanics and constitutive modeling.

Let us consider a vessel in an initial undeformed configuration X transformed according to a mapping function at a given time t, χ(X, t). An additional intermediate state is introduced, according to the mapping function χ(X, to) (Figure 1A). The intermediate state is assumed to be stressed. For the specific case of aTAA simulation, the initial, intermediate and final configurations are assumed as the zero-pressure (ZP), diastolic (DIA) and systolic (SYS) configurations, respectively. The main assumption of the SOL approach is the hypothesis of large deformations between ZP and DIA and hypothesis of small deformations between DIA and SYS. The position vectors are related to the mapping functions according to

[image: image]

where x and xo are the position vectors in the final and intermediate state, respectively. From the mapping functions, the deformation gradients can be derived such as

[image: image]

The deformation gradient occurring between the DIA and the SYS configurations can be defined as

[image: image]

where u is the displacement vector between the DIA and the SYS configurations and H is the corresponding displacement gradient. H can be expressed as the sum of two main components:

[image: image]

where ϵ and Ω are the small strain and rotation occurring during the deformation and represent, respectively, the symmetric and skew-symmetric part of H, according to:

[image: image]

The Cauchy stress tensor σ is now introduced according to

[image: image]

where p is a Lagrangian multiplier accounting for vessel incompressibility, S is the second Piola-Kirchhoff stress tensor, W is the strain energy density function of the tissue and C = FTF is the right Cauchy-Green deformation tensor. Both the deformation and stress tensor in the SYS configuration can be expressed as

[image: image]

where σ* is the stress change occurring between the DIA and SYS configurations, while σo is the stress tensor in the DIA configuration (pre-stress). It can be expressed, according to Equation (6), as σo = (FoSoFoT) − poI. By considering (Equations 3, 6, and 7), it is possible to define

[image: image]

where p was split into an intermediate (po) and final (p*) part and S* is the change of the second Piola-Kirchhoff stress tensor, which can be expressed according to the theory of elasticity as:

[image: image]

The higher order terms of H resulting from Equation (8) are neglected under the assumption of small deformations. The final approximate expression for the Cauchy stress tensor is given by:

[image: image]

By considering (Equations 6, 9, and 10) can be written in terms of tensor components as:

[image: image]

The last term of Equation (11) was obtained by evaluating the second derivative of the strain energy density function with respect to the right Cauchy-Green deformation tensor. The derivative is evaluated at the deformation state defined by the tensor Co = FoTFo, defined between the zero-pressure to the DIA configuration. In addition, by considering the two components of the tensor H, fourth-order tensors can be introduced in Equation (11):

[image: image]

where ℂo is a fourth-order linearized stiffness tensor, obtained from the derivative of the second Piola-Kirchhoff tensor and accounting for small elastic strains, which can be expressed in its matrix form as

[image: image]

the fourth-order tensor 𝔻o, accounting for small rotations, is instead given by:

[image: image]

It is worth noting that the first two factors of ℂo, as expressed in Equation (13), account for the presence of pre-stress σo, while the third factor is the linearized stiffness component, deriving directly from the strain energy density function of the material. Linearization is performed for evaluating the derivative at the deformation tensor Co, defined between the zero-pressure to the DIA configuration. Equation (12) expresses the stress tensor in the SYS configuration as a combination of pre-stress, derived from the DIA configuration, and linearized response of the tissue, according to the linearized stiffness tensor expressed in Equation (13).

At this point, to completely define the SOL method, it is sufficient to determine a suitable strain energy density function W to be linearized, according to Equation (13). To this purpose, a two-fiber-family hyperelastic and anisotropic model with fiber dispersion is introduced (Niestrawska et al., 2019). The strain energy density function expression is written such as

[image: image]

where c, k1, and k2 are the model parameters representing the isotropic matrix stiffness, the fiber family stiffness and the fiber stiffening factor, respectively. I1 is the first invariant of C and [image: image] is the pseudo-invariant defined according to the generalized structure tensor Gi, such as

[image: image]

The generalized structure tensor is expressed as a function of the out-of-plane direction vector, Mop, and the vectors defining the i-th family preferential direction, Mi. The two fiber families in the vessel tissue are assumed to be symmetric and to lay in the plane defined by the circumferential (θθ) and longitudinal (zz) direction (Figure 1B). According to this hypothesis, the Mi vectors can be completely defined by the fiber family angle parameter αi, according to

[image: image]

where e1 and e2 are the vectors of the circumferential and longitudinal direction, respectively. The fiber dispersion is modeled in Equation (16) with the parameters A and B. The expression for A and B depends on the parameters kip and kop, representing the in-plane and out-of-plane dispersion factors, according to

[image: image]

The reported constitutive model was implemented in the SOL framework to compute the pre-stress component from the ZP-DIA large deformation step, while it was linearized for the DIA-SYS small deformation step.


[image: Figure 1]
FIGURE 1. (A) Schematic of the mechanical configurations according to SOL theory and (B) representation of the main directions of fibers in the aTAA specimen according to the fiber-based constitutive model.




3. MATERIALS AND METHODS


3.1. Geometry and Material Properties

An aTAA patient-specific morphology was reconstructed based on CT data. The data were acquired in vivo on a patient harboring an aTAA, just before surgical intervention at the Heart Hospital of Massa. The CT images were obtained with a 320-detector scanner (Toshiba Aquilon One, Toshiba, Japan) by adopting a iodinated contrast medium. The clinical data in the diastolic phase were analyzed through a threshold segmentation algorithm to obtain the aortic morphology including the aTAA section, the supra-aortic branches and the descending aorta.

After assessing the morphology, material properties were defined on the basis of ex vivo tissue characterization. In particular, a tissue sample was collected from the aTAA after the surgical intervention. A square specimen of about 30 × 30 mm was cut in the outer curvature region of the harvested aTAA tissue. The specimen was maintained at room temperature in physiological saline solution and tested 3 h after tissue harvesting. Freezing processes were avoided in order to maintain the microstructure integrity. Biaxial tests were carried out with the OptiMech2 setup (Vignali et al., 2021). The obtained stress-stretch data from the tests were fitted according to the constitutive model of Equation (15) in order to be implemented in the simulation framework.



3.2. Reverse Displacement Algorithm

Before performing FSI simulations, the unloaded ZP configuration was firstly reconstructed. To obtain the ZP configuration from the in vivo diastolic configuration, a reverse-displacement method was implemented, as introduced by Raghavan et al. (2006). The material properties were the ones fitted against the biaxial test data. The software ANSYS mechanical was used for all the computations. Fiber-based constitutive relationships according to Equation (15) were implemented in the ANSYS environment with a custom made FORTRAN script. The reverse displacement method workflow is represented schematically in Figure 2. The main principle is to find a scalar quantity to describe the size change of the aTAA structure on the basis of a distance score, evaluated with respect to the DIA configuration. The complete description of the method is provided in Raghavan et al. (2006). Briefly, the main steps are the following:

• The diastolic pressure (Pint = 80 mmHg) was applied to the diastolic spatial configuration (XDIA). The model was assumed hyperelastic, according to Equation (15). The corresponding deformed configuration was obtained (xDIA).

• The resulting displacement field was calculated from the difference between the deformed and reference configuration (U = xDIA − XDIA).

• The displacement field was reversed and weighted with a scalar parameter k (range 0.5–2) to model the size change. The resulting displacement field was applied to the reference configuration to obtain the k-th ZP configuration candidate ([image: image]).

• The k-th ZP geometry candidate was then pressurized with a static simulation by applying an internal pressure corresponding to the diastolic condition (Pint = 80 mmHg). The material model was assumed hyperelastic, according to Equation (15). The deformed configuration corresponding to k-th ZP geometry candidate was obtained ([image: image]).

• A score function Jk was calculated for the k-th candidate configuration. The score was defined as:

[image: image]

where N is the number of mesh nodes and the operator ||.|| represents the Euclidean distance.

• Previous steps 3, 4 and 5 were repeated by modifying the k parameter until a minimum of the Jk is reached, with k = kfinal. At this point, the final candidate for the ZP configuration is defined as [image: image]

The configuration minimizing the score from the algorithm was chosen as the ZP configuration for the next simulation steps. The comparison between the initial candidate and the final pressurized ZP configuration was calculated in terms of distance from the DIA configuration.


[image: Figure 2]
FIGURE 2. Schematic of the reverse displacement algorithm used for the ZP geometry estimation.




3.3. SOL-Linearized Simulation

After assessing the ZP configuration, the SOL-Linearized simulation was setup. All the steps for the SOL linearization procedure are summarized in Figure 3. Software ANSYS mechanical and ANSYS Fluent were used for all the simulations. All computation were achieved with the same machine (Processor : Intel Core i9-9900, 4 cores, CPU@3.10 GHz; RAM: 32 GB). The main steps are given by the Large Deformation and the Small Deformation steps.


[image: Figure 3]
FIGURE 3. Schematic of the workflow for the main simulation steps of SOL-linearized Simulation: (A) Large Deformation and (B) Small Deformation step.



3.3.1. Large Deformation Step

The Large Deformation (LD) step was set up first (Figure 3A). The deformation occurring between the ZP and the DIA configuration was assumed as large. For this reason, the linearization hypothesis cannot be made and the patient-specific hyperelastic material model was implemented for the LD simulation step. The load was modeled as static with a pressure of 80 mmHg, representing the physiological diastolic load. The pressure was applied on the internal wall of the ZP aortic geometry. Regarding boundary conditions, the descending aorta was fixed at the end. At the ends of each supra aortic vessel and at the plane of the aortic valve, we manually defined a cylindrical reference system. For each of these boundaries, the longitudinal and circumferential displacements were fixed, while the radial displacement was left free, as implemented in previous studies (Celi and Berti, 2014; Campobasso et al., 2018). The stress and strain tensors evaluated from the LD simulation step were processed in order to obtain the pre-stress and the linearized tangent stiffness tensors for each mesh element, according to Equation (13). Results were processed with a custom Matlab script. Stiffness outliers, expected in the neighborhood of constrained nodes, were ignored for the successive simulation step.



3.3.2. Small Deformation Step

The results from the LD step were adopted for the implementation of the Small Deformation simulation step (Figure 3B). Unlike the previous phase, since the deformation occurring from the diastolic to the systolic condition was small, the linearization was allowed. Briefly, the DIA aortic geometry was loaded with a fully-coupled FSI simulation to obtain the corresponding systolic configuration. The fluid and structural domains were discretized with a mesh of about 850,000 tetrahedral elements. The FSI coupling was implemented through the System Coupling component, which controls the simulation execution in ANSYS. The component uses an Arbitrary Lagrangian Eulerian method (Degroote et al., 2010). The method implements a bidirectional transfer at the domain interface: the fluid pressure is transmitted to the solid domain and the incremental solid displacement to the fluid domain. The System Coupling was used to configure the fluid and structural simulations execution. In particular, each time step was subdivided in up to a maximum of 30 coupling iterations. At each coupling iteration, the exchange of loads and displacement occurs up to convergence. Mechanical load exchange was managed with both relaxation function and ramping, to improve the stability of the simulation (Chimakurthi et al., 2018). The convergence criterion was set according to a maximum root-mean-square residual of 0.01 for both fluid and solid simulation. The time step value for the simulation was set equal to 0.001 s (Campobasso et al., 2018).

Concerning the fluid dynamics simulation section, the blood was assumed as a Newtonian fluid with a density of 1060 kg/m3 and a viscosity of 0.0035 Pa s. A physiological velocity profile was imposed as inlet at the aortic valve level. In particular, the profile was obtained from 4D flow MRI datasets, performed by means of a 3T MR-scanner (Ingenia, Philips Medical Systems, Amsterdam, Netherlands). Given the aortic valve section, the imposed velocity resulted in a cardiac output of 4.8 l/min with an heart rate of 77 bpm. A total of 5 cardiac cycles were simulated. The pressure conditions were maintained at the brachio-cephalic artery (BCA), the left common coronary artery (LCCA), the left subclavian artery (LSA) and descending aorta (DA) outlets according to the three-element Windkessel model. The values of the lumped parameters were calculated according to a state-of-the-art algorithm (Boccadifuoco et al., 2018a) and set to maintain a pressure range of 0–40 mmHg. The resulting proximal resistance (Rp), capacitance (C) and distal resistance (Rd) parameters are reported in Table 1. As pre-stress was already present, the fluid dynamic load at diastole was assumed to be zero. A dynamic meshing condition was imposed at the fluid domain wall to permit the exchange of data with the structural domain without mesh degradation.


Table 1. Table reporting the parameters for the Windkessel models for the SOL FSI simulation.

[image: Table 1]

Concerning structural simulations, the tissue was modeled according to the linearized model from the previous LD step. For each mesh element, the stiffness tensor and the pre-stress were introduced to account for both anisotropy and diastolic pre-load, respectively. In particular, an anisotropic linear material model was set for the whole domain, while the material properties were automatically re-defined for each element before proceeding with the actual FSI simulation. The linearized stiffness tensors were evaluated with a specific Matlab script by processing the previous large deformation step results. Then, the same script generates an APDL routine to re-assign the material properties of each element. Finally, the APDL routine is loaded within the ANSYS environment. The load condition was imposed on the basis of the data exchange of the FSI. The same boundary condition constraints from the previous LD simulation were imposed for this step.

The pressure and flow conditions were calculated and post-processed. The circumferential and longitudinal stress distributions were evaluated along a cardiac cycle and presented as a result. The computation times were recorded to permit a comparison with the non-linear simulation.




3.4. Non-linear Simulation

To compare the performances and results of the SOL-linearized simulation with the standard approach, the same aortic geometry was simulated without assuming small deformations occurring between diastole and systole and without imposing the linearization of the material model. In this case, the fiber-based constitutive model with patient-specific parameters was still assumed. To allow comparison, the non-linear simulation was computed with the same machine from the previous step, and the domains were discretized with approximately the same number of tetrahedral elements. Briefly, the ZP aortic geometry was loaded with a fully-coupled FSI simulation to obtain the corresponding systolic configuration. Similarly to the SD step of the SOL simulation, the FSI simulation execution was managed with the System Coupling component of ANSYS. The same time step value, maximum number of coupling iterations and under relaxation function were adopted. As pre-stress was absent and the simulation was managed in a single step for this case, the fluid dynamics load conditions were adapted to consider the diastolic load. In particular, the Windkessel model parameters were calculated according to a state-of-art algorithm, already used for the SD step of the SOL procedure, in order to maintain a physiological pressure range of 80 - 120 mmHg, at regime. The resulting Rp, C and Rd parameters for BCA, LCCA, LSA and DA branches are reported in Table 2. The difference between the lumped parameters from the SOL FSI and the non-linear FSI was expected, as the pressure range imposed in the SOL FSI was lower than in the non-linear simulation. Conversely, the non-linear FSI requires the full physiological range of 80–120 mmHg, as the starting point is the unloaded configuration without pre-stress. For the inlet condition at the aortic valve, the flow profile was imposed by adding an initial constant flow followed by a total of 5 cardiac cycles (the same as in SOL FSI simulation). The initial constant flow was added to permit gradual pressure increase. Concerning the structural part, the same boundary conditions as the SOL-Linearized simulation steps were imposed.


Table 2. Table reporting the parameters for the Windkessel models for the non-linear FSI simulation.

[image: Table 2]

The circumferential and longitudinal stress distributions were calculated along a cardiac cycle and compared with the distributions from the previous SOL simulations.




4. RESULTS

In Figure 4A, we show the ZP configuration obtained with our reverse displacement algorithm using a scale factor of 0.802. The ZP configuration is significantly different of the in vivo diastolic configuration shown in Figure 4B. The average distance between the two configurations in the aTAA region was eventually 0.2 mm, whereas it was only of 1.6 mm with the initial guess of ZP configuration.


[image: Figure 4]
FIGURE 4. Results in terms of distance from diastolic target geometry after pressurization of ZP configuration candidates: (A) k = 1 (initial guess) and (B) k = 0.802.


The linearized circumferential ([image: image]), longitudinal ([image: image]) stiffness values and their ratio obtained with the SOL-Linearized simulation at the LD step are shown in Figures 5A–E (maps) and Figures 5B–F (barplot). Significant anisotropy and regional variations appear in these results.


[image: Figure 5]
FIGURE 5. Results from the LD simulation in terms of (A,B) [image: image], (C,D) [image: image] and (E,F) [image: image] ratio. Outlier terms were grayed in the maps. Dashed lines in the bar plot distributions highlight the mean values.


Figures 6, 7 represent the fluid dynamic conditions obtained from the SOL FSI and the non-linear FSI simulations, respectively. Different cardiac phases are reported: early systole, peak systole and late diastole. As correctly imposed, the pressure ranges are the same except for a pressure shift, representing the diastolic load, which is absent for the SOL case.


[image: Figure 6]
FIGURE 6. Fluid dynamic results from SOL FSI SD step at early systole, peak systole and late diastole in terms of (A) pressure distribution and (B) velocity streamlines.



[image: Figure 7]
FIGURE 7. Fluid dynamic results from non-linear FSI at early systole, peak systole and late diastole in terms of (A) pressure distribution and (B) velocity streamlines.


Figures 8, 9 represent the structural results from the SOL FSI and the non-linear FSI simulations, respectively. Both circumferential (σθθ) and longitudinal (σzz) Cauchy stresses are reported at early systole, peak systole and late diastole. Additionally, the maps reporting the point-wise differences at peak systole both for σθθ and σzz values are depicted in Figure 10, for the sake of method comparison. Figure 11 represents the σθθ and σzz distributions in the aTAA region for both the SOL FSI and the non-linear FSI simulations. Table 3 reports the average circumferential ([image: image]) and longitudinal ([image: image]) stresses within the aTAA section at peak systole, together with the computational time (tc) for a single cardiac period in regime conditions for both the SOL and the non-linear FSI.


[image: Figure 8]
FIGURE 8. Structural results from SOL FSI SD step at early systole, peak systole and late diastole in terms of (A) circumferential and (B) longitudinal stress.



[image: Figure 9]
FIGURE 9. Structural results from non-linear FSI at early systole, peak systole and late diastole in terms of (A) circumferential and (B) longitudinal stress.



[image: Figure 10]
FIGURE 10. Point-wise difference in terms of circumferential (A) and longitudinal (B) stress at peak systole.



[image: Figure 11]
FIGURE 11. Comparison of distributions, according to the SOL and non-linear FSI simulations, in terms of (A) circumferential and (B) longitudinal stress in the aTAA region.



Table 3. Table summarizing the average circumferential ([image: image]) and longitudinal ([image: image]) stresses at peak systole, with the computational time for a single regime period (tc) for the SOL and non-linear FSI.

[image: Table 3]



5. DISCUSSION

The results confirmed that the proposed method is suitable for the SOL linearization in a patient-specific aTAA. The framework was implemented successfully by starting from patient-specific features, including morphology and material properties. The linearized approach of the SOL theory was demonstrated to be feasible for the fully-coupled FSI study of the aTAA case. The results from the analysis were presented with the aim to demonstrate the effectiveness of the SOL approach, allowing the introduction of anisotropic hyperelastic constitutive model in the FSI context with a significant reduction of computational load.

The algorithm for estimating the unloaded condition geometry of the aTAA produced meaningful results. Figure 4 demonstrated the effectiveness of the approach. The initial guess performances (Figure 4A), in which the displacement field is not weighted (k = 1), revealed distance errors with peaks of 3.3 mm in the aTAA region. On the other hand, the final result of the algorithm (Figure 4B) showed an improved estimation of the unloaded aTAA morphology, as the distance error in the aTAA region was below 1 mm. The maximum errors were located in the supra-aortic vessel region. These errors can be explained by the imposed boundary conditions and by the fact that the proposed reverse displacement algorithm only accounts for size modifications. Nevertheless, the region of interest of the aTAA is not affected by reconstruction errors. Therefore, the estimation with k = 0.802 was chosen as suitable for the FSI analyses of the successive steps.

The linearized stiffness values resulting from the LD simulation phase of the SOL workflow are reported in Figure 5C. As expected, outlier stiffness values were encountered within constrained elements and consequently ignored for the successive SD simulation step. The [image: image] map and bar plot from Figures 5A,B show a heterogeneity within the aTAA section, in agreement with previous studies revealing the local distribution of tissue properties (Bersi et al., 2019; Spronck and Humphrey, 2019). The results demonstrated that the tissue has a stiffer behavior along the θθ direction, with a range from 2.2 to 3.5 MPa. This trend reveals that, even if a homogeneous hyperelastic material model is assumed, significant heterogeneities of tangent stiffness can still arise during the loading of the vessel. The maximum stiffness value was localized at the inner curvature of the aTAA and in the sino-tubular junction, in agreement with previous literature (Campobasso et al., 2018). It is also worth emphasizing that stiffness values were more dispersed along the circumferential direction than along the longitudinal direction. The result is directly derived at the LD step from Equation (13). The [image: image] distribution in Figures 5E,F reveals that the ratio is larger than 1 in each element, confirming that the tissue is stiffer along the θθ direction. This behavior highlights the anisotropy of the aTAA tissue and the strong link between the aTAA morphology and the current mechanical state of the tissue (Choudhury et al., 2009).

Concerning the SD step and the comparison between the SOL and the non-linear FSI approach, the fluid dynamics results reported in Figures 6, 7 confirmed that our loading conditions were appropriate. The physiological ranges of pressure were correctly reached through the set of lumped parameters, in both cases: 1–42 mmHg for the SOL FSI and, 82–120 mmHg for the non-linear FSI. The structural results from the SOL FSI and the non-linear FSI, reported in Figures 8, 9 respectively, both confirmed the trend from the LD simulation step. As expected, the circumferential stress range remains above the longitudinal stress one. In both simulations, the peak σθθ stress values are confined within the inner curvature of the aTAA, as highlighted in the stiffness distribution map from the LD step. Concerning the σzz distribution, maximum values are instead reached within the external curvature section. It is worth highlighting that the same stress ranges are reached by both the SOL Linearized FSI and the non-linear FSI, in terms of σθθ and σzz. The point-wise comparison of the stress maps, reported in Figure 10, confirms the trends of Figures 8, 9. The only non-negligible errors are confined around the constrained boundaries. The aTAA section instead exhibits negligible differences both in terms of σθθ and σzz. The stress distributions within the atAA section at the peak systole (Figure 11), allowed a comparison of the SOL method with the non-linear FSI. Kolmogorov-Smirnov non parametric tests confirmed that there were no significant difference between the stress values resulting from SOL and non-linear FSI simulations, with a significance of 5%. The absence of difference was assessed for both σθθ (p = 0.32) and σzz (p = 0.11). The comparison between the SOL and non-linear FSI approach was also performed by evaluating average stresses in the aTAA at peak systole, as reported in Table 3. SOL FSI results were in good agreement with the non-linear approach, with only a negligible underestimation. The difference produced inaccuracies of 3.8% and 7.1% for [image: image] and [image: image], respectively. Nevertheless, the SOL linearization introduced relative errors below 10%, while the computational times were significantly reduced from 12.1 h to 6.3 h for a single regime cycle. On the basis of these data, the approximation introduced by the SOL linearization approach remained marginal in comparison with the gains in terms of computational time reduction.

These results are consistent with other applications of the SOL method in cardiovascular biomechanics (Baek et al., 2007; Ramachandra and Humphrey, 2019). A possible extension of the SOL framework would be to integrate growth and remodeling effects, as done previously by Figueroa et al. (2009). Nevertheless, previously published analyses remained limited to simple vessel morphologies, whereas the current study is the first application to a patient-specific aTAA.

In the current study, some limitations and points of improvement can be highlighted. Currently, the numerical simulations do not account for ventricular motion at the aortic root. The SOL approach was only established on a single patient-specific clinical case for the proof of concept. As future work, it would be interesting to increase the number of analyzed morphologies. Nevertheless, the feasibility of the approach on aTAA was correctly demonstrated. A reference FSI simulation, in which no linearization approximation was introduced, was setup for the sake of comparison. However, a comparison with in vivo data would still be valuable. The possibility to validate the flow profiles from in vivo 4D flow MRI data would especially be of great interest (Mariotti et al., 2019). Moreover, the adoption of techniques like local extensional stiffness identification or pulse wave velocity approaches could confirm the SOL linearization estimations (Farzaneh et al., 2019; Di Giuseppe et al., 2021). Further validations could be provided for the zero pressure geometry estimation as well. Alternative methods, like the iterative approach from Bäumler et al. (2020) could be used to introduce not only size but also shape modifications for the estimation of the zero-pressure configuration. To this aim, it would also be useful to obtain an aortic pre-stretch measurement during the surgical phase. The stretch measurement could be obtained by introducing optical markers within the ascending aorta before excising the aTAA. This practice would permit to assign more realistic pre-stretch values in the mechanical model. Eventually, we assumed homogeneous hyperelastic properties across the whole aTAA in the current study and no growth and remodeling phenomena were considered. Nevertheless, local stiffness heterogeneity was demonstrated to exist in the aTAA region (Choudhury et al., 2009). We recovered such stiffness heterogeneity through the local variations of stretches but considering also the regional variations of hyperelastic parameters is a potential step further for the SOL approach, these local material properties variations possibly resulting from mechanobiological effects of tissue growth and remodeling (Mousavi et al., 2021).



6. CONCLUSION

In summary, we presented a new method based on the Small On Large linearization to perform patient-specific aTAA fluid-structure simulations at low computational cost, taking into account pre-stress and anisotropy. The comparison with a fully non-linear model was very satisfactory in terms of stress distributions. Future work will focus on validating the method on a large sample of cases, as the computational assets of such methodology can significantly benefit to clinical diagnoses and decisions.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article, further inquiries can be directed to the corresponding author.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by Fondazione Toscana Gabriele Monasterio, Massa, Italy. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

SC and SA: conceptualization and supervision. EV: implementation. EV and EG: method and code refinement and validation. SC, EV, and EG: data resources. SC and EV: writing–original draft preparation. EV, EG, SC, and SA: writing–review and editing. All authors contributed to the article and approved the submitted version.



REFERENCES

 Baek, S., Gleason, R. L., Rajagopal, K., and Humphrey, J. (2007). Theory of small on large: potential utility in computations of fluid-solid interactions in arteries. Comput. Methods Appl. Mech. Eng. 196, 3070–3078. doi: 10.1016/j.cma.2006.06.018

 Bäumler, K., Vedula, V., Sailer, A. M., Seo, J., Chiu, P., Mistelbauer, G., et al. (2020). Fluid-structure interaction simulations of patient-specific aortic dissection. Biomech. Model Mechanobiol. 19, 1607–1628. doi: 10.1007/s10237-020-01294-8

 Bersi, M. R., Bellini, C., Humphrey, J. D., and Avril, S. (2019). Local variations in material and structural properties characterize murine thoracic aortic aneurysm mechanics. Biomech. Model Mechanobiol. 18, 203–218. doi: 10.1007/s10237-018-1077-9

 Bianchi, D., Monaldo, E., Gizzi, A., Marino, M., Filippi, S., and Vairo, G. (2017). A fsi computational framework for vascular physiopathology: a novel flow-tissue multiscale strategy. Med. Eng. Phys. 47, 25–37. doi: 10.1016/j.medengphy.2017.06.028

 Boccadifuoco, A., Mariotti, A., Capellini, K., Celi, S., and Salvetti, M. V. (2018a). Validation of numerical simulations of thoracic aorta hemodynamics: comparison with in vivo measurements and stochastic sensitivity analysis. Cardiovasc. Eng. Technol. 9, 688–706. doi: 10.1007/s13239-018-00387-x

 Boccadifuoco, A., Mariotti, A., Celi, S., Martini, N., and Salvetti, M. (2018b). Impact of uncertainties in outflow boundary conditions on the predictions of hemodynamic simulations of ascending thoracic aortic aneurysms. Comput. Fluids 165:96–115. doi: 10.1016/j.compfluid.2018.01.012

 Campobasso, R., Condemi, F., Viallon, M., Croisille, P., Campisi, S., and Avril, S. (2018). Evaluation of peak wall stress in an ascending thoracic aortic aneurysm using fsi simulations: effects of aortic stiffness and peripheral resistance. Cardiovasc. Eng. Technol. 9, 707–722. doi: 10.1007/s13239-018-00385-z

 Capellini, K., Gasparotti, E., Cella, U., Costa, E., Fanni, B. M., Groth, C., et al. (2020). A novel formulation for the study of the ascending aortic fluid dynamics with in vivo data. Med. Eng. Phys. 91, 68–78. doi: 10.1016/j.medengphy.2020.09.005

 Capellini, K., Vignali, E., Costa, E., Gasparotti, E., Biancolini, M. E., Landini, L., et al. (2018). Computational fluid dynamic study for aTAA hemodynamics: an integrated image-based and radial basis functions mesh morphing approach. J. Biomech. Eng. 140:111007. doi: 10.1115/1.4040940140

 Celi, S., and Berti, S. (2014). Three-dimensional sensitivity assessment of thoracic aortic aneurysm wall stress: a probabilistic finite-element study. Eur. J. Cardiothoracic Surg. 45, 467–475. doi: 10.1093/ejcts/ezt400

 Chimakurthi, S. K., Reuss, S., Tooley, M., and Scampoli, S. (2018). Ansys workbench system coupling: a state-of-the-art computational framework for analyzing multiphysics problems. Eng Comput. 34, 385–411. doi: 10.1007/s00366-017-0548-4

 Choudhury, N., Bouchot, O., Rouleau, L., Tremblay, D., Cartier, R., Butany, J., et al. (2009). Local mechanical and structural properties of healthy and diseased human ascending aorta tissue. Cardiovasc. Pathol. 18, 83–91. doi: 10.1016/j.carpath.2008.01.001

 Condemi, F., Campisi, S., Viallon, M., Troalen, T., Xuexin, G., Barker, A., et al. (2017). Fluid-and biomechanical analysis of ascending thoracic aorta aneurysm with concomitant aortic insufficiency. Ann. Biomed. Eng. 45, 2921–2932. doi: 10.1007/s10439-017-1913-6

 De Nisco, G., Tasso, P., Calò, K., Mazzi, V., Gallo, D., Condemi, F., et al. (2020). Deciphering ascending thoracic aortic aneurysm hemodynamics in relation to biomechanical properties. Med. Eng. Phys. 82, 119–129. doi: 10.1016/j.medengphy.2020.07.003

 Degroote, J., Swillens, A., Bruggeman, P., Haelterman, R., Segers, P., and Vierendeels, J. (2010). Simulation of fluid-structure interaction with the interface artificial compressibility method. Int. J. Numer. Method Biomed. Eng. 26, 276–289. doi: 10.1002/cnm.1276

 Di Giuseppe, M., Farzaneh, S., Zingales, M., Pasta, S., and Avril, S. (2021). Patient-specific computational evaluation of stiffness distribution in ascending thoracic aortic aneurysm. J. Biomech. 119:110321. doi: 10.1016/j.jbiomech.2021.110321

 Fanni, B., Sauvage, E., Celi, S., Norman, W., Vignali, E., Landini, L., et al. (2020). A proof of concept of a non-invasive image-based material characterization method for enhanced patient-specific computational modeling. Cardiovasc. Eng. Technol. 11, 532–543. doi: 10.1007/s13239-020-00479-7

 Farzaneh, S., Trabelsi, O., and Avril, S. (2019). Inverse identification of local stiffness across ascending thoracic aortic aneurysms. Biomech. Model Mechanobiol. 18, 137–153. doi: 10.1007/s10237-018-1073-0

 Figueroa, C. A., Baek, S., Taylor, C. A., and Humphrey, J. D. (2009). A computational framework for fluid-solid-growth modeling in cardiovascular simulations. Comput. Methods Appl. Mech. Eng. 198, 3583–3602. doi: 10.1016/j.cma.2008.09.013

 Gray, R. A., and Pathmanathan, P. (2018). Patient-specific cardiovascular computational modeling: diversity of personalization and challenges. J. Cardiovasc. Transl. Res. 11, 80–88. doi: 10.1007/s12265-018-9792-2

 Iliopoulos, D. C., Kritharis, E. P., Giagini, A. T., Papadodima, S. A., and Sokolis, D. P. (2009). Ascending thoracic aortic aneurysms are associated with compositional remodeling and vessel stiffening but not weakening in age-matched subjects. J. Thorac. Cardiovasc. Surg. 137, 101–109. doi: 10.1016/j.jtcvs.2008.07.023

 Lantz, J., Renner, J., and Karlsson, M. (2011). Wall shear stress in a subject specific human aorta influence of fluid-structure interaction. Int. J. Appl. Mech. 3, 759–778. doi: 10.1142/S1758825111001226

 Lee, J. J., D'Ancona, G., Amaducci, A., Follis, F., Pilato, M., and Pasta, S. (2014). Role of computational modeling in thoracic aortic pathology: a review. J. Cardiac Surg. 29, 653–662. doi: 10.1111/jocs.12413

 Mariotti, A., Vignali, E., Gasparotti, E., Capellini, K., Celi, S., and Salvetti, M. V. (2019). “Comparison between numerical and mri data of ascending aorta hemodynamics in a circulatory mock loop,” in Conference of the Italian Association of Theoretical and Applied Mechanics (Rome: Springer), 898–907.

 Martin, C., Sun, W., and Elefteriades, J. (2015). Patient-specific finite element analysis of ascending aorta aneurysms. Am. J. Physiol. Heart Circ. Physiol. 308, H1306–H1316. doi: 10.1152/ajpheart.00908.2014

 Martufi, G., Gasser, T., Appoo, J., and Di Martino, E. (2014). Mechano-biology in the thoracic aortic aneurysm: a review and case study. Biomech. Model Mechanobiol. 13, 917–928. doi: 10.1007/s10237-014-0557-9

 Mendez, V., Di Giuseppe, M., and Pasta, S. (2018). Comparison of hemodynamic and structural indices of ascending thoracic aortic aneurysm as predicted by 2-way fsi, cfd rigid wall simulation and patient-specific displacement-based fea. Comput. Biol. Med. 100, 221–229. doi: 10.1016/j.compbiomed.2018.07.013

 Moireau, P., Xiao, N., Astorino, M., Figueroa, C. A., Chapelle, D., Taylor, C., et al. (2012). External tissue support and fluid-structure simulation in blood flows. Biomech. Model Mechanobiol. 11, 1–18. doi: 10.1007/s10237-011-0289-z

 Mousavi, S. J., Jayendiran, R., Farzaneh, S., Campisi, S., Viallon, M., Croisille, P., et al. (2021). Coupling hemodynamics with mechanobiology in patient-specific computational models of ascending thoracic aortic aneurysms. Comput. Methods Programs Biomed. 205:106107. doi: 10.1016/j.cmpb.2021.106107

 Niestrawska, J. A., Regitnig, P., Viertler, C., Cohnert, T. U., Babu, A. R., and Holzapfel, G. A. (2019). The role of tissue remodeling in mechanics and pathogenesis of abdominal aortic aneurysms. Acta Biomater. 88, 149–161. doi: 10.1016/j.actbio.2019.01.070

 Pons, R., Guala, A., Rodríguez-Palomares, J. F., Cajas, J., Dux-Santoy, L., Teixidó-Tura, G., et al. (2020). Fluid-structure interaction simulations outperform computational fluid dynamics in the description of thoracic aorta haemodynamics and in the differentiation of progressive dilation in marfan syndrome patients. R. Soc. Open. Sci. 7, 191752. doi: 10.1098/rsos.191752

 Raghavan, M., Ma, B., and Fillinger, M. F. (2006). Non-invasive determination of zero-pressure geometry of arterial aneurysms. Ann. Biomed. Eng. 34, 1414–1419. doi: 10.1007/s10439-006-9115-7

 Ramachandra, A. B., and Humphrey, J. D. (2019). Biomechanical characterization of murine pulmonary arteries. J. Biomech. 84, 18–26. doi: 10.1016/j.jbiomech.2018.12.012

 Spronck, B., and Humphrey, J. (2019). Arterial stiffness: different metrics, different meanings. J. Biomech. Eng. 141:0910041-09100412. doi: 10.1115/1.4043486

 Vignali, E., di Bartolo, F., Gasparotti, E., Malacarne, A., Concistré, G., Chiaramonti, F., et al. (2020). Correlation between micro and macrostructural biaxial behavior of ascending thoracic aneurysm: a novel experimental technique. Med. Eng. Phys. 86, 78–85. doi: 10.1016/j.medengphy.2020.10.012

 Vignali, E., Gasparotti, E., Landini, L., and Celi, S. (2021). Development and realization of an experimental bench test for synchronized small angle light scattering and biaxial traction analysis of tissues. Electronics 10, 386. doi: 10.3390/electronics10040386

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Vignali, Gasparotti, Celi and Avril. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 25 October 2021
doi: 10.3389/fphys.2021.721195






[image: image2]

Quantifying Patient-Specific in vivo Coronary Plaque Material Properties for Accurate Stress/Strain Calculations: An IVUS-Based Multi-Patient Study

Liang Wang1, Jian Zhu2*, Akiko Maehara3, Rui Lv1, Yangyang Qu2, Xiaoguo Zhang2, Xiaoya Guo4, Kristen L. Billiar5, Lijuan Chen2, Genshan Ma2*, Gary S. Mintz3 and Dalin Tang1,6*


1School of Biological Science and Medical Engineering, Southeast University, Nanjing, China

2Department of Cardiology, Zhongda Hospital, Southeast University, Nanjing, China

3The Cardiovascular Research Foundation, Columbia University, New York, NY, United States

4School of Science, Nanjing University of Posts and Telecommunications, Nanjing, China

5Department of Biomedical Engineering, Worcester Polytechnic Institute, Worcester, MA, United States

6Mathematical Sciences Department, Worcester Polytechnic Institute, Worcester, MA, United States

Edited by:
Lik Chuan Lee, Michigan State University, United States

Reviewed by:
Seungik Baek, Michigan State University, United States
 Liang Zhong, National Heart Centre Singapore, Singapore

*Correspondence: Jian Zhu, njzhujian@163.com
 Genshan Ma, magenshan@hotmail.com
 Dalin Tang, dtang@wpi.edu

Specialty section: This article was submitted to Computational Physiology and Medicine, a section of the journal Frontiers in Physiology

Received: 06 June 2021
 Accepted: 23 September 2021
 Published: 25 October 2021

Citation: Wang L, Zhu J, Maehara A, Lv R, Qu Y, Zhang X, Guo X, Billiar KL, Chen L, Ma G, Mintz GS and Tang D (2021) Quantifying Patient-Specific in vivo Coronary Plaque Material Properties for Accurate Stress/Strain Calculations: An IVUS-Based Multi-Patient Study. Front. Physiol. 12:721195. doi: 10.3389/fphys.2021.721195



Introduction: Mechanical forces are closely associated with plaque progression and rupture. Precise quantifications of biomechanical conditions using in vivo image-based computational models depend heavily on the accurate estimation of patient-specific plaque mechanical properties. Currently, mechanical experiments are commonly performed on ex vivo cardiovascular tissues to determine plaque material properties. Patient-specific in vivo coronary material properties are scarce in the existing literature.

Methods: In vivo Cine intravascular ultrasound and virtual histology intravascular ultrasound (IVUS) slices were acquired at 20 plaque sites from 13 patients. A three-dimensional thin-slice structure-only model was constructed for each slice to obtain patient-specific in vivo material parameter values following an iterative scheme. Effective Young's modulus (YM) was calculated to indicate plaque stiffness for easy comparison purposes. IVUS-based 3D thin-slice models using in vivo and ex vivo material properties were constructed to investigate their impacts on plaque wall stress/strain (PWS/PWSn) calculations.

Results: The average YM values in the axial and circumferential directions for the 20 plaque slices were 599.5 and 1,042.8 kPa, respectively, 36.1% lower than those from published ex vivo data. The YM values in the circumferential direction of the softest and stiffest plaques were 103.4 and 2,317.3 kPa, respectively. The relative difference of mean PWSn on lumen using the in vivo and ex vivo material properties could be as high as 431%, while the relative difference of mean PWS was much lower, about 3.07% on average.

Conclusion: There is a large inter-patient and intra-patient variability in the in vivo plaque material properties. In vivo material properties have a great impact on plaque stress/strain calculations. In vivo plaque material properties have a greater impact on strain calculations. Large-scale-patient studies are needed to further verify our findings.

Keywords: coronary plaque, in vivo material properties, vulnerable plaque, artery material properties, plaque stress, artery model


INTRODUCTION

Cardiovascular diseases, such as heart attack and stroke, are the number 1 cause of death globally, and killed more than 17.7 million people in 2017 (GBD 2017 Causes of Death Collaborators, 2018). The underlying cause for cardiovascular diseases (CVDs) is atherosclerotic plaque progression and rupture, which involve complex pathophysiological, biochemical, and biomechanical factors among others (Stary et al., 1995; Malek et al., 1999; Virmani et al., 2000; Yang et al., 2009). To investigate the biomechanical mechanisms governing these plaque behaviors, image-based computational models have been developed to simulate biomechanical conditions in patient-specific settings for better disease diagnosis, treatment, and prognosis (Tang et al., 2004; Samady et al., 2011; Stone et al., 2012; Gijsen et al., 2015). However, precise quantifications of biomechanical conditions depend heavily on accurate material properties of patient-specific plaque tissues (Akyildiz et al., 2014).

Extensive efforts have been made to determine the material properties of cardiovascular tissues (Fung, 1993; Holzapfel et al., 2000; Maher et al., 2009; Walsh et al., 2014). Fung et al. conducted a uniaxial loading test on specimens from a healthy canine aortic tree and observed that the stress-stretch ratio curve of the cardiovascular tissue was typically in exponential form. Therefore, a Fung-type-material model was proposed to describe the material properties for these tissues (Fung, 1993). To study the mechanical properties of cardiovascular tissues with atherosclerotic disease, Holzapfel et al. (2004) examined plaque tissues in iliac artery. Experimental data indicated that tissue properties were highly nonlinear and anisotropic. An anisotropic Mooney–Rivlin material model was introduced to describe the mechanical properties of the atherosclerotic plaques (Holzapfel et al., 2000). Furthermore, more detailed information on layer-specific and component-specific material properties of carotid plaque were also documented, and a large inter-specimen variation was reported (Teng et al., 2014; Hoffman et al., 2017). Even though considerable experimental data have accumulated based on ex vivo tissues, it is still desirable to use patient-specific in vivo material properties in computational modeling for better accuracies in disease management.

To overcome this limitation, attempts have been made to determine patient-specific in vivo plaque material properties. Based on Cine-magnetic resonance imaging, Wang et al. (2017) have quantified plaque material properties in carotid arteries for 16 patients. However, existing literature on in vivo coronary atherosclerotic plaque material properties is scarce. Maso Talou et al. (2018) have introduced a data assimilation scheme to estimate the isotropic material properties of coronary vessel wall using intravascular ultrasound (IVUS) images. Recently, our group has proposed a three-dimensional (3D) thin-slice structure-only model to determine the material properties of coronary plaque based on in vivo Cine IVUS images (Guo et al., 2017), but inter-patient variation in the material properties has not been reported, and its impact on biomechanical conditions has not been assessed on a multi-patient scale.

In this article, in vivo Cine IVUS and virtual histology IVUS (VH-IVUS) data of atherosclerotic plaques were acquired from 13 patients. An iterative procedure was performed to obtain patient-specific in vivo material parameter values for each VH-IVUS slice by matching the Cine IVUS data under both systolic and diastolic pressure conditions. Three-dimensional thin-slice structure-only models were used in the iterative procedures to save model construction time. A comparison of the stress/strain conditions using in vivo material properties and previously published ex vivo material properties was performed to quantify their impact on biomechanical conditions.



MATERIALS AND METHODS


Data Acquisition

In vivo intravascular ultrasound images were acquired from 13 patients (4 males, mean age: 65.4) with atherosclerotic coronary artery disease at Zhongda Hospital, Southeast University (Nanjing, China), and an informed consent was obtained. This study was part of a larger clinical study approved by the Medical Ethics Committee of Southeast University, and registered at ClinicalTrials.gov (NCT number: NCT03195621). Patient demographical and clinical information (Dodge et al., 1992) are provided in Table 1. Data acquisition procedures were described in Guo et al. (2017) and briefly summarized here. Grayscale IVUS images were obtained by scanning cross-sections of coronary plaques using a 20-MHz, 2.9-French catheter (Eagle Eye Platinum; Volcano Corp., Rancho Cordova, CA, United States). VH-IVUS images were created to provide the maps of four different types of plaque tissues: lipid-rich necrotic core (lipid in short), calcification, fibrous, and fibro-fatty tissues (see Figure 1A) (Nair et al., 2002). During IVUS image acquisition, a catheter was paused at one or two plaque sites for about 2 s for each patient to obtain the Cine IVUS images. When the catheter was paused, Cine IVUS slices recorded plaque cross-section movement over the cardiac cycle, and one corresponding VH-IVUS slice was acquired at the site to provide the plaque component information for model construction. In total, 20 VH-IVUS slices from 20 plaque sites were paused for the 13 patients. In-house atherosclerotic plaque imaging analysis (APIA) software written in MATLAB was used to automatically generate contour plots of lumen, vessel out-boundary, and plaque components, including lipid and calcification (Yang et al., 2009). The segmentation of Cine IVUS images was performed using the method similar to Giannogloua et al. (2007). Lumen circumferences for all the IVUS images in one cardiac cycle were calculated, and two IVUS slices with minimum and maximum lumen circumferences (denoted as Cmin and Cmax, respectively) were selected to represent plaque geometries under diastolic and systolic pressure conditions, respectively. Lumen circumference and arm cuff pressure data are also given in Table 1. Figure 1 shows a VH-IVUS slice, its segmented contours, and corresponding IVUS slices with Cmin and Cmax corresponding to diastolic and systolic pressures from one sample plaque site.


Table 1. Patient demographical and vessel segment information.
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[image: Figure 1]
FIGURE 1. (A) Virtual histology intravascular ultrasound (VH-IVUS) slice and its segmented contour showing the plaque components of one sample plaque; (B) matched IVUS slices with minimum lumen circumference (Cmin) and maximum lumen circumference (Cmax). Colors used in VH-IVUS: red, lipid rich necrotic core; dark green, fibrous; light green, fibro-fatty.




Three-Dimensional Thin-Slice Structure-Only Model

A 3D thin-slice structure-only model was constructed for each VH-IVUS slice to quantify its patient-specific in vivo material properties (Huang et al., 2016). A thickness of 0.05 cm was added to the VH-IVUS slice to reconstruct the 3D plaque geometry (see Figures 2A,B). The governing equations of the structure-only model include equation of motion, the nonlinear Cauchy-Green strain-displacement relation, and material model of plaque tissues (Huang et al., 2016). Pulsating pressure conditions were prescribed at the luminal surface to mimic plaque movement.


[image: Figure 2]
FIGURE 2. Sample plaque showing reconstructed plaque geometry and finite element mesh for three-dimensional (3D) thin-slice structure-only model. (A) Reconstructed 3D thin-slice plaque geometry. (B) Reconstructed plaque volume. (C) Finite element mesh.




The Mooney–Rivlin Material Model

The coronary vessel, fibrous, and fibro-fatty tissues were treated as the same hyperelastic, anisotropic, nearly incompressible, and homogeneous plaque tissues, as prior experimental study indicated that these tissues had similar mechanical properties (Teng et al., 2014). The anisotropic Mooney–Rivlin material model with the following strain energy density function was used to describe their mechanical properties (Holzapfel et al., 2000; Yang et al., 2009):
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where I1 = ∑Cii and I2 = ½ [[image: image] – CijCij] are the first and second invariants of right Cauchy–Green deformation tensor C defined as C = [Cij] = XTX, X = [Xij] = [∂xi/∂aj]; (xi) is current position; (ai) is original position; I4 = Cij(nc)i(nc)j; nc is the unit vector in the circumferential direction of the vessel. c1, c2, D1, D2, K1, and K2 are material parameters whose values were to be determined using in vivo Cine IVUS data following an iterative scheme (see more details in Iterative Scheme to Determine in vivo Plaque Material Parameters Values section). The material constants from ex vivo biaxial loading test: c1 = −1312.9 kPa, c2 = 114.7 kPa, D1 = 629.7 kPa, D2 = 2, K1 = 35.9 kPa, and K2 = 23.5, were adopted as the initial guesses to determine in vivo plaque material constants (Kural et al., 2012).

Plaque components (lipid and calcification) were assumed to be hyperelasic, isotropic, and nearly incompressible, and their strain energy density functions were used the form given by Eq. (2). The values of material parameters were fixed for all the slices. For lipid, we used c1 = 0.5 kPa, c2 = 0, D1 = 0.5 kPa, and D2 = 1.5; for calcification, we used c1 = 920 kPa, c2 = 0, D1 = 360 kPa, and D2 = 2. The material parameter values for calcification were chosen so that its effective YM was 10 times as much as that of the vessel wall using ex vivo biaxial material testing data we published earlier (Kural et al., 2012), i.e., effective YM of calcification = 10 * (YMa + YMc)/2. YMa and YMc are effective YMs of ex vivo plaque material in the axial and circumferential directions, respectively.



Iterative Scheme to Determine in vivo Plaque Material Parameter Values

Since the IVUS images were acquired under in vivo conditions with physiological pressure on the luminal surface and axial stretch, a pre-shrink-stretch process was performed to obtain no-load geometry of the plaque (corresponding to zero-pressure condition) as the initial geometry to start the computational simulation. More specifically, in vivo plaque geometry was shrunk circumferentially and axially to reach the no-load geometry. Axial shrinkage rate was fixed at 5% in our models, because atherosclerotic vessels were stiff (Guo et al., 2017). Patient-specific circumferential shrinkage rates, along with in vivo plaque material properties, were to be determined using the iterative scheme shown in Figure 3.


[image: Figure 3]
FIGURE 3. Flowchart of the iterative scheme to quantify in vivo plaque material properties.


In theory, since we have only two data points to work with (minimum and maximum lumen circumferences corresponding to diastolic and systolic pressures), only two quantities can be determined. One quantity to be determined is lumen shrinkage rate S whose initial value was set to 2% in the iterative process. Once lumen shrinkage rate was set, the outer-boundary shrinkage rate was calculated using the conservation of the vessel volume. Now, only one condition is left for us to determine, the second quantity. This quantity was chosen to be a material ratio k used to determine the in vivo plaque material properties. More specifically, the in vivo plaque material parameter values were adjusted proportionally to those of the ex vivo material parameters, that is, c1 = k*(−1,312.9) kPa, c2 = k*114.7 kPa, D1 = k*629.7 kPa, K1= k*35.9 kPa, while D2 = 2 and K2 = 23.5 were kept fixed. In the iterative process, lumen shrinkage rate and material ratio were adjusted iteratively until the lumen circumferences from our thin-slice structure-only model matched those of Cine IVUS at both diastolic and systolic pressures (relative error < 1%).

For easy comparison, effective YM was calculated to indicate the plaque stiffness for each material curve. Effective YM (will be referred to as YM for simplicity) was defined as the slope of the proportional function that best fits a given material stress-stretch ratio curve on the stretch ratio interval [1.0 1.1] (Wang et al., 2017).



Solution Method and Model Comparison

Finite element mesh was generated using a component-fitting mesh generation technique described in Yang et al. (2009). Figure 2C shows a sample slice with finite element mesh. The 3D thin-slice structure-only models were solved with the commercial finite element software ADINA (Adina R & D Inc., Watertown, MA, United States) following established procedures (Bathe, 2002; Yang et al., 2009). A mesh analysis was performed by refining mesh density by 10% until changes in solutions became <2%. Three cardiac cycles were simulated in our computational models, and the solution in the last period was used. In order to investigate the impact of in vivo material properties on calculations of biomechanical conditions, another model with ex vivo material properties was constructed for each plaque, and average values of maximum principal stress/strain on lumen [denoted as plaque wall stress/strain (PWS/PWSn)] were compared.




RESULTS


Patient-Specific in vivo Plaque Material Properties

The in vivo material properties were quantified for 20 slices from the 13 patients. The values of material parameters and lumen circumferential shrinkage rate are listed in Table 2. Corresponding stress-stretch ratio curves in both circumferential and axial directions are shown in Figure 4.


Table 2. Values of material parameters, circumferential shrinkage rates, and Young's modulus (YM) in both directions of the 20 slices.
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FIGURE 4. Stress-stretch ratio curves in circumferential and axial directions of in vivo plaque material properties with each sub-figure (A–L) plotted the curves for one patient except (G) plotted curves for P7 and P8 to save space. Abbreviation: C1 - Circumferential direction at Site 1; A1 - Axial direction at Site 1; C1 - Circumferential direction at Site 2; A2 - Axial direction at Site 2.


The YM values for each slice at both directions are also given in Table 2. The average YM values in the circumferential and axial directions (denoted as YMa and YMc, respectively) for the 20 plaque samples are 599.5 and 1,042.8 kPa, respectively. This is 63.9% as stiff as the ex vivo material. The softest plaque had a YMc value of 103.4 kPa, while the stiffest one had YMc2317.3 kPa, 21.4 times greater than that of the softest one. This demonstrates that there is a large inter-patient variability in the in vivo plaque material properties. Besides, a large intra-patient variation in YM value was also observed. For two slices from patient P10, YM values in both directions of the stiff plaque were 17.5 times as stiff as those of the soft one.



Impact of in vivo Material Properties on Stress/Strain Calculations

In most published studies, in vivo image-based computational models used material properties obtained from ex vivo tissue samples, since patient-specific in vivo material properties were normally not available. To investigate the influence of this simplification on biomechanical results, 3D thin-slice structure-only models with patient-specific in vivo material and ex vivo material properties were constructed to simulate stress/strain distributions in each plaque and compare the differences. Figure 5 shows the PWS/PWSn differences on one sample slice using in vivo and ex vivo materials.


[image: Figure 5]
FIGURE 5. Plaque wall stress/strain (PWS/PWSn) distributions from 3D thin-slice structure-only models with in vivo and ex vivo materials. (A) PWS/PWSn distribution from 3D thin-slice model with in vivo material. (B) PWS/PWSn distribution from 3D thin-slice model with in vivo material.


The average values of PWS/PWSn on the luminal surface are given in Table 3. The relative difference between two models was calculated using the following formulas:

[image: image]

and

[image: image]


Table 3. Comparison of average values of plaque wall stress/strain (PWS/PWSn) on luminal surface from thin-slice structure-only models with in vivo and ex vivo materials.

[image: Table 3]

Plaque wall stress/strain (stress/strain) from models using ex vivo materials were used as baseline values to see the impact of in vivo material parameters values on stress/strain calculations. The relative difference in PWS between the two materials varied from −20.71 to 26.96% with an average value of 3.07%, while the relative difference in PWSn is much higher, ranging from −16.4 to 431.28%. The average value is 99.64%. This shows that the in vivo material properties have a much greater impact on strain calculation than on stress calculation.



Softer in vivo Plaque Material Properties Lead to Higher PWSn Distributions

To further investigate how material properties influence PWS/PWSn distributions, a correlation analysis between YM values and PWS/PWSn from computational models from the in vivo material were performed. Spearman's correlation analysis was performed, since the data do not satisfy the normal distribution according to Shapiro–Wilk test. The results showed that PWSn had a significantly strong negative correlation with YMc (r = −0.9368, p < 20.0001). This means that softer plaque material properties could lead to higher PWSn distributions. At the same time, there was a non-significant negative correlation between PWS and YMc (r = −0.2631, p = 0.2611).



Axial Stretch Has Considerable Impact on Circumferential Shrinkage, Material Parameter Values, and Stress/Strain Calculations

It should be made clear that all the results presented in this article (shrinkage, material parameter values, YMa and YMc values, and stress/strain calculations) are dependent on the imposed axial stretch (5%) we selected. A sensitivity analysis for an axial stretch was performed to demonstrate the impact of axial shrinkage rate on the results. Two representative slices were selected to show the impact: slice 1 (P5, site 1) representing a soft plaque and slice 2 (P13, site 1) representing a stiff plaque. Three-dimensional thin-slice structure-only modes were constructed for the slices with different axial shrinkage (= 3, 5, 7%). Table 4 presents the results, including circumferential shrinkage (denoted as S), parameter values for the Mooney–Rivlin model, YMa and YMc, and PWS/PWSn. The results indicated clearly that smaller axial stretch led to greater slice shrinkage and softer material (smaller YM values). Larger axial stretch gave smaller slice shrinkage and stiffer material (great YM values). Strain results were closely linked to vessel stiffness: softer material gave larger strain while stiffer material gave smaller strain. Stress values were impacted by material stiffness, strain, and plaque morphology and were slightly more complicated.


Table 4. Impact of axial shrinkage on circumferential shrinkage (S), YM, and PWS/PWSn of three representative slices.
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With that, it is fair to state that our material property results are dependent on axial stretch rate, which has a large impact on our results. This is, by nature, a lack of data. To avoid this uncertainty and determine more accurate material properties, patient- and vessel-specific axial stretch data are needed.




DISCUSSION

Mechanical experiments, such as uniaxial/biaxial loading tests and indentation tests, are commonly performed to determine material properties using ex vivo cardiovascular tissues. Even though the abundance of experimental data has accumulated from these tests, publications of in vivo coronary material properties are scarce, and we may be filling a gap in the current literature. It is desirable to use in vivo material properties in computational modeling to have truly patient-specific coronary plaque models. These models are essential for tailored treatment and precision medicine for each individual patient. In this study, IVUS-based 3D thin-slice structure-only models and Cine IVUS data were combined to determine patient-specific in vivo plaque material properties for 20 atherosclerotic plaques from 13 patients. This dataset offers first-hand information on in vivo material properties of coronary plaques on a relatively large scale for modeling studies and would serve as a base for similar studies. Our results showed that the in vivo coronary plaque material properties have large inter-patient and intra-patient variations. The comparative analysis indicated that the in vivo material properties have a considerable impact on biomechanical conditions (especially for strain calculations), emphasizing its importance in more accurate strain/stress calculations for cardiovascular disease research.

The eligibility of the 3D thin-slice structure-only modeling approach was validated in previous publications (Huang et al., 2016; Guo et al., 2018). In these studies, the biomechanical stress/strain from 3D thin-slice models was compared with that from full 3D fluid-structure interaction (FSI) models of the curved coronary vessel. A comparison analysis showed that the relative error between two modeling approaches was smaller than 10%, indicating that 3D thin-slice structure-only plaque models could be used as a good approximation to 3D FSI models.


In vivo and ex vivo Plaque Material Property Differences and Patient Variations

Our results from the 13 patients showed that there is large inter-patient and intra-patient variability in plaque material properties. The YM value of the stiffest plaque was 21.4 times higher than that of the softest one from the in vivo data. Similar observations were also found in ex vivo loading experimental studies on plaque tissues in other arteries (Holzapfel et al., 2004; Teng et al., 2014). Our results also showed that there is large intra-patient variability.

The average of YM values for all slices from the 13 patients is 599.5 kPa in the axial direction and 1,042.8 kPa in the circumferential direction. These values are smaller than the data reported in previous studies quantifying atherosclerotic coronary tissues ex vivo. The ex vivo material we used in this study has YM values of 937.8 and 1,631.2 kPa in the axial and circumferential directions, respectively (Kural et al., 2012). The experimental data from Hoffman et al. showed that the plaque YM in the axial direction and circumferential directions was 1,070 and 1,800 kPa, respectively (Hoffman et al., 2017). An earlier study also reported that the YM value of atherosclerotic coronary was around 1,900 kPa (Akyildiz et al., 2014). This difference in the stiffness of in vivo and ex vivo plaques implies that ex vivo cardiovascular tissues may not exactly represent their mechanical properties in vivo.



Vessel Material Stiffness Has Greater Impact on Strain Calculations

Material property is an essential element for computational modeling. Our results and previous studies have demonstrated that material properties have a great impact on plaque biomechanics (Akyildiz et al., 2014). By comparing stress/strain results using in vivo and ex vivo material properties, our results indicate that plaque material stiffness has a greater impact on strain calculation. The relative difference in PWSn could be as high as 431.28%, indicating that softer in vivo material properties led to much higher strain values, while that of PWS was much lower, with the average value being 3.07%. Softer plaques expand more under a given pressure, while stiff plaque expands less to do that. Plaque stress values across the whole vessel wall from both in vivo and ex vivo material models are meant to counteract the same blood pressure. Therefore, their values should be relatively close. Of note, these PWS/PWSn values are the average values on the lumen. The influence of pressure on PWS/PWSn calculations may be different from location to location on the lumen and the whole vessel wall.



Modeling Limitations

It is natural that we would like our research to be as accurate as possible. However, there is a big difference between the ex vivo material and in vivo data based on IVUS. Ideally, those material parameters are related to the strain energy of different biological structures that can be modeled in different manners and in an uncorrelated fashion. If we had more data points (such as those obtained from ex vivo biaxial mechanical testing), we could try to find the proper models with more parameters quantified. The reality is, with our in vivo data, we only have two data points to work with (minimum and maximum lumen circumferences corresponding to diastolic and systolic pressures). Therefore, only two items could be determined. Since we have to find the no-load state of the vessel using our pre-shrink process, only one value could be determined for the chosen material model. The Mooney–Rivlin model was used, since it was found to have a good fit to the ex vivo biaxial mechanical testing data we used earlier (Kural et al., 2012). We assumed that those parameters in the Mooney–Rivlin model to be proportionally related to “k” to have one value that can be determined by our in vivo data. This is a “one-point” guess to these parameter values. Any more accurate guesses would not be supported by the in vivo data. However, people could choose another one value to quantify, such as just c1 and c2. People can argue equally to support those choices or be against them as well.

One major limitation of the study is the lack of in vivo on-site blood pressure data, which have to be obtained using both pressure guidewire and IVUS catheters invasively. Those procedures involve additional risk and cost, and are not done in regular clinical practice. Therefore, it is difficult to acquire both the IVUS image and on-site blood pressure data (like from FFR) from the same patient as the case in this study. In particular, the data set ZhongDa hospital provided included IVUS and Cine IVUS, but no FFR. Noninvasively measured arm cuff pressure was used as a surrogate for intracoronary pressure for all the patients in this study.

Another limitation for the in vivo data is that the axial shrinkage was assumed to be 5%. The small axial shrinkage is justified by the fact that vessels with plaques are much stiffer than healthy ones. The actual axial shrinkage could not be determined unless we have the vessel samples, which are, in general, not possible for coronary studies (carotid could have plaques removed to have both in vivo and ex vivo data to determine axial shrinkage). Clearly, a lot more needs to be done to move forward for more accurate quantification of patient- and location-specific axial shrinkage using in vivo data.

In vivo coronary vessel material properties are extremely hard to obtain. This study represents our effort in obtaining some first guess using data available to us. Data using dual-catheter can provide both vessel image and on-site blood pressure and allow us to fit material models with more parameter values determined.

Some other limitations of our modeling techniques include: (a) axial movement of IVUS transducer was not considered when acquiring Cine IVUS images (Arbab-Zadeh et al., 1999). The Cine IVUS data are what the transducer could see. The position of the transducer was fixed by pausing the pullout when Cine was taken. A far more severe limitation was not knowing vessel-specific axial stretch (vessel is stretched in vivo). Further efforts will be made to ensure a more accurate estimation of in vivo plaque material properties (Maso Talou et al., 2016); (b) Our models did not consider the adventitial layer of the coronary vessel, as the IVUS data did not provide it (Mintz et al., 2001); (c) 3D thin-slice models instead of full 3D models with curvatures were used, since we only have Cine data for the given slices. Have we used full 3D vessel models, we would also have issues that Cine data could not support the material properties for other locations; (d) residual stress was not included, as no patient-specific opening angle data were available (Fung and Liu, 1992; Ohayon et al., 2007).



Model Validation

It should be stated and understood that vessel material properties and subsequent stress/strain calculations are associated with model assumptions made in this study and are subjected to several limitations given above. Ultimate validation of material properties should come from mechanical testing data using real tissue samples that are normally not available for coronary studies. However, our approach has a “self-validation” nature: since we matched in vivo vessel Cine data, our stress/strain calculations using the same model assumptions are supported by the matched vessel deformations. This is advancement for patient-specific coronary models over those from the available literature that only used material parameters.
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Atherosclerotic plaque rupture in carotid arteries can lead to stroke which is one of the leading causes of death or disability worldwide. The accumulation of atherosclerotic plaque in an artery changes the mechanical properties of the vessel. Whilst healthy arteries can continuously adapt to mechanical loads by remodelling their internal structure, particularly the load-bearing collagen fibres, diseased vessels may have limited remodelling capabilities. In this study, a local stress modulated remodelling algorithm is proposed to explore the mechanical response of arterial tissue to the remodelling of collagen fibres. This stress driven remodelling algorithm is used to predict the optimum distribution of fibres in healthy and diseased human carotid bifurcations obtained using Magnetic Resonance Imaging (MRI). In the models, healthy geometries were segmented into two layers: media and adventitia and diseased into four components: adventitia, media, plaque atheroma and lipid pool (when present in the MRI images). A novel meshing technique for hexahedral meshing of these geometries is also demonstrated. Using the remodelling algorithm, the optimum fibre patterns in various patient specific plaques are identified and the role that deviations from these fibre configurations in plaque vulnerability is shown. This study provides critical insights into the collagen fibre patterns required in carotid artery and plaque tissue to maintain plaque stability.
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INTRODUCTION

Atherosclerotic plaque rupture in carotid arteries can lead to stroke which is one of the leading causes of death worldwide (Benjamin et al., 2017). The accumulation of atherosclerotic plaque in an artery changes the mechanical properties of the vessel (Holzapfel et al., 2000). Healthy arteries continuously adapt to mechanical loads by remodelling their internal structure (Driessen et al., 2008). Remodelling is a complex process which occurs in biological tissues in response to alterations in their mechanical, chemical or biological environment (Rouillard and Holmes, 2012; Aparício et al., 2016). Gibbons and Dzau (1994) described the remodelling process as the ability of the tissue to adapt in the following ways; (i) cell growth, (ii) cell death, (iii) cell migration, and (iv) production or degradation of extracellular matrix such as elastin and collagen fibres (Gibbons and Dzau, 1994).

Collagen fibres are the main load bearing constituent in arterial tissue and many other soft biological tissues (deBotton and Hariton, 2006; Baaijens et al., 2010). The important role of collagen fibres in bearing physiological loads is emphasised in studies such as Sommer et al. (2010) and Gaul et al. (2020). The specific role of collagen fibres in arteries under supra-physiological loads is discussed in studies such as Weisbecker et al. (2013), Schriefl et al. (2015), and Ghasemi et al. (2018).

The anisotropic response of the arterial wall is predominantly associated with the distribution of the collagen fibres in the tissue and many studies have demonstrated the need for structural constitutive models to incorporate the orientation and distribution of fibres to more accurately capture the mechanical response of the tissue (Holzapfel et al., 2000; Gasser et al., 2006). In arteries, the distribution of collagen fibres varies through the wall thickness where fibres are more aligned at the innermost layer of the arterial wall and more dispersed in the outermost layer (adventitial layer), establishing a well-known helical structure of fibres in the vessel wall (Driessen et al., 2005a; Hariton et al., 2007).

Collagen is also a prominent constituent of atherosclerotic plaques (Rekhter et al., 1993). Chai et al. (2015) measured the local anisotropic mechanical response of different components of atherosclerotic plaque by performing indentation tests at large strain levels (Chai et al., 2015). Chai et al. (2015) concluded that different components of atherosclerotic plaque show different levels of anisotropic behaviour. In that study, the level of anisotropy in the mechanical response of the tissue was found to be related to the stiffness and distribution of collagen fibres in the plaque (Chai et al., 2015). Pagiatakis et al. (2015) compared the actual measured orientation of fibres in fibrous plaque caps, obtained from human coronary atherosclerotic plaques, with the direction of the maximum principal stresses calculated using fluid-structure interaction computational models. They observed that the principal stresses were oriented circumferentially in the healthy tissue and more axially in the fibrous cap (Pagiatakis et al., 2015). Using Diffusion Tensor Imaging (DTI), Akyildiz et al. (2017) characterised the 3-D orientation of fibres in carotid atherosclerotic plaques and showed that the distribution of fibres varies in different parts of the plaque (Akyildiz et al., 2017), whilst Douglas et al. (2017) explored the fibre distributions in coronary atherosclerotic plaques (Douglas et al., 2017). In that study, Douglas et al. (2017) extracted data from histological images to define material parameters for angle and dispersion of collagen fibres in the constitutive model proposed by Gasser et al. (2006). They also investigated the values of stress measured using these material properties as a clinical measure for assessing the risk of plaque rupture (Douglas et al., 2017).

Whilst the critical role of collagen fibres orientation is emphasised in the aforementioned studies, to the best of the authors’ of knowledge, no study to-date has been able to directly link the risk of plaque rupture with a lack of collagen fibre remodelling to the optimum fibre configuration.

Remodelling of collagen fibres in the healthy arterial wall has been the focus of many studies (Hariton et al., 2007; Driessen et al., 2008; Creane et al., 2010; Fausten et al., 2016). Whilst it is known that collagen fibres remodel in the arterial wall to maximise the load bearing capacity of the tissue (Baaijens et al., 2010), a number of different forms of mechanical stimulus have been proposed to calculate the optimum distribution of collagen fibres which would give the maximum load bearing capacity to the tissue.

Hariton et al. (2007) assumed that collagen fibres evolve toward the optimum distribution of fibres, determined from the ratio of the maximum and intermediate principal stresses (Hariton et al., 2007). Similar assumptions were made in studies conducted by Pagiatakis et al. (2015) and Fausten et al. (2016). The ratio of the two largest principal stretches were used in studies such as Driessen et al. (2005a, b), Grytz and Meschke (2010), and Creane et al. (2011) to calculate the optimum configuration of the fibres (Driessen et al., 2005a,b; Grytz and Meschke, 2010; Creane et al., 2012). Waffenschmidt and Menzel (2014) assumed that the direction of collagen fibres evolved to minimise total potential energy of the arterial tissue (Waffenschmidt and Menzel, 2014). This approach was compared with methods implemented in Hariton et al. (2007) in the research conducted by Qi et al. (2015). For further information on different remodelling algorithms implemented to capture the orientation of fibres in arteries, the reader is referred to, for example, Baaijens et al. (2010), Qi et al. (2015), and Fausten et al. (2016).

Whilst different forms of remodelling algorithms are suggested in the literature, only a limited number have been used to investigate the distribution of fibres in real healthy and diseased patient specific geometries. Creane et al. (2011) used a strain driven remodelling algorithm to explore fibre patterns in healthy and diseased carotid arteries obtained from CT imaging (Creane et al., 2011). The models predicted a helical distribution of collagen fibres in the non-branching regions of the bifurcations and a more complex distribution of fibres was obtained at the apex of the bifurcation and in regions of plaque burden, which altered the stress distribution in the artery. Fausten et al. (2016) used a stress driven remodelling algorithm to investigate the distribution of fibres in the geometry of a human common carotid (Fausten et al., 2016).

Recently, there has been investigations into the stiffness and strain levels of vulnerable plaques in atherosclerotic carotid arteries, using imaging techniques such as ultrasound elastography (Schaar et al., 2003; Huang et al., 2016). The results of these studies show that plaques with higher grades of vulnerability are softer and consequently experience higher strain levels. However, these studies do not provide any further insights into the influence of the remodelling of collagen fibres on the vulnerability of these atherosclerotic plaques.

Creane et al. (2011) proposed a remodelling metric which calculated the mean rotational effort required for one family of collagen fibres to re-orient into another distribution using an adaptation of the concept of the earth mover’s distance. It was shown that the proposed remodelling metric had higher values in the geometries obtained from symptomatic patients indicating that more effort was required for fibres in these arteries to reach their optimum configuration in comparison with arteries obtained from asymptomatic patients. Although the proposed remodelling metric was able to successfully distinguish the symptomatic and asymptomatic patients, it couldn’t provide enough insights into alterations in the mechanical behaviour of the plaque tissue during the remodelling process or how remodelling of fibres might potentially reduce the risk of plaque rupture, given that fibres were limited to the healthy arterial tissue.

In this study, a local stress modulated remodelling algorithm is proposed to explore the mechanical response of the tissue to the remodelling of collagen fibres. This stress driven remodelling algorithm is then used to predict the optimum distribution of fibres in healthy and diseased human carotid bifurcations obtained using Magnetic Resonance Imaging (MRI).

In an earlier study by the authors (Ghasemi et al., 2018), the influence of collagen fibres in the mechanical response of arterial tissue to physiological and supra-physiological loads was successfully captured using a continuum damage model (CDM) (Ghasemi et al., 2018). The current study uses this CDM as a means to develop a novel remodelling metric (RM) to characterise the lack of remodelling to the optimum collagen fibre distribution in atherosclerotic plaques. This enables the stiffness of arterial tissue to be correlated with the distribution of collagen fibres within the arterial wall. Arterial tissue should have its optimum stiffness and strength when collagen fibres are aligned with an optimum configuration measured according to the ratio of maximum to intermediate Cauchy stresses (Hariton et al., 2007; Creane et al., 2012; Fausten et al., 2016). However, the further away collagen fibres are from this optimum configuration, the more the stiffness of the tissue is reduced, and this could result in the higher strain levels observed in high-risk rupture prone atherosclerotic plaques (Schaar et al., 2003; Huang et al., 2016).

To fully assess the functionality of this remodelling metric, three different scenarios were postulated where fibres in the atherosclerotic plaque were assumed to be: (i) parallel to the direction of intermediate principal stress (ii) at 45o with respect to the direction of the maximum principal stress and (iii) parallel to the direction of the maximum principal stress. In each case fibres were remodelled toward the optimum fibre distribution. Using CDM, the internal variables which were associated with the remodelling metric could evolve as the fibres remodelled toward the optimum fibre configuration. Larger remodelling values were obtained in cases when fibres were further away from their optimum configuration, thereby indicating that remodelling in the arterial wall and plaques was not optimised in these cases. This lack of remodelling results in a weaker arterial wall that could increase the risk of atherosclerotic plaque rupture. Consequently, this remodelling metric can be used to quantitatively link the vulnerability of atherosclerotic plaques to the spatial configuration of collagen fibres in the tissue. Such valuable information enhances the assessment of the risk of plaque rupture in asymptomatic and symptomatic carotid disease patients by investigating the distribution of collagen fibres in arterial tissue.



MATERIALS AND METHODS


Imaging Protocol

In vivo MRI scans of carotid arteries were obtained from five patients under evaluation for a carotid endarterectomy procedure. A 3T whole body MRI scan (Achieva, Phillips Medical Systems, Best, Netherlands) combined with an 8-channel dedicated bilateral carotid artery coil (Shanghai Chenguang Medical Technologies, Shanghai, China) were used. The imaging parameters used for the creation of the geometries are given in Table 1 with the field of view (FOV) centred on the vessel bifurcation. To improve the scanning resolution, the procedure was repeated twice with a 1 mm offset in the z-direction giving our models an apparent slice thickness of 1 mm. The scanning of patients took place at the Advanced Centre of Medical Imaging (CAMI) in St. James Hospital in Dublin while the scanning of volunteers took place in the Trinity Centre for Neuroscience (TCIN). Ethical approval was obtained for the scanning of volunteers and patients by the relevant regulatory bodies.


TABLE 1. Scanning parameters used for the reconstruction of arteries.

[image: Table 1]


Segmentation Protocol

In healthy geometries, arterial walls were manually segmented from MR T2 weighted images using Simpleware ScanIP (Synopsys, Inc., Mountain View, United States). The dataset was initially cropped to the region of interest and the vessel wall was delineated from MR T2 weighted Images. Using T2 weighted MR images enabled the variability in the wall thickness to be seen throughout the vessel wall as emphasised in Delfino et al., 1997.

To obtain the required information about the plaque components in the vessel wall, multiple image contrasts were used. Iso-intense to hyper-intense areas on MR T1W images with varying intensity on MR T2W and MR TOF images were considered to correspond to the lipid rich necrotic core (LRNC) similar to the methods used in Cai et al. (2005) and Saam et al. (2005). Furthermore, an MR T2-TSE sequence was used to isolate the plaque components (Biasiolli et al., 2013). This difference can be observed due to the different relaxation times attributed to each component.



Geometry Preparation


Healthy and Diseased Carotid Bifurcation

In order to avoid the sharp edges in the reconstructed artery, the segmented geometries needed to be smoothed. This was especially important at the bifurcations, where an un-smoothed geometry could result in distorted elements that would cause numerical convergence issues. Using ANSYS Spaceclaim (ANSYS Inc., United States), curves were extracted from the boundaries of different components of the vessel wall such as the lumen, plaque components and the outermost surface of the vessel walls by obtaining the cross section of the geometry by sectioning using a series of parallel planes (see Figure 1). These curves were then connected to construct the inner and outer surfaces of the arterial wall and plaque components. The geometry was stitched together to ensure there were no gaps between component interfaces in the next step. The blend function was then applied to connect the inner and outer vessel wall and ensure a watertight geometry. This process is illustrated in Figure 1. These smoothed surfaces were then saved as STL meshes to export to a finite element (FE) processor.


[image: image]

FIGURE 1. Geometry preparation steps. Sectioning the geometry and extraction of the curves (A,B), respectively. (C) Skin the inner surface, (D) Skin the outer surface, (E) Stitching the geometry surfaces where required (red curve).




Hexahedral Meshing of Bifurcations and Plaques

The production of a high-quality mesh is an essential step for an accurate FE analysis, however, producing structured meshes is a major challenge for complex 3-D arterial geometries, particularly at bifurcations (Creane et al., 2010; De Santis et al., 2011). Development of a meshing protocol to accommodate the structured hexahedral meshes for 3-D real arterial geometries is a difficult task for most commercial FE packages (Creane et al., 2010). There are a few studies dealing with producing high quality meshes from real arterial geometries in the literature (Antiga et al., 2002; Zhang et al., 2007; Creane et al., 2010; De Santis et al., 2011; Tarjuelo-Gutierrez et al., 2014), however, most of these studies consider only luminal blood flow as the main 3D geometry and simply assign uniform wall thickness for the vessel wall. Here, a novel meshing technique is introduced to enable both the inner and outer layers of the arterial wall to be considered in the mesh geometry. Figure 2 presents a schematic of the different steps of our meshing protocol.


[image: image]

FIGURE 2. The Sequence of generating a structured hexahedral mesh from a human carotid bifurcation. (A) The STL mesh and definition of the boxes indicating the common, internal and external carotid artery. (B) Associating the boxes to the outermost surface of the STL mesh. (C) Using the O-Grid function to define the luminal surface. (D) Final meshed geometry.


The STL meshes, constructed from smoothed geometries were hex meshed using ANSA (v17.0, BETA CAE Systems, Thessaloniki, Greece). Appling the Hexa Block module, the volume of the artery was defined initially in the form of a box. This box was then split into independent boxes defining the three sections of the carotid artery: common carotid artery, and internal and external branches of the carotid artery. These boxes converged at the apex of the bifurcation (see Figure 2A). The perimeters of each box were assigned to the outer wall of the geometry using the Project to Surfaces tool in the second step of meshing (see Figure 2B). To include the inner wall, the O-Grid function was used where the inner perimeters of the boxes were assigned to the interior wall (see Figure 2C). The Pure-Hexa function was then applied to generate a hexahedral structured mesh between the inner and outer geometries with the desired density. It is worth mentioning that a uniform thickness of the adventitial layer was considered in both healthy and diseased geometries which was incorporated in the meshing protocol by seeding the elements radially, i.e., the thickness of the outermost layer of elements in the vessel wall. Figure 2D presents the final mesh generated from a carotid bifurcation of a healthy volunteer.

Figure 3 depicts the different stages of the meshing protocol applied to a geometry obtained from a patient with carotid artery disease under evaluation for an endarterectomy surgery.


[image: image]

FIGURE 3. Different stages of meshing a diseased carotid with plaque atheroma and lipid pool. (A) Contours of the different components of the arterial wall. (B) Constructing and smoothing the inner and outer surfaces. (C) The connectivity of the boxes associated with each component of the vessel wall. (D) Hexahedral meshing of the boxes. (E) A cross section of the common carotid artery indicating the components in the vessel wall and quality of the mesh at the apex of the bifurcation.




Constitutive Equations


Kinematics

Arterial tissue is most commonly considered as an almost incompressible material (Holzapfel et al., 2000). A multiplicative decomposition of the deformation gradient tensor F into volumetric [image: image] and isochoric parts [image: image] is usually performed to characterise the deformation in arterial walls. Following Flory (1961), multiplicative decomposition of the deformation gradient tensor can be presented as follows;

[image: image]

where I is the identity tensor. The right Cauchy-Green tensor, denoted by C, and its isochoric counterpart, denoted by [image: image], are then defined as follows;

[image: image]

The deviatoric principal invariants of the right Cauchy-Green tensor can be written as follows.

[image: image]

Direction of the fibres can be defined using a unit vector M in the undeformed configuration. The isochoric configuration of the vector M in the spatial coordinate system can then be written as follows;

[image: image]

The deviatoric invariants that associate with the unit vector M can be written as follows;

[image: image]



Strain Energy Functions

In this study the anisotropic hyperelastic constitutive model, proposed in Gasser et al. (2006) was used to capture the mechanical behaviour of the healthy and diseased arterial wall in the healthy and diseased arteries (Gasser et al., 2006). This constitutive model captures the mechanical behaviour of the soft tissue by additively decomposing the response of the tissue into its components as follows;

[image: image]

The response of the non-collagenous tissue was captured using the neo-Hookean material model ([image: image]). The response of the collagenous tissue was captured by postulating two symmetric families of collagen fibres, [image: image]. The volumetric free energy function (ψvol) can be expressed as follows;

[image: image]

where κ0 serves as a penalty parameter that controls the compressibility of the biological soft tissue (Gasser and Holzapfel, 2002).

The isotropic strain energy function (SEF), ([image: image]), can be written as follows.

[image: image]

where μ is the shear modulus of the ground matrix. The SEF to capture the mechanical behaviour of the collagenous tissue can be written as follows;

[image: image]

where k1 and k2 are material parameters and [image: image] and [image: image] are the square of the stretch in the direction of collagen fibres and correspond to two unit vectors, M4 and M6, respectively. For further information on this constitutive model the reader is referred to Gasser et al. (2006). Having these SEFs, Cauchy stress can then be defined as follows;

[image: image]



Remodelling Algorithm

Collagen fibre directions evolve in vivo to maximise the load bearing capacity of the tissue. Following Hariton et al. (2007) and Fausten et al. (2016), it was assumed that fibres are located in the plane made by the eigenvectors of the two largest principal Cauchy stresses σ1 and σ2 (Hariton et al., 2007; Fausten et al., 2016). The spectral decomposition of this stress tensor can be written as follows;

[image: image]

where σ1≥σ2≥σ3. In the first step of this remodelling algorithm, the influence of collagen fibres on the response of the tissue was neglected. The stress values, in this step, were calculated using a neo-Hookean material model. This assumption was also made in other remodelling algorithms (Driessen et al., 2005b; Creane et al., 2011). One motivation behind such an assumption is that the anisotropic behaviour of soft tissue develops as a result of tissue remodelling and adaptation to mechanical loads and the mechanical behaviour of the tissue at neonatal stage is isotropic (Driessen et al., 2003, Driessen et al., 2005b; Kuhl et al., 2005; Hariton et al., 2007).

The ratio between the magnitude of the two largest principal stresses was used to define the angle of alignment of fibres with respect to the direction of the maximum principal stress, as follows;

[image: image]

Using this equation, two-unit vectors defining the optimum directions of two families of collagen fibres in the spatial configuration were obtained as follows;

[image: image]

[image: image]

To calculate the stresses in the current configuration, the distribution of fibres in the undeformed configuration needed to be determined. For this purpose, the vectors [image: image] and [image: image] were pulled back to the reference configuration as follows;

[image: image]

[image: image]

In this study, dispersion of fibres was also subjected to remodelling rules. Following Driessen et al. (2008), the ratio of the maximum and intermediate principal stresses was used to define the optimum dispersion of the fibres in the spatial configuration, as follows,

[image: image]

where b is the concentration parameter. This parameter can be attributed to the von-Mises periodic distribution function as follows.

[image: image]

The von-Mises distribution function has been widely used to define the distribution of collagen fibres in arterial tissue (Gasser et al., 2006; Schriefl et al., 2012; Qi et al., 2015). The concentration parameter b was correlated with the dispersion parameter κ as follows;

[image: image]

Figure 4 presents the relationship between the concentration parameter b and the dispersion parameter κ. This relationship was obtained using Equation 19. For further information on the von Mises distribution function and the relationship between dispersion and the concentration parameter, the reader is referred to Gasser et al. (2006).


[image: image]

FIGURE 4. Dispersion- concentration parameter curve obtained from Equation 19.


Using Equations (17)–(19), the optimum dispersion parameter was calculated in the spatial configuration. Knowing the optimum vectors representing each family of the fibres (Equations 15 and 16) and the optimum dispersion of fibres, the preferred distribution of fibres in the deformed configuration can be presented using the concept of generalised structure tensors as follows;

[image: image]

Were [image: image] is an arbitrary vector presenting one family of fibres and c is the dispersion of fibres. The symmetric second-order tensor h can be visualised using an ellipsoid where eigenvalues (vmax,vmid,vmin) and eigenvectors ([image: image]) of this tensor represent the direction and eccentricity of the ellipsoid (see Figure 5). In this study, the dispersion parameter c is correlated to the ratio of the two largest eigenvalues (νmax/νmid) of the structure tensor h. For this purpose, the dispersion parameter c was calculated at different ratios of νmax/νmid using Equation 20. Then the relationship between the ratio of the two largest principal eigenvalues and dispersion parameter c was calculated by performing curve fitting (Equation 21, see Figure 5). Doing this, the eccentricity of this ellipsoid was correlated to the dispersion parameter c. It should be mentioned that once the ratio of νmax/νmid exceeded the magnitude of 20 the distribution of fibres was assumed to be fully anisotropic and c was assumed to be equal to 0.01, this is also demonstrated in Figure 5.


[image: image]

FIGURE 5. (A) A schematic representation of each family of the collagen fibres in an ellipsoid form using the eigenvalues and eigenvectors of the generalised structure tensor h. (B) A schematic representation showing the dispersion of the fibres and eccentricity of the ellipsoid. (C) The figure relating the ratio of the maximum and intermediate eigenvalues of the generalised structure tensor to dispersion of the fibres.


[image: image]

To calculate the optimum dispersion of fibres in the undeformed configuration a generalised structure tensor was initially made in the deformed configuration using both the optimum fibre direction and dispersion of fibres. This structure tensor h was then pulled back to the undeformed configuration as follows;

[image: image]

The spectral decomposition of the tensor H was calculated to determine the eigenvalues of the structure tensor H in the undeformed configuration. The ratio of the maximum and intermediate eigenvalues in the undeformed configuration was then used to calculate the dispersion of fibres in the undeformed configuration, using Equation 21.

Once the optimum direction and dispersion of fibres was calculated, both vectors and dispersion of fibres remodelled toward this preferred configuration. The vector of fibres was remodelled incrementally in the undeformed configuration toward its optimum direction by adding a fraction (τ) of the total difference between the optimum direction and initial direction of fibres. This process also established the next initial direction of the fibres for the next remodelling step (see Figure 6). A similar approach was used in Fausten et al. (2016).


[image: image]

FIGURE 6. A schematic presentation of the remodelling process. Once the vector representing the optimum direction of the fibres was calculated [image: image] a fraction of the total difference between the optimum fibre configuration and the initial configuration ([image: image]) was added to the initial configuration of the fibres [image: image] resulting in the initial configuration for the next iteration of the remodelling process [image: image]. In this figure, Δϕ indicates the angle between the optimum fibre direction and initial direction of fibres.


The dispersion of fibres was remodelled toward its optimum value using a linear rate equation as follows;

[image: image]



Remodelling Metric

The stiffness of arterial tissue has been associated with the orientation of fibres in studies such as Holzapfel et al. (2000) and Gasser et al. (2006). In this study, the concept of CDM was employed to correspond the stiffness of the arterial tissue to the distribution of fibres. Arterial tissue is assumed to have its optimum stiffness where collagen fibres are aligned with the predicted optimum configuration of fibres. Any deviation from this optimum configuration results in softening and weakening of the tissue. Here, we used two internal variables (γRM and βRM) to capture the softening that is associated with the deviation of fibres from their optimum configuration. This remodelling metric can then be used as a metric for assessing the vulnerability of atherosclerotic plaque in the arterial tissue.

Evolution of the internal variable γ during the remodelling process ([0,T]) can be written as follows;

[image: image]

Where [image: image] is a pseudo invariant associated with each family of fibres (M) and can be written as follows;

[image: image]

In Equation (24), [image: image] is the value of [image: image] defined at the beginning of the remodelling process. The internal variable βRM can be defined as follows;

[image: image]

where [image: image] is the value of the variable [image: image] at the initial increment of the remodelling step in the arterial tissue. The variable [image: image] can be written as follows;

[image: image]

In Equations (24), (26), and (27), ⟨()⟩ are Macaulay brackets to filter out the negative values. A similar form for evolution of internal variables was used in studies such as Miehe (1996), Balzani et al. (2012), and Ghasemi et al. (2018).

These two internal variables were then attributed to a softening function as follows;

[image: image]

Where, γ∞ and βs are material properties. RM∞ denotes a predefined maximum softening level for this function (RM∞ = 0.99).



Finite Element Implementation

This remodelling algorithm was implemented into the commercial FE package Abaqus (Dassault Systèmes Simulia corporations, Vèlizy-Villacoublay, France). A user subroutine (UMAT) was used to define the behaviour of different components of healthy and diseased arteries where the definition of the Cauchy stress and tangent modulus was required.

The tangent modulus was calculated computationally using a technique introduced by Miehe (1996) and used in Ghasemi et al. (2018).

The geometries were segmented into two parts: healthy arterial wall and plaque burden. Healthy vessel wall was composed of the media and adventitia layers and plaque burden was composed of plaque atheroma and lipid pool, where observed in the MRI images. Material properties of each component along with the references they were obtained from are shown in Table 2.


TABLE 2. Material properties used to characterise the mechanical behaviour of the healthy arterial wall and plaque burden in the carotid bifurcations.

[image: Table 2]Three healthy and five diseased bifurcations were analysed in this study. The analysis was performed in three steps. In the first step, the artery was subjected to axial displacements. The healthy bifurcations were subjected to three different levels of axial strains of 0, 5, and 10%. However, the diseased bifurcations were subjected to 5% axial strain following Balzani et al. (2012).

In the second step of this simulation both healthy and diseased bifurcations were subjected to systolic blood pressure of 16 kPa (Paritala et al., 2018). Optimum vector and dispersion of fibres were calculated in the end of this step.

In the third step of this simulation both the direction vector and dispersion of fibres were subjected to remodelling rules. In the healthy arterial wall, for both the healthy and diseased bifurcation models, collagen fibres were assumed to be at 45o with respect to the direction of the maximum principal stresses initially. Dispersion of fibres was also assumed to be 0.33 in the first increment of the remodelling step. To analyse the diseased tissue, three different cases were postulated as the initial configuration of fibres in the plaque tissue, where fibres were oriented: (i) parallel to the direction of intermediate principal stress, (ii) at 45 degrees with respect to the direction of maximum principal stresses, and (iii) parallel to the direction of the maximum principal stress.



RESULTS


Remodelling in Healthy Carotid Arteries

In this part of the study, the distribution of fibres in the healthy carotid bifurcations was investigated. The direction of the max principal stresses in 3 different sections of a healthy carotid bifurcation under 5% axial strain are shown in Figure 7. The cross -section made by plane A shows the values obtained for angle and dispersion of fibres in the internal and external branches of this carotid bifurcation. Plane B and C correspond to the apex and common carotid artery. It is worth mentioning again that α represents the angle of fibres with respect to the direction of the maximum principal stress.


[image: image]

FIGURE 7. (A) A healthy carotid bifurcation cross sectioned using planes (A–C). (B) Presentation of the directions of the maximum and intermediate principal stresses in each cross section along with the angle and dispersion of fibres. The angle of fibres (α) is presented with respect to the direction of the maximum principal stress.




Remodelling in Patient Specific Diseased Carotid Arteries

Figure 8 presents five diseased bifurcations composed of healthy arterial wall and plaque burden. The healthy arterial wall is composed of the media and adventitia layers. The plaque burden is composed of plaque atheroma and lipid pool (where observed in the MRI images). The angle and dispersion of collagen is predicted in these geometries when the arteries are under 5% axial strain and the blood pressure is 16 kPa.


[image: image]

FIGURE 8. The geometry of the five diseased carotid bifurcations obtained from symptomatic patients consisting of the adventitia and media layers (healthy arterial wall) and plaque burden made of plaque atheroma and lipid pool. The predicted angle of fibres with respect to the direction of the maximum principal stress is shown in the second column. The corresponding dispersion of the fibres in each family of collagen fibres is shown in the third column.


Figure 9 presents the values of angle and dispersion of fibres shown in Figure 8 in the cross-sections of the arterial walls where a lipid pool was observed in the geometry.


[image: image]

FIGURE 9. The predicted angle and dispersion of fibres in three cross-sections of diseased bifurcations where a lipid pool was observed in the geometry.


Strain and stress counter plots of diseased geometries before and after remodelling of collagen fibres toward the optimum fibre distribution are depicted in Figure 10. These geometries are ordered similar to Figure 8.
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FIGURE 10. The contour plots of maximum principal strain and stress values obtained before and after remodelling of collagen fibres in the diseased geometries.


Figure 11 presents the values of the remodelling metric captured during the remodelling process in the diseased bifurcations by postulating the initial configuration of the fibres to be (i) parallel with the direction of intermediate principal stress (ii) at 45o with respect to the direction of the maximum principal stress and (iii) parallel to the direction of the maximum principal stress. In each case collagen fibres re-orientated toward the optimum distribution calculated according to the ratio of max to intermediate principal stresses. Evolution of the internal variables during the remodelling process was used as an indicator for the lack of remodelling. It is also assumed that there is no lack of remodelling in the healthy arterial walls. It can be seen from this figure that the remodelling metric has the highest values in case (i) where fibres had the largest remodelling gap from the optimum distribution.


[image: image]

FIGURE 11. The values obtained for the remodelling metric (RM) during the remodelling process.


Figure 12 presents the values obtained for the remodelling metric at three different cross sections of the diseased bifurcations. Figure 12A presents the cross sections that corresponds to the bifurcation depicted by plane 1 of Figure 9. The cross-sections from arteries in plane 2 and plane 3 of Figure 9 are shown in Figures 12B,C, respectively. It can be seen from these figures that arteries which correspond to case (i), where fibres were parallel with the direction of the intermediate principal stress, show highest values for the remodelling metric. This indicates that in these areas there is a higher need for remodelling.


[image: image]

FIGURE 12. (A) The values of the remodelling metric for the three different cases at cross sections of the diseased bifurcation corresponding to the first plane of Figure 9. (B) The values of the remodelling metric for the three different cases at cross sections of the diseased bifurcation corresponding to the second plane of Figure 9. (C) The values of the remodelling metric for the three different cases at cross sections of the diseased bifurcation corresponding to the third plane of Figure 9.




DISCUSSION

Distribution of collagen fibres evolve in vivo to maximise the load bearing capacity of the arterial tissue. Collagen fibres grow and remodel during a person’s lifetime to contribute to bearing the load imposed by blood pressure. As a result, fibres in the media layer grow more in the circumferential directions, the direction of the max principal stress, while the distribution of the fibres remains almost isotropic in the adventitial layer (Krasny et al., 2017).

In this study, the distribution of collagen fibres in healthy and diseased carotid bifurcations were predicted. Both healthy and diseased geometries were meshed using hexahedral elements. There are many reasons why structured hexahedral meshes should be preferred when it comes to FE analysis of arterial tissue. Arterial tissue acts as a non-linear, nearly incompressible material. Tetrahedral elements are known to cause severe locking issues when it comes to dealing with such constitutive laws (Puso and Solberg, 2006). Using a structured hexahedral mesh is particularly of importance when accurate stress measurement is required as using an unstructured tetrahedral mesh can result in obtaining higher values of stress due to their high stiffness (De Santis et al., 2011). Structured hexahedral meshes are also computationally more efficient when it comes to large complex models such as human carotid arteries (Creane et al., 2010). Here, a novel meshing technique was proposed that can be efficiently applied to produce high quality structured hexahedral meshes for carotid bifurcations considering both luminal and adventitial layers. It is worth mentioning that in former studies only the luminal surface of the arteries was used to generate hexahedral meshes for arterial walls (Creane et al., 2010). These luminal surfaces were then expanded radially to estimate the outer layers of the arteries. Such an approximation of the outermost layers of the arteries can have considerable influence when it comes to FE analysis of diseased carotid arteries where the presence of the plaque can result in outward remodelling of the arterial wall. It is also worth mentioning again that, here, the healthy arterial wall was segmented into the media and adventitia layers and plaque burden was segmented into plaque atheroma and lipid pool.

Having these geometries meshed, the angle and dispersion of the collagen fibres in the healthy carotid bifurcations were predicted first (see Figure 7 and Supplementary Figure 2). The distribution predicted for collagen fibres in the healthy carotid bifurcation agrees with experimental studies such as Chai et al. (2015), where MR-DTI technique was applied to characterise the distribution of the fibres and also where polarised light microscopy was used (Finlay et al., 1995). These results are also compatible with the result of the remodelling algorithm suggested by Creane et al. (2011) where a strain based remodelling algorithm was applied to capture both angle and dispersion of the fibres in the healthy vessel wall (Creane et al., 2011).

While many studies apply isotropic material models to characterise the mechanical behaviour of the atherosclerotic plaque in the carotid arteries (Creane et al., 2011; Teng et al., 2015), recently, experimental studies have revealed the highly anisotropic response of the atherosclerotic plaque in the carotid arteries (Chai et al., 2014; Johnston et al., 2021). Akyildiz et al. (2017) used DTI to investigate the distribution of the fibres in plaques. They observed varying distributions of the fibres in different regions of the carotid plaques (Akyildiz et al., 2017). Their overall measurement of the fibre orientation in the plaque showed that on average 52% of the fibres were in the circumferential direction of the arterial wall, 34% were in the longitudinal direction and 14% were orientated in the radial direction (Akyildiz et al., 2017). Schmidt et al. (2015) also reported that collagen fibres are more aligned with the axial direction in the plaque cap while in the fibrotic media fibres are more aligned in the circumferential direction of the vessel wall (Schmidt et al., 2015). Douglas et al. (2017) used histological techniques to explore the alignment of the fibres in coronary atherosclerotic plaques. In that study they observed that in the shoulder areas fibre alignment is reduced significantly compared to regions of the fibrous cap. However, they could not link the structure of the plaque to their observations from their FE simulation (Douglas et al., 2017). One reason behind such incompatibility between histological measurement and FE simulation can be explained by investigating the configuration in which fibres are studied. Using histological images to characterise the distribution of fibres can result in neglecting the role that loads such as blood pressure and axial stretch play to maintain the distribution of fibres in the arterial wall. In fact, histological techniques can only provide information about the distribution of the fibres in the unloaded configurations. This absence of loads can result in the re-orientation of the fibres and consequently discrepancies between the measured fibres in histology and those in an in vivo configuration. In addition, only information from the in-slice plane is obtained using histology and out of plane fibres are missed.

These variations in the distribution of the collagen fibres in the atherosclerotic plaque may be explained by looking at remodelling in diseased tissues. Bennett (1999) demonstrated that apoptosis, or cell death, can change the architecture of the arterial wall and lead to positive or negative remodelling of the artery during atherosclerotic plaque development (Bennett, 1999). Bennett (1999) also showed that apoptosis of the vascular smooth muscle cells (VSMCs) can be a major contributor to vulnerable atherosclerotic plaque rupture, where a paucity of VSMCs was observed particularly at plaque shoulders (Bennett, 1999). A paucity of VSMCs in the atherosclerotic atheroma can result in lack of remodelling as new collagen fibres cannot be produced in the preferred direction to maximise the load bearing capacity of the tissue. Such lack of remodelling can lead to weakening of the arterial wall and potentially result in plaque rupture.

In this study, the optimum distribution of collagen fibres which gives the maximum strength to the atherosclerotic plaque was predicted (see Figures 8, 9). The proposed remodelling algorithm showed that a highly aligned distribution of the fibres is required to withstand the loads of the blood pressure at the regions of the plaque shoulder. The proposed remodelling algorithm also predicted a more aligned distribution of fibres at regions of the fibrous cap (area of tissue between the lumen and lipid pool) compared to other regions of that particular cross section (see Figure 9). However, collagen fibres were predicted to be less aligned in the regions of the plaque cap compared to the plaque shoulders. This is explained by the fact that the plaque cap has a smaller cross sectional area compared to other areas of the atherosclerotic plaque, inducing higher stresses in the axial direction which results in larger ratios of the intermediate to max principal stresses.

The values obtained for max principal strain and stress before and after the remodelling process in the diseased geometries are shown in Figure 10. This figure shows that because of the remodelling of fibres toward the optimum fibre configuration the values of the maximum principal strains decrease in the arterial wall. This contraction of the tissue improves the integrity of the vessel wall, makes the plaque more stable and minimises the risk of plaque rupture. Also, this figure shows that the values of the stress in the arterial tissue increase which is due to the contribution of the fibres in bearing the loads. The other result of the contribution of fibres in bearing the load is the increase in the stiffness of the arterial walls. These observations explain the results achieved in studies such as Huang et al. (2016) where higher strain levels were found in plaques with higher levels of vulnerability (Huang et al., 2016).

In this study, a remodelling metric was also defined to characterise the lack of remodelling in the diseased carotid bifurcations to the optimum collagen fibre orientation. Motivated by the classification of alignment of fibres in carotid plaques performed in Akyildiz et al. (2017), three different initial configuration of the collagen fibres were postulated, case (i) where fibres were assumed to be parallel to the direction of the intermediate principal stress, case (ii) where fibres were assumed to be at 45o degrees with respect to the direction of the maximum principal stresses and case (iii) where fibres were assumed to be parallel to the direction of the maximum principal stresses. In all cases the fibres were allowed to fully re-orient toward their optimum configuration. Evolution of the internal variables during the remodelling process was then used as an indicator for the lack of remodelling in the diseased atherosclerotic tissue (see Figure 12). The results indicated higher RM values at the areas of the plaque shoulders in case (i) where fibres were assumed to be parallel to the intermediate stress direction. This lack of remodelling to the optimum distribution could occur in diseased arteries due to a lack of cells present to produce fibres in the direction of the loads and/or possibly due to fibres being overly degraded (Gaul et al., 2018). This remodelling metric has the potential to be used as a pre-clinical indicator of the risk of atherosclerotic plaque rupture, particularly now that advancements in imaging modalities such as DTI show great promise in the in vivo characterisation of the structure of collagen fibres (Flamini et al., 2012; Akyildiz et al., 2017; Shahid et al., 2017; Tornifoglio et al., 2020).

Whilst this study offers a means to assess the role of fibre orientation in carotid plaque stability, there are some limitations to the study. Firstly, the geometries were obtained from the deformed configuration in the body and a blood pressure of 16 kPa was then applied on the arterial wall without pulling back the geometry to its unloaded configuration. The importance of calculating the unloaded state of the arterial wall is emphasised in studies such as Raghavan et al. (2006) and Chandra et al. (2016). The influence of the residual strains and stresses in the vessel walls was also not included. The importance of incorporating the residual stress in the mechanical behaviour of the arterial tissue is emphasised in studies (Delfino et al., 1997; Alastrué et al., 2007; Schröder and Brinkhues, 2014). The contribution of cells, which may play a very important role in the remodelling process, through production or degradation of the fibres or in the healing process, was also not incorporated in this study. Such limitations also exist in many other studies such as Hariton et al. (2007), Creane et al. (2010), and Fausten et al. (2016) and are the focus of future work in our group.

To the best of the author’s knowledge, however, this is the first time that a computational algorithm has been employed to predict the optimum distribution of collagen fibres in complex real diseased carotid bifurcations obtained from symptomatic patients and used to characterise the lack of remodelling therein. This study provides critical insights into the collagen fibre patterns required in carotid arterial and plaque tissue to maintain plaque stability.
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Background: Whilst intravascular endoscopy can be used to identify lesions and assess the deployment of endovascular devices, it requires temporary blockage of the local blood flow during observation, posing a serious risk of ischaemia.

Objective: To aid the design of a novel flow-blockage-free intravascular endoscope, we explored changes in the haemodynamic behaviour of the flush flow with respect to the flow injection speed and the system design.

Methods: We first constructed the computational models for three candidate endoscope designs (i.e., Model A, B, and C). Using each of the three endoscopes, flow patterns in the target vessels (straight, bent, and twisted) under three different sets of boundary conditions (i.e., injection speed of the flush flow and the background blood flowrate) were then resolved through use of computational fluid dynamics and in vitro flow experiments. The design of endoscope and its optimal operating condition were evaluated in terms of the volume fraction within the vascular segment of interest, as well as the percentage of high-volume-fraction area (PHVFA) corresponding to three cross-sectional planes distal to the microcatheter tip.

Results: With a mild narrowing at the endoscope neck, Model B exhibited the highest PHVFA, irrespective of location of the cross-sectional plane, compared with Models A and C which, respectively, had no narrowing and a moderate narrowing. The greatest difference in the PHVFA between the three models was observed on the cross-sectional plane 2 mm distal to the tip of the microcatheter (Model B: 33% vs. Model A: 18%). The background blood flowrate was found to have a strong impact on the resulting volume fraction of the flush flow close to the vascular wall, with the greatest difference being 44% (Model A).

Conclusion: We found that the haemodynamic performance of endoscope Model B outperformed that of Models A and C, as it generated a flush flow that occupied the largest volume within the vascular segment of interest, suggesting that the endoscope design with a diameter narrowing of 30% at the endoscope neck might yield images of a better quality.

Keywords: intravascular endoscope, haemodynamics, computational fluid dynamics, volume fraction, multiphase flow, in vitro flow experiment


INTRODUCTION

With the clinical need for more accurate diagnosis of intravascular lesions, intravascular endoscopy can be used to instantaneously visualise the lesions in vivo and thus assess the severity of disease (Ueda et al., 2004; Sun, 2013; Horie, 2021). Furthermore, intravascular endoscopy can also be used to examine the structure of endovascular devices after deployment, thereby evaluating the effectiveness of treatment (Jang et al., 2002; Vardar et al., 2009; Xu and Sun, 2015).

Although recent developments in optical imaging have markedly improved the performance of endoscope system (Fujimoto et al., 2000; Boese et al., 2017), the presence of the surrounding blood flow remains a major hurdle for intravascular endoscopes to produce a clear and undistorted view of the target lesion. Current intravascular endoscopy available on the market still requires temporary blockage of the background blood flow with a balloon during observation or treatment, which can pose a serious risk of ischaemia especially when used in the coronary arteries (Li Q. et al., 2018).

Recently, a novel design of intravascular endoscope has been proposed to avoid the potential risk of ischaemia while obtaining clear images of the target lesion. The mechanism is to generate a transparent volume by high-speed injection of a limpid fluid (e.g., destran or saline) through the microcatheter, to allow the endoscope camera to capture clear images of the target lesion (Nerandzic et al., 2021). Simple theories of fluid mechanics suggest that the flush flow behaviours would be affected by a variety of factors, including the flow injection speed, the shape of the flush flow channel, and the condition of the background blood flow.

To aid in the optimal design of such a flow-blockage-free intravascular endoscope, we aimed to examine the flush flow behaviours corresponding to three types of endoscope prototypes under a variety of operating conditions. We first constructed the computational models of the candidate endoscope designs, and then resolved the flow patterns when the flush was injected into the target vessel through use of computational fluid dynamics (CFD) and in vitro flow experiments. We hypothesised that a higher volume fraction of the flush flow would contribute to generation of clearer images of the target lesion.



MATERIALS AND METHODS


Computational Fluid Dynamics Simulation of Flush Flow Behaviour


Endoscope System and Flow Channel in the Blood Vessel

Since the left anterior descending artery was the coronary artery where stenosis most commonly occurred, this simulation aimed to mimic the endoscope examination in this vessel. As shown in Figure 1, the simulation model for the endoscope system consists of an endoscope, a microcatheter, a guidewire, and a segment of blood vessel. Two inlets were defined, respectively, for the background blood flow (the primary phase) and the flush flow (the secondary phase), and an outlet was defined for the mixture of the two phases. The diameter of the blood vessel was set as 2.5 mm, which is within the range of the common size of the target artery (Zafar et al., 2014).


[image: image]

FIGURE 1. 3D model of the flow channel for simulation of the blood and flush flow behaviour.




Intravascular Endoscope Models

The shape of the flush flow channel located between the endoscope and the microcatheter varies among different designs of the endoscope. Any morphological alteration of the endoscope will affect the flow pattern of the flush flow. In the present study, three endoscope models (Model A, B, and C) with different morphological characteristics were created for simulations, as shown in Figure 2. Per the structure of the endoscope prototype, a narrowing was created for Models B and C at the endoscope neck, respectively, with a 30% and 50% reduction in diameter. Compared with Model A, such a morphological variation created an expansion in the flow channel for flush flow.


[image: image]

FIGURE 2. 3D simulation model of endoscope with different morphological characteristics.




Computational Fluid Dynamics Simulation

For each endoscope system, a predominantly tetrahedral computational grid was created for the fluid zone using a commercial software tool, ICEM-CFD (Ansys, United States), with three prismatic layers adhering to the vascular wall. To ensure simulation accuracy, the quality and robustness of the computational grid was checked by a mesh dependency test, which revealed that the mesh with a total of 7.2 million elements would be adequate for a reliable simulation.

Multiphase flow simulations were performed for all cases. The blood flow was defined as the primary phase and the flush flow as the secondary phase. The density and viscosity of blood were, respectively, specified as 1050 kg/m3 and 0.0035 Pa⋅s. To mimic the properties of dextran, the density and viscosity of flush were set as 1080 kg/m3 and 0.0043 Pa⋅s. The blood and flush were assumed to be an incompressible Newtonian fluid (Li Y. et al., 2018). A constant boundary condition was set for the flush flow at 180 ml/min. Three typical boundary conditions were assumed for background blood flow, respectively, at 25, 50, and 100 ml/min (hereinafter referred to as BC I, II, and III), that cover the typical range of blood flowrate in human coronary artery (Spiller et al., 1983; Anderson et al., 2000; Aarnoudse et al., 2007; Zafar et al., 2014). The surfaces of the blood vessel, the endoscope, and the catheter were assumed to be rigid. The flow simulation was performed using Fluent (Ansys, United States) based on a finite-volume method.



Haemodynamic Characteristics

Two-dimensional velocity vectors and contours, together with 3D velocity iso-surfaces were generated to visualise the flush flow behaviour, in terms of the velocity, flow direction, recirculation, etc.

Volume fraction contours of the flush flow were generated on three cross-sectional observation planes, respectively, located 2, 5, and 10 mm distal to the microcatheter tip. Associations of the volume fraction with the background blood flow and the morphology of endoscope were also quantified.

Since a greater volume fraction close to the vascular walls would be critical for the camera to take a clear picture of the arterial lesions, volume fraction of the flush flow at the 30% and 50% outer torus areas on each cross-sectional plane were, respectively, analysed in this study.

The percentage of high-volume-fraction area (PHVFA) was defined as ratio of the area on a cross-sectional plane with a volume fraction >80% to the area of the entire cross-sectional plane. We calculated the PHVFA corresponding to the three observation planes and their respective 30% and 50% outer torus.




Physical Flow Experiment to Observe the Delivery Ratio of the Flush Fluid


Experimental Flow System

As show in Figure 3A, an experiment platform was established to measure the flush transportation within the endoscope system, which consisted of three parts: the endoscope, the microcatheter to create a flow channel for the flush flow, and the guiding catheter.
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FIGURE 3. Sketch of the experimental flow and measurement system. (A) Sketch of the experiment platform. (B) Sketch of the morphological variations of the microcatheter.


For brevity, the flush fluid was prepared using distilled water as a substitute of dextran, as this does not affect exploration of the volume fraction of the flush flow. To inject the flush fluid, a syringe was connected to the guiding catheter via a Y-connector, with a flowmeter deployed to measure the injection speed. In the distal end of the endoscope system, a measuring tube was prepared to measure the volume of the outflow (V1). With a certain amount of flush fluid (V0, 15 ml) injected into the endoscope system every time across all experiment cases, the ratio of flush fluid delivery was then calculated by the ratio between V1 and V0.



Experiment Model

Since coronary lesions may occur at any location of the coronary artery (Xu and Sun, 2015), it is important that the endoscope system is flexible enough to travel through bent and twisted pathways. To investigate the potential impacts of complicated vascular morphologies on the flush flow delivery efficacy, we tested four types of microcatheter morphology — straight tube, 2D curved tubes, respectively, with a “C” shape (2D-C) and a “S” shape (2D-S), and 3D torsional tube, as shown in Figure 3B.



Flow Characteristics

At a variety of injection speeds, the delivery ratios of flush flow (V1/V0) from injection to the outlet of the fluid channel within the microcatheter were calculated, for various shapes of the microcatheter.





RESULTS


2D Velocity Vector Field Affected by the Morphology of Endoscope

2D velocity vectors and contours of flush flow in the middle plane along the axial direction of the blood vessel were generated, for cases with endoscope systems in three different morphologies, at three different blood flow conditions, as shown in Figure 4.


[image: image]

FIGURE 4. 2D velocity vectors and contours of flush flow affected by the morphologies of endoscope models and flowrates of the background blood flow.


While the velocity magnitude and distribution remained similar between cases with endoscope Model A, B, and C, the background blood flowrate was found to have a stronger impact on the velocity magnitude and distribution of flush flow. Endoscope operating condition at BC III – the highest background blood flowrate - created the highest velocity for the flush flow.

According to the 2D velocity vectors, the flow pattern of flush flow in the blood vessel showed tiny differences between Model A, B, and C. The recirculation flow, which occurred around the guidewire just after the tip of the microcatheter, showed slight difference – the size of the recirculation decreased as the flowrate of blood flow increased.



Velocity of Flush Flow Affected by the Morphology of Endoscope

As shown in Figure 5, iso-surfaces of velocities at 1.6 m/s and 2.0 m/s were, respectively, generated for Model A, B, and C, under different flowrates of background blood flow. Iso-surfaces at velocity 2.0 m/s remained similar across different cases, whereas iso-surfaces at velocity 1.6 m/s showed apparent difference between BC III and others. Compared to BC I and II, endoscope operating condition at BC III created extended high-velocity streams at both sides of the guidewire along the axial direction.


[image: image]

FIGURE 5. Velocity iso-surfaces of flush flow affected by endoscope morphologies and flowrates of the background blood flow.




Volume Fraction of Flush Flow at Different Cross-Sectional Planes

Volume fraction of flush flow were examined at three cross-sectional planes in the blood vessel at the downstream of the endoscope system, locations of the planes are displayed in Figure 6A, which are, respectively, at 2, 5, and 10 mm distal to the microcatheter tip.
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FIGURE 6. Volume fractions of flush flow affected by endoscope morphologies and flowrates of the background blood flow at different cross-sectional planes. (A) Locations of the cross-sectional planes. (B) Volume fraction contours of the flush flow.


Comparing between results from Models A, B, and C, differences in the distribution of volume fraction were not significant. However, the flowrate of background blood flow created a marked difference. As shown in Figure 6B, at simulation scenario of BC I, volume fraction of flush higher than 50% occupies most of the space on the cross-sectional planes, while at simulation conditions of BC II and III, low volume fraction of flush can be observed around the vascular wall. Moreover, differences in volume fraction can also be noted between the three cross-sectional planes. Plane at 10 mm distal to the microcatheter tip revealed the highest volume fractions of flush, followed by planes at 5 mm and 2 mm downstream.



Quantitative Analysis of the Volume Fraction

Comparisons of average and maximal volume fractions of flush flow between Model A, B, and C were carried out, on different cross-sectional planes and the corresponding 30% and 50% outer torus areas, under three blood flow environments, as reported in Figure 7. The sketches of 30% and 50% outer torus area are shown in Figure 7A. Comparing between Figures 7B,C, the average volume fractions were greater in 50% outer torus than 30% outer torus across all simulation scenarios. This increase was more substantial when the simulation was performed under BC II and III, of approximately 20 percentage points, whereas increase of about 10 percentage points was discovered for simulations under BC I. From Figures 7D,E, it reveals that maximal volume fractions of flush flow in the 30% outer torus are above 85% in all cases, mainly distributed between 90 and 100%, while that in the 50% outer torus reach up to 100%.
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FIGURE 7. Comparison of average and maximal volume fractions of flush flow on different cross-sectional planes, in 30 and 50% outer torus, under three flowrates of the background blood flow, for Models A, B, and C. (A) Sketch of the 30 and 50% outer torus. (B) Average volume fraction of 30% outer torus. (C) Average volume fraction of 50% outer torus. (D) Maximal volume fraction of 30% outer torus. (E) Maximal volume fraction of 50% outer torus.


Percentage of high-volume-fraction area (PHVFA) of flush flow were further calculated, as shown in Figure 8. On the entire plane, value of PHVFA ranged from 40 to 65% for all conditions (see Figure 8A), while on 50% outer torus the values decreased to a range of 21 to 54% (see Figure 8B) and further decreased to less than 33% on the 30% outer torus (see Figure 8C). Importantly, a difference in PHVFA caused by the morphological characteristics between Model A, B and C was observed. Across all comparisons between the corresponding simulation cases, Model B had a relatively greater PHVFA, closely followed by Model C, while Model A has the smallest values. The greatest difference in the PHVFA between the three models was observed on the cross-sectional plane 2 mm distal to the tip of the microcatheter (Model B: 33% vs. Model A: 18%), while the average difference between them was about 7%.
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FIGURE 8. Comparison of the PHVFA of flush flow on different cross-sectional planes and the corresponding 30 and 50% outer torus, under three flowrates of the background blood flow, for Models A, B, and C. (A) PHVFA on the entire cross-sectional plane. (B) PHVFA on 50% outer torus. (C) PHVFA on 30% outer torus.




Influence of Catheter Morphology on the Delivery of Flush Flow

According to the in vitro flow experiment, the successful flush delivery ratios from injection to the outlet of the endoscope system were calculated, for microcatheter in different morphologies (see Figure 3B), at a variety of injecting speeds, as shown in Table 1.


TABLE 1. Flush delivery ratios for experiment cases with various microcatheter morphologies at different injecting speeds.

[image: Table 1]
When the microcatheter was placed in the straight shape, a series experiments were performed with flush injecting speed increasing from 0.38 to 1.76 ml/s. The corresponding successful delivery ratios were varying from 97 to 93% of the total injected volume. When the microcatheter was placed as 2D C-shape or S-shape curved model, a series experiments were performed with injecting speed increasing from 0.50 to 1.50 ml/s. The successful delivery ratio was found to be consistent at 93%. When the microcatheter was placed in a 3D torsional model, results from experiments with injecting speed increase from 0.56 to 1.50 ml/s indicated a successful delivery ratio ranging from 93 to 90%.




DISCUSSION

In this study, we performed multiphase computational fluid dynamic simulations to observe the flow pattern and volume fraction of flush flow in the blood vessel, with three various endoscope models, at three flowrates to mimic the background blood environment. In vitro flow experiments were also implemented to examine the successful delivery ratio of flush fluid when the endoscope system travelled through some bent and twisted pathways before reaching the diseased area. Results of this study demonstrates the potential of this type of endoscope system to realise the visualisation of luminal blood vessel, and the influence on the volume fraction of flush caused by different factors.


Influence on Flush Flow Behaviour by Morphological Characteristics of Endoscope

Three endoscope models with morphological variations were considered in this study. Model A had a uniform diameter along the axial direction of the endoscope, while Model B and C had thinner necks with, respectively, 30% and 50% less diameter, which changed the flow channel of flush flow in the microcatheter with an expansion. Such expansion usually creates alterations in pressure at the expanded section, resulting in variations to the velocity and divergence of the flow streams at the distal end of the expansion, similar as the typical flow pattern in the blood vessel with a fusiform aneurysm.

From the comparison of 2D velocity vectors and contours (Figure 4), flush flow velocities (Figure 5), and volume fractions (Figures 6, 7), there were rarely substantial differences observed between Model A, B, and C. However, differences in PHVFA demonstrated the influence of endoscope morphology on volume fractions (Figure 8). With a mild narrowing at the endoscope neck, Model B exhibited the highest PHVFA, irrespective of location of the cross-sectional plane, compared with Models A and C which, respectively, had no narrowing and a moderate narrowing. It indicates that the endoscope design with a mild narrowing at the endoscope neck might yield images of a better quality. Although such kind of mild morphological variations did not bring substantial haemodynamic changes, more significant morphological variations may yield different disturbing effects in the flush flow patterns.



Influence on Flush Flow Behaviour by Flowrate of Blood

Influence on flush flow behaviour were compared by velocity vectors and contours, and volume fractions of flush flows, between three blood flow conditions – blood flowrate at 25 (BC I), 50 (BC II), and 100 (BC III) ml/min.

According to Figure 3, when exiting from the micro-catheter and entering the blood vessel, flush flow has the highest velocity at BC III, indicating the velocity of flush flow increases as the flowrate of blood increases.

Moreover, the comparison of volume fractions in Figure 6B shows, when the flowrate of background blood increases from BC I to III, the volume fraction distribution of flush remains almost consistent at the centre of the blood vessel, while decreasing significantly around the blood vessel wall. According to the quantitative analysis, volume fractions at BC III and I revealed an average drop of 39% and 32%, respectively, in the 30% and 50% torus area. This results also indicated that the variation of blood flow condition had a significant effect on the volume fraction of flush flow close to the blood vessel wall.

It should also be noted from Figures 7D,E that the maximal volume fractions of flush flow in the 30% outer torus were above 85% in all cases, mainly distributed between 95 and 100% in cases under BC I and II. This finding indicates a high possibility of using the endoscope system to clearly view the inner wall of the blood vessel.



Influence on Volume Fraction of Flush Flow by Location

Volume fractions of flush flow at three cross-sectional planes, respectively, located at 2, 5, and 10 mm at the downstream of the microcatheter tip were examined.

As can be seen from Figure 6, volume fractions of flush remain high in the centre area of the blood vessel, at over 90% in all scenarios. From 2 mm to 10 mm cross-sectional planes, the volume fraction of flush increased on 30% and 50% outer torus. This tendency was more notable in cases under BC I and II; for cases under BC III, the volume fractions of flush maintained at low level on the outer torus regardless of the cross-sectional plane location. Cross-sectional plane at the farthest location (examined by this study) showed a relatively well-developed volume fraction of flush. However, it should be considered and further examined that whether the flush flow with this level of volume fraction can be adequate to create a clear view in front of the endoscope camera, to support the assessment of the plaque status.



Blood Vessel Shape Cause Little Influence on the Delivery of the Flush Flow

To mimic the bending and twisting effects of patient-specific arteries on the shape of the guiding catheter, the guiding catheter were adjusted into four scenarios, straight, 2D-C, 2D-S, and 3D torsional models. The consumption of flush (i.e., the fluid stays in the guiding catheter) during its transportation from the injecting point to the end of the guiding catheter before entering the blood vessel were measured via experiments. The delivery ratio reported in Table 1 shows that, instead of entering the blood vessel, less than 10% of injected fluid may stay in the endoscope system, regardless of the shape of the blood vessel. On the other hand, injecting speed played a more important role in the successful delivery ratio of the flush fluid.



Influence on the Flush Flow Behaviour by the Unsuccessful Delivery of Flush

To investigate the effect of unsuccessful delivery of flush obtained from the in vitro flow experiments, a separate series of simulation was performed with Model A, with 10% lower inflow rate of flush set as the simulation boundary condition, to compensate the unsuccessful delivery of flush. Comparison of flush flow behaviours was then carried out between the original boundary conditions and the compensated one (respectively, denoted by Model A 100% and 90% in Figure 9), revealing a small drop in volume fraction of flush flow at around 4%.
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FIGURE 9. Comparison of average volume fractions of flush flow for Model A between 100% and 90% delivery of the flush fluid, on the 30% and 50% outer torus on different cross-sectional planes, under three flowrates of the background blood flow. (A) Average volume fraction of 30% outer torus. (B) Average volume fraction of 50% outer torus.




Limitations

Some assumptions were adopted in this study. First of all, CFD was implemented using a steady-state assumption, however, it can be reliable as other studies have demonstrated that steady-state models provide reasonable estimates for the time-averaged haemodynamics of true pulsatile flow (Geers et al., 2014). Therefore, an indication of the effect of varying blood flowrate can also be gained by examining a variety of flowrates. Meanwhile, the flowrate of flush flow was set at a constant value of 180 ml/min across all simulation cases, however, it should also be noted that other values may be adopted depending on individual cases. We adopted 180 ml/min in this study as it is one of the common choices in the real operation with endoscope.

Second, in the in vitro flow experiment, distilled water was used as a substitute of dextran for the conveniency of operation. However, the use of water was kept through the entire experiment for different scenarios, which neither brought in additional variables nor uncertainties for the evaluation of the flush delivery ratio in guiding catheters.

Moreover, due to the interaction between the geometry of the patient-specific blood vessel and the endoscope system, the treatment scenario varies individually. Besides that, clinicians with different training and experience may have their own habits and decisions in real operations. However, these variations cannot be fully covered by this study. This study aims to provide the preliminary evidence for clinicians as well as researchers to estimate the potential behaviour of the endoscope system.

As a preliminary study, this study was not designed to thoroughly consider a wide range of parameters, including a complete series of model with systematically designed morphological characteristics. It is our future work to establish and study more sophisticated models.




CONCLUSION

In the present study, computational models for three prototypes of flow-blockage-free intravascular endoscope were constructed. Corresponding to each model, the volume fraction and PHVFA of the flush flow under three sets of boundary conditions were quantified through use of multiphase computational fluid dynamics simulation.

We found that the haemodynamic performance of endoscope Model B outperformed that of Models A and C, as it generated a flush flow that occupied the largest volume within the vascular segment of interest, suggesting that the endoscope design with a 30% diameter narrowing at the endoscope neck might yield images of a better quality.
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Objectives: Cross-limb stent grafts for endovascular aneurysm repair (EVAR) are often employed for abdominal aortic aneurysms (AAAs) with significant aortic neck angulation. Neck angulation may be coronal or sagittal; however, previous hemodynamic studies of cross-limb EVAR stent grafts (SGs) primarily utilized simplified planar neck geometries. This study examined the differences in flow patterns and hemodynamic parameters between crossed and non-crossed limb SGs at different spatial neck angulations.

Methods: Ideal models consisting of 13 cross and 13 non-cross limbs were established, with coronal and sagittal angles ranging from 0 to 90°. Computational fluid dynamics (CFD) was used to capture the hemodynamic information, and the differences were compared.

Results: With regards to the pressure drop index, the maximum difference caused by the configuration and angular direction was 4.6 and 8.0%, respectively, but the difference resulting from the change in aneurysm neck angle can reach 27.1%. With regards to the SAR-TAWSS index, the maximum difference caused by the configuration and angular direction was 7.8 and 9.8%, respectively, but the difference resulting from the change in aneurysm neck angle can reach 26.7%. In addition, when the aneurysm neck angle is lower than 45°, the configuration and angular direction significantly influence the OSI and helical flow intensity index. However, when the aneurysm neck angle is greater than 45°, the hemodynamic differences of each model at the same aneurysm neck angle are reduced.

Conclusion: The main factor affecting the hemodynamic index was the angle of the aneurysm neck, while the configuration and angular direction had little effect on the hemodynamics. Furthermore, when the aneurysm neck was greatly angulated, the cross-limb technique did not increase the risk of thrombosis.

Keywords: abdominal aortic aneurysm, endovascular aneurysm repair, cross limb technology, stent-graft, hemodynamics


INTRODUCTION

Endovascular aortic aneurysm repair (EVAR) is the primary alternative for treating an abdominal aortic aneurysm (AAA). When an AAA has unfavorable anatomy, such as a significant aneurysm neck angulation or widely splayed common iliac arteries, conventional EVAR, which employs contralateral (non-cross) iliac limb deployment, is difficult and time-consuming to cannulate, and it is also followed by poor outcomes (Sternbergh et al., 2002; Rodel et al., 2009). Focusing on the AAAs with severe anatomy, Ramaiah et al. first proposed and applied cross-limb EVAR to seven patients in which the bifurcated stent grafts (SGs) were twisted into a cross-limb configuration. Their post-operative follow-ups indicated that this cross-limb technique could make the stent smoother and achieve better short and medium-term effects (Ramaiah et al., 2002; Yagihashi et al., 2017). However, its long-term prognosis is still questionable (Sternbergh et al., 2002; Dattani et al., 2015).

Experimental and clinical evidence indicates the important role of flow dynamics within the stent grafts in the occurrence of post-EVAR complications, including stent migration and thrombosis (Raptis et al., 2017a). Therefore, comparing the safety and efficacy of cross- and non-cross-limb stent configurations has been studied from a hemodynamic perspective using computational fluid dynamics (CFD). Recall that cross-limb EVAR is introduced and mostly adopted in AAAs with angulated necks. Moreover, the neck angulation may be coronal and/or sagittal; namely, the hemodynamic alteration from a conventional non-cross EVAR may be caused by different spatial azimuths. However, previous hemodynamic studies on the cross and non-cross EVAR mostly adopted idealized and realistic models without neck angulation (Georgakarakos et al., 2014; Stefanov et al., 2016; Liu et al., 2018). Moreover, although there have been comparative studies using patient-specific EVAR models in which necks may be angulated, a particular AAA has individualized geometry, and other geometric features (including the stent configuration) may cause the hemodynamic differences between the cross and non-cross SGs (Efstratios, 2012; Stefanov et al., 2016). This suggests that the hemodynamic comparison between cross and non-cross limb EVAR is still the subject of controversy. Some researchers have suggested that cross and non-cross EVAR demonstrate similar hemodynamic performance, and a cross limb configuration may even inhibit the thrombosis formation because it increases the wall shear stress (WSS) and helicity (Shek et al., 2012). Nevertheless, some studies have suggested that cross-limb configurations might result in strip areas vulnerable to thrombosis formation, potentially resulting in long-term stent graft failure (Liu et al., 2018).

The present study investigates the influence of the cross-limb technique on both near-wall and intragraft flow dynamics. In particular, the impact of neck angulation, either coronal or sagittal, on local flow features is analyzed by performing CFD simulations on idealized models of the cross and non-cross limb EVAR. Such an idealized model-based approach will enable (by varying the neck angulation while keeping other geometrical factors constant) the identification of whether and to what extent a cross-limb EVAR results in the hemodynamic alteration from a conventional limb technique. These results may or may not encourage its use to improve the clinical outcome of EVAR.



METHODOLOGY


Models and Grids

The model is based on the Endurant TM abdominal aortic stent (Medtronic®, Inc., United States). The model is established under the guidance of clinicians, and the model size is selected through the given SG size parameters in device instructions for use (IFU). It is divided into three parts: the main body part of the bifurcated SG, the limb part of the bifurcated SG, and the iliac limb SG. The inlet and outlet diameters of the bifurcated SG are 25 and 12 mm, respectively, and the diameter of iliac limb SG is 16 mm. The limb and the overall length of the bifurcated SG is 45 and 124 mm, respectively. For a fair comparison, the height of the entire stent graft system was maintained at 225 mm (Figure 1A).
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FIGURE 1. (A) Schematic diagram of the 0° model. Different colors represent different parts of the SG system. (B) Schematic diagram of the establishment of ideal models, rotating the aneurysm neck in plane and space position under the control of the overall model height unchanged. The first line is the model schematic diagram of the aneurysm neck without angulation. The second and third lines represent the model schematic diagram with an angle of 15° and 90° after the rotation of the aneurysm neck, respectively. The rest of the aneurysmal neck rotated 30°, 45°, 60°, and 75°, respectively, with 26 models.


Two series of idealized cross and non-cross limb SG models were generated for this study, in which the necks were either angulated in the coronal or sagittal plane (Figure 1B). Although Medtronic’s instruction manual stipulates that the applicable maximum angle of the aneurysm neck is 60°, the SG is often used for aneurysms with a neck angle larger than 60° in clinical practice (Herman et al., 2018). Moreover, the maximum neck angle after the stent deployment does not exceed 90°. Therefore, in the current study, the neck angles ranged from 0–90° with a spacing of 15°.

ANSYS ICEM (ANSYS, Inc., Canonsburg, Pennsylvania, United States) was adopted for the grid generation. The meshes consisted of a mixture of unstructured tetrahedral and structured hexahedral elements. To improve the computational accuracy of the near-wall hemodynamic parameters, viscous boundary layers (height = 1, ratio = 1.2, numbers = 7) were imposed adjacent to the vessel walls of each model. Finally, the meshes for each configuration contained between 1.4 and 2 million nodes. To determine a sufficient (uniform) mesh refinement level, we applied the grid convergence index (GCI) to the steady-state simulation using the contraction peak condition. Figure 2 shows the grid convergence of the inlet pressure, the average WSS of the SG, and the average velocity. The GCI of all test variables was less than 2% (Kelsey et al., 2016), which is considered a small enough spatial discretization error to refine the grid further.


[image: image]

FIGURE 2. The normalized grid convergence of mean WSS, mean velocity, and inlet pressure plotted against the number of mesh cells in the model domain. The results of the GCI calculations are included in the legend.




Governing Equations and Boundary Conditions

The previous study on the hemodynamics within EVAR stent grafts generally assumed the blood is a Newtonian fluid. However, it is reported that the blood models of non-Newtonian fluid and Newtonian fluid may lead to six to eight times difference in the near-wall hemodynamic parameter values, especially at high inlet velocity (Iasiello et al., 2017). Therefore, the current study assumed the blood to be an incompressible, non-Newtonian fluid with a fluid density of 1,050kg/m3. In addition, Carreau fluid model which relates approximately with the experimental data was adopted for the properties of non-Newtonian fluids (Pandey et al., 2019):
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where η0 and η∞ are zero shear rate viscosity and infinite shear rate viscosity, respectively, and λ is the relaxation time constant. The values are η0=0.056Pa, η∞=0.00345Pa, n = 0.3568, and λ=3.313s (Johnston et al., 2004).

First, to ensure the full development of blood flow in the stent, we extend the length of the model inlet by 10 times the diameter. Second, the pulsating velocity waveform (Xiong et al., 2021) was used at the inlet of all models (Figure 3). Third, the computational models were geometrically asymmetrical, phase shift of pressure and different flow splits at two iliac outlets may occur (Grinberg and Karniadakis, 2008). Therefore, the flow split between two iliac branches in the models was regulated by the Windkessel model (Kyriakou et al., 2020), where their RCR parameters were matched for 1 million times by trial-and-error method. The matching blood pressure was the iliac artery outlet blood pressure (100/80 mmHg) given in the previous literature (Mills et al., 1970). The maximum Reynolds number of the simulated flow in the current study is 1,600, which is lower than the critical Reynolds number transferring to the turbulence flow. The numerical simulation was solved using the ANSYS FLUENT 16.0 (ANSYS, Inc., Canonsburg, Pennsylvania, United States) default independent implicit solver, and the convergence residual was 1e-4. At the seventh cycle, it is considered to achieve periodic convergence, and the results of the last cycle were used as our analysis data (Joly et al., 2019).


[image: image]

FIGURE 3. Inlet pulsating velocity waveform. The table in the figure shows the RCR parameters calculated by trial-and-error method at the outlet of left iliac and right iliac.




Variables of Interest

Wall shear stress (WSS) and oscillatory shear index (OSI) play an important role in understanding the changes in the SG hemodynamic environment after EVAR (Nordgaard et al., 2010). Additionally, previous studies indicated that low time-averaged WSS (TAWSS) areas are prone to blood stasis, while areas with high OSI can cause platelet aggregation. Accordingly, SAR-TAWSS, the ratio of WSS area below 0.4 Pa to the entire surface area of SG, and SAR-OSI, the ratio of OSI area above 0.3 Pa to the entire surface area of SG, were introduced to quantify the hemodynamic environment on the SG (Fan et al., 2016; Xiong et al., 2020). Moreover, helical flow can reduce the concentration of platelets near the vessel wall and inhibit the interaction between platelets and the wall, and the visualization of helical structures is achieved using the local normalized helicity (LNH), average helicity (h1), and helicity intensity (h2) (Zhan et al., 2010; Shek et al., 2012; Tasso et al., 2018; Prashantha and Anish, 2019).
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where T is the time of the cardiac cycle; [image: image], velocity vector; [image: image], vorticity vector; and V, the volume of the SG.




RESULTS


Flow Field

Figure 4 shows the flow chart at different times of the heart cycle. When the angle of the aneurysm neck was 0°, there was no vortex in all the SGs at the systolic peak. At late deceleration, the whirlpool structure appeared in the proximal end of the iliac limb SGs. At early diastole, the whirlpool structure develops distal to the iliac limb SGs. Compared with the stable vortex structure in the non-crossed limb, the crossed limb is more likely to form an unstable vortex structure, especially at late deceleration. With the increase in the aneurysm neck angle, there was an apparent spiral flow structure in the limb part of the bifurcated SG. The blood flow in the crossed limbs was significantly more chaotic during late deceleration and early diastole.


[image: image]

FIGURE 4. The flow chart of the systolic peak time of the ideal model with 0° and 75° coronal planes and different colors indicates different velocities. Mark (A) for systolic peak, (B) for late deceleration, and (C) for early diastole.




Pressure Drop

Figure 5 is a line chart of the maximum pressure drop change at the inlet and outlet of the SGs. For all the models, the pressure drop increases with the increase in the aneurysm neck angle. The change in the pressure drop in the coronal non-crossed limb SG was the most obvious, and a pressure drop in the 90° SG was 27.1% higher than that of the 0° SG. The change in the pressure drop in the sagittal non-crossed limb SG was the smallest (only increasing by 18%). At the same aneurysm neck angle, the maximum difference in pressure drop between different models was only 8.0%. The results showed that different configurations and angular directions had little effect on the pressure drop, while the aneurysm neck angle had a significant influence on the pressure drop.


[image: image]

FIGURE 5. Broken line chart of inlet and outlet pressure drop at peak systolic time.




Wall Shear Stress

Figure 6 shows the TAWSS cloud picture of the model. Most areas of all models have a TAWSS less than 2 Pa. The areas larger than 2 Pa were mainly concentrated in the limb part of bifurcated SGs and proximal to the iliac limb SGs. The distal region of iliac limb SGs was smaller than 0.4 Pa. Figure 7 is a line chart of the changes in the model SAR-TAWSS (area ratio of WSS less than 0.4 Pa). The SAR-TAWSS of all models increased (from 21.7 to 26.8%) with the increase in aneurysm neck angle. Different configurations and angular directions had little effect on SAR-TAWSS, but the change in aneurysm neck angle mainly affected SAR-TAWSS.
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FIGURE 6. Contours of TAWSS, with different colors to represent the magnitude of TAWSS.
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FIGURE 7. Line plot of SAR-TAWSS with aneurysm neck angle.


Figure 8 shows the OSI cloud picture of the model. The areas with very high OSI [greater than 0.3 (Xiong et al., 2020)] were concentrated in the distal end of the main body part of bifurcated SGs and the proximal end of the iliac limb SGs. The areas with very low OSI [less than 0.05 (Cilla et al., 2020)] are concentrated in the limb part of bifurcated SGs.
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FIGURE 8. Contours of OSI, with different colors to represent the magnitude of OSI.


Figure 9 is a line chart of the changes in the model SAR-OSI (area ratio of OSI greater than 0.3). When the aneurysm neck angle is less than 45°, the SAR-OSI is greatly affected by the configuration and angular direction, with a maximum difference of 8.15% between crossed and non-crossed limbs and a maximum difference of 11.25% between the coronal and sagittal position. When the aneurysm neck angle was more than 45°, the difference in SAR-OSI among different models decreased gradually. At 90°, the maximum difference was only 0.65%.
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FIGURE 9. Line plot of SAR-OSI with aneurysm neck angle.




Helicity

Figure 10 shows the LNH cloud picture of the peak systolic time. In the model, left-handed and right-handed helical structures (blue and red) appear almost simultaneously. The helicity flow structure of coronal non-crossed limbs was the lowest in all models. The helicity flow of crossed limbs was significantly higher than that of non-crossed limbs. However, with the increase in the aneurysm neck angle, the difference in helical flow intensity decreases gradually.


[image: image]

FIGURE 10. Visualization of intravascular LNH iso-surfaces.


Figure 11 shows the line chart of the variation of helical flow intensity (h2). The h2 of all models increased with the increase in the aneurysm neck angle. The helical flow intensity of coronal non-crossed limbs is always the smallest. When the angle of the aneurysm neck is less than 45°, the helical flow intensity of crossed limbs is higher than that of non-crossed limbs. When the angle of the aneurysm neck was more than 45°, the difference between the intensities decreased. For the same configuration, the helical flow intensity of the sagittal model is higher than that of the coronal model. The results show that when the aneurysm neck angle is small, different configurations, angular direction, and angle will affect the helical flow intensity. However, with a further increase in the aneurysm neck angle, the difference between the configuration and the angular direction decreases. At 90°, the maximum difference in helical flow intensity is only 5%.


[image: image]

FIGURE 11. Line plot of helicity h2 with aneurysm neck angle.





DISCUSSION

The cross-limb EVAR was introduced for AAA patients with significant aneurysm neck angulation or widely splayed common iliac arteries. It significantly reduced the cannulation time compared with a conventional non-cross EVAR. However, whether or not the cross-limb stent strategy helped to decrease the incidence of post-EVAR complications (in the face of adverse AAA anatomy) is still in doubt. The current study constructed 26 cross and non-cross limb EVAR models with various coronal and sagittal angulated necks and subsequently numerically investigated the flow patterns in these models. A comparative evaluation of the hemodynamic performance was done in terms of the helical flow strength, flow field, WSS, and pressure drop.

First, this study revealed that the pressure drop of the stent increased with the increase in the AAA neck angle for both stent configurations. The blood pressure drop is one of the essential factors affecting blood flow status in the stent. If there is a deviation from the physiological state, the elevated pressure drop will result in disordered blood flow (Raptis et al., 2017a), such as that in the sac of AAA. Because the pressure drop increases significantly, there will be irregular turbulence and eddy currents will form (Qiu et al., 2018). In addition, after intravascular repair, a higher pressure drop in the stent will lead to increased loss of kinetic energy of blood flow through the stent, which in turn affects distal lower extremity vascular perfusion. This excessive pressure drop may increase cardiac output power, which eventually increases cardiac burden (Tasso et al., 2019). Although, the 90° non-crossed model has a maximum additional pressure drop of 27.1% compared with the 0° model. However, from the pressure drop value, the difference between the maximum and minimum pressure drop is only 1 mmHg. Accordingly, different SG configurations and aneurysm neck angle have little effect on the pressure drop.

Second, TAWSS is an essential hemodynamic parameter that directly acts on the endothelial layer. Low TAWSS is accompanied by unstable flow conditions such as turbulence, blood recirculation regions, and blood “stagnation” regions, resulting in an increased risk for thrombosis and intimal hyperplasia (Papaioannou and Stefanadis, 2005). The simulation results show that the proportion of the low TAWSS regions is mainly affected by the neck angle, while the configuration and angular direction have little effect on it, indicating that the use of the cross-limb technique does not increase the risk of thrombosis. Additionally, the high OSI area, which decreased with the increase in the aneurysm neck angle in a proportional manner, was mainly concentrated at the proximal end of the iliac limb SGs. High OSI area was reported to cause platelet aggregation, increase the retention time of coagulation-promoting particles and result in thrombosis (Nordgaard et al., 2010; Liu et al., 2018). Therefore, we speculate that there may be a risk of thrombosis in the proximal end of the iliac limb SGs.

Third, previous studies have demonstrated the transport effect of eddies on blood flow and the development of swirls in the cardiac cycle which brings platelets to low-speed wall reflux areas, resulting in thrombosis (Kelsey et al., 2016). From our model, it is observed that the proximal end of the iliac limb SGs will produce a vortex, and during the diastolic period, it will develop downstream and spread to the wall area, which is also consistent with the danger areas of TAWSS and OSI. The stable swirl structure formed by non-crossed limbs near the wall may increase the risk for thrombosis. Crossing limbs destroy this stable whirlpool structure, suggesting that crossing limbs do not increase the risk of thrombosis which agrees with the latest clinical report that there were no significant difference in limb occlusion between the two limb configurations at severe angular aneurysm neck (Wang et al., 2021).

Finally, the current study observed that the helicity intensity in a crossed limb SG is significantly higher than that of the non-crossed limb SG when the neck is coronal angulated, which may help to inhibit platelet adhesion and hinder the formation of acute thrombosis (Zhan et al., 2010, 2011; Shek et al., 2012; Raptis et al., 2017a). However, when the neck exhibits sagittal angulation (and if the neck angulation is greater than 45°), the helicity intensity remains similar for the two SG configurations.

The current study has presented TAWSS, OSI, and a few other parameters which are suggested to be related to the initiation and development of thrombosis. Among which, TAWSS represents the WSS magnitude, its particular values are highly related to the inlet flow rate. As a result, if the patient-specific inlet velocity is not available it is difficult to decide the threshold values of abnormal TAWSS for a particular patient. In the contrast, OSI, an indicator of the pulsatility of WSS direction, results from the flow unsteadiness over a cardiac cycle, and if the flow remains laminar, the general flow features of the flow field within the SGs are mainly decided by the geometric features of the computational models. Maybe that’s why a good match between abnormal OSI and thrombosis occurrence has been reported even though no patient-specific boundary condition was available (Cao et al., 2020). In addition, the flow pattern can be directly visualized by 4D MRI in the clinical application (Liu et al., 2014). We believe that the relation of flow pattern to vascular disease is needed to be further explored in the future CFD application.



LIMITATIONS

There are some limitations to this study. First, the aortic model excluded the suprarenal branch arteries, and it has been reported that the inclusion of the aorta upstream of the renal artery can alter the hemodynamics of the inlet boundary fluid state (Sternbergh Iii et al., 2004). Second, this study only included Medtronic Endurant I covered stents, and the results were limited to explain the Endurant series of hemodynamic stent models. Matsagkas et al. showed that the hemodynamic indexes of different laminating stents might significantly differ from the actual model (Raptis et al., 2017b). Finally, previous studies have proposed that the folds caused by the bending of stent grafts will affect the hemodynamics near the wall (Prasad et al., 2012; Kyriakou et al., 2020). In vivo limb stents involve many curved parts, but the current models did not consider the impact of folds, which will be the focus of our future research.



CONCLUSION

In this study, we analyzed the hemodynamic changes in SGs under different configurations, angular directions, and angles. It was concluded that the use of the cross-limbed technique does not increase the risk of thrombosis under poor neck anatomy and the main factor affecting the hemodynamic index was the angle of the aneurysm neck, which suggests that the hemodynamic changes caused by the angle of the aneurysm neck cannot be ignored when the effect of the morphology of SG on hemodynamics is investigated.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author/s.



AUTHOR CONTRIBUTIONS

MQ: analysis and interpretation, data collection, writing the manuscript, critical revision, approval of the manuscript, agreement to be accountable, and statistical analysis. YQ: data collection, writing the manuscript, approval of the manuscript, and agreement to be accountable. JW: data collection, critical revision, and approval of the manuscript. TZ and DY: conception and design, analysis and interpretation, critical revision, approval of the manuscript, and agreement to be accountable. All authors contributed to the article and approved the submitted version.



FUNDING

This study was received funding by the National Natural Science Foundation of China (Grant Numbers 12072214 and 11802253).


ABBREVIATIONS

SG, Stent grafts; CFD, Computational fluid dynamics; AAA, Abdominal aortic aneurysm; EVAR, Endovascular aortic aneurysm repair; IFU, Instruction for use; LNH, Local normalized helicity; SAR-TAWSS, Surface area ratio of low time-averaged wall shear stress; SAR-OSI, Surface area ratio of high oscillation shear index; h1, Average helicity; h2, Helicity intensity.


REFERENCES

Cao, H., Li, D., Li, Y., Qiu, Y., Liu, J., Pu, H., et al. (2020). Role of occlusion position in coronary artery fistulas with terminal aneurysms: a hemodynamic perspective. Cardiovasc. Eng. Technol. 11, 394–404. doi: 10.1007/s13239-020-00468-w

Cilla, M., Casales, M., Peña, E., Martínez, M., and Malvè, M. (2020). A parametric model for studying the aorta hemodynamics by means of the computational fluid dynamics. J. Biomech. 103:109691. doi: 10.1016/j.jbiomech.2020.109691

Dattani, N., Wild, J., Sidloff, D., Fishwick, N., Bown, M., Choke, E., et al. (2015). Outcomes following limb crossing in endovascular aneurysm repairs. Vasc. Endovascular Surg. 49, 52–57. doi: 10.1177/1538574415587512

Efstratios, G. (2012). Modeling and computational analysis of the hemodynamic effects of crossing the limbs in an aortic endograft (“ballerina” position). J. Endovasc. Ther. 19, 549–557. doi: 10.1583/12-3820.1

Fan, T., Lu, Y., Gao, Y., Meng, J., Tan, W., Huo, Y., et al. (2016). Hemodynamics of left internal mammary artery bypass graft: effect of anastomotic geometry, coronary artery stenosis, and postoperative time. J. Biomech. 49, 645–652. doi: 10.1016/j.jbiomech.2016.01.031

Georgakarakos, E., Xenakis, A., Manopoulos, C., Georgiadis, G. S., Argyriou, C., Tsangaris, S., et al. (2014). Studying the flow dynamics in an aortic endograft with crossed-limbs. Int. J. Artif. Organs 37, 81–87. doi: 10.5301/ijao.5000292

Grinberg, L., and Karniadakis, G. (2008). Outflow boundary conditions for arterial networks with multiple outlets. Ann. Biomed. Eng. 36, 1496–1514. doi: 10.1007/s10439-008-9527-7

Herman, C. R., Charbonneau, P., Hongku, K., Dubois, L., Hossain, S., Lee, K., et al. (2018). Any nonadherence to instructions for use predicts graft-related adverse events in patients undergoing elective endovascular aneurysm repair. J. Vasc. Surg. 67, 126–133. doi: 10.1016/j.jvs.2017.05.095

Iasiello, M., Vafai, K., Andreozzi, A., and Bianco, N. (2017). Analysis of non-Newtonian effects within an aorta-iliac bifurcation region. J. Biomech. 64, 153–163. doi: 10.1016/j.jbiomech.2017.09.042

Johnston, B., Johnston, P., Corney, S., and Kilpatrick, D. (2004). Non-Newtonian blood flow in human right coronary arteries: steady state simulations. J. Biomech. 37, 709–720. doi: 10.1016/j.jbiomech.2003.09.016

Joly, F., Soulez, G., Lessard, S., Kauffmann, C., and Vignon-Clementel, I. (2019). A cohort longitudinal study identifies morphology and hemodynamics predictors of abdominal aortic aneurysm growth. Ann. Biomed. Eng. 48, 606–623. doi: 10.1007/s10439-019-02375-1

Kelsey, L., Powell, J., Norman, P., Miller, K., and Doyle, B. (2016). A comparison of hemodynamic metrics and intraluminal thrombus burden in a common iliac artery aneurysm: comparing hemodynamic metrics with thrombus in iliac artery aneurysms. International J. Numer. Methods Biomed. Eng. 33:e02821.

Kyriakou, F., Maclean, C., Dempster, W., and Nash, D. (2020). Efficiently simulating an endograft deployment: a methodology for detailed CFD analyses. Ann. Biomed. Eng. 48, 2448–2465. doi: 10.1007/s10439-020-02519-8

Liu, M., Sun, A., and Deng, X. (2018). Hemodynamic performance within crossed stent grafts: computational and experimental study on the effect of cross position and angle. Biomed. Eng. Online 17:85. doi: 10.1186/s12938-018-0517-1

Liu, X., Sun, A., Fan, Y., and Deng, X. (2014). Physiological significance of helical flow in the arterial system and its potential clinical applications. Ann. Biomed. Eng. 43, 3–15. doi: 10.1007/s10439-014-1097-2

Mills, C., Gabe, I., Gault, J., Mason, D., Ross, J. J., Braunwald, E., et al. (1970). Pressure flow relationship and vascular impedance in man. Cardiovasc. Res. 4, 405–417.

Nordgaard, H., Swillens, A., Nordhaug, D., Kirkeby-Garstad, I., Van Loo, D., Vitale, N., et al. (2010). Impact of competitive flow on wall shear stress in coronary surgery: computational fluid dynamics of a LIMA-LAD model. Cardiovasc. Res. 88, 512–519. doi: 10.1093/cvr/cvq210

Pandey, R., Kumar, D., Majdoubi, J., Rahimi-Gorji, M., and Srivastav, V. (2019). A review study on blood in human coronary artery: numerical approach. Comput. Methods Programs Biomed. 187:105243.

Papaioannou, T., and Stefanadis, C. (2005). Vascular Wall Shear Stress: Basic Principles and Methods. Hellenic J. Cardiol. 46, 9–15.

Prasad, A., Xiao, N., Gong, X.-Y., Zarins, C., and Figueroa, C. (2012). A computational framework for investigating the positional stability of aortic endografts. Biomech. Model. Mechanobiol. 12, 869–887. doi: 10.1007/s10237-012-0450-3

Prashantha, B., and Anish, S. (2019). Computational investigations on the hemodynamic performance of a new swirl generator in bifurcated arteries. Comput. Methods Biomech. Biomed. Eng. 22, 364–375. doi: 10.1080/10255842.2018.1556974

Qiu, Y., Yuan, D., Wang, Y., Wen, J., and Zheng, T. (2018). Hemodynamic investigation of a patient-specific abdominal aortic aneurysm with iliac artery tortuosity. Comput. Methods Biomech. Biomed. Eng. 21, 824–833. doi: 10.1080/10255842.2018.1522531

Ramaiah, V. G., Thompson, C. S., Shafique, S., Rodriguez, J. A., Ravi, R., DiMugno, L., et al. (2002). Crossing the limbs: a useful adjunct for successful deployment of the AneuRx stent-graft. J. Endovasc. Ther. 9, 583–586. doi: 10.1177/152660280200900505

Raptis, A., Xenos, M., Georgakarakos, E., Kouvelos, G., Giannoukas, A., Labropoulos, N., et al. (2017a). Comparison of physiological and post-endovascular aneurysm repair infrarenal blood flow. Comput. Methods Biomech. Biomed. Eng. 20, 242–249. doi: 10.1080/10255842.2016.1215437

Raptis, A., Xenos, M., Georgakarakos, E., Kouvelos, G., Giannoukas, A., and Matsagkas, M. (2017b). Hemodynamic profile of two aortic endografts accounting for their post-implantation position. J. Med. Devices 11:02 1003.

Rodel, S. G., Geelkerken, R. H., Prescott, R. J., Florek, H. J., Kasprzak, P., Brunkwall, J., et al. (2009). The Anaconda AAA stent graft system: 2-year clinical and technical results of a multicentre clinical evaluation. Eur. J. Vasc. Endovasc. Surg. 38, 732–740. doi: 10.1016/j.ejvs.2009.08.007

Shek, T. L., Tse, L. W., Nabovati, A., and Amon, C. H. (2012). Computational fluid dynamics evaluation of the cross-limb stent graft configuration for endovascular aneurysm repair. J. Biomech. Eng. 134:121002. doi: 10.1115/1.4007950

Stefanov, F., McGloughlin, T., and Morris, L. (2016). A computational assessment of the hemodynamic effects of crossed and non-crossed bifurcated stent-graft devices for the treatment of abdominal aortic aneurysms. Med. Eng. Phys. 38, 1458–1473. doi: 10.1016/j.medengphy.2016.09.011

Sternbergh, W. C. III, Carter, G., York, J. W., Yoselevitz, M., and Money, S. R. (2002). Aortic neck angulation predicts adverse outcome with endovascular abdominal aortic aneurysm repair. J. Vasc. Surg. 35, 482–486. doi: 10.1067/mva.2002.119506

Sternbergh Iii, W. C., Money, S., Greenberg, R., and Chuter, T. (2004). Influence of endograft oversizing on device migration, endoleak, aneurysm shrinkage, and aortic neck dilation: results from the Zenith Multicenter Trial. J. Vasc. Surg. 39, 20–26. doi: 10.1016/j.jvs.2003.09.022

Tasso, P., Lodi Rizzini, M., Raptis, A., Matsagkas, M., De Nisco, G., Gallo, D., et al. (2019). In-stent graft helical flow intensity reduces the risk of migration after endovascular aortic repair. J. Biomech. 94, 170–179. doi: 10.1016/j.jbiomech.2019.07.034

Tasso, P., Raptis, A., Matsagkas, M., Lodi Rizzini, M., Gallo, D., Xenos, M., et al. (2018). Abdominal aortic aneurysm endovascular repair: profiling post-implantation morphometry and hemodynamics with image-based computational fluid dynamics. J. Biomech. Eng. [Epub ahead of print]. doi: 10.1115/1.4040337

Wang, J., Zhao, J., Ma, Y., Huang, B., Yang, Y., Yuan, D., et al. (2021). Mid Term Outcomes of Crossed Limb vs Standard Limb Configuration in Endovascular Abdominal Aortic Aneurysm Repair: a propensity score analysis. J. Vasc. Surg. 73:1832. doi: 10.1016/j.ejvs.2021.01.018

Xiong, Z., Yang, P., Li, D., Qiu, Y., Zheng, T., and Hu, J. (2020). A computational fluid dynamics analysis of a patient with acute non-A-non-B aortic dissection after type I hybrid arch repair. Med. Eng. Phys. 77, 43–52. doi: 10.1016/j.medengphy.2019.10.019

Xiong, Z., Yuan, D., Wang, J., Zheng, T., and Fan, Y. (2021). Influence of renal artery stenosis morphology on hemodynamics. Comput. Methods Biomech. Biomed. Eng. 24, 1294–1301.

Yagihashi, K., Nishimaki, H., Ogawa, Y., Chiba, K., Murakami, K., Ro, D., et al. (2017). Early and mid-term results of endovascular aortic repair using a crossed-limb technique for patients with severely splayed iliac angulation. Ann. Vasc. Dis. 11, 91–95. doi: 10.3400/avd.oa.16-00135

Zhan, F., Fan, Y., and Deng, X. (2010). Swirling flow created in a glass tube suppressed platelet adhesion to the surface of the tube: its implication in the design of small-caliber arterial grafts. Thromb. Res. 125, 413–418. doi: 10.1016/j.thromres.2009.02.011

Zhan, F., Fan, Y.-B., and Deng, X.-Y. (2011). Effect of swirling flow on platelet concentration distribution in small-caliber artificial grafts and end-to-end anastomoses. Acta Mech. Sin. 27, 833–839.


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Qing, Qiu, Wang, Zheng and Yuan. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 06 January 2022
doi: 10.3389/fphys.2021.787082





[image: image]

Image-Based Computational Hemodynamics Analysis of Systolic Obstruction in Hypertrophic Cardiomyopathy

Ivan Fumagalli1*, Piermario Vitullo1, Christian Vergara2, Marco Fedele1, Antonio F. Corno3, Sonia Ippolito4, Roberto Scrofani5 and Alfio Quarteroni1,6

1MOX, Dipartimento di Matematica, Politecnico di Milano, Milan, Italy

2LaBS, Dipartimento di Chimica, Materiali e Ingegneria Chimica “Giulio Natta”, Politecnico di Milano, Milan, Italy

3Children’s Heart Institute, Hermann Children’s Hospital, McGovern Medical School, University of Texas Health, Houston, TX, United States

4Radiology Unit, L. Sacco Hospital, Milan, Italy

5Cardiac Surgery Unit, L. Sacco Hospital, Milan, Italy

6Institute of Mathematics, École Polytechnique Fédérale de Lausanne, Lausanne, Switzerland

Edited by:
Daniela Valdez-Jasso, University of California, San Diego, United States

Reviewed by:
Maximilian Balmus, King’s College London, United Kingdom
Dominik Obrist, University of Bern, Switzerland

*Correspondence: Ivan Fumagalli, ivan.fumagalli@polimi.it

Specialty section: This article was submitted to Computational Physiology and Medicine, a section of the journal Frontiers in Physiology

Received: 30 September 2021
Accepted: 13 December 2021
Published: 06 January 2022

Citation: Fumagalli I, Vitullo P, Vergara C, Fedele M, Corno AF, Ippolito S, Scrofani R and Quarteroni A (2022) Image-Based Computational Hemodynamics Analysis of Systolic Obstruction in Hypertrophic Cardiomyopathy. Front. Physiol. 12:787082. doi: 10.3389/fphys.2021.787082

Hypertrophic Cardiomyopathy (HCM) is a pathological condition characterized by an abnormal thickening of the myocardium. When affecting the medio-basal portion of the septum, it is named Hypertrophic Obstructive Cardiomyopathy (HOCM) because it induces a flow obstruction in the left ventricular outflow tract. In any type of HCM, the myocardial function can become compromised, possibly resulting in cardiac death. In this study, we investigated with computational analysis the hemodynamics of patients with different types of HCM. The aim was quantifying the effects of this pathology on the intraventricular blood flow and pressure gradients, and providing information potentially useful to guide the indication and the modality of the surgical treatment (septal myectomy). We employed an image-based computational approach, integrating fluid dynamics simulations with geometric and functional data, reconstructed from standard cardiac cine-MRI acquisitions. We showed that with our approach we can better understand the patho-physiological behavior of intraventricular blood flow dynamics due to the abnormal morphological and functional aspect of the left ventricle. The main results of our investigation are: (a) a detailed patient-specific analysis of the blood velocity, pressure and stress distribution associated to HCM; (b) a computation-based classification of patients affected by HCM that can complement the current clinical guidelines for the diagnosis and treatment of HOCM.

Keywords: hypertrophic cardiomyopathy, septal myectomy, cardiac cine-MRI, image-based computational fluid dynamics, mitral valve, patient-specific simulations


INTRODUCTION

Hypertrophic Cardiomyopathy (HCM) is a typically congenital cardiac disorder characterized by an abnormal thickening of the myocardium (wall thickness exceeding 15 mm, in adult patients) without additional causes inducing secondary hypertrophy (Elliott et al., 2014). The prevalence is 0.2–0.6% in the Western world population, with a reported annual mortality rate of 1%. When the thickening affects the medio-basal region of the interventricular septum, this condition may cause a flow obstruction in the Left Ventricular Outflow Tract (LVOT), and thus it is named Hypertrophic Obstructive Cardiomyopathy (HOCM). People with mild forms of HOCM often remain oligosymptomatic or even asymptomatic for many years. Otherwise, they may develop dyspnea, angina pectoris, or stress-induced syncope, with an increased risk of sudden cardiac death, particularly in young people and athletes, more easily exposed to physical efforts that require a sudden increase of the cardiac output. The pathological effects of HOCM can be worsened by concurrent conditions increasing the ventricular pressure afterload, such as systemic hypertension and/or aortic valve stenosis. The LVOT obstruction is dynamical, and largely influenced by changes in left ventricular pressure overload and contractility, with subsequently increased systolic pressure in the Left Ventricle (LV) and possible secondary Mitral Valve Regurgitation (MVR), myocardial ischemia, and reduction in cardiac output. In particularly severe conditions, a Systolic Anterior Motion (SAM) of the mitral valve can occur, thus further worsening the LVOT obstruction (Jiang et al., 1987; Geske et al., 2012; Ibrahim et al., 2012; Sherrid et al., 2016; Akiyama et al., 2017).

One of the most frequently employed surgical treatments for a pathologically relevant HOCM is the septal myectomy, namely the resection of a portion of the interventricular septum, to abolish or reduce the obstruction in the LVOT (Morrow et al., 1975; Ommen et al., 2005; Elliott et al., 2014; Maron and Nishimura, 2014; Nicolò et al., 2019). Therefore, identifying the location and extension of the septal region responsible for such obstruction is of paramount importance to guide the preoperative design of the surgical procedure.

To obtain quantitative indications on velocity patterns, pressure gradients and wall shear stresses associated to the ventricular blood flow dynamics, computational hemodynamics approaches have proved to be extremely helpful, thanks to their flexibility and level of detail (Quarteroni et al., 2017). In this regard, two main standpoints are currently adopted: Fluid-Structure Interaction (FSI) simulations and prescribed-motion Computational Fluid Dynamics (CFD). The first approach consists in looking for the coupled solution of the fluid dynamics of blood flow and of the structure mechanics of the myocardium and cardiac valves, thus requiring a proper calibration of the mechanical parameters of the tissue, and possibly entailing a very high computational cost (Kunzelman et al., 2007; Su et al., 2014; Gao et al., 2017; Lassila et al., 2017; Karabelas et al., 2018; Collia et al., 2019; Feng et al., 2019; Kaiser et al., 2020; Meschini et al., 2021). On the other hand, in image-based CFD, the patient-specific displacement of the myocardium and valves leaflets is reconstructed from kinetic medical images (such as cardiac cine-MRI) and then prescribed as endocardial displacement to obtain the fluid domain configuration. This latter approach, by reducing the mathematical complexity of the problem with respect to a full FSI system, at the expense of requiring a more complex image processing procedure, has provided insightful indications on cardiovascular diseases in a series of reports (D’Elia et al., 2011; Seo et al., 2014; Chnafa et al., 2016; Otani et al., 2016; Su et al., 2016; Bavo et al., 2017; This et al., 2020), including the computational study of HCM (Deng et al., 2018; Nardi et al., 2019; Fumagalli et al., 2020). In all the quoted references, the reconstruction of the endocardium geometry was mainly based on the sole short-axis acquisition series, whereas long-axis views are only employed to identify some specific points or distances. This limitation was mainly due to the relative difficulty of combining the data from different acquisitions.

The goal of this study was to investigate the hemodynamics in the systolic phase and the LVOT obstruction severity and extent in patients with HCM, and also to provide quantitative information useful to potentially guide the design of the possible surgical treatment. To these aims, we used a computational procedure based on cardiac cine-MRI data (Fumagalli et al., 2020), and we introduced further improvements for the integration of short-axis and long-axis views. By the reconstruction procedure that we propose and employ in the present study, we merge all the cine-MRI series in a single image: this entails the extraction of all the geometric information from the imaging data, thus yielding an improved level of detail in the reconstructed geometry and displacement of the LV with respect to the standard reconstructions based on the sole short-axis acquisition series. The ventricular motion was employed to set up the boundary conditions at the wall for the CFD analysis, and it was then extended to the mitral valve leaflets, whose effects on the hemodynamics were accounted for by a resistive method (Fedele et al., 2017; Fumagalli et al., 2020).

The novelty of this study consists in the quantitative comparison of patients with some types of HCM by means of the extended computational procedure outlined above, based on routinely acquired cardiac cine-MRI data. This results in a CFD-based assessment and classification of the severity of the HCM-induced flow obstruction with ad hoc designed hemodynamical indicators, and the identification of the region of the septal wall most suitable for the surgical approach by septal myectomy. The systematic discussion of the outcomes represents a step forward toward the applicability of our computational tools to accompany standard diagnostical procedures, and the definition of a comprehensive severity score for HOCM including hemodynamics indicators.



MATERIALS AND METHODS

In the present section, we describe the imaging data on which this study is based, and we introduce a computational procedure encompassing image processing, surface morphing, and numerical simulations for the study of the hemodynamics in LV and ascending aorta.


Patients Data

Cardiac cine-MRI data of three patients were provided by L. Sacco Hospital in Milano, Italy, with the approval of the Ethics Committee and in accordance with the ethics guideline of the institutions involved, including the signed consent of the patient. The main characteristics of the patients are reported in Table 1.


TABLE 1. Main characteristics of the HCM patients investigated.
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The following are the clinical features of the patients:


•Patient 1. The overall contractility of the right ventricle is preserved, despite the hypertrophy involving also the free right ventricular wall, and in contrast with the reduced overall systolic function of the LV. She also presented with a mild pericardial effusion. No valve regurgitation or stenosis were reported.

•Patient 2. This patient is a smoker, hypertensive and overweight; he experienced chest pain and incipient dyspnea, and was recently hospitalized for heart failure. Subsequent electrocardiography limited the electrophysiological findings to sporadic extrasystoles. A trivial degree of regurgitation was reported for the aortic and tricuspid valves, but not for the mitral valve. The right ventricle had a significantly reduced systolic function (ejection fraction = 12%) although the values of its walls thickness remained in the normal range.

•Patient 3. No effusions, edemas, fibrosis, or other concurrent conditions were reported, except for a prolapse of the anterior leaflet of the mitral valve toward the septum (SAM), without regurgitation.



For each patient, the data included different views, with different resolution properties: a volumetric short-axis acquisition, with a spacing and a slice thickness of 8 mm along the LV main axis, a space resolution of 1 mm and a time resolution of 1/20 of the heartbeat; a set of single-slice, two-dimensional long-axis acquisitions on the so-called two-chambers, three-chambers, and four-chambers planes, with space resolution of 1 mm and time resolution of 1/20 or 1/30 of the heartbeat. These are standard cardiac cine-MRI data, routinely acquired during diagnostical procedures: the reconstruction algorithm presented in this study does not require the setup of ad hoc acquisitions.

So far, none of these patients underwent surgery yet, based on the indications given by their attending clinicians.



Reconstruction of Geometry and Motion

Since the only available three-dimensional data was represented by the short-axis views, which, however, has a relatively low resolution along the LV main axis, we developed an algorithm to enhance the short-axis images with the long-axis acquisitions (commonly named as 2/3/4-chambers views) obtaining a high-resolution artificial, time-dependent series of volumetric image. This represents the first step of our reconstruction algorithm, described in the following Algorithm 1 and depicted in Figure 1.
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FIGURE 1. Reconstruction algorithm. Numbers correspond to the steps of Algorithm 1.


Algorithm 1 – Reconstruction procedure.


1.Create a high-resolution artificial image merging the information from all the available cine-MRI series. This operation encompasses:

1.a.creating an empty artificial image initialized with the short-axis bounding box and with a uniform space resolution of 1 mm in the three cartesian directions;

1.b.for each target pixel of this new artificial image, identify the nearest pixel on each slice of the input cine-MRI series;

1.c.compute the new gray level as a weighted average of the values of the pixels identified at point b, with the weights depending on their distance from the target pixel;

2.for each instant of the artificial image, segment both the endocardium and the epicardium of the LV;

3.intersecting the endocardium and epicardium surfaces obtained at the previous step, obtain a volumetric representation of the myocardium as a level-set image;

4.choosing the end of systole as a reference configuration, apply a registration algorithm among the level-set images of the myocardium, to obtain a displacement field for each acquisition time. The displacement field is applied to the endocardium surface of the reference configuration to obtain its evolution throughout the heartbeat;

5.complete the geometry resorting to a template geometry: from the Zygote solid 3D heart model (Zygote Media Group Inc., 2014), a healthy heart complete geometry reconstructed from CT-scans, we extract the aorta and the mitral valve leaflets. The templates are adapted to the patient-specific LV, based on its aortic and mitral valves annulus, to obtain a complete computational domain for the study of the systolic phase, and the displacement field obtained in step 4 is extended to the whole geometry.



The reconstruction procedure presented above is based on the one we previously reported (Fumagalli et al., 2020). The main advancement is represented by the generation of the enriched artificial images described at step 1 and their employment to accurately capture the patient-specific aorto-mitral annulus (exploited at steps 3 and 5) and the shortening and elongation of the LV directly from segmentation, without the need to measure it separately. The merging tools presented in the first step of the algorithm have been implemented in MATLAB (SCR_001622). As reconstruction tools, we employed the Medical Image Toolkit (MITK)1 (Wolf et al., 2005; Nolden et al., 2013) for the segmentation step 2, a procedure based on SimpleITK2 for the registration step 4, whereas for the other steps and for the automatic generation of the hexahedral mesh we employed the tools presented in Fedele and Quarteroni (2021) and other ad hoc semi-automatic tools hinging upon the Visualization Toolkit (VTK, SCR_015013)3 and the Vascular Modeling Toolkit (VMTK, SCR_001893)4 (Antiga et al., 2008).

Regarding the mitral valve, the use of a template geometry was motivated by the fact that, usually, standard MRI acquisitions do not provide sufficient details to allow an accurate reconstruction of the valves leaflets. Since we only investigated the systolic phase, and since mitral regurgitation was not present in any of the patients, the valve was maintained closed during the whole systolic phase. However, we believe it was important to include the mitral valve in the domain, since it defines two thirds of the LVOT boundaries and thus influences the blood dynamics. For all the patients we considered the same mitral valve geometry template, adapted to the patient’s annulus as described in point 5 of Algorithm 1. In particular, for Patient 3 we do not consider the SAM of the valve, in order to isolate and analyze only the HCM-induced effects on the blood flow.



Mathematical Model – Computational Fluid Dynamics

The computational domain, comprising the LV, the ascending aorta, and the surface ΓMV representing the mitral valve leaflets, is displayed in Figure 2. We denote by Σout the outlet section of the ascending aorta and by Σwall the boundary comprising the ventricular endocardium and the aortic wall. Under the common assumption that blood is an incompressible Newtonian fluid, at least in the heart chambers and large vessels, we could model its flow by incompressible Navier-Stokes equations, with density ρ = 1.06 × 103 kg/m3 and viscosity μ = 3.5 × 10–3 Pa × s (Quarteroni et al., 2019). The ventricle contraction and the displacement of the domain, reconstructed from the imaging data as described in the previous section, is prescribed as wall motion for the fluid problem and incorporated in the model by an Arbitrary Lagrangian-Eulerian (ALE) formulation of Navier–Stokes equations (Donea et al., 1982; Formaggia and Nobile, 1999) whereas the mitral valve ΓMV is modeled as a surface immersed in the fluid dynamics domain by the Resistive Immersed Implicit Surface (RIIS) method. RIIS lays in the class of immersed boundary methods (Peskin, 1972; De Hart et al., 2003; Iaccarino and Verzicco, 2003; Mittal and Iaccarino, 2005; van Loon et al., 2006; Griffith et al., 2009; Borazjani et al., 2010; Griffith, 2012; Borazjani, 2013; Kamensky et al., 2015; Wu et al., 2018). It was previously introduced by us (Fedele et al., 2017), based on the Resistive Immersed Surface method developed by another group (Fernández et al., 2008; Astorino et al., 2012), and it has been already applied by us in the study of the Systolic Anterior Motion (SAM) of the mitral valve (Fumagalli et al., 2020). A comprehensive discussion on the numerical modeling of heart valves is available in the literature (Yoganathan et al., 2005; Sotiropoulos and Borazjani, 2009; Votta et al., 2012; Marom, 2015; Mittal et al., 2016; Quarteroni et al., 2019). Since we focused our study on the systolic phase, and we want to analyze the effects of only the HCM-associated ventricular shape and motion on the blood flow, we prescribed a physiological pressure waveform, derived from Wiggers diagrams (Wiggers, 1923), as outflow condition at the distal section Σout of the ascending aorta. Because of the same reason, and as the main focus of the study was the assessment of the intraventricular obstruction, we did not include the aortic valve in the computational model.


[image: image]

FIGURE 2. Computational domain Ω with its outlet section Σout and the endocardial and aortic walls Σwall. ΓMV denotes the mitral valve leaflets.


The problem was numerically solved by means of a first order semi-implicit time discretization and a SUPG/PSPG-stabilized piecewise linear Finite Element Method for space discretization of both velocity and pressure [see (Tezduyar and Sathe, 2003; Bazilevs et al., 2007; Forti and Dedè, 2015; Fumagalli et al., 2020) for further details], implemented in life×5, a multiphysics high-performance library based on the deal.II core6 and developed in the iHEART project.7 For all the patients, we discretized the domain by a hexahedral computational mesh with an average size of h = 1 mm and a local refinement to h = 0.3 mm in the region of the mitral valve and the LVOT, as shown in Figure 3. A simulation timestep of Δt = 10–4 s is adopted, and a smooth spline interpolation was used to represent the reconstructed displacements on the simulations time grid. We performed a mesh convergence test ensuring that no significant differences may be found by using a finer mesh or a smaller timestep.
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FIGURE 3. Computational mesh for the patients under investigation. In the box, a zoom showing the local refinement in the LVOT.




Outputs of Interest

The reconstruction procedure and the computational methods described above allowed to obtain different relevant outputs about the overall cardiac function and the hemodynamics of the patients under investigation. In addition to well-known biomarkers such as the stroke volume (SV), the end-diastolic/end-systolic volume (EDV/ESV) and ejection fraction (EF), an accurate reconstruction of the LV volume changes occurring throughout the heartbeat was recovered. Then, focusing on the systolic phase, we could assess the possible HCM-induced obstruction in terms of velocity distribution, aortic jet development and pressure gradients. A particularly relevant indicator for the clinical assessment of the obstruction severity is the distribution of pressure along the septum. This information provides a quantitative measure of the spatial location and extension of the obstruction, very useful for the design of the surgical approach for HOCM: septal myectomy. Finally, thanks to the additional functionality offered by CFD with respect to diagnostical tests, we analyzed the Wall Shear Stress (WSS) on the endocardium and the aortic wall, which affects wall cell growth and possible flow-induced damage (Dolan et al., 2013), and evaluated the turbulent and vortex structures developing in the aorta by the Q-criterion (Hunt et al., 1988).




RESULTS

In this section, we present the outcomes of the proposed computational procedure for the data of three patients described above, in terms of geometric, functional, and hemodynamics indicators.

From the reconstruction procedure we obtained the displacement fields shown in Figure 4. The distribution of displacement and its intensity are significantly different among the three patients under investigation, expressing the high variability of the effects of HCM on the ventricular contractility. Indeed, we observe a generally reduced motion of the septal wall, and at the same time we can notice that for Patient 1 this reduction is mostly concentrated in the region near to the ventricular base, whereas Patient 2 has a more homogenously distributed hypokinesis. These differences in the movement of the endocardial wall are reflected in the evolution of the volume of the LV cavity (Figure 5). A remarkable difference in this sense is displayed by Patient 2, with a slowed diastolic expansion after the end of systole, at 0.4 s. This is in accordance with the reduced ejection fraction of the patient (Table 2). In the same table, we can also compare the volume measurements obtained by our reconstruction with those estimated during the data acquisition. The end diastolic volumes (EDV) show a relatively good agreement between the reconstructed and estimated values, with a relative difference of less than 8% for all patients. On the other hand, the discrepancies between the two sources of data can be explained by the fact that the clinical estimates of volumes from cardiac cine-MRI are based on the approximation of LV as an ellipsoid (Hergan et al., 2008), which may not be particularly accurate for the end systolic volume (ESV), especially in the case of patients with HCM, for which contraction may be spatially inhomogeneous, and thus the geometry of the ventricle can present significant distortions.
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FIGURE 4. Reconstructed displacement field of the three patients, at the end of diastole (t = 0 s) and in late systole (t = 0.2 s). LV aligned vertically, with septal wall on the left.
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FIGURE 5. Evolution of the reconstructed volume of the LV cavity. Circled points: instants of the MRI segmentation; solid line: spline interpolation on all the times of the simulation.


TABLE 2. End-diastolic volume (EDV), end-systolic volume (ESV), and ejection fraction (EF) as reconstructed from the computational procedure (above) and from clinical estimations (below).
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Having discussed the reconstruction of the ventricular displacement, we now present the results of the computational hemodynamics simulations under such prescribed motion. As the aim of the present study was to assess the possible obstructions induced on the flow by HCM, we focus on the systolic phase. Figure 6 shows the blood velocity field on a longitudinal slice for the three patients at three different times during the systolic phase. As a first aspect, we can notice significant differences in the timing of the systolic peak. Patient 1 shows a very quick blood acceleration in the early stages of the ejection, with a strong jet involving the whole aortic root and a maximum velocity of 1.38 m/s attained at t = 0.08 s, then followed by a relatively slower deceleration. Patient 2 and 3, instead, present a more progressive development of the aortic jet, with a maximum velocity of 1.31 and 2.2 m/s at times t = 0.23 and 0.20 s, respectively, and persistent high velocity values (>1 m/s) also at later stages of the systolic phase. These two patients also have in common the impingement of the jet on the wall of the aorta just downstream to the Valsalva sinuses (superior wall for Patient 2 and inferior wall for Patient 3), although with different velocity values. In terms of velocity peak, Patients 1 and 2 lay just above the limits of the range of physiological values (1–1.2 m/s), whereas Patient 3 attains a pathological value.
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FIGURE 6. Velocity distributions on a two-dimensional slice of the LV and ascending aorta, orthogonal to the latero-lateral axis of the LV (as shown on the right), at significant times during systole.


Further information on the blood flow can be obtained from the Q-criterion representation of Figure 7, which identifies vortex structures in the flow (Hunt et al., 1988). In the case of Patient 1, we can notice that the aortic jet develops in the early systole, due to the systolic peak occurring at t = 0.08 s, and the corresponding large coherent structure visible in Figure 7 at t = 0.1 s rapidly splits up into smaller structures that are progressively breaking down along the flow. A similar behavior is shown by Patient 2 (apart from the systolic peak occurring later in systole, at t = 0.23 s), with the breakdown of the jet into disorganized structures being mainly localized in the aortic root. This is consistent with experimental and computational studies that can be found in the literature, e.g., (Sotiropoulos et al., 2016; Becsek et al., 2020), where the vortex-to-vortex interaction is shown to yield a transition to a flow state dominated by small eddies in a short time and near the distal section of the aortic root: our computational model is able to reproduce such main features, which are associated to a flow in transition to turbulence, despite the absence of the aortic valve leaflets which would introduce more accurate results at the expense of a more complex pre-processing procedure. Regarding Patient 3, the higher peak velocity, that lays in the pathological range, entails the generation of larger vortex structures as well as their persistence in the whole ascending aorta: a distinct transition to the turbulent regime characterizes this case (maximum Reynolds number in the aortic root: Re = 12000).
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FIGURE 7. Q-criterion contours [10 log-spaced values for Q in 2.4 × (104, 106) s– 1] colored by velocity magnitude at significant times during systole.


The velocity field can also be inspected to assess the duration of the HCM-induced obstruction. In particular, we introduce the quantity U(t) corresponding, for each time t, to the maximum blood velocity attained in the aorta, and we report its time evolution in Figure 8. For each of the three patients, we can identify a time interval in which significantly higher velocity values are attained, with respect to the rest of the systole. To provide a quantitative definition of this interval, we denote by Uthr the median value of U(t) over the whole systolic phase; then, we can define the duration of the obstruction as the length of the largest time interval in which the maximum velocity remains above Uthr. The results are reported in Table 3. For the three patients, we can notice that the systolic obstruction occurs during about the 30% of the systole. This evaluation is particularly significant for Patient 3, which is the only one in which pathologically high peak velocity values are attained, as mentioned above. Similar considerations can be drawn from the evolution of the difference between the average pressure in the LV and in the Valsalva sinuses: a detailed analysis of the pressure gradient distribution is presented in the following.
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FIGURE 8. Time evolution of the maximum blood velocity U(t) over the whole aorta. The median Uthr of U(t) over time for each patient is indicated by a dotted line.


TABLE 3. Duration of the obstruction and threshold value for its identification.
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One of the main quantities that is inspected in the assessment of the hypertrophy-induced obstruction is the intraventricular pressure gradient, that is the variation of pressure in the LVOT. Figure 9 displays the distribution of the difference Δp = p-pout between the pressure p and its value pout at the outlet section Σout of the ascending aorta. For all patients and at all times, significant pressure gradients can be appreciated as expected in the LVOT and (at a smaller extent) in the Valsalva sinuses, whereas pressure is essentially uniform elsewhere. The overall pressure gradient of Patient 1 is always between −3 and 3 mmHg, whereas for the other two cases it is more than double. Regarding time evolution, each patient experiences an increase or a decrease of Δp at different stages of the systole, reflecting the variability that we observed above about the time dependence of the displacements and volume of the LV.
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FIGURE 9. Distribution of pressure difference Δp = p-pout on a longitudinal slice, at significant times during systole.


In order to provide a synthetic evaluation of the severity of the hypertrophy-induced obstruction, and to quantify its localization and extension, Figure 10 displays a plot of the pressure difference Δp on a line running along the septum. For each patient, the line we consider is identified as the intersection between the domain boundary and the plane passing through the right coronary ostium, the LV apex, and the center of the interventricular septum (see Figure 10, center). The pressure difference Δp is plotted against a normalized (with respect to the total length of the line from the ostium to the LV apex) coordinate running along the line, starting from the ostium. Each of these curves refers to the time with the recording of the highest pressure gradient, for every patient. As a first comment, this plot confirms that the whole pressure gradient essentially develops in the LVOT and the aortic valve orifice. In particular, for each patient, the spatial position of the flow obstruction is identified by the sudden increase in pressure, that is notably significant for Patient 3, for which the interventricular gradient max(Δp)-min(Δp) = 12 mmHg is definitely larger than the typical physiological pressure difference between LV and ascending aorta (<5 mmHg, [Elliott et al., 2014]). In the case of Patient 3 we also observe a pressure drop concentrated in the subaortic portion of the LVOT.
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FIGURE 10. Distribution of pressure difference with respect to the Valsalva sinuses (left) and wall shear stress (right) along a line on the septum (center), at the instant of maximum pressure gradient: Patient 1, t = 0.08 s; Patient 2, t = 0.16 s; and Patient 3, t = 0.20 s. The distance is normalized with respect to the total length of the line. For each patient, the origin of the line in the right coronary ostium is denoted by 0, while the position of the aortic annulus (point A in the center figure) is indicated by a circle.


Figure 11 represents the WSS distribution on the endocardium and aortic wall. The higher values of WSS are attained at the aortic root, particularly at the systolic peak, and at the septal wall of the LVOT, for all patients: in the first tract of the aorta these stresses are associated to the impingement of the aortic jet on the aortic wall downstream to the Valsalva sinuses, whereas in the LVOT they are due to the hypertrophic septum deviating the blood flow, consistently with the obstruction observed above in terms of velocity and pressure distribution. This is confirmed also by the line plot of Figure 10, where the WSS is shown to reach its maximum in correspondence of the maximum pressure gradient: within the LVOT region for Patients 1 and 3, at the aortic annulus for Patient 2. An interesting behavior is shown also by Patient 1: the WSS values remain non-negligible on the septal part of the aortic annulus throughout the whole systole. Since such stresses are associated to velocity gradients, this is consistent with the persistent vortical structures that can be observed in Figure 7, in the same region.
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FIGURE 11. Wall shear stress distributions at significant times during systole: view from the interventricular septum. In the boxes, WSS distribution on the aortic root wall at the systolic peak (view from the atrial side): Patient 1, t = 0.08 s; Patient 2, t = 0.23 s; and Patient 3, t = 0.20 s.




DISCUSSION

We introduced and applied an image-based computational approach for the analysis of the hemodynamics in patients suffering from hypertrophic cardiomyopathy. To reconstruct the geometry and the motion of the LV, we started from cine-MRI data, the gold standard for the clinical assessment of the heart function (Maceira et al., 2006; Karamitsos et al., 2009; Gulsin et al., 2017), especially regarding the diagnosis of HCM (Rickers et al., 2005; To et al., 2011; Maron, 2012). In particular, we employed standard cardiac cine-MRI data routinely acquired in diagnostic procedures, without ad hoc acquisition series, in order for our procedure to be applicable in virtually any clinical setting. From such data, we could generate a time-dependent, volumetric artificial image with a relatively high resolution in all directions, used to reconstruct the patient-specific geometry and motion of the left ventricle and ascending aorta during a complete heartbeat. The resulting time-dependent displacement was employed as a boundary condition for the computational fluid dynamics description of the blood flow, by Navier-Stokes equations in the ALE form. A resistive method was adopted to immerse the mitral valve leaflets in the domain.

The results of the reconstruction procedure displayed a considerable variability of the ventricle geometry and contractility among three different HCM patients. Different portions of the endocardium can be affected by hypokinesis, leading to different evolutions of the chamber volume and shape. The associated inhomogeneities in the ventricular displacement, as well as the assessment of the end-diastolic and end-systolic volume, showed how the ellipsoid approximation commonly employed in clinical evaluations may be quite inaccurate and yield a non-negligible underestimation of the ejection fraction.

In addition to the morphological data that can be extracted from clinical images, CFD simulations provide additional information on the blood flow in terms of velocity, vortical structures, and distribution of pressure and stress. To account for the domain motion, we adopted the approach of prescribed-motion CFD, which differs from the FSI approach in which the displacement of the cardiac muscle is the outcome of a mechanics model. By imposing directly the patient-specific image-based motion reconstructed from cardiac cine-MRI, we eliminated the need of a patient-dependent calibration of the myocardium mechanical model and the additional computational cost of solving the structural equations coupled with hemodynamics. This came at the expense of a more complex reconstruction procedure, described and discussed above. To the best of our knowledge, the present study represents the first comparison of the hemodynamics of HCM patients based on computational hemodynamics with image-based patient-specific endocardial displacement.

The hemodynamics results quantified the flow obstruction induced by the hypertrophy of the myocardium. For all the patients, the obstruction lasted for 30% of the duration of systole. On the other hand, the typical systolic jet through the aortic orifice had significantly higher intensity in the case of obstruction than in the other cases, and this is strongly related with the pressure gradient developed in the LVOT and in the Valsalva sinuses.

The distribution of pressure on a line along the septum allowed to quantify the intraventricular pressure gradient and to identify its position and extension. The main pressure gradient develops in a very short length, in the order of 10–15 mm, and its location is different among the patients: for Patient 2 the main obstacle to the flow is represented by the aortic annulus, whereas for Patients 1 and 3 the obstruction is within the LVOT. Therefore, for Patients 1 and 3 we can state that the obstruction is directly correlated with the HCM-induced thickening of the basal portion of the septum. Moreover, in Patient 3 a pressure drop concentrates in the subaortic portion of the LVOT: this generates a Venturi effect often acknowledged as the main cause of the SAM of the mitral valve, further obstructing the flow through the LVOT and increasing the intraventricular pressure gradient, as previously reported and discussed (Fumagalli et al., 2020).

From this assessment, we can also derive clinical indications useful in the design of the possible surgical treatment by septal myectomy. Although this procedure is well-established and typically entails low mortality and an impressive long-term survival rate (Ommen et al., 2005; Maron and Nishimura, 2014), it is currently designed combining the imaging data and the surgeon’s experience, and more detailed quantitative information may be useful. In this regard, our identification of the regions of high pressure gradient along the septum may be directly exploited during the surgical procedure, since the distances on the line that we draw, starting from the right coronary ostium and running toward the ventricular apex, can be measured on the surgical field.

Our analysis highlighted also other regions of the patients’ anatomy that should be subject to follow-up examinations, although they are not directly involved by the hypertrophy. From the evaluation of the WSS, we could measure the impingement of the systolic jet on the aortic wall, particularly in the case of Patient 2 and 3, in whom follow-up future monitoring is advisable to reduce the risk of wall damage and possible aneurysm formation (Dolan et al., 2013).


Study Limitations

First, the present study analyzed a small number of subjects, and none of them underwent surgery so far, based on the indications given by their attending clinicians. Therefore, our study represents a proof of concept, and for the moment ex post clinical validation is still missing. However, being this a computational study, and not a statistical one, we designed an a priori model, supported by the imaging data and based on the physical principles of fluid dynamics, and not an a posteriori model based only on clinical measurements. As a consequence, our sample is in fact not limited, and it allowed us to provide useful quantitative information about the patients, with the possibility of future utilization for other HCM patients. For sure, investigations involving a larger number of patients will achieve a more comprehensive understanding of the hemodynamics of HCM, confirming our preliminary results, and better accounting for the strong inter-patient variability of this clinical condition. To facilitate this process, an improved automatization of the reconstruction procedure is under development, to reduce the time elapsing between the acquisition of data and the post-processing of computational results.

Second, the aortic valve leaflets are not considered in the current settings, since, in the absence of pathological features, they are expected to have a negligible influence on the development of the intraventricular obstruction, which is the main feature of interest to classify HOCM. However, including also that valve in the geometry would allow an accurate assessment of the flow in the ascending aorta.

Another limitation consists in the study of the systolic phase solely. To extend the assessment of the effects of HCM over the whole cardiac function, the model can be extended from the systolic phase to the full heartbeat (and possibly multiple heartbeats). This would entail to consider the valves opening and closing dynamics and to introduce a proper reconstruction of the left atrium: since such data is only partially available in standard cardiac cine-MRI data, an extension of the reconstruction algorithm should be envisaged.

Finally, alternative management options for HOCM, such as medical treatment with a combination of beta-blockers, calcium channel blockers, and/or antiarrhythmic medications, or other interventional approaches like septal ablation and potential implantation of cardioverter defibrillator, have not been discussed, as all of them are beyond the purpose of our computational study.




CONCLUSION

Regarding our patient population:


•The hypertrophy in Patient 1 does not induce an obstruction since little intraventricular pressure gradient is appreciable. Nevertheless, the inhomogeneous displacement partially hinders the effectiveness of the cardiac pump, with an ejection fraction that is just above the limit value of 50%.

•About Patient 2, the pressure gradient mainly develops at the aortic annulus, thus it is not directly associated to HCM. Moreover, it is of small magnitude, and it does not induce a pathologically intense aortic jet. However, the relatively large LV volume and rather generalized hypokinesis determine a low ejection fraction.

•Patient 3 fits different criterions for the definition of HOCM, with a strong aortic jet accompanied by a significant pressure gradient in the LVOT, and we could also quantify the Venturi effect that may have been at the origin of the development of a SAM of the mitral valve. Moreover, the obstruction has been localized, providing relevant indications for the design of a possible surgical treatment by septal myectomy.



These conclusions confirm the suitability and effectiveness of our proposed computational approach to assess the cardiac function and the hemodynamical implications of HCM, as well as to provide clinically relevant indications potentially useful to guide the surgical treatment of the disease.
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Stent implantation has been a primary treatment for stenosis and other intravascular diseases. However, the struts expansion procedure might cause endothelium lesion and the structure of the struts could disturb the blood flow environment near the wall of the blood vessel. These changes could damage the vascular innermost endothelial cell (EC) layer and pose risks of restenosis and post-deployment thrombosis. This research aims to investigate the effect of flow alterations on EC distribution in the presence of gap between two struts within the parallel flow chamber. To study how the gap presence impacts EC migration and the endothelialization effect on the surface of the struts, two struts were placed with specific orientations and positions on the EC layer in the flow chamber. After a 24-h exposure under wall shear stress (WSS), we observed the EC distribution conditons especially in the gap area. We also conducted computational fluid dynamics (CFD) simulations to calculate the WSS distribution. High EC-concentration areas on the bottom plate corresponded to the high WSS by the presence of gap between the two struts. To find the relation between the WSS and EC distributions on the fluorescence images, WSS condition by CFD simulation could be helpful for the EC distribution. The endothelialization rate, represented by EC density, on the downstream sides of both struts was higher than that on the upstream sides. These observations were made in the flow recirculation at the gap area between two struts. On two side surfaces between the gaps, meaning the downstream at the first and the upstream at the second struts, EC density differences on the downstream surfaces of the first strut were higher than on the upstream surfaces of the second strut. Finally, EC density varied along the struts when the struts were placed at tilted angles. These results indicate that, by the presence of gap between the struts, ECs distribution could be predicted in both perpendicular and tiled positions. And tiled placement affect ECs distribution on the strut side surfaces.

Keywords: endothelial cell, wall shear stress, flow chamber, stent strut, endothelialization, computational fluid dynamics


INTRODUCTION

Stent implantation is widely used to cure cardiovascular diseases such as stenosis or aneurysm (Borhani et al., 2018). However, during the stent deployment process, struts expansion could cause damage to the vascular endothelium. The endothelium lesion might induce first platelet aggregation to form a thrombus. Next, the overproliferated smooth muscle cells (SMCs) could generate neointima due to the inadequate endothelial cells (ECs) regulation. Multiple in vivo animal studies found that EC dysfunction could change the gene expression leading to abnormal platelet and SMC conditions (Kullo Iftikhar et al., 1997; Namba et al., 2003; Kipshidze et al., 2004; Songmingbao and Huanglan, 2014; Song and Lan, 2016). The formation of thrombus and neointima caused by EC dysfunction could promote the re-blocking of the blood vessel. The negative effect of re-blockage of the blood vessel, such as restenosis and thrombosis, has become a severe complication after the stenting treatment (Liu et al., 1989; Foley et al., 1994; Bavry et al., 2005; Mauri et al., 2005; Finn et al., 2007). Therefore, the complications by stent deployment could be considered as EC denudation around struts. To reduce the vessel re-blockage, accelerate the endothelialization, meaning covering the struts by ECs, is necessary as quick endothelialization on the strut could prevent platelet adhesion and inhibit SMC proliferation.

Endothelial cell forms the innermost layer in the blood vessel and is constantly exposed to the blood flow. To maintain vascular homeostasis, EC responds to the force generated by blood flow, especially the wall shear stress (WSS) (Jou et al., 2008; Meng et al., 2014; Cebral et al., 2017, 2019). Both in vivo and in vitro studies showed that WSS change could cause EC dysfunctions, such as those related to the vascular cell adhesion molecules secreted by ECs (Mannino et al., 2015; Kumar et al., 2018). On the morphological side, EC orientation and elongation could be observed due to the WSS change (Dewey et al., 1981; Levesque and Nerem, 1985; Palmer and Bizios, 1997).

The EC activities in response to the WSS drive the attention of in vitro study. The flow chamber could control the WSS on the lumen by its design. By using a parallel plate flow chamber, the inside flow condition could be set at a certain WSS value according to the inlet flow so that it is easier to subject the ECs to the WSS similar to the intravascular conditions (Usami et al., 1993; White Charles et al., 2001; Chung et al., 2003; McCann et al., 2005; Dolan et al., 2012; Balaguru et al., 2016; Wang et al., 2016; Erbeldinger et al., 2017). The parallel plate flow chamber is the most commonly used to study the flow stimuli on ECs. Various flow patterns could be induced in the chamber to study their effects on EC monolayer. In this study, the chamber was modified to make it capable to place the strut and allow the observation of EC on the strut surface. By the presence of one stent strut inside the flow chamber, the EC response distribution to the changed WSS due to the flow disturbance was observed (Anzai et al., 2020). Anzai et al. (2020) found that, after the flow exposure the appearance of ECs’ high concentration agrees with the appearance of high WSS using one strut. Including the paper (Anzai et al., 2020), several earlier studies on in vitro flow experiments have heavily utilized computational fluid dynamics (CFD) with a high degree of agreement toward the realistic flow conditions (Vogel et al., 2007; Kaur et al., 2012; Anisi et al., 2014).

On stent treatment, the intravascular flow conditions are usually predicted by CFD to deepen our understanding of how stenting affects intravascular hemodynamics and prove treatment efficacy (Frank et al., 2002). Predictions using CFD were also applied in the improvement of the stent design. Putra et al. (2017, 2019) showed that the gap between two struts influences the WSS environment as a stent design. The CFD could indicate different WSS distributions in the gap between struts. Then, the cell distributions on the strut surface in the gap should be observed.

Previous study used a parallel plate flow chamber with the presence of one strut observed EC distribution at both bottom plate of the dish and side surfaces of the strut. The objective of this study is to investigate the influence of gap between two struts on EC distribution at the dish surface and strut endothelialization process. We could observe that cell distribution follows the wall shear stress distribution by the CFD simulation. However, EC distribution on strut surfaces is different between the left and right sides, especially on side surfaces between the gap.



MATERIALS AND METHODS

In order to observe the EC distribution after the flow exposure with the presence of gap between two struts and the endothelialization effect on the surface of the strut, two struts were placed in a specific position and orientation on the EC monolayer inside the parallel flow chamber. CFD simulation was performed to analyze the flow condition inside the chamber.


Experiment of Flow Exposure

The human carotid artery endothelial cells (HCtAEC, Cell Applications, Inc., United States) with passage numbers between 5 and 9 were used in this study. ECs were two-dimentionally cultured in 35-mm culture dishes precoated with gelatin solution (FUJIFILM Wako Pure Chemical Corporation, Japan) until reaching confluency. The proliferation medium used both in the cell culture and flow exposure experiments was the same as that described previously by Anzai et al. (2020).

Figure 1 shows the geometry of the parallel flow chamber with the WSS exposure area of 22 mm × 18 mm referred to previous study (Anzai et al., 2020). NiTi stent strut (0.406 mm × 0.406 mm × 18 mm) (Furukawa Electric Co., Ltd., Japan) was placed and covered with silicone gaskets (Fusougomu, Japan) at the thickness of 5 mm to fix the strut positions during the experiment. One gasket sheet was prepared for 90°. The other one was 70° under the confirmation that both degrees could avoid the inlet flow effect. We also confirmed that WSS distribution of the 70° are relatively near to 60° compared to 90° using CFD. The outline of the stent struts and the flow exposure area (18 mm × 20 mm) on the silicone sheet were cut by using a digital cutter machine (FC4500-50, GRAPHTEC, Japan) to fit the 35 mm culture dishes.
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FIGURE 1. The geometry of computational fluid dynamics (CFD) simulation.


The WSS in this study was 2 Pa, generated by a roller pump with a volume flow rate of 2.16 × 10–6 m3/s. To maintain the pH of the working fluid, gas (5% CO2 + 95% air) was connected to the flow loop. The temperature during the flow exposure was constantly kept at 37°C.

After 24 h of flow exposure, ECs were fixed in 4% paraformaldehyde for 15 min at room temperature, then rinsed in phosphate-buffered saline. To permeabilize the EC membrane, the cells were treated with 1-mL aliquots of 0.2% Triton X-100 (Roche Applied Science, Germany) for 5 min. The EC F-actin filaments and nuclei were stained with Alexa Fluor® 546 Phalloidin (Gibco, United States) and 4’,6-diamidino-2-phenylindole (Gibco, United States), respectively. The fluorescent EC images were obtained using a microscope system (IX-83, Olympus, Japan).

Image processing was conducted using the ImageJ software (NIH). The EC density data were presented as the mean ± standard deviation (STD), where the mean represents the mean value of n measurements. The 90° and 70° experiments were performed with n = 6 and 3, respectively, to confirm reproducibility. The experimental data were analyzed using Student’s t-test to identify the levels of statistical significance (*p < 0.05) between the groups.



Computational Fluid Dynamics Simulation

Figure 1 shows the shape of the parallel chamber used in the CFD simulation. The geometry of the fluid domain is based on the parallel flow chamber used in the EC in vitro experiment. Two identical struts, with the cross-sectional shape of 0.406 mm × 0.406 mm and 18 mm in length, were parallel-placed in the middle of the bottom surface. Previous study by Anzai et al. (2020) found the flow recirculation due to the strut disturbance. The distance of the flow re-attach point to the strut is within 2 mm. The second strut was placed as the gap distance of 3 mm to keep the re-attached point in the gap. The angle relative to the flow direction was set as 90° and 70°. The shape was constructed by SOLIDWORKS 2017 (Dassault Systèmes, Vélizy-Villacoublay, France), extracted to stereolithography (.STL) format, and imported later to the simulation program. The computational domain discretization was constructed by ANSYS ICEMCFD 17.2 (ANSYS Inc., Cannonsburgh, PA, United States) with a total of 22 million meshes consisting of tetrahedral and triangular elements. The mesh convergence test has been performed with the mesh element number ranging between 6.68 and 26 million elements to make assure the numerical solution accuracy. Finer mesh density was prescribed on the region of interest (ROI) around the strut placement area.

The CFD method has been performed by using ANSYS CFX (ANSYS Inc., Canonsburg, PA, United States) to estimate the flow phenomenon inside the flow chamber based on the Navier–Stokes solution. Since the EC culture media has similar fluid parameter with water, the flow media was considered as water with a density of 1,000 kg/m3 and a viscosity of 0.001 Pa⋅s. All solid domains were found as a rigid wall with non-slip boundary conditions. The flow conditions were defined as stationary flow with a volume rate inlet of 2.6 × 10–6 m3/s and a static pressure outlet at 0 Pa. The convergence criteria were set with 10–5 root to mean square residue.

The simulation process was carried out at the advanced fluid information facilities, Institute of Fluid Science, Tohoku University with eight cores and finished in 3 h and 30 min. The WSS distribution and flow pattern postprocessing analyses have been performed with ANSYS CFD-Post (ANSYS Inc., Canonsburg, PA, United States), and further data analysis has been completed with a data processing script executed by MATLAB (Mathworks Inc., Natick, MA, United States).




RESULTS


The Distributions of EC and WSS in the Gap

Figures 2A,C shows ECs distribution on the bottom surface after the 24-h flow exposure experiment with the parallel placement of two struts in the 70 and 90° settings, respectively, with a 3-mm gap. ECs were highly concentrated in the gap and close to the second strut (indicated by green arrows in the figure). As shown in Figures 2B,D, high WSS also appeared in the gap and close to the second strut. This phenomenon was observed in the previous study using one strut (Anzai et al., 2020).
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FIGURE 2. Distribution of endothelial cells (ECs) (A,C) and WSS by CFD simulation (B,D), scale bar: 2 mm. Green arrows: high ECs concentration, white arrows: high WSS. (A,B) 90° angle. (C,D) 70° angle.




The Distributions of EC and WSS in the Downstream Area

As shown in Figures 2A,C, after the second strut, ECs were highly concentrated at the downstream area (indicated by green arrows in the figure). This is agreed with the high WSS by CFD simulation in Figures 2B,D.



Flow Around Struts and EC Distribution on the Strut Surfaces

Focusing on the area around the struts, 70 and 90° displayed a low WSS magnitude symmetrically in both the upstream and downstream areas of both struts as shown in Figures 2B,D. Concerning the WSS distribution around the first and second strut, the 90° setting shows symmetry, whereas the left is higher than the right at 70°.

Figure 3 shows the EC density on the surfaces of the struts in the 90 and 70° settings, respectively. EC density is higher on both downstream surfaces in the 90 and 70° settings compared with those on both upstream surfaces. This density difference on upstream and downstream surfaces of the strut could because of the WSS magnitude difference. The difference between the downstream and upstream surfaces of the 70° setting was larger than that of the 90° setting.
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FIGURE 3. Density of ECs on the surface of the stent strut, two stent struts in a 3-mm gap. (A) At 90° angle, mean ± STD, n = 6, *p < 0.05 (t-test). (B) At 70° angle, mean ± STD, n = 3, *p < 0.05 (t-test).


On the side surfaces between the gap (downstream surface of the first strut and upstream surface of the second strut), EC density at the downstream of the first strut was similar to that of the second strut in the 90 and 70° settings. This might be assumed by the WSS similarities with recirculation after the first and the second struts, respectively. In the 70° setting comparing with 90° setting, EC density at the upstream surface of the second strut is higher than its at the upstream surface of the first strut. This may because of the complex flow pattern generated by the tilted angle.

Figure 4 shows flow patterns, indicating two recirculating flows in the gap and after the second strut. Figure 5 shows an example of EC distribution on the strut side surfaces. ECs were highly attached near the bottom side rather than the top. This is because of the cell movement respond to the flow stimuli. At first, there is no cell on the side surface of the strut. After 24 h, ECs migrate on the side surface. Thus, the cell is highly attached from the bottom side.
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FIGURE 4. Flow pattern around the two stent struts in 3-mm gap, left, middle, and right parts. (A) 90° angle. (B) 70° angle.
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FIGURE 5. Example of distribution of ECs on the surface of stent strut. Red: F-actin, blue: nuclei, scale bar: 0.2 mm (downstream of the first strut at 90°).


In the 90° setting (Figure 4A), the length of the circulating flows was similar in the left, middle, and right. Figure 6 shows EC density variations of the left, middle, and right in struts in the 70 and 90° settings. Figure 6A indicates that, at 90°, ECs on the side surfaces of the gap (the downstream of the first and the upstream of the second struts) were evenly distributed.
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FIGURE 6. Density of ECs on the surface of stent strut, two stent struts in a 3-mm gap, analyzed on the left, middle, and right parts of the strut, mean ± STD. (A) 90° angle, n = 6. (B) 70° angle, n = 3.


In the 70° setting the length extended from the left to the right as shown in Figure 4B. This could be potentially observed as the distance at the top between the strut to the inlet was closer. Therefore, the tilted angle of the struts placement generates complex flow in the gap in the 70° setting. As shown in Figure 6B, in the 70° setting, bigger variations could be observed among the left, middle, and right. This might be explained by the flow patterns highlighted in Figure 4. The recirculation lengths in the left, middle, and right are the same in the 90° setting (Figures 4A, a–c) whereas those of the 70° setting depends on the position of the struts (Figures 4B, a–c). The circulation length in the gap extended in the right compared to that in the left.



Wall Shear Stress Condition Around the Inlet Area

The WSS condition on the bottom of the flow chamber without struts was 2 Pa as shown in Figure 7A. The results show a high WSS around the inlet area where the impingement of the inflow appears. Figures 2B,D shows the WSS distribution on the bottom surface of the flow chamber with the parallel placement of two struts at 70 and 90° relative to the flow direction with a 3 mm gap. High WSS mainly appears on the center position of the inlet area, caused by the concentrated inflow from the inlet pipe identical to the no strut case (Figure 7). The struts with 70 and 90° did not attach to the high WSS region near the inlet pipe. If two struts with 3 mm gap parallel placed as 60°, complex flow patterns could be generated because the close contact between the strut to the inflow and outflow area.
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FIGURE 7. Wall shear stress (WSS) by CFD simulation, no stent strut. (A) Wall shear stress condition, without strut. (B) Impinging flow affect struts placed in 60-degree.




Wall Shear Stress Gradient Condition at 90 and 70°

To investigate the influence of wall shear stress gradient (WSSG) on EC response to flow, WSSG distribution in the flow chamber was analyzed. Figure 8 shows the WSSG on the bottom plane at 90 and 70° (Figures 8A,B, respectively). The region of higher WSSG was almost similar to that of the higher WSS. Therefore, the WSSG effects are not separated from those of the WSS in this chamber with two struts.
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FIGURE 8. Wall shear stress gradient (WSSG) distribution by CFD simulation, scale bar = 2 mm. (A) 90° angle. (B) 70° angle.





DISCUSSION

This study describes EC distribution after flow exposure with two struts placement. Two struts were set in the flow chamber aiming to reproduce a more realistic situation of stent deployment and can generate complex flow patterns in the gap.

The results revealed that higher cell density at the bottom of the gap could be observed. This might follow the WSS distribution. Moreover, higher EC densities on the downstream surface of the struts were found in both the first and second struts rather than the upstream surfaces. This observation might be related to the influence of the gap between two struts. Furthermore, the cell distribution in the struts varied in the case of the 70° setting. This study reported first on such an observation. These variations are also related to the WSS distribution.

Earlier, Anzai et al. (2020) observed EC distributions after the flow exposure with one stent strut placement. The results in the study revealed that the cell distribution on the bottom had a higher concentration region downstream of the strut. Their study concluded that the cell distribution on the bottom plate could be related to the WSS distribution. In this study, with the presence of gap between two struts, more complex flow patterns were generated in the gap. The cell distribution on the bottom plate also displayed higher concentration regions both in the gap and downstream area. This WSS distribution downstream of the second strut was similar to the one strut results described in the study by Anzai. Furthermore, the cell distribution might also correspond to the WSS distribution in this study.

The region in the gap seemed to be related to the higher WSS. However, the cell distributions between the 90° and 70° settings were not significantly different even though the WSS distributions between the two settings slightly differed. The cell distribution in the gap might be slightly affected by the WSS distribution.

The EC density difference among the left, middle, and right on the side surfaces of strut was observed in this study. On the side surfaced between the gap, the EC density variation difference among the left, middle, and right was higher in the 70° than that in the 90° setting. This was also dependent on the WSS distribution.

In this study, with the presence of two struts, cell migration happened as response to the change of WSS. Due to the WSS change, the WSSG was generated. Yoshino et al. (2017) found a certain influence on the cells, such as morphological response, by the combination of WSS and WSSG with more than 10 Pa and 5 Pa/mm. In this study, the average WSS was 2 Pa on the bottom, and the highest WSSG of 10 Pa/mm appeared. Therefore, the influence of both WSS and WSSG on the EC distribution could exist indeed.

Flow chambers were used for the EC distribution under several flow environments (Dewey et al., 1981; Levesque and Nerem, 1985; Usami et al., 1993; White Charles et al., 2001; Chung et al., 2003; McCann et al., 2005; Sakamoto et al., 2006). The EC responses, such as migration, elongation, and orientation, could be observed in the chamber with WSS generation by the flow environments (Levesque and Nerem, 1985; Sakamoto et al., 2006). Therefore, the use of a chamber with struts under flow environments is a good approach for monitoring EC response. The CFD could indicate flow characteristics such as WSS and the relationship between the flow and EC response could be investigated.

In this study, the difference in EC distribution on the struts could be observed between the proximal and distal walls using a parallel chamber with strut placement. Endothelialization compared to the difference in the distribution on the walls might be affected by the different flows and WSS. These results might contribute to the development of the stent surface for checking endothelialization compared with the no-flow case. Finally, the chamber and CFD combination are also useful to monitor EC response to struts.


Limitations

This study revealed the EC distribution after flow using a chamber. Chambers are useful to observe cell behaviors. However, the results have several limitations related to the chamber characteristics.

In this study, we analyzed the strut angles of 90° and 70°. The EC distributions on both the bottom plate and strut surface after struts and in the gap between two struts were observed using the degrees combined with WSS, respectively. However, clinical stents on the market exhibit different structures (Lau et al., 2004; Li et al., 2018). We consider that further studies on other angles and gap variations could be performed using a chamber and WSS.

We used only EC monolayers in this study, although the vascular wall exhibits multiple layers. Several researchers have already used a co-culture system with ECs and SMCs (Ziegler et al., 1995; Chiu et al., 2003; Williams and Wick, 2005; Li et al., 2013; Han et al., 2017, 2019) to investigate the signaling pathway between ECs and SMCs under flow conditions. Moreover, the main components of the neo-intimal were overproliferated SMCs controlled by ECs. Han et al. (2017, 2019) found that the change of WSS could affect the expression of SMC protein. However, several studies also used EC layers only and revealed new important findings (Dewey et al., 1981; Levesque and Nerem, 1985; Palmer and Bizios, 1997; Mannino et al., 2015). The use of EC-SMC co-cultures for the evaluation of ECs on the surface could be the subject of future studies.

In this study, the in vitro EC response to flow in the chamber could be categorized as the early-stage investigation related to the restenosis process (Miao et al., 2005; Khan et al., 2012). To observe the vascular neo-intimal formation as the late stage, an in vivo model would be required that has been used for the evaluation of the late stage (Yue et al., 2008; Kim et al., 2009). In future, the combination of in vivo models and in vitro chamber with CFD could be potentially useful for the evaluation of EC response on and around the stent.




CONCLUSION

This study investigated EC distribution in the presence of two struts, as well as the endothelialization effect on the strut surface. ECs were exposed with two struts placed with a 3-mm gap and 90° or 70° in a chamber. ECs density at the first downstream is higher than that at second upstream. EC density on the downstream surfaces was higher than that on the upstream potentially due to the flow recirculation. Higher ECs density on the bottom at the gap was found following the WSS distributions. Flow disturbance related to the presence of the gap and the strut orientation angle might affect the endothelialization process on the side surfaces of the strut between the gap areas.
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Stroke volume (SV) is a major biomarker of cardiac function, reflecting ventricular-vascular coupling. Despite this, hemodynamic monitoring and management seldomly includes assessments of SV and remains predominantly guided by brachial cuff blood pressure (BP). Recently, we proposed a mathematical inverse-problem solving method for acquiring non-invasive estimates of mean aortic flow and SV using age, weight, height and measurements of brachial BP and carotid-femoral pulse wave velocity (cfPWV). This approach relies on the adjustment of a validated one-dimensional model of the systemic circulation and applies an optimization process for deriving a quasi-personalized profile of an individual’s arterial hemodynamics. Following the promising results of our initial validation, our first aim was to validate our method against measurements of SV derived from magnetic resonance imaging (MRI) in healthy individuals covering a wide range of ages (n = 144; age range 18–85 years). Our second aim was to investigate whether the performance of the inverse problem-solving method for estimating SV is superior to traditional statistical approaches using multilinear regression models. We showed that the inverse method yielded higher agreement between estimated and reference data (r = 0.83, P < 0.001) in comparison to the agreement achieved using a traditional regression model (r = 0.74, P < 0.001) across a wide range of age decades. Our findings further verify the utility of the inverse method in the clinical setting and highlight the importance of physics-based mathematical modeling in improving predictive tools for hemodynamic monitoring.

Keywords: vascular aging, cardiac output, mathematical modeling, data assimilation, non-invasive monitoring


INTRODUCTION

Over the last decade, hemodynamic monitoring has risen to the forefront of efficient and sustainable healthcare. Monitoring of biomarkers for vascular and cardiac function is a crucial factor in cardiovascular disease identification, treatment, and assessment of therapeutic response (Vincent et al., 2015). Stroke volume (SV) is a major biomarker of cardiovascular function, reflecting the interdependent performance of the heart and major blood vessels. Despite this, hemodynamic management of patients via SV remains limited and guided predominantly by simple brachial cuff blood pressure (BP) observations alone (Phillips et al., 2017). Such approaches compromise the utility and effectiveness of hemodynamically guided interventions (Thiel et al., 2009; Meng and Heerdt, 2016).

Clinically, the most reliable and accurate technique for cardiac output (CO) estimation is thermodilution, with SV derived by dividing CO by heart rate (HR). Although thermodilution is clinically feasible, it is highly invasive and associated with increased risk, and therefore is not suitable for routine investigation. To overcome these limitations, several less invasive methods for assessing CO and SV have been developed. Such methods include either minimally invasive techniques such as pulse contour analysis or oesophageal doppler, which are still relatively invasive and thus are excluded from the routine clinical examination, or non-invasive techniques such as inert gas rebreathing, doppler ultrasound or magnetic resonance imaging (MRI). The latter, while completely non-invasive and reasonably accurate, is expensive and requires costly equipment and expert technical staff (Porter et al., 2015). Moreover, none of these methods are practical for routine, continuous bedside monitoring of SV.

Recently, we proposed a mathematical inverse-problem solving method for acquiring non-invasive estimates of mean aortic flow using age, weight, height and measurements of brachial BP and cfPWV (Bikia et al., 2020). CfPWV can be routinely measured in clinical practice, has a satisfactory repeatability, and has been identified as an independent predictor of clinical outcomes (Laurent et al., 2006), making it a valuable adjunct to BP measurements in routine assessments of risk. Therefore, the required (input) measurements for our proposed method are simple and readily available from the clinic. Moreover, our approach relies on the adjustment of a validated one-dimensional (1-D) model of the systemic circulation (Reymond et al., 2009) and applies an optimization process for deriving a quasi-personalized profile of an individual’s arterial hemodynamics. As such, we believe it provides a more sophisticated method for SV estimation compared with traditional statistical modeling approaches. An initial clinical validation of the method was conducted in 20 healthy individuals against aortic flow data measured using ultrasound (Papaioannou et al., 2014), with the results indicating that the estimates of mean aortic flow were in good agreement with the reference ultrasound-derived flow values.

Following the promising results of our initial validation, we wished to validate our method using a more precise MRI-derived measure of SV in a larger group of individuals covering a wide age range. A second aim was to investigate whether the performance of our inverse problem-solving method is indeed superior to traditional statistical approaches using multilinear regression models.



MATERIALS AND METHODS


Study Population

The dataset used for the current study was obtained from a previous investigation of MRI-derived regional aortic stiffness and diameter, as part of the Anglo-Cardiff Collaborative Trial (ACCT) (Hickson et al., 2010). Subjects were recruited from the Cambridge arm of ACCT and were free of clinical cardiovascular disease and medication. Approval was obtained from the local research ethics committee, and written informed consent was obtained from all participants.



Protocol

All participants fasted for 4 h before any measurements were undertaken. Brachial cuff BP and cfPWV were measured after 10 min of supine rest. After a further 20 min of rest, participants entered the MRI scanner. Cine phase contrast magnetic resonance imaging (PC-MRI) sequences were then performed perpendicular to the aorta at the level of the ascending aorta, located 1 cm distal to the aortic valve. Image acquisition sequences and image analysis procedures have been described in detail elsewhere (Hickson et al., 2010) and have been summarized in the Supplementary Material. The MRI-derived SV values (SVMRI) were used as the reference data, against which the model-derived SV estimations (SVinverse) were compared. It should be noted that PC-MRI constitutes a very well validated technique and, most importantly, is considered as the non-invasive gold standard for SV derivation (Lotz et al., 2002).



Arm Cuff Pressure and Pulse Wave Velocity

Brachial SBP (brSBPoscillometric) and DBP (brDBPoscillometric) were measured in duplicate in the non-dominant arm, according to the British Hypertension Society Guidelines using a validated oscillometric device (HEM-711A-E, Omron Corp., Matsusaka, Japan). CfPWV (cfPWVSphygmoCor) was measured using the SphygmoCor (AtCor Medical) device by sequentially recording electrocardiographic-gated carotid and femoral artery waveforms as previously described (Wilkinson et al., 1998).



Inverse Problem-Solving Method to Estimate Stroke Volume

The inverse problem-solving method relies on an optimization algorithm in order to partially adjust a generic 1-D arterial tree model (Reymond et al., 2009; see Supplementary Material 1-D arterial tree model) and to the specific participant under consideration (Figure 1). The rationale behind this approach was that adjusting some of the model parameters may be sufficient to approximate the measured data, namely brSBPoscillometric, brDBPoscillometric, and cfPWVSphygmoCor (Watts and Bates, 1988).
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FIGURE 1. Schematic representation of the optimization process for estimating non-invasive stroke volume. brSBP, brachial systolic blood pressure; brDBP, brachial diastolic blood pressure; cfPWV, carotid-femoral pulse wave velocity; SV, stroke volume. Adapted from Bikia et al. (2021).


The arterial tree model of this study is fully characterized by its geometry, the distensibility of all arterial segments and the peripheral impedances (described by terminal compliances and resistances). Additionally, aortic flow is needed as a proximal boundary condition. Identifiability analysis (Brun et al., 2001) demonstrated that, for any individual with a given set of brSBP, brDBP, cfPWV, HR, and SV values, there will be only one solution for the arterial tree model (Bikia et al., 2020). Therefore, if the generic arterial tree model modifies its parameters in order to approximate the measured brSBP, brDBP, and cfPWV, the model will approximate the hemodynamic profile of the participant under consideration and will yield a partially personalized model. This personalized model will allow for the derivation of SV.


Inverse Method

In applying our optimization algorithm, for an individual, the following information is required: gender, age, height, weight, brSBP, brDBP, HR, and cfPWV. In the first step, the method uses the demographic data (i.e., gender, age, height, and weight) for adjusting the geometry of the arterial tree model (see Supplementary Material Anatomical adjustment of 1-D arterial tree model).

The inverse method additionally accounts for the non-uniform aortic stiffening which occurs with aging (Kaess et al., 2012). For older individuals, stiffening is considered as non-uniform and more pronounced in the proximal aorta. This gradient in distensibility is adjusted by changing the relative regional distensibility of the proximal aorta through multiplication with an age-related proximal factor based on published literature (Kimoto et al., 2003). Subsequently, the heart cycle period (Tperiod) is computed from the HR, whereas previously published data on the HR-related changes in systolic duration (Tsystole) (Weissler et al., 1968) are used to adapt the Tsystole with respect to the measured HR. As a result, the only remaining flow-related parameter to be optimized for the aortic flow input is the aortic flow peak (Qmax).

Following these model adaptations, the optimization algorithm is employed for adjusting the Qmax, and the properties of the arterial tree, namely arterial compliance (C) and total peripheral resistance (R). An arbitrary parameter set of {C, R, Qmax} is used in the first optimization iteration of the algorithm. Under all conditions, the 1-D model computes the simulated flows and pressure waves throughout the arterial tree, including the variables that correspond to the measured data (brSBPoscillometric, brDBPoscillometric, and cfPWVSphygmoCor) as well as the quantity of interest, namely the SV. The standard (non-optimized) model is expected to estimate inaccurate flows and pressures (and thus brSBPsimulated and brDBPsimulated) due to the inaccurate input model parameters and the inaccurate input aortic flow for the specific individual under investigation. Similarly, the simulated cfPWV (cfPWVsimulated) is not the same as the measured cfPWVSphygmoCor. To address this issue, the non-invasive, participant-specific measurements are integrated into the model using a gradient descent optimization algorithm. The reference C, R, and Qmax of the generic arterial tree are adjusted by multiplication with different scaling factors until the model-simulated brSBPsimulated, brDBPsimulated, and cfPWVsimulated (see Supplementary Material Model-simulated pulse wave velocity) are identical with the measured brSBPoscillometric, brDBPoscillometric, and cfPWVSphygmoCor. Once convergence is achieved, the simulated SV is considered as the final estimation for the specific participant. A more analytical description of the inverse problem-solving method can be found in the original publication (Bikia et al., 2020). The methodology described above was repeated for the entire study population (n = 144). The estimated SVinverse were compared to the SVMRI. Accuracy was also assessed independently for the different age groups, i.e., 20–29, 30–39, 40–49, 50–59, 60–69, and ≥70 years.

Finally, we evaluated the errors resulting from the use of an approximated aortic flow waveform. We compared the Tsystole, Qmax, as well as the time of Qmax (tQmax) derived from the approximated flow waveform to the actual values extracted from the reference MRI aortic flow waveform. Consequently, we performed one-way analysis of variance (ANOVA) for the three estimated characteristics across the different age groups to investigate whether an age-dependent effect was observed.




Multilinear Regression Analysis to Estimate Stroke Volume

In addition to the modeling analyses described above, we tested the performance of multilinear regression analysis using SVMRI as the dependent variable. Overall, this approach allowed us to compare our inverse method with the more traditional multilinear regression method for estimating SV. For the multilinear regression method, the same parameters used as inputs to the inverse method were used as independent variables, namely age, gender, weight, height, HR, brSBP, brDBP, and cfPWV. We followed two different approaches for testing the performance of multilinear regression to: (i) a train/test split cross validation (CV) (1CV), and (ii) a 10-fold CV (10CV). For the 1CV approach, 100 out of the 144 participants were kept for defining the regression coefficients. Subsequently, the resulting regression equation was tested on the remaining 44 participants. This resulted in one multilinear regression model. The 10CV approach required that the group of 144 participants was randomly split into 10 equal subsets. One subset was allocated as the testing group to validate the regression equation, while the other nine subsets were used for defining the regression coefficients. This procedure was repeated 10 times so that all participants were used for testing. The performance metrics were derived by the average performance of all 10 models. The reason for adopting two CV approaches was to facilitate a more complete comparison between the two methods for estimating SV, i.e., inverse method and multilinear regression. We performed ordinary least squares (OLS) estimation of the regression coefficients using the statsmodels library (Seabold and Josef, 2010) for only 1CV setting. Hypothesis testing for each regression coefficient was realized using the t-statistic.



Statistical Analysis

The statistical analysis was performed in Python (Python Software Foundation, Python Language Reference, version 3.6.8)1. All values are presented as means ± SD. The agreement, bias and precision between the model estimations (estimated data) and the reference data obtained from the MRI images were evaluated using the Pearson’s correlation coefficient (r), the mean absolute error (MAE), the normalized root mean square error (nRMSE) and Bland-Altman analyses (Bland and Altman, 1986). The computed nRMSE was based on the difference between the minimum and maximum values of the dependent variable (y) and was computed as RMSE/(ymax–ymin). Linear least-squares regression was performed for the estimated and reference data. The slope and the intercept of the regression line were reported. Two-sided P-values for hypothesis tests were calculated using Wald Tests with t-distribution of the test statistic. The null hypothesis was that the slope is zero. One-way ANOVA for unbalanced data (each group had different sample sizes) was performed on the estimations for the six age groups. A P < 0.05 was considered statistically significant.




RESULTS

Table 1 shows the subject characteristics of the study population (n = 144), including the MRI-derived SV reference data. The comparisons between the model-derived estimations for SV using (i) the inverse method and (ii) multilinear regression, and the reference SV data are presented below.


TABLE 1. Subject characteristics and hemodynamic parameters according to age group.
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Estimation of Stroke Volume Using the Inverse Method

The comparison between SVinverse and SVMRI is presented in Figure 2. The slope and intercept of the regression line were 1.1 (P < 0.001) and −8.8 mL, respectively. The nRMSE was 13.8%. Bland-Altman analysis yielded a low bias of 1.5 mL and limits of agreement (LoA) of (−29.7, 32.7) mL. The estimation error was outside of the LoA for only 7% of the study population. Variability of the mean difference between estimated and measured SV values was 15.9 mL. Although several overestimations were observed for high values of SV, the majority of the estimated data were tightly distributed around the line of equality (x = y). The MAE in SV estimation was computed for the different age groups of the study population (Figure 3). The overall variability of the MAE was ± 2.2 mL (P < 0.0001), while higher MAE values (>12 mL) were reported for participants aged between 30 and 49 years. Estimations of SV had the lowest errors for participants aged between 60 and 69 years. Overall, the MAE values differed significantly between age groups of the study population (P < 0.001).
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FIGURE 2. Scatterplot and Bland–Altman plot demonstrating the association between the estimated stroke volume (SV) (using the inverse method) and the reference SV (MRI). The solid line of the scatterplots represents equality. In Bland–Altman plots, limits of agreement (LoA) are defined by the two horizontal dashed lines.
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FIGURE 3. Variation of mean absolute error (MAE) of stroke volume (SV) across age groups.




Approximated Aortic Flow Characteristics

Table 2 reports the measured (MRI) and estimated aortic flow characteristics for all participants and the different age groups. The estimated Tsystole was slightly lower than the measured values for all age groups. The correlation between the estimated and measured data was r = 0.6 and the mean absolute percentage error was 10%. The estimation of Qmax was satisfactory with r = 0.7, and a small overestimation of the measured values. Finally, assuming a fixed aortic flow wave shape led to a less precise approximation of tQmax with a correlation coefficient of r = 0.41.


TABLE 2. Measured and estimated aortic flow characteristics for all participants and according to age group.
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Estimation of Stroke Volume Using Multilinear Regression Analysis

Hypothesis testing indicated that all of the specified coefficients, except for those corresponding to gender (P = 0.52) and brDBP (P = 0.28), were significantly different from zero. Therefore, the multilinear regression analysis was repeated, excluding gender and brDBP from the model.

The regression equation for the 1CV scheme was as follows:

[image: image]

For the 10CV scheme, the comparison between the regression-estimated SV (SVregression) and the reference SVMRI is presented in Figure 4. The slope and intercept of the regression line were 0.57 (P < 0.0001) and 36.32 mL, respectively. The LoA were equal to ± 27 mL and the bias was zero. Results of the new hypothesis testing for the OLS regression coefficients reported a P-value below 0.01 for all independent variables. Correlation and agreement between SVregression values (using both testing schemes) and the reference SVMRI values are presented in Table 3. Multilinear regression models yielded a lower correlation (r = 0.74) compared with the inverse method (r = 0.83), whereas the LoA were narrower in the case of multilinear regression analysis.
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FIGURE 4. Scatterplot and Bland–Altman plot between the predicted stroke volume (SV) (using multilinear regression) and the reference (MRI) SV. The solid line of the scatterplots represents equality. In Bland–Altman plots, limits of agreement (LoA) are defined by the two horizontal dashed lines.



TABLE 3. Overall comparison among stroke volume (SV) estimates and reference MRI SV.
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DISCUSSION

In the present study, we validated a previously developed inverse problem-solving method for the estimation of a major hemodynamic parameter, the SV. The original method, based on non-invasive measurements of brachial BP and cfPWV (Bikia et al., 2020) underwent a preliminary validation in a small (n = 20) cohort of human subjects. Here, we have implemented and tested our method on a further 144 healthy individuals and compared the SVinverse (estimated data derived from the inverse method) to SVMRI (measured data derived from the non-invasive gold standard of MRI). Additionally, we have compared the performance of the inverse method against the predictive capacity of a traditional linear regression approach which uses the same set of inputs as those used in the inverse method. The two key findings of this study are that the inverse problem-solving method yields accurate estimates of SV across a wide range of ages and SV values, in a simple and cost-efficient manner in comparison to PC-MRI; and that a traditional statistical approach such as multilinear regression analysis is inferior to the more sophisticated inverse problem-solving technique, for a given set of clinical data.

The SV, together with BP, are fundamental and independent indicators of cardiovascular function and are essential for the understanding of cardiovascular physiology and pathology (Nichols et al., 2011). However, in clinical practice, BP and BP-derived surrogates of SV are often used either interchangeably with, or as replacements for, direct measurements of flow. This simplification potentially compromises our understanding of cardiovascular physiology and limits the clinical utility of hemodynamic analyses (Thiel et al., 2009; Asfar et al., 2014). While notable research efforts have been made for estimating SV using BP recordings (Jansen et al., 2001; Swamy and Mukkamala, 2008; Fazeli and Hahn, 2012; Ganter et al., 2016), none of these techniques accounts for the specific arterial tree properties unique to each individual.

Current doppler ultrasound technologies for SV in the clinical setting include echocardiography, transoesophageal doppler, and transcutaneous doppler. However, these techniques are associated with several limitations concerning applicability, cost and accuracy. For instance, transoesophageal doppler is largely limited to perioperative monitoring as the ultrasound transducer is inserted into the oesophagus and requires sedation. On the other hand, MRI allows for improved spatial resolution, larger imaging windows and higher tissue contrast than ultrasound-based techniques. Specifically, PC-MRI allows for accurate determination of the presence, magnitude, and direction of flow, as well as for the estimation of flow velocity, volume flow rate, and displaced volumes. In spite of these advantages, MRI remains inconvenient and expensive for routine examinations and requires long imaging times. As a result, monitoring SV effectively in a reliable, simple and cost-efficient way remains an unmet need.

Mathematical modeling of the human cardiovascular system offers valuable tools to investigate patient-specific aspects of arterial hemodynamics, which are difficult to assess in clinical practice. Data assimilation aims to address relevant challenges and can significantly promote patient-specific modeling (Wang et al., 2018). Rather than relying on simplified equations, we have followed a data assimilation approach, which is based on the adjustment of a generic 1-D arterial model using the non-invasive data of the peripheral cuff-based SBP, DBP, and cfPWV, which are easily obtained in a clinical setting. Successful tuning permits the creation of a personalized cardiovascular model which, consequently, provides access to key hemodynamic information including SV. The tuning is conducted via an optimization process which allows for the fusion between the computational model and the measured data. This study, along with the initial validation (Bikia et al., 2020), demonstrated that creating a partially personalized model can improve the prediction of SV.

Acquisition of cfPWV requires sequential recording of the carotid and femoral pressure pulse via applanation tonometry (Adji et al., 2011). CfPWV has a satisfactory reproducibility, while being an independent index of cardiovascular risk and/or mortality (Laurent et al., 2006). In our study, the role of cfPWV, as an index of arterial stiffness, was to facilitate the adjustment of the generic arterial tree model. Given that arterial distensibility, the inverse of arterial stiffness, constitutes a major parameter of the vasculature, combining the information provided by arterial stiffness and BP allowed us to determine aortic hemodynamics and thus SV.

The data from the ACCT allowed us to have an approximately equally split dataset for seven age decades, i.e., 20, 30, 40, 50, 60, and >70 years, which enabled an accurate comparison of the age-based results. Predictions of SV were precise across the different age groups, with a low variability of the MAE (± 2.2 mL). Lower errors were reported for the sixth decade of life. It was observed that the highest absolute errors corresponded to high values of SV, while predictions were more accurate for SV values below 130 mL. Overall, there was good agreement and high precision between the SVinverse and the SVMRI data across different age decades and SV values, which indicates a robust performance of the inverse method.

We also investigated the validity of the assumption of a fixed aortic flow shape by comparing the estimated values of Tsystole, Qmax, and tQmax with their actual values. The inverse method relies on a previously published formula (Weissler et al., 1968) which provides a HR-related approximation of Tsystole. Overall, it was observed that the estimated Tsystole values did not vary significantly between age groups, while the variability within the same age group was also rather small. Our results also indicated that the formula slightly underestimated the Tsystole values. It is likely that this underestimation led to the overestimation of Qmax. Given that the method yielded accurate estimates of SV, for achieving the same SV, an underestimated Tsystole would naturally lead to an overestimated Qmax. Finally, assuming a fixed shape for aortic flow wave resulted in deviations in the value of tQmax (mean absolute percentage error was equal to 47%). Despite the reported deviations in the timing features of the aortic flow wave, the estimated Qmax was in satisfactory agreement with the reference Qmax. Given that our method aims to minimize the required inputs for estimating SV, the use of a fixed shape wave is a well-advised approximation. Nonetheless, future work will aim to personalize the aortic flow wave shape with respect to subject characteristics, such as age and gender.

Multilinear regression analysis was performed using two cross-validation approaches, namely 1CV and 10CV. Hypothesis testing was conducted, where the P-value for each independent variable tested the null hypothesis that the variable has no correlation with the dependent variable. Coefficients of gender and brDBP were not statistically significantly different to zero, indicating that there was insufficient evidence in our sample to conclude that a non-zero correlation exists. All other regression coefficients were reported to be statistically significantly different from zero.

We compared the inverse method with the conventional multilinear regression analysis. Comparison indicated a higher correlation for the former. The LoA were broader for the inverse method, which also reported a higher bias. This outcome was expected, if we consider that the regression equation was constructed using a subset of the study population. The MAE was lower for the inverse method. A notable advantage of the inverse method relies on its generalization ability. Statistical learning models (such as linear regression) are often prone to generalization issues. These models are dependent on the specific training data used for developing the regression equation, and while they are able to provide accurate estimates for a hold-out (not considered in the process of developing the regression model) test subset of the same dataset, they are not likely to perform adequately for other independent datasets (Shameer et al., 2018). This lack of accuracy might be attributed to differences in the measurement protocol (e.g., physician preferences, local care standards), medication selection or other clinical decisions which influence the model development (Shameer et al., 2018). Specifically, regression analysis requires prior knowledge of large sets of collected data in order to estimate the coefficients of the regression equation. On the other hand, the inverse method is able to offer improved performance without dependency on pre-defined, dataset-derived regression coefficients.

The limitations of the inverse method have been acknowledged in the original publication (Bikia et al., 2020). Moreover, the present study does not include validation of the method’s performance for continuous monitoring applications. According to a meta-analysis for a new method to equal or better the performance of thermodilution (invasive gold-standard technique), it should achieve a percentage error <30% (Critchley and Critchley, 1999). Although the percentage error addresses the accuracy requirement, it does not provide explicit assessment of the method’s ability for continuous monitoring, which is essential in critically ill or hemodynamically unstable patients. In this respect, the next step of this work is the validation of the method for continuous SV (or CO) monitoring. In addition, validation of our method is limited to a healthy population. In critical conditions (e.g., ICU), there might be extreme cases which may lead to abnormal hemodynamical interdependencies. We assessed the performance of the inverse method in a patient with diastolic dysfunction, which is a pivotal component of heart failure with preserved ejection fraction (HFpEF). Given the lack of relevant in vivo data in the literature, we tested a virtual subject which was generated using a computational model of diastolic dysfunction (Kadry et al., 2020). We evaluated an extreme case of diastolic dysfunction (the restricted phenotype) with brSBP = 127 mmHg, brDBP = 61 mmHg, HR = 75 bpm, cfPWV = 5.97 m/s, and SV = 83 mL. The inverse method yielded an estimate of 80 mL, suggesting that the proposed methodology might provide precise estimations for this pathological condition. Nonetheless, this cannot lead to a certain generalized conclusion and proper in vivo validation using diseased populations should be conducted. A simplified approximation approach was selected for modeling Tsystole. The rationale behind our approach relied on the effort to simplify the acquisition of the measurements required to estimate SV. The Tsystole is not readily available in routine clinical practice (acquired from Ultrasound velocity recording for instance), and cannot be effectively modeled using the input measurements that we have at our disposal (namely SBP, DBP, and cfPWV). Therefore, this approach might come with a compromise in accuracy in the approximation of Tsystole. However, the sensitivity analysis that was performed in the original publication showed that Tsystole is less sensitive in comparison to more prominent model parameters, such as the HR, C, R, and Qmax) (Bikia et al., 2020). At large, this approach may be considered as a fair trade-off between simplicity and relative accuracy for SV estimation; as also indicated by the agreement between the estimated and the reference SV data. Another limitation pertains to the synchronization of the clinical measurements. In particular, contrary to the simulated data produced by the 1-D arterial tree model, which corresponds to completely simultaneous pressure and flow waves, the in vivo measurements were performed with a time difference. Nevertheless, the intervals between the measurements were rather short and therefore, we may deduce that there was not a high variation in the measured data. In addition, we used aortic flow data derived from PC-MRI as a reference method with which to compare our estimated SV values. Although PC-MRI is considered a well-validated method for aortic flow measurements, the invasive gold standard technique is thermodilution. Next validation steps will include testing our method against thermodilution-derived SV data. Finally, it should be clarified that this study compares the proposed inverse methodology against the most simplified version of a multivariate linear regression method. A more suitable regression model would account for non-linear relationships between the dependent and the independent variables. Nevertheless, such models, while being simplistic, may be commonly used in the clinical evaluation.



CONCLUSION

We have demonstrated that SV can be estimated accurately from non-invasive, easily obtained clinical measurements of brachial cuff BP and cfPWV using an inverse problem-solving method. Values of SV estimated using our inverse method compared favorably with the reference SV data derived from PC-MRI. Importantly, agreement between predictions and reference values was higher with the inverse method than traditional linear regression. These results, along with the inherent generalization limitations of regression equations, highlight the importance of physics-based mathematical modeling in improving predictive tools for hemodynamic monitoring.



DATA AVAILABILITY STATEMENT

The data analyzed in this study is subject to the following licenses/restrictions: The data analyzed in this study involve human subjects and are not publicly available. Requests to access these datasets should be directed to CM, cmm41@medschl.cam.ac.uk and IW, ibw20@medschl.cam.ac.uk.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Individuals selected at random from local general practice lists and open-access cardiovascular risk assessment clinics across East Anglia and Wales in the United Kingdom. Approval was obtained from the local research ethics committees. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

VB and NS conceived and designed the experimental protocol. CM and IW designed the clinical protocol and performed the measurements. VB developed the original algorithms, analyzed the data, ran the experiments, and drafted the manuscript. ER contributed to the analysis. All authors discussed the results and edited the manuscript.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fphys.2021.798510/full#supplementary-material


FOOTNOTES

1http://www.python.org


REFERENCES

Adji, A., O’Rourke, M. F., and Namasivayam, M. (2011). Arterial stiffness, its assessment, prognostic value, and implications for treatment. Am. J. Hypertens. 24, 5–17. doi: 10.1038/ajh.2010.192

Asfar, P., Teboul, J. L., and Radermacher, P. (2014). High versus low blood-pressure target in patients with septic shock. N. Engl. J. Med. 370, 1583–1593. doi: 10.1056/NEJMoa1312173

Bikia, V., Pagoulatou, S., Trachet, B., Soulis, D., Protogerou, A., Papaioannou, T., et al. (2020). Noninvasive cardiac output and central systolic pressure from cuff-pressure and pulse wave velocity. IEEE J. Biomed. Health Inform. 24, 1968–1981. doi: 10.1109/JBHI.2019.2956604

Bland, J. M., and Altman, D. G. (1986). Statistical methods for assessing agreement between two methods of clinical measurement. Lancet 1, 307–310.

Brun, R., Peter, R., and Künsch, H. R. (2001). Practical identifiability analysis of large environmental simulation models. Water Resour. Res. 37, 1015–1030. doi: 10.1029/2000WR900350

Critchley, L. A., and Critchley, J. A. (1999). A meta-analysis of studies using bias and precision statistics to compare cardiac output measurement techniques. J. Clin. Monit. Comput. 15, 85–91. doi: 10.1023/A:1009982611386

Fazeli, N., and Hahn, J. O. (2012). Estimation of cardiac output and peripheral resistance using square-wave-approximated aortic flow signal. Front. Physiol. 3:298. doi: 10.3389/fphys.2012.00298

Ganter, M. T., Alhashemi, J. A., Al-Shabasy, A. M., Schmid, U. M., Schott, P., Shalabi, S. A., et al. (2016). Continuous cardiac output measurement by un-calibrated pulse wave analysis and pulmonary artery catheter in patients with septic shock. J. Clin. Monit. Comput. 30, 13–22. doi: 10.1007/s10877-015-9672-0

Hickson, S. S., Butlin, M., Graves, M., Taviani, V., Avolio, A. P., McEniery, C. M., et al. (2010). The relationship of age with regional aortic stiffness and diameter. JACC 3, 1247–1255. doi: 10.1016/j.jcmg.2010.09.016

Jansen, J. R. C., Schreuder, J. J., Mulier, J. P., Smith, N. T., Settels, J. J., and Wesseling, K. H. (2001). A comparison of cardiac output derived from the arterial pressure wave against thermodilution in cardiac surgery patients. Br. J. Anaesth. 87, 212–222. doi: 10.1093/bja/87.2.212

Kadry, K., Pagoulatou, S., Mercier, Q., Rovas, G., Bikia, V., Müller, H., et al. (2020). Biomechanics of diastolic dysfunction: a one-dimensional computational modeling approach. Am. J. Physiol. Heart Circ. Physiol. 319, H882–H892. doi: 10.1152/ajpheart.00172.2020

Kaess, B. M., Rong, J., Larson, M. G., Hamburg, N. M., Vita, J. A., Levy, D., et al. (2012). Aortic stiffness, blood pressure progression, and incident hypertension. JAMA 308, 875–881. doi: 10.1001/2012.jama.10503

Kimoto, E., Shoji, T., Shinohara, K., Inaba, M., Okuno, Y., Miki, T., et al. (2003). Preferential stiffening of central over peripheral arteries in type 2 diabetes. Diabetes 52, 448–452. doi: 10.2337/diabetes.52.2.448

Laurent, S., Cockcroft, J., Van Bortel, L., Boutouyrie, P., Giannattasio, C., Hayoz, D., et al. (2006). Expert consensus document on arterial stiffness: methodological issues and clinical applications. Eur. Heart J. 27, 2588–2605. doi: 10.1093/eurheartj/ehl254

Lotz, J., Meier, C., Leppert, A., and Galanski, M. (2002). Cardiovascular flow measurement with phase-contrast mr imaging: basic facts and implementation. Radiographics 22, 651–671. doi: 10.1148/radiographics.22.3.g02ma11651

Meng, L., and Heerdt, P. M. (2016). Perioperative goal-directed haemodynamic therapy based on flow parameters: a concept in evolution. Br. J. Anaesth. 117, iii3–iii17. doi: 10.1093/bja/aew363

Nichols, W. W., Rourke, M., and Vlachopoulos, C. (2011). McDonald’s Blood Flow In Arteries, Sixth Edn. London: Arnold.

Papaioannou, T. G., Soulis, D., Vardoulis, O., Protogerou, A., Sfikakis, P. P., Stergiopulos, N., et al. (2014). First in vivo application and evaluation of a novel method for non-invasive estimation of cardiac output. Med. Eng. Phys. 36, 1352–1357. doi: 10.1016/j.medengphy.2014.06.019

Phillips, R. A., Smith, B. E., and Madigan, V. M. (2017). Stroke volume monitoring: novel continuous wave doppler parameters, algorithms and advanced noninvasive haemodynamic concepts. Curr. Anesthesiol. Rep. 7, 387–398. doi: 10.1007/s40140-017-0235-4

Porter, T. R., Shillcutt, S. K., Adams, M. S., Desjardins, G., Glas, K. E., Olson, J. J., et al. (2015). Guidelines for the use of echocardiography as a monitor for therapeutic intervention in adults: a report from the american society of echocardiography. J. Am. Soc. Echocardiogr. 28, 40–56. doi: 10.1016/j.echo.2014.09.009

Reymond, P., Merenda, F., Perren, F., Rüfenacht, D., and Stergiopulos, N. (2009). Validation of a one-dimensional model of the systemic arterial tree. Am. J. Physiol. Heart Circ. Physiol. 297, H208–H222. doi: 10.1152/ajpheart.00037.2009

Seabold, S., and Josef P. (2010). “Statsmodels: econometric and statistical modeling with python,” in Proceedings of the Presented at the 9th Python in Science Conference, Austin, Texas.

Shameer, K., Johnson, K. W., Glicksberg, B. S., Dudley, J. T., and Sengupta, P. P. (2018). Machine learning in cardiovascular medicine: are we there yet? Heart 104, 1156–1164. doi: 10.1136/heartjnl-2017-311198

Swamy, G., and Mukkamala, R. (2008). Estimation of the aortic pressure waveform and beat-to-beat relative cardiac output changes from multiple peripheral artery pressure waveforms. IEEE Trans. Bio Med. Eng. 55, 1521–1529. doi: 10.1109/TBME.2007.913408

Thiel, S. W., Kollef, M. H., and Isakow, W. (2009). Non-Invasive stroke volume measurement and passive leg raising predict volume responsiveness in medical icu patients: an observational cohort study. Critic. Care 13:R111. doi: 10.1186/cc7955

Vincent, J. L., Pelosi, P., Pearse, R., Payen, D., Perel, A., Hoeft, A., et al. (2015). Perioperative cardiovascular monitoring of high-risk patients: a consensus of 12. Critical Care 19:224. doi: 10.1186/s13054-015-0932-7

Wang, J.-X., Hu, X., and Shadden, S. C. (2018). Data-Augmented Modeling of Intracranial Pressure. arXiv[Physics][Preprint]. 1807.10345

Watts, D. G., and Bates, D. M. (1988). Nonlinear Regression Analysis and Its Applications. Wiley Series in Probability and Statistics. Hoboken, NJ: John Wiley & Sons, Inc.

Weissler, A. M., Harris, W. S., and Schoenfeld, C. D. (1968). Systolic time intervals in heart failure in man. Circulation 37, 149–159. doi: 10.1161/01.CIR.37.2.149

Wilkinson, I. B., Fuchs, S. A., Jansen, I. M., Spratt, J. C., Murray, G. D., Cockcroft, J. R., et al. (1998). Reproducibility of pulse wave velocity and augmentation index measured by pulse wave analysis. J. Hypertens. 16, 2079–2084. doi: 10.1097/00004872-199816121-00033


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Bikia, McEniery, Roussel, Rovas, Pagoulatou, Wilkinson and Stergiopulos. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 27 January 2022
doi: 10.3389/fphys.2021.808999





[image: image]

Multiscale Modeling of Vascular Remodeling Induced by Wall Shear Stress

Shiliang Chen, Hanbing Zhang, Qianwen Hou, Yu Zhang and Aike Qiao*

Faculty of Environment and Life, Beijing University of Technology, Beijing, China

Edited by:
Zhiyong Li, Queensland University of Technology, Australia

Reviewed by:
Makoto Ohta, Tohoku University, Japan
Duanduan Chen, Beijing Institute of Technology, China

*Correspondence: Aike Qiao, qak@bjut.edu.cn

Specialty section: This article was submitted to Computational Physiology and Medicine, a section of the journal Frontiers in Physiology

Received: 04 November 2021
Accepted: 27 December 2021
Published: 27 January 2022

Citation: Chen S, Zhang H, Hou Q, Zhang Y and Qiao A (2022) Multiscale Modeling of Vascular Remodeling Induced by Wall Shear Stress. Front. Physiol. 12:808999. doi: 10.3389/fphys.2021.808999

Objective: Hemodynamics-induced low wall shear stress (WSS) is one of the critical reasons leading to vascular remodeling. However, the coupling effects of WSS and cellular kinetics have not been clearly modeled. The aim of this study was to establish a multiscale modeling approach to reveal the vascular remodeling behavior under the interaction between the macroscale of WSS loading and the microscale of cell evolution.

Methods: Computational fluid dynamics (CFD) method and agent-based model (ABM), which have significantly different characteristics in temporal and spatial scales, were adopted to establish the multiscale model. The CFD method is for the second/organ scale, and the ABM is for the month/cell scale. The CFD method was used to simulate blood flow in a vessel and obtain the WSS in a vessel cross-section. The simulations of the smooth muscle cell (SMC) proliferation/apoptosis and extracellular matrix (ECM) generation/degradation in a vessel cross-section were performed by using ABM. During the simulation of the vascular remodeling procedure, the damage index of the SMC and ECM was defined as deviation from the obtained WSS. The damage index decreased gradually to mimic the recovery of WSS-induced vessel damage.

Results: (1) The significant wall thickening region was consistent with the low WSS region. (2) There was no evident change of wall thickness in the normal WSS region. (3) When the damage index approached to 0, the amount and distribution of SMCs and ECM achieved a stable state, and the vessel reached vascular homeostasis.

Conclusion: The established multiscale model can be used to simulate the vascular remodeling behavior over time under various WSS conditions.

Keywords: multiscale modeling, computational fluid dynamics, agent-based model, vascular remodeling, wall shear stress


INTRODUCTION

Vascular remodeling is a process that the vessel changes its structure and function to adapt to the environmental alterations. This complex process involves endothelial hyperplasia, vascular smooth muscle cell (VSMC) proliferation/apoptosis, and extracellular matrix (ECM) generation/degradation. Vascular remodeling is a common pathology of various vascular disorders, such as atherosclerosis, bypass graft failure, in-stent restenosis, and arteriovenous fistula failure (Browne et al., 2015). It is affected by a variety of internal and external factors, for example, biology, chemistry, and physics, among which hemodynamics plays a particularly important role in vascular remodeling. Hemodynamics-induced low wall shear stress (WSS) is one of the critical reasons leading to vascular remodeling (Chatzizisis et al., 2008; Yu et al., 2015; Luong et al., 2016). WSS is a tangential friction force that blood flow exerts on the vessel wall. The pulsatility of blood flow, the rheological properties of blood flow, and the geometry of blood vessel together determine WSS, which is characterized by direction and magnitude (Chatzizisis et al., 2007). In the geometrically irregular region where disturbed flow occurs, it will produce low or oscillating WSS. The cutoff point of low WSS, physiological WSS, and high WSS varies with species and blood vessel types. Low WSS usually refers to WSS less than 1 Pa (Malek et al., 1999; Wentzel et al., 2012; Li et al., 2014; Wang et al., 2016).

Endothelial cell (EC) has WSS receptors, which can sense the changes of WSS and transduce them into biochemical signals (Baeyens et al., 2015). When VSMC receives biochemical signals, VSMC will produce vasoactive substances to act on VSMC and ECM, which leads to changes in the morphological structure of the vessel wall, ultimately adapts to mechanical environments. Therefore, we call vascular remodeling is a mechanochemical-biological process. This process involves the effect of a variety of vasoactive substances, such as nitric oxide (NO), platelet-derived growth factor, and matrix metalloproteinases (MMP). NO synthesized by NO synthase in EC has strong anti-inflammatory, antiapoptotic, antimitotic, and antithrombotic effects and can protect blood vessels. The activity of NO synthase is regulated by normal WSS, and the protein level of endothelial NO synthase is lower in low WSS, which weakens the protective effect on blood vessels (Yamamoto and David, 2010; Liu and Chen, 2020). Low WSS promotes the expression of platelet-derived growth factor, vascular endothelial growth factor, and pro-inflammatory cytokines, inhibits the expression of transforming growth factor, which contributes to the phenomena of overexpression of growth-promoting factor and the underexpression of growth-inhibiting factor, and ultimately promotes the phenotype transformation, migration, differentiation, and proliferation of VSMC (Grainger, 2004). The gene expression and activity of MMP are upregulated by low WSS, especially MMP-2 and MMP-9 (Cheng et al., 2006), which are the main proteases related to ECM degradation. ECM degradation will promote VSMC migration. In addition to promoting ECM degradation, low WSS also reduces ECM synthesis. Interferon is a pro-inflammatory cytokine produced by activated T lymphocytes, which responds to low WSS and is an effective inhibitor of ECM synthesis (Tousoulis et al., 2006).

In the past three decades, the computational simulation method has emerged as a powerful tool to investigate biological phenomena, for example, studying causes, mechanisms, and therapeutic approaches of cardiovascular disease. By using the computational fluid dynamics (CFD) method, we could simulate blood flow in a special location of the cardiovascular system and have new insights into hemodynamics. CFD also shows hemodynamic parameters from the flow field, such as velocity, pressure, and WSS. The methods for vascular remodeling simulations can be divided into two types, namely, continuum models and discrete models (Garbey et al., 2015; Escuer et al., 2019). Continuum models usually use partial differential equations to describe the state changes of a system. One of the advantages of continuum models is that partial differential equations provide a clear mathematical relationship between the components in the system. In addition, the continuum models can be used to model all levels of a system. However, the continuum models do not reflect the state of discrete individuals and the interaction between discrete individuals in the system, while the discrete models such as the agent-based model (ABM) simulate each individual behavior and interactions among them. Therefore, the difference between the two types is that the former focuses on the overall state of the system, while the latter focuses on the interaction between individuals in the system. ABM is a discrete time, discrete event, rule-based modeling method. ABM includes various types, for example, lattice-based, lattice-free, Cellular Potts, lattice-gas, and subcellular element modeling methods (Wang et al., 2015). In ABM, each element usually represents an agent. Agents perform corresponding behaviors in the simulation process according to defined rules, including their own independent behaviors and interactions with other agents. Based on the characteristics of ABM, ABM is widely used in the simulation of biological phenomena, such as tumor microenvironment (Norton et al., 2019), bacterial activity in the soil habitat (Borer et al., 2019), and the transmission of new coronavirus disease 2019 (COVID-19) (Rockett et al., 2020). In addition, ABM is also widely used to simulate the activities of EC and VSMC. These studies mainly focus on in-stent restenosis (Boyle et al., 2010; Thorne et al., 2011; Tahir et al., 2014; Zahedmanesh et al., 2014; Zun et al., 2017; Keshavarzian et al., 2018, 2019; Li et al., 2019). For example, Zahedmanesh et al. (2014) investigated the role of MMP and ECM changes during in-stent restenosis by using a multiscale mechanobiological model. This multiscale mechanobiological model is 2D. Based on the 2D model, Zun et al. (2017) developed a 3D multiscale model of in-stent restenosis to study the effects of stent deployment depth, stent width, and reendothelization speed on the process of restenosis. A fully coupled ABM-finite element analysis (ABM-FEA) framework of in-stent restenosis was developed by Li et al. (2019) to overcome the limitation that the traditional ABM-FEA framework was often partially coupled. The abovementioned studies are based on the combination of ABM and FEA, which is called the multiscale simulation method. The FEA is for the second/organ scale, and the ABM is for the month/cell scale.

As mentioned above, WSS is one of the reasons that lead to vascular remodeling, which is based on experiments and statistics. However, the coupling effects of WSS and cellular kinetics have not been clearly modeled. The aim of this study was to establish a multiscale modeling approach to reveal the vascular remodeling behavior under the interaction between the macroscale of WSS loading and the microscale of cell evolution. CFD method and ABM, which have significantly different characteristics in temporal and spatial scales, were adopted to establish the multiscale model. The CFD method was used to simulate blood flow in a vessel and obtain the WSS in a vessel cross-section. The simulations of VSMC proliferation/apoptosis and ECM generation/degradation in a vessel cross-section were performed by using ABM.



MATERIALS AND METHODS


Model Overview

The multiscale model of vascular remodeling contained two parts: the CFD model, which simulated blood flow in a vessel to obtain the WSS in a vessel cross-section, and the ABM, which simulated VSMC proliferation/apoptosis and ECM generation/degradation in a vessel cross-section. These two parts were coupled by a parameter named damage index, which was defined as deviation from the obtained WSS. The damage index was used to determine the probability of VSMC proliferation/apoptosis and ECM generation/degradation.



Computational Fluid Dynamics Model

The vascular remodeling of the proximal left anterior descending branch was investigated in this study to validate the proposed method. The 3D geometry of the proximal left anterior descending branch was a simplified conceptual model. It was reconstructed based on the actual radius and centerline which we got from the CT data, as illustrated in Figure 1A. The proximal left anterior descending branch is the middle part, and we extended both inlet and outlet to obtain a fully developed flow. The proximal left anterior descending branch has a radius of 1.535 mm and a length of 19.253 mm. Meshing and CFD simulations were carried out by using commercial software. The calculation domain was described by a nonstructural grid as shown in Figure 1B. Blood was considered as an incompressible Newtonian fluid with a density of 1,060 kg/m3 and a viscosity of 0.0035 Pa⋅s. Laminar flow at a speed of 50 ml/min was applied (Theodorakakos et al., 2008). The blood was set to be laminar flow because the Reynolds number was < 2,000 when the flow rate was set to 50 ml/min. The WSS was obtained by using steady CFD analysis. The wall of the model was assumed to be rigid with a nonslip boundary condition, and zero pressure was set at the outlet. The WSS of each element in a vessel cross-section, which would be utilized as the input for ABM simulations, was recorded at the end of the CFD simulation.


[image: image]

FIGURE 1. The 3D geometry of the proximal left anterior descending branch (A) and meshing result (B).




Agent-Based Model

An ABM was developed to simulate VSMC proliferation/apoptosis and ECM generation/degradation in a vessel cross-section. The ABM of a vessel cross-section was developed in MATLAB (R2014a). Figure 2 shows the flow diagram of ABM. As initial setup, the initialization of ABM included three parts, namely, geometry initialization, time initialization, and hemodynamic initialization. The simulation area was a 2D domain, which was discretized uniformly into 100 × 100 grids. The proximal left anterior descending branch was a simplified conceptual model, so the cross-section of the vessel is an ideal circle. We set a circular ring where the center was (50, 50) and radius was between 20 and 26 as the boundary of the vessel wall. The center of the lumen was set to be (50, 50), and its radius was 20. The proximal left anterior descending branch was selected as the vascular model, where the actual radius of the proximal left anterior descending branch was 1.535 mm, and the corresponding thickness of the vessel wall was 460.5 μm, which was consistent with the literature (Waller, 1989). Therefore, the rationality of the radius and wall thickness in ABM is acceptable. The ratio of VSMC/ECM was 1. The initial cellular pattern in a vessel cross-section was random according to the published literature (Hwang et al., 2013; Garbey et al., 2015; Casarin et al., 2018). Figure 3 shows the vessel cross-section after geometry initialization. Vascular remodeling was a process that evolves over time, so we set a time clock for VSMC and ECM agents. The cycle of VSMC was 12 h, and that of ECM was 4 h (Garbey et al., 2015). Each VSMC and ECM agent had a random age between 0 and cycle. As simulation began, the age increased according to the time step of 1 h. A function was used to define the damage index of VSMC and ECM as deviation from the obtained WSS as followed:
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FIGURE 2. Flow diagram of an agent-based model (ABM) in the vessel cross-section.
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FIGURE 3. Geometry initialization.


where WSS0 is a threshold for damage. The threshold for damage was 1 Pa, since low WSS usually refers to WSS less than 1 Pa (Malek et al., 1999; Wentzel et al., 2012; Li et al., 2014; Wang et al., 2016). That is, when WSS is greater than or equal to 1 Pa, its damage index is 0. When WSS is close to 0 Pa, its damage index is the largest, which is 1. When WSS is between 0 and 1, its damage index is linearly distributed (Boland et al., 2019).

The agent in the innermost layer of the vessel wall got the damage index, and then, the damage index of agents in the other layer was defined by the inner damage index and attenuation coefficient according to distance. That is, for an agent in the outer layer having the closest agent in inner layer, the damage index of the former one was defined as the latter one multiplied by the attenuation coefficient. After hemodynamic initialization, each agent in the vessel wall got a damage index. It showed that the lower the WSS, the greater the damage index. The damage index decreased gradually from the inner wall to the outer wall. During the vascular remodeling process, the lumen area decreased, which increased the WSS. Therefore, in each time step, the damage index was multiplied by a constant e−0.0075 to replicate the WSS recovery. The damage index was used to calculate the probability induced by WSS, the functions of VSMC division probability, VSMC apoptosis probability, ECM generation probability, and ECM degradation probability were as follows:
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where αdiv, αapop, αgen, and αdeg are the parameters used to modify the probability.

Vascular remodeling is a mechanochemical-biological process. We considered the interaction between WSS, biochemical factors, VSMC, and ECM. These biochemical factors included Endothelin (ET), NO, and MMP-9. The mathematical relationships between WSS, biochemical factor content, VSMC, and ECM were established according to the literature (Guo and Kassab, 2009; Thorne et al., 2011; Nirala and Gohil, 2015). ET can be synthesized by a variety of cells, such as EC, VSMC, glial cell, and cardiomyocyte, mainly EC. ET can promote the proliferation and migration of VSMC. The mathematical relationship of WSS, EC, and ET was as follows (Thorne et al., 2011):

[image: image]

where CET represents the ET synthesized by a single EC per hour, the unit is pg/cell/h, τ represents WSS, the unit is Pa, and M=8×10−4pg/cell/h, δ=0.6, α=0.4, k=3.63, n = 1.68.

The NO in the vessel is mainly synthesized by EC, which mainly acts on VSMC and inhibits VSMC proliferation and migration. The mathematical relationship of WSS, EC, and NO was as follows (Guo and Kassab, 2009):

[image: image]

where CNO represents the NO synthesized by a single EC per hour, the unit is pg/cell/h, τ represents WSS, the unit is Pa, and a=4.365×10−7,b=−9.399×10−7, c=6.348×10−7, d=−9.939×10−8, e=9.333×10−9.

The main physiological role of MMPs is to degrade the ECM. More than 20 kinds of MMPs have been discovered so far. MMP-9 is one of them, which belongs to gelatinase and has a wide range of substrates. The mathematical relationship of WSS, EC, and MMP-9 was as follows (Nirala and Gohil, 2015):
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where CMMP−9 represents the MMP-9 synthesized by a single EC per hour, the unit is pg/cell/h, τ represents WSS, the unit is Pa, and β=4.939×10−8,γ=2.218×10−7.

After obtaining the content of ET, NO, and MMP-9 at a certain time, the mathematical relationship between the content of biochemical factors and the interaction of VSMC and ECM should be established. Substituting the content of biochemical factors into the following formulas, the content of biochemical factors could be converted into probability:
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where CET, CNO, CMMP−9 represent the content of ET, NO, and MMP-9, respectively.

The pdiv−wss, papop−wss, pgen−wss, and pdeg−wss were calculated based on the damage index, and the probability of the biochemical factor was superimposed on the abovementioned probability. Thus, the VSMC division probability Pdiv, VSMC apoptosis probability Papop, ECM generation probability Pgen, and ECM degradation probability Pdeg could be obtained. Considering that ET promotes the proliferation of VSMC and NO inhibits the proliferation of VSMC, the probability of VSMC division was modified as follows: Pdiv=pdiv−wss + pET−pNO. The probability of VSMC apoptosis was not modified, Papop=papop−wss, because the concepts of promoting proliferation and inhibiting proliferation have nothing to do with apoptosis. Because MMP-9 can promote ECM degradation, the ECM degradation probability was modified as follows: Pdeg=pdeg−wss + pMMP−9, and the probability of ECM generation was not modified, Pgen=pgen−wss.

Figure 4 shows the flowchart of the VSMC division. Simulating VSMC division mainly includes the following steps: (1) Find VSMC that may divide: select the VSMC that may divide according to the age, when the age of VSMC is an integral multiple of 12, the VSMC is likely to divide, (2) Determine whether the VSMC that may divide will divide: a random probability Pdiv_rand between 0 and 1 is generated for the VSMC that may divide. The random probability Pdiv_rand is compared with the probability division for VSMC. If the probability is larger than the random probability, then division for VSMC happened, otherwise it does not happen. The age of VSMC that has not been divided is increased by 1 h, and the abovementioned steps are repeated in the next time step. VSMC apoptosis and ECM generation/degradation are the same as VSMC division. The age of the new VSMC and ECM agents was 1, and the damage value was equal to the original agent.
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FIGURE 4. Flow diagram of the vascular smooth muscle cell (VSMC) division.


In the simulation, we mimicked the process of positive and negative remodeling. Positive remodeling usually occurs at the early stage of vascular remodeling, which delays the degree of vascular stenosis. Only when the plaque burden exceeds 40%, the blood flow will be affected (Glagov et al., 1987). In the late stage of the vascular remodeling, as the vascular stenosis progresses, along with calcium salt deposition and fibrosis in the plaque, it causes further narrowing of the lumen, that is, negative remodeling. During the simulation process, when the plaque burden was less than 40%, the growth direction was outward of the wall; when the plaque burden was greater than 40%, the growth direction was inward of the wall.




RESULTS

The first part of the multiscale model of vascular remodeling was the CFD model, which simulated blood flow in a vessel to obtain the WSS in a vessel cross-section. The WSS of the proximal left anterior descending branch was obtained by the CFD method, as shown in Figure 5A. A low WSS region was observed, and we randomly selected a cross-section in this region. The location indicated by the red arrow was the selected cross-section. Figure 5B shows the WSS of the selected cross-section, the red curve in the figure is drawn based on WSS, and the blue curve is the projection of the WSS data in the X-Y plane. Furthermore, WSS was converted into WSS damage index according to the damage index equation (1), as shown in Figure 5C. The red curve in the figure is drawn based on the damage index, and the blue curve is the projection of the damage index in the X-Y plane. When WSS was greater than the threshold WSS0, the damage index is 0; when the WSS was less than the threshold WSS0, the damage index showed the trend that the smaller the WSS was, the greater the damage index was.
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FIGURE 5. The results of the computational fluid dynamics (CFD) model. (A) The wall shear stress (WSS) of the proximal left anterior descending branch. The location indicated by the red arrow is the selected cross-section. (B) The WSS of the selected cross-section. The red curve in the figure is drawn based on WSS, and the blue curve is the projection of WSS data in the X-Y plane. (C) The damage index of the selected cross-section. The red curve in the figure is drawn based on the damage index, and the blue curve is the projection of the damage index in the X-Y plane.


The second part of the multiscale model of vascular remodeling was the ABM, which simulated VSMC proliferation/apoptosis and ECM generation/degradation in a vessel cross-section. Since VSMC proliferation/apoptosis and ECM generation/degradation were probabilistic events, the simulation results of each run of the ABM were random. Figure 6 compares the vessel cross-section geometry over time obtained from a single run of the ABM. A total of 800 ticks were simulated, and the results were extracted every 100 ticks. The results from t = 100 to t = 800 are shown in Figures 6A–H, respectively. Lumen is represented in white, VSMC in red, and ECM in blue. In terms of geometry, the results of the cross-sections we obtained were consistent with the clinical histologic images (Varnava et al., 2002; Kroner et al., 2011). As shown in the figure, the vessel wall underwent positive remodeling from t = 1 to t = 400, the lumen area remained unchanged, and the vessel wall thickened outward. After t = 400, the vessel wall thickened inward, and lumen began to narrow, which was called negative remodeling. Comparing the geometry of a vessel cross-section with the WSS results, we can observe that the significant wall thickening region was consistent with the low WSS region. There was no evident change of wall thickness in the normal WSS region. The figure shows not only the change of geometry but also the change of plaque burden. The plaque burden can be calculated from the cross-section of vessels, and it increased gradually and ultimately reaches 51.19%. It can be observed that the change rate of plaque burden changed from fast to slow. This was because the damage index decreases continuously during the simulation, that is, the probability of VSMC proliferation/apoptosis and ECM degradation/generation decreased. At t = 800, the damage index approached to 0, the quantity and distribution of VSMC and ECM achieved a stable state, and the vessel reached vascular homeostasis.
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FIGURE 6. The changes of geometry in the vessel cross-section over time were obtained from a single run of the ABM. A total of 800 ticks are simulated, and the results are extracted every 100 ticks. The results from t = 100 to t = 800 are shown in (A–H), respectively. Lumen is represented in white, and the vessel wall consists of VSMC and extracellular matrix (ECM): VSMC in red and ECM in blue. The figure not only shows the change of geometry but also the change of plaque burden.


As mentioned earlier, the simulation results of each run of the ABM were random. This was not only because VSMC proliferation/apoptosis and ECM degradation/generation were the probabilistic events, but also because the spatial distribution and age of VSMC and ECM were random during geometry initialization and time initialization. To minimize the influence of the probabilistic events and the random setting of initial conditions, more stochastic simulations need to be performed. Figure 7 shows 10 stochastic simulations of the ABM and mean trend. Figures 7A–D represents the quantity of VSMC, the quantity of ECM, the ratio of VSMC/ECM, and plaque burden, respectively. The quantity of VSMC increased according to the trend of the logic curve and gradually tended to be stable when t = 700. Under this WSS condition, the quantity of VSMC fluctuated around 1,282 (Figure 7A). The quantity of ECM also increased according to the trend of the logic curve and gradually tended to be stable when t = 700. Under the same WSS condition, the quantity of ECM fluctuated around 1,313 (Figure 7B). As shown in Figure 7C, the results of the 10 stochastic simulations showed that the ratio of VSMC/ECM was symmetrically distributed, and after reaching stability, the ratio of VSMC/ECM was slightly lower than the initial value and was 0.98. This was because the quantity of VSMC was slightly less than that of ECM. The plaque burden had the same trend as the quantity of VSMC and the quantity of ECM. The mean trend of plaque burden under this WSS condition was finally stable at 49%. Thus, although the results of each stochastic simulation were different, the trend of each simulation result remained the same. It also showed that the spatial distribution and age of VSMC and ECM were random during geometry initialization, and time initialization had less effect on the simulation results.
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FIGURE 7. Temporal evolution of the quantity of VSMC (A), the quantity of ECM (B), the ratio of VSMC/ECM (C), and plaque burden (D). Notably, 10 stochastic simulations of the ABM are shown in color, and the mean trend is shown in black color.




DISCUSSION

There is growing evidence that the hemodynamics-induced low WSS is one of the critical reasons leading to vascular remodeling (Roux et al., 2020; Mahmoudi et al., 2021). However, the coupling effects of WSS and cellular kinetics have not been clearly modeled. We established a multiscale modeling approach to reveal the vascular remodeling behavior under the interaction between the macroscale of WSS loading and the microscale of cell evolution. In the model of vascular remodeling induced by WSS, the simulations of VSMC proliferation/apoptosis and ECM generation/degradation in a vessel cross-section were performed.

The simulation results demonstrated that the multiscale model could simulate the mechanical-biological behavior between WSS, VSMC, and ECM. The significant wall thickening region was consistent with the low WSS region. There was no evident change of wall thickness in the normal WSS region. This phenomenon is consistent with the conclusion in the literature that low WSS induces vascular remodeling (Yu et al., 2015; Luong et al., 2016; Roux et al., 2020; Mahmoudi et al., 2021). Positive remodeling and negative remodeling were considered in the model of this study. It was observed that when the plaque burden was less than 40%, the vessel wall grew outward, and when the plaque burden was greater than 40%, the vessel wall grew inward, causing lumen stenosis. This phenomenon has been consistent with the previous study (Bhui and Hayenga, 2017). By comparing the results of multiple ABM simulations, it was found that although the results of each simulation were different, the trend was the same, which showed that some randomly distributed parameters in the simulation process have less influence on the results, and the main factor affecting the results was WSS. The WSS was utilized as the input for ABM simulations. Most studies have shown that low WSS is one of the reasons for vascular remodeling. Some studies suggest that vascular remodeling is related to WSS gradient (WSSG), oscillatory shear index (OSI), and relative residence time (RRT) (Gori and Boghi, 2011; Ameenuddin and Anand, 2020). WSSG, OSI, and RRT are the hemodynamic parameters derived from WSS. These parameters can provide further insight into the relationship between WSS and vascular remodeling. In this study, we only considered the effect of low WSS and did not consider the effects of high WSSG, high OSI, and high RRT. The next step of the study can be based on the other three factors to explore the differences in vascular remodeling under the action of these three factors.

Some studies have used the multiscale model to study in-stent restenosis, using Von Mises stress as input to study the effect of Von Mises stress on VSMC. Our model mainly takes WSS as input from the perspective of hemodynamics. Some models in the previous research did not consider ECM, which resulted in the simulation results being slightly smaller than the experimental data (Zun et al., 2017; Li et al., 2019). Aware of this, we considered the influence of ECM in our model.

There are several model parameters that can be adjusted to affect the dynamics of vascular remodeling. First, the degree of low WSS may be a key determinant of the individual natural history of vascular remodeling. As mentioned above, the cutoff point of low WSS, physiological WSS, and high WSS varies with species and blood vessel types. The threshold of low WSS determines the damage index and further affects the probability. Second, the periods of VSMC agent and ECM agent adopt different values in different studies, and we chose a value suitable for our model (Garbey et al., 2015; Zun et al., 2017; Corti et al., 2020). The best parameters in the model are expected to be verified by the experimental data.



LIMITATIONS

Although the multiscale model can be used to reveal the vascular remodeling behavior under the interaction between the macroscale of WSS loading and the microscale of cell evolution, this model still has some limitations. The CFD model and boundary conditions were simplified in this study. The patient-specific CFD model should be reconstructed, and boundary conditions should be obtained to ensure the accuracy of the CFD simulation results. In addition, the vessel wall was assumed to be a rigid wall, and the interaction between blood flow and the wall was not considered, which may have an impact on the calculated results. In the future study, the fluid-structure interaction methods should be considered. During geometry initialization, we simplified the vessel cross-section by using the ideal circle. Real vessel cross-section should be used in the future study to make the model more accurate. WSS updating plays an important role in coupling the CFD and ABM. In this study, we updated WSS by using some a priori functions rather than using the CFD model. This approach only described a change trend and did not realize the real WSS update, which leads to the present model being partially coupled. In the future study, we could select multiple cross-sections of the blood vessel for ABM. Then, a new 3D blood model can be reconstructed by the multiple ABM results. New WSS could be obtained as input after CFD simulation. We look forward to make our model fully coupled by using this method. In our multiscale model, only the simulations of VSMC proliferation/apoptosis and ECM generation/degradation were considered. There is a phenotypic transition of VSMC during vascular remodeling, and our model does not distinguish the phenotype of VSMC. Other factors such as leaky endothelial barrier, lipid deposition, and inflammatory response were excluded in this model, and these factors should be evolved during the next study. The role of three biochemical factors was added to the model, and the content of biochemical factors was used as a function of the number of EC and WSS. This method obviously simplifies the change process of the content of biochemical factor. It is possible to further improve the description of the changes and effects of biochemical factors by establishing convection-diffusion-reaction equations. In the future study, we hope to improve the model, carry out animal experiments, and verify the model by using the results of animal experiments.



CONCLUSION

With the usage of CFD and ABM, we were able to establish a multiscale modeling approach to reveal the vascular remodeling behavior under the interaction between the macroscale of WSS loading and the microscale of cell evolution. As expected, the thickening area of the vascular wall corresponded to the magnitude of WSS, showing that the lower the WSS, the easier the thickening of the vascular wall. The established multiscale model could be used to simulate the vascular remodeling behavior over time under various WSS conditions.



DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.



AUTHOR CONTRIBUTIONS

SC was responsible for modeling, simulation, data analysis, and manuscript preparation. HZ was responsible for language modification. QH assisted in the design of numerical simulation. YZ was responsible for language modification. AQ was responsible for supervision. All authors contributed to the article and approved the submitted version.



FUNDING

This study was supported by the National Natural Science Foundation of China (12172018) and the Joint Program of Beijing Municipal - Beijing Natural Science Foundation (KZ202110005004).



REFERENCES

Ameenuddin, M., and Anand, M. (2020). A mixture theory model for blood combined with low-density lipoprotein transport to predict early atherosclerosis regions in idealized and patient-derived abdominal aorta. J. Biomech. Eng. Trans. ASME 142:101008. doi: 10.1115/1.4047426

Baeyens, N., Nicoli, S., Coon, B. G., Ross, T. D., Van den Dries, K., Han, J., et al. (2015). Vascular remodeling is governed by a VEGFR3-dependent fluid shear stress set point. eLife 4:e04645. doi: 10.7554/eLife.04645

Bhui, R., and Hayenga, H. N. (2017). An agent-based model of leukocyte transendothelial migration during atherogenesis. PLoS Comput. Biol. 13:e1005523. doi: 10.1371/journal.pcbi.1005523

Boland, E. L., Grogan, J. A., and McHugh, P. E. (2019). Computational modelling of magnesium stent mechanical performance in a remodelling artery: effects of multiple remodelling stimuli. Int. J. Numer. Meth. Biomed. 35:e3247. doi: 10.1002/cnm.3247

Borer, B., Ataman, M., Hatzimanikatis, V., and Or, D. (2019). Modeling metabolic networks of individual bacterial agents in heterogeneous and dynamic soil habitats (IndiMeSH). PLoS Comput. Biol. 15:e1007127. doi: 10.1371/journal.pcbi.1007127

Boyle, C. J., Lennon, A. B., Early, M., Kelly, D. J., Lally, C., and Prendergast, P. J. (2010). Computational simulation methodologies for mechanobiological modelling: a cell-centred approach to neointima development in stents. Philos. Trans. R. Soc. A Math. Phys. Eng. Sci. 368, 2919–2935. doi: 10.1098/rsta.2010.0071

Browne, L. D., Bashar, K., Griffin, P., Kavanagh, E. G., Walsh, S. R., and Walsh, M. T. (2015). The role of shear stress in arteriovenous fistula maturation and failure: a systematic review. PLoS One 10:e145795. doi: 10.1371/journal.pone.0145795

Casarin, S., Berceli, S. A., and Garbey, M. (2018). A twofold usage of an agent-based model of vascular adaptation to design clinical experiments. J. Comput. Sci. 29, 59–69. doi: 10.1016/j.jocs.2018.09.013

Chatzizisis, Y. S., Coskun, A. U., Jonas, M., Edelman, E. R., Stone, P. H., and Feldman, C. L. (2007). Risk stratification of individual coronary lesions using local endothelial shear stress: a new paradigm for managing coronary artery disease. Curr. Opin. Cardiol. 22, 552–564. doi: 10.1097/HCO.0b013e3282f07548

Chatzizisis, Y. S., Jonas, M., Coskun, A. U., Beigel, R., Stone, B. V., Maynard, C., et al. (2008). Prediction of the localization of high-risk coronary atherosclerotic plaques on the basis of low endothelial shear stress: an intravascular ultrasound and histopathology natural history study. Circulation 117, 993–1002. doi: 10.1161/CIRCULATIONAHA.107.695254

Cheng, C., Tempel, D., van Haperen, R., van der Baan, A., Grosveld, F., Daemen, M. J., et al. (2006). Atherosclerotic lesion size and vulnerability are determined by patterns of fluid shear stress. Circulation 113, 2744–2753. doi: 10.1161/CIRCULATIONAHA.105.590018

Corti, A., Chiastra, C., Colombo, M., Garbey, M., Migliavacca, F., and Casarin, S. (2020). A fully coupled computational fluid dynamics - agent-based model of atherosclerotic plaque development: multiscale modeling framework and parameter sensitivity analysis. Comput. Biol. Med. 118:103623. doi: 10.1016/j.compbiomed.2020.103623

Escuer, J., Martinez, M. A., McGinty, S., and Pena, E. (2019). Mathematical modelling of the restenosis process after stent implantation. J. R. Soc. Interface 16:20190313. doi: 10.1098/rsif.2019.0313

Garbey, M., Rahman, M., and Berceli, S. A. (2015). A multiscale computational framework to understand vascular adaptation. J. Comput. Sci. 8, 32–47. doi: 10.1016/j.jocs.2015.02.002

Glagov, S., Weisenberg, E., Zarins, C. K., Stankunavicius, R., and Kolettis, G. J. (1987). Compensatory enlargement of human atherosclerotic coronary arteries. N. Engl. J. Med. 316, 1371–1375. doi: 10.1056/NEJM198705283162204

Gori, F., and Boghi, A. (2011). Three-dimensional numerical simulation of blood flow in two coronary stents. Numer. Heat Tranf. A Appl. 59, 231–246. doi: 10.1080/10407782.2011.541147

Grainger, D. J. (2004). Transforming growth factor beta and atherosclerosis: so far, so good for the protective cytokine hypothesis. Arterioscler. Thromb. Vasc. Biol. 24, 399–404. doi: 10.1161/01.ATV.0000114567.76772.33

Guo, X., and Kassab, G. S. (2009). Role of shear stress on nitrite and NOS protein content in different size conduit arteries of swine. Acta Physiol. 197, 99–106. doi: 10.1111/j.1748-1716.2009.01999.x

Hwang, M., Garbey, M., Berceli, S. A., Wu, R., Jiang, Z., and Tran-Son-Tay, R. (2013). Rule-based model of vein graft remodeling. PLoS One 8:e57822. doi: 10.1371/journal.pone.0057822

Keshavarzian, M., Meyer, C. A., and Hayenga, H. N. (2018). Mechanobiological model of arterial growth and remodeling. Biomech. Model. Mechanobiol. 17, 87–101. doi: 10.1007/s10237-017-0946-y

Keshavarzian, M., Meyer, C. A., and Hayenga, H. N. (2019). In silico tissue engineering: a coupled agent-based finite element approach. Tissue Eng. Part C Methods 25, 641–654. doi: 10.1089/ten.tec.2019.0103

Kroner, E. S., van Velzen, J. E., Boogers, M. J., Siebelink, H. M., Schalij, M. J., Kroft, L. J., et al. (2011). Positive remodeling on coronary computed tomography as a marker for plaque vulnerability on virtual histology intravascular ultrasound. Am. J. Cardiol. 107, 1725–1729. doi: 10.1016/j.amjcard.2011.02.337

Li, S., Lei, L., Hu, Y., Zhang, Y., Zhao, S., and Zhang, J. (2019). A fully coupled framework for in silico investigation of in-stent restenosis. Comput. Methods Biomech. Biomed. Eng. 22, 217–228. doi: 10.1080/10255842.2018.1545017

Li, X., Yang, Q., Wang, Z., and Wei, D. (2014). Shear stress in atherosclerotic plaque determination. DNA Cell Biol. 33, 830–838. doi: 10.1089/dna.2014.2480

Liu, C. D., and Chen, F. (2020). Increase of wall shear stress caused by arteriovenous fistula reduces neointimal hyperplasia after stent implantation in healthy arteries. Vascular 28, 396–404. doi: 10.1177/1708538120913748

Luong, L., Duckles, H., Schenkel, T., Mahmoud, M., Tremoleda, J. L., Wylezinska-Arridge, M., et al. (2016). Heart rate reduction with ivabradine promotes shear stress-dependent anti-inflammatory mechanisms in arteries. Thromb. Haemost. 116, 181–190. doi: 10.1160/TH16-03-0214

Mahmoudi, M., Farghadan, A., McConnell, D. R., Barker, A. J., Wentzel, J. J., Budoff, M. J., et al. (2021). The story of wall shear stress in coronary artery atherosclerosis: biochemical transport and mechanotransduction. J. Biomech. Eng. Trans. ASME 143:041002. doi: 10.1115/1.4049026

Malek, A. M., Alper, S. L., and Izumo, S. (1999). Hemodynamic shear stress and its role in atherosclerosis. JAMA J. Am. Med. Assoc. 282, 2035–2042. doi: 10.1001/jama.282.21.2035

Nirala, B. K., and Gohil, N. K. (2015). Effect of glycated serum albumin on functional markers in human umbilical vein endothelial cells in the presence of shear stress. J. Mech. Med. Biol. 15:1550026. doi: 10.1142/S0219519415500268

Norton, K. A., Gong, C., Jamalian, S., and Popel, A. S. (2019). Multiscale agent-based and hybrid modeling of the tumor immune microenvironment. Processes 7:37. doi: 10.3390/pr7010037

Rockett, R. J., Arnott, A., Lam, C., Sadsad, R., Timms, V., Gray, K. A., et al. (2020). Revealing COVID-19 transmission in Australia by SARS-CoV-2 genome sequencing and agent-based modeling. Nat. Med. 26, 1398–1404. doi: 10.1038/s41591-020-1000-7

Roux, E., Bougaran, P., Dufourcq, P., and Couffinhal, T. (2020). Fluid shear stress sensing by the endothelial layer. Front. Physiol. 11:861. doi: 10.3389/fphys.2020.00861

Tahir, H., Bona-Casas, C., Narracott, A. J., Iqbal, J., Gunn, J., Lawford, P., et al. (2014). Endothelial repair process and its relevance to longitudinal neointimal tissue patterns: comparing histology with in silico modelling. J. R. Soc. Interface 11:20140022. doi: 10.1098/rsif.2014.0022

Theodorakakos, A., Gavaises, M., Andriotis, A., Zifan, A., Liatsis, P., Pantos, I., et al. (2008). Simulation of cardiac motion on non-Newtonian, pulsating flow development in the human left anterior descending coronary artery. Phys. Med. Biol. 53, 4875–4892. doi: 10.1088/0031-9155/53/18/002

Thorne, B. C., Hayenga, H. N., Humphrey, J. D., and Peirce, S. M. (2011). Toward a multi-scale computational model of arterial adaptation in hypertension: verification of a multi-cell agent based model. Front. Physiol. 2:20. doi: 10.3389/fphys.2011.00020

Tousoulis, D., Antoniades, C., Koumallos, N., and Stefanadis, C. (2006). Pro-inflammatory cytokines in acute coronary syndromes: from bench to bedside. Cytokine Growth Factor Rev. 17, 225–233. doi: 10.1016/j.cytogfr.2006.04.003

Varnava, A. M., Mills, P. G., and Davies, M. J. (2002). Relationship between coronary artery remodeling and plaque vulnerability. Circulation 105, 939–943. doi: 10.1161/hc0802.104327

Waller, B. F. (1989). Anatomy, histology, and pathology of the major epicardial coronary arteries relevant to echocardiographic imaging techniques. J. Am. Soc. Echocardiogr. 2, 232–252. doi: 10.1016/s0894-7317(89)80084-7

Wang, Y., Qiu, J., Luo, S., Xie, X., Zheng, Y., Zhang, K., et al. (2016). High shear stress induces atherosclerotic vulnerable plaque formation through angiogenesis. Regen. Biomater. 3, 257–267. doi: 10.1093/rb/rbw021

Wang, Z., Butner, J. D., Kerketta, R., Cristini, V., and Deisboeck, T. S. (2015). Simulating cancer growth with multiscale agent-based modeling. Semin. Cancer Biol. 30, 70–78. doi: 10.1016/j.semcancer.2014.04.001

Wentzel, J. J., Chatzizisis, Y. S., Gijsen, F. J. H., Giannoglou, G. D., Feldman, C. L., and Stone, P. H. (2012). Endothelial shear stress in the evolution of coronary atherosclerotic plaque and vascular remodelling: current understanding and remaining questions. Cardiovasc. Res. 96, 234–243. doi: 10.1093/cvr/cvs217

Yamamoto, M., and David, T. (2010). “Endothelial nitric oxide concentration and its implications in carotid artery atherosclerosis - an integrated cell/haemodynamics approach,”in Proceedings of the IFMBE 6th World Congress of Biomechanics (WCB 2010). August 1-6, 2010 Singapore, PTS 1-3, Vol. 31, eds C. T. Lim and J. C. H. Goh (Berlin: Springer), 414–417. doi: 10.1007/978-3-642-14515-5_106

Yu, Y., Cai, Z., Cui, M., Nie, P., Sun, Z., Sun, S., et al. (2015). The orphan nuclear receptor Nur77 inhibits low shear stress-induced carotid artery remodeling in mice. Int. J. Mol. Med. 36, 1547–1555. doi: 10.3892/ijmm.2015.2375

Zahedmanesh, H., Van Oosterwyck, H., and Lally, C. (2014). A multi-scale mechanobiological model of in-stent restenosis: deciphering the role of matrix metalloproteinase and extracellular matrix changes. Comput. Methods Biomech. Biomed. Eng. 17, 813–828. doi: 10.1080/10255842.2012.716830

Zun, P. S., Anikina, T., Svitenkov, A., and Hoekstra, A. G. (2017). A comparison of fully-coupled 3D in-stent restenosis simulations to in-vivo data. Front. Physiol. 8:284. doi: 10.3389/fphys.2017.00284


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Chen, Zhang, Hou, Zhang and Qiao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	
	ORIGINAL RESEARCH
published: 13 August 2021
doi: 10.3389/fphys.2021.717593






[image: image2]

Ultrasound-Based Fluid-Structure Interaction Modeling of Abdominal Aortic Aneurysms Incorporating Pre-stress

Judith H. C. Fonken1,2*, Esther J. Maas1,2, Arjet H. M. Nievergeld1,2, Marc R. H. M. van Sambeek1,2, Frans N. van de Vosse3 and Richard G. P. Lopata1


1Photoacoustics & Ultrasound Laboratory Eindhoven (PULS/e), Department of Biomechanical Engineering, Eindhoven University of Technology, Eindhoven, Netherlands

2Department of Vascular Surgery, Catharina Hospital Eindhoven, Eindhoven, Netherlands

3Cardiovascular Biomechanics, Department of Biomechanical Engineering, Eindhoven University of Technology, Eindhoven, Netherlands

Edited by:
Estefania Peña, University of Zaragoza, Spain

Reviewed by:
Mauro Malvè, Public University of Navarre, Spain
 Xueying Huang, Xiamen University, China

*Correspondence: Judith H. C. Fonken, j.h.c.fonken@tue.nl

Specialty section: This article was submitted to Computational Physiology and Medicine, a section of the journal Frontiers in Physiology

Received: 31 May 2021
 Accepted: 16 July 2021
 Published: 13 August 2021

Citation: Fonken JHC, Maas EJ, Nievergeld AHM, van Sambeek MRHM, van de Vosse FN and Lopata RGP (2021) Ultrasound-Based Fluid-Structure Interaction Modeling of Abdominal Aortic Aneurysms Incorporating Pre-stress. Front. Physiol. 12:717593. doi: 10.3389/fphys.2021.717593



Currently, the prediction of rupture risk in abdominal aortic aneurysms (AAAs) solely relies on maximum diameter. However, wall mechanics and hemodynamics have shown to provide better risk indicators. Patient-specific fluid-structure interaction (FSI) simulations based on a non-invasive image modality are required to establish a patient-specific risk indicator. In this study, a robust framework to execute FSI simulations based on time-resolved three-dimensional ultrasound (3D+t US) data was obtained and employed on a data set of 30 AAA patients. Furthermore, the effect of including a pre-stress estimation (PSE) to obtain the stresses present in the measured geometry was evaluated. The established workflow uses the patient-specific 3D+t US-based segmentation and brachial blood pressure as input to generate meshes and boundary conditions for the FSI simulations. The 3D+t US-based FSI framework was successfully employed on an extensive set of AAA patient data. Omitting the pre-stress results in increased displacements, decreased wall stresses, and deviating time-averaged wall shear stress and oscillatory shear index patterns. These results underline the importance of incorporating pre-stress in FSI simulations. After validation, the presented framework provides an important tool for personalized modeling and longitudinal studies on AAA growth and rupture risk.

Keywords: abdominal aortic aneurysms, patient-specific, fluid-structure interaction modeling, rupture risk, pre-stress estimation, wall mechanics, hemodynamics


1. INTRODUCTION

An abdominal aortic aneurysm (AAA) is a pathological dilation of the aorta beyond 50% of the normal vessel diameter. If left untreated, the AAA can expand until rupture occurs, which is accompanied by an overall mortality of 80% (Rissland et al., 2008; Piechota-Polanczyk et al., 2015; Kontopodis et al., 2018; Salman et al., 2019). Surgical repair of AAAs can be performed to prevent rupture, but is not without risks either (Kontopodis et al., 2018). Therefore, after a patient is diagnosed with an AAA, the patient's risk of rupture is assessed and monitored over time. Current clinical estimates of rupture risk are based on the maximum diameter and growth of the aneurysm. Surgical aneurysm repair is recommended when the maximum diameter exceeds 5.0 cm (women) or 5.5 cm (men), or when the growth rate is over 1 cm/year (Chaikof et al., 2018; Kontopodis et al., 2018; Salman et al., 2019). The adoption of this measure for rupture risk was based on randomized clinical trials (Collin, 1999; Lederle et al., 2002). However, a retrospective review reported that ~40% of AAAs between 7 and 10 cm did not rupture, whereas 13% of AAAs with a maximum diameter below 5 cm did rupture (Chaikof et al., 2018). These findings suggest that maximum diameter alone is an inadequate indicator for rupture risk and that another approach is needed to predict the rupture risk (Rissland et al., 2008; van Disseldorp et al., 2016; Chaikof et al., 2018; Salman et al., 2019).

From a mechanical point of view, AAA rupture occurs when the stresses acting on the aneurysm wall exceed the strength of the aortic wall (Rissland et al., 2008; van Disseldorp et al., 2016; Chaikof et al., 2018; Salman et al., 2019). Since multiple studies have demonstrated that stresses acting on the wall are highly dependent on AAA geometry, a patient-specific risk assessment is required (Chaikof et al., 2018; Salman et al., 2019). Computational solid stress (CSS) models using patient-specific geometries have been employed in a variety of previous studies and were successful in predicting the wall stresses and potential rupture sites (Fillinger et al., 2003; Vorp, 2007; Xenos and Bluestein, 2011; van Disseldorp et al., 2016; Chaikof et al., 2018).

Besides CSS analyses, various computational fluid dynamic (CFD) analyses have been executed to study AAA development and growth (Biasetti et al., 2010; Les et al., 2010; Xenos and Bluestein, 2011; Boyd et al., 2016; Zambrano et al., 2016; Salman et al., 2019). It is believed that low, disturbed wall shear stress (WSS) in the AAA activates inflammatory markers, which might lead to degeneration and weakening of the vessel wall and formation of intraluminal thrombus (ILT) (Xenos and Bluestein, 2011; Tanweer et al., 2014; Zambrano et al., 2016; Salman et al., 2019). The influence of ILT on AAA progression and rupture is still ambiguous. On the one hand, ILT potentially affects the AAA wall strength negatively by obstructing the transport of solutes and disrupting the direct interaction between hemodynamic forces and the vessel wall (Vorp et al., 2001; Zambrano et al., 2016). On the other hand, studies suggested that the ILT could prevent AAA rupture by lowering the wall stress (Vorp, 2007; Speelman et al., 2010; Xenos and Bluestein, 2011; Zambrano et al., 2016).

Research on AAA growth and rupture risk requires a longitudinal study on a large set of patients. Furthermore, fluid-structure interaction (FSI) models need to be employed to analyze the interaction between hemodynamics and wall mechanics (Lin et al., 2017; Salman et al., 2019) and to investigate ILT formation. In CFD analyses, the wall is assumed to be rigid, which leads to an underestimation of vortex development and overestimation of WSS (Lin et al., 2017). In CSS simulations, an uniform pressure is applied to the AAA wall, which can lead to an underestimation of wall stresses up to 10% (Lin et al., 2017).

Previous studies employing FSI simulations either used idealized AAA geometries (Scotti et al., 2005, 2008; Lin et al., 2017) or a small set of patient-specific geometries acquired using computed tomography (CT) (Di Martino et al., 2001; Wolters et al., 2005; Scotti and Finol, 2007; Xenos and Bluestein, 2011). Due to the use of radiation and contrast agents, CT is unsuitable for frequent use, and thus large longitudinal studies (Salman et al., 2019). In contrast, time-resolved 3-dimensional ultrasound (3D+t US) is safe, fast, affordable, and contains geometric information during the full cardiac cycle. Furthermore, (2D) ultrasound is already used in the current clinical workflow of AAA surveillance. However, 3D+t US is not frequently used to acquire the patient-specific geometries for finite element models due to its limitations in contrast and field-of-view with respect to CT. Recent improvements in 3D+t US segmentation methods allow for the use of 3D+t US data in CSS models, including the use of the geometric information for simultaneous estimation of patient-specific wall stresses and stiffness, as demonstrated by van Disseldorp et al. (2018).

In addition, previous FSI studies have neglected the pre-stress present in the measured AAA geometry due to the physiological pressure load that is present during image acquisition. Assuming the measured AAA geometry to be unloaded and unstressed has shown to influence the wall mechanics in CSS simulations (de Putter et al., 2007; Bols et al., 2013). Since the wall mechanics influence the hemodynamics and vice versa, incorporating the pre-stress in FSI models is deemed necessary. Hence, in this study, the effect of incorporating the pre-stress was evaluated for each patient by executing an additional FSI simulation without pre-stress estimation.

In this study, a robust, automated framework to execute FSI simulations of AAAs based on 3D+t US data was developed and employed to simulate the wall mechanics and hemodynamics of 30 AAA patients. Furthermore, the effect of incorporating the pre-stress was evaluated for each patient by executing an additional FSI simulation without pre-stress estimation.



2. MATERIALS AND METHODS

In a collaborative study, 3D+t US acquisitions of 30 AAA patients were acquired in the Catharina Hospital in Eindhoven. The study was approved by the local ethics committee and all patients gave their written informed consent. The patients were divided in three equal groups based on the measured maximum diameter: small (S, ≤39 mm), moderate (M, 40–49 mm) and large (L, ≥50 mm) (van Disseldorp et al., 2018). The patient-specific brachial BP was measured in supine position immediately after image acquisition using a pressure cuff. The maximum diameter, length of the AAA geometry and the brachial BP for all patients are summarized in Table 1. van't Veer et al. (2008) have demonstrated that brachial cuff measurements overestimate the diastolic blood pressure (Pdia) by 12% and underestimate the systolic blood pressure (Psys) by 5% in AAA patients. Therefore, the brachial BP was converted into the abdominal aortic (AA) BP using Equation (1).
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Table 1. Summary of the maximum diameter (Dmax), length of the AAA geometry (LAAA, elongation excluded) and brachial diastolic blood pressure (Pdia), and systolic blood pressure (Psys) for all 30 patients and the (group) average (μ).

[image: Table 1]

A workflow was developed to execute FSI simulations of AAAs either with or without pre-stress estimation (PSE) (see Figure 1). For each workflow, the 3D+t, US-based segmentation and brachial blood pressure (BP) were used as inputs to create the fluid and structural meshes and boundary conditions for the FSI models, respectively. The complete workflow will be discussed in the subsequent sections.


[image: Figure 1]
FIGURE 1. FSI simulation pipeline with PSE (FSI-PSE, red) and without PSE (PSI-noPSE, blue). Here, 3D+t US-based segmentations and brachial blood pressure (BP) are used as patient-specific input. Note that the black boxes are used in both FSI-PSE and FSI-noPSE pipelines.



2.1. Meshing

Using an in-house toolbox, based on the Star-Kalman method of Guerrero et al. (2007) and developed in MATLAB (R2020a, Mathworks Inc., Natick, MA, USA) (de Ruijter et al., 2020), the AAA geometry was automatically segmented from the 3D+t US acquisitions. For each frame, the phase in the heart cycle was determined by calculating the diameter change over time, and the segmentation at the diastolic frame was selected. To reduce the effects of the boundary conditions on the simulation results in the aneurysm region and avoid numerical instabilities (van Disseldorp et al., 2016; Zambrano et al., 2016), the segmentations were elongated by 5 cm in both proximal and distal direction using Bezier curves, resulting in a circular inlet and outlet with a fixed diameter of 2 cm. In proximal direction, the elongation resulted in a vessel parallel to the spine. In distal direction, the AAA geometry was elongated in the centerline direction (van Disseldorp et al., 2016). The segmentation was interpolated to obtain the desired element size of 0.8 mm and a lumen surface mesh was created by connecting the segmentation contours in quadrangular faces. The resulting lumen surface meshes for all the patients are shown in Supplementary Figure 1. This figure demonstrates the large variety in AAA geometries captured in this study.

The mesh for the AAA wall (solid domain) was obtained by extruding the lumen surface mesh and connecting the surface meshes using quadratic hexahedral elements. The wall thickness equals 2 mm and was equally divided over two layers of elements (Figure 2A).


[image: Figure 2]
FIGURE 2. Cross-section of the (A) solid and (B) fluid volume mesh, and a visualization of (C) the boundary conditions at the inlet and outlet, using cylindrical coordinate systems and (D) the area (highlighted in green) to which pressure is applied.


For the fluid domain, the lumen surface mesh was triangulated, capped, and exported to Ansys Fluent (Ansys Inc., Canonsburg, PA, USA, version 2020R1) to subsequently create the lumen volume mesh. The boundary layer of the volume mesh consists of five layers of prism elements. The remaining volume was filled with tetrahedral elements with an element size of 1 mm (Figure 2B).

The optimal mesh sizes and number of wall layers were obtained by executing a mesh convergence study (Supplementary Material, section 2).



2.2. Structural Domain

The AAA wall was modeled as an isotropic, incompressible, Neo-Hookean material. The Neo-Hookean model relates the Cauchy stress (σ) and the left Cauchy Green deformation tensor (B = F·Fc) according to Equation (2).
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With G the shear modulus of the material. This model is constitutively linear, yet geometrically non-linear. Although this model is not suitable to describe the typical non-linear properties of AAA tissue, from unloaded to fully loaded state (Holzapfel et al., 2012), it is sufficient for the purpose of this model, which is describing the material behavior of the wall within the physiological pressure range (van Disseldorp et al., 2016; Petterson et al., 2020). The shear modulus of the wall depends on the maximum diameter of the AAA, as quantified by van Disseldorp et al. (2018). Therefore, the shear modulus was set to 0.92, 1.02, and 1.36 MPa for the small, moderate, and large AAAs, respectively.

Local cylindrical coordinate systems (Figure 2C) were defined at the inlet and outlet of the mesh and used to constrain displacements in longitudinal and azimuthal directions. Therefore, the inlet and outlet nodes were only allowed to move in radial direction. The pressure was applied to the luminal surface of the wall (Figure 2D). The structural model was solved using Ansys Mechanical APDL (Ansys Inc., Canonsburg, PA, USA, version 2020R1).

The influence of incorporating the pre-stress in FSI models was evaluated by executing FSI simulations with and without incorporating a pre-stress estimation (PSE). In the workflow with PSE (FSI-PSE, Figure 1), the pre-stress was estimated using the Backward Incremental Method (BIM), introduced by de Putter et al. (2007). The advantage of the BIM compared to other pre-stress estimation methods is the direct estimation of the pre-stress in the measured geometry. In other approaches, such as the backward displacement method of Bols et al. (2013), the unloaded geometry first needs to be estimated, which imposes restrictions on the material model that is used.

In the BIM, the stress in the wall of the measured geometry is computed using an iterative approach, in which an incremental pressure is applied to the measured geometry using the stress state calculated in the previous iteration:
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With [image: image] the configuration at an arbitrary point in time, [image: image] the measured geometry, σ the stress, p the pressure, imax the number of pressure increments, pm the measured pressure and Su an operator representing an updated Lagrange solver. If the increments of pressure are small in the final iterations, the stress and pressure at the wall will be in equilibrium at the final iteration. Please note that at each iteration of the BIM, the geometry is reset to the initial, measured geometry. In this study, the patient-specific AA diastolic BP was used as measured pressure and applied in 20 increments according to Equation (3).



2.3. Fluid Domain

At the inlet of the fluid domain, a generic, time-varying flow profile assuming a heart rate of 75 beats/min was prescribed as boundary condition. This profile was obtained using the 1D wave propagation model described by Bessems et al. (2007). This resulted in a mean inlet flow of 0.96 L/min, which lies within the physiological range found in literature (Cheng et al., 2003). The patient-specific inlet centerline velocity (vmax) was calculated from the prescribed inlet flow (qin) and the patient-specific radius of the inlet (ain), assuming a Poiseuille profile, according to Equation (4).
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A no-slip condition was assigned to the lumen wall and the shear-thinning behavior of blood was modeled using the Carreau model:
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With [image: image] the viscosity as a function of shear rate, η0 the viscosity at zero shear rate (0.056 Pa·s), η∞ the viscosity at infinite shear rate (0.00345 Pa·s), λ the time constant (3.313 s) and n the power index (0.3568) (Sequeira and Janela, 2007).

At the outlet of the fluid domain, a 3-element Windkessel (WK) model was used to prescribe the outlet pressure based on the outlet flow. The Windkessel model consists of a characteristic impedance (Z), peripheral resistance (R), and arterial compliance (C). The impedance was calculated by modeling minimal reflections at the outlet, according to Equation (6).

[image: image]

With ρ the fluid density (1,040 kg/m3), h the wall thickness (2 mm), E = 2G(1 + ν) the Young's modulus, ν the Poisson's ratio (0.5) and a the outlet radius (1 mm) (Bessems et al., 2007). The peripheral resistance was estimated from the total resistance (RT) using Equation (7), with [image: image] the mean arterial pressure, calculated according to Equation (8), and [image: image] the mean inlet flow. The compliance was estimated using Equation (9) with τ the RC-time (0.6 s).
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Within MATLAB, the WK parameters were optimized by iteratively adjusting the peripheral resistance and compliance to match the patient-specific AA diastolic and systolic BP using the inlet flow profile. To incorporate the effect of the compliance of the AAA geometry on the pressure waveform in this optimization, an additional compliance (CA) was added in front of the 3-element WK model (Figure 1).

In the FSI-PSE workflow, the measured geometry represents the diastolic configuration and the BIM was executed using the AA diastolic BP. After application of the BIM, the AA systolic pressure was applied to obtain the systolic geometry. In the workflow without PSE (FSI-noPSE), the measured geometry was assumed to represent the unloaded and unstressed configuration. The AA diastolic and systolic BP were applied to the measured geometry to obtain the diastolic and systolic geometries. Subsequently, the volumes of the diastolic and systolic geometries were calculated and the arterial compliance was calculated using:
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2.4. Fluid-Structure Interaction Simulations

The fluid and structural models interact in a partitioned approach using Ansys System Coupling (Ansys Inc., Canonsburg, PA, USA, version 2020R1). Especially in strongly coupled problems, partitioned FSI schemes suffer from a numerical instability known as the added-mass effect. This effect occurs as a result of the solution mismatch between the separate domains, since the fluid forces depend upon the predicted structural displacements instead of the correct ones (Guess et al., 2017). To overcome the added mass instability, the quasi-Newton stabilization algorithm introduced by Degroote et al. (2010) was employed. In this algorithm, the Jacobian is approximated and information from previous time steps is reused, resulting in an accelerated convergence speed compared to other stabilization methods.

Due to the interactions with the structural model, the lumen wall in the fluid model is not rigid, but moves with a certain grid velocity. The arbitrary Lagrange-Euler (ALE) method was used to deform the computational grid such that it follows the movement at the wall, but does not follow the fluid elements in the interior fluid domain (van de Vosse et al., 2003). To maintain the quality of the fluid mesh, the mesh was updated using diffusion-based smoothing and remeshing was enabled (Ansys, 2020).

For each FSI model, a heart rate of 75 beats per minute was assumed. In both the FSI-PSE as FSI-noPSE workflow, the measured geometry was used as starting configuration. The solution was initialized with the AA diastolic BP and three cardiac cycles were modeled to ensure a stable, periodic solution. The last cardiac cycle was used for result evaluation.



2.5. Result Analyses

For the solid domain, the total systolic displacement and the systolic Von Mises stress of the AAA wall were evaluated. The measured AAA geometry was used as reference to calculate the systolic displacement. Additionally, the systolic displacement with respect to the diastolic geometry was calculated by subtracting the diastolic displacement, and is referred to as the corrected displacement. For the fluid domain, the flow and pressure were examined. Additionally, τwa, the time-averaged WSS (TAWSS) for each point on the AAA wall was calculated using Equation (11), with T the cycle period and t the total simulation time (Salman et al., 2019). Furthermore, the direction of the WSS over time was quantified using the oscillatory shear index (OSI), according to Equation (12). The OSI ranges between 0 and 0.5. An OSI of 0 indicates that the WSS is unidirectional, whereas an OSI of 0.5 indicates oscillating WSS with a TAWSS equal to zero (Salman et al., 2019). Regions with low TAWSS and high OSI are believed to be prone to ILT formation (Salman et al., 2019).
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To exclude the effect of differences in systolic pressure between the FSI-PSE and FSI-noPSE simulations in further analyses, the displacement, stress and TAWSS were scaled to the measured patient-specific AA systolic BP, using the systolic BP resulting from the FSI simulation, according to Equation (13), with ϕ the quantity of interest.
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Additionally, for each quantity (ϕ), the spatial difference was calculated according to Equation (14), to quantify the difference in quantity value between corresponding nodes in the FSI-PSE and FSI-noPSE simulations.
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Statistical tests were executed to test the significance of differences in quantities between the FSI-PSE and FSI-noPSE simulations and between the different patient groups. In all cases, two groups were compared using Wilcoxon Signed-rank tests, since the homogeneity of variance and normality assumptions were not met in the presented datasets. Statistical significance was reached when the calculated p-value was smaller than 0.05.




3. RESULTS

For all 30 AAA patients, both FSI-PSE and FSI-noPSE simulations were executed successfully. For nine representative patient datasets, Figure 3 displays the systolic Von Mises stress and systolic velocity vectors on a longitudinal section of the AAA geometry. This figure illustrates the large variety in patient-specific geometries and therefore, the robustness of the obtained FSI framework. These results demonstrate the feasibility of using 3D+t US-based geometries to execute FSI simulations.


[image: Figure 3]
FIGURE 3. Systolic Von Mises stress (left) and systolic velocity vectors (right) resulting from FSI simulations with PSE plotted on a longitudinal section of 9 representative patient AAA geometries. Note there is a time delay between systolic velocity (flow) and systolic stress, as illustrated in Figure 4.


The remainder of this section will focus on evaluating the influence of incorporating pre-stress by comparing the FSI-PSE and FSI-noPSE simulations.


3.1. Flow and Pressure Waveforms

The flow and pressure waveforms at the inlet and outlet of the domain resulting from the FSI simulations of a representative patient (L8) are visualized in Figure 4. In the FSI-noPSE simulation, the peak flow increased compared to the FSI-PSE simulation, whereas the diastolic flow decreased.


[image: Figure 4]
FIGURE 4. Inlet (blue) and outlet (red) flow (left) and pressure (right) resulting from the FSI simulations with PSE (solid) and without PSE (dashed) for patient L8. Note that the inlet flow is similar for both simulations, since a generic inlet flow is prescribed.


The measured and simulated diastolic and systolic BP are visualized in Figure 5. Furthermore, for each AAA dataset, the difference between measured and simulated AA diastolic and systolic BP are listed in Supplementary Table 1. Figure 5A shows that the simulated diastolic pressures for all patient groups are significantly different from the measured diastolic pressure. In the FSI simulations with PSE, the diastolic BP is overestimated by 0.4–7.4%, with a mean overestimation of 3.3%. The diastolic BP is underestimated by 7.1–41.7% in the FSI simulation without PSE, with a mean underestimation of 27.6%. For the FSI-PSE simulations, no significant differences in diastolic BP are observed between the patient groups, similar as for the measured diastolic BP. However, for the FSI-noPSE simulations, the diastolic BP for the moderate and large groups were significantly different from the small group.


[image: Figure 5]
FIGURE 5. Visualization of the measured and simulated (A) diastolic and (B) systolic blood pressures for the different patient groups. Significant differences between groups are indicated with bars and stars (**p ≤ 1e-2, *p ≤ 0.05).


No significant differences were observed between the measured and FSI-PSE simulated systolic BP (Figure 5B). However, the FSI-noPSE simulated systolic BP did differ significantly from the measured systolic BP. The deviation in systolic BP ranges from 0.1 to 6.6% (mean = 1.7%) and 0.3 to 12.4% (mean = 5.7%) for the FSI-PSE and FSI-noPSE simulations, respectively. The systolic BP is underestimated in all FSI simulations without PSE, whereas it is underestimated in 13 out of 30 (43%) of the FSI simulations with PSE. For both the measured as simulated systolic BP, no significant differences between patient groups were observed.



3.2. Structural Domain

For three representative patients, the systolic displacements and stresses resulting from the FSI-PSE and FSI-noPSE simulations, and the corresponding spatial differences, are visualized in Figures 6, 7, respectively. These figures illustrate that regions of high displacement correspond with regions of high wall stress. The pattern of the difference plot closely resembles the pattern of the displacement and stress plots of the separate FSI simulations, i.e., greater differences were observed in regions of high displacement and stress. When the PSE was omitted, the displacement increased in the entire geometry, whereas the stress decreased in the major part of the geometry. At a few locations, the stress was slightly increased compared to the simulation with PSE.


[image: Figure 6]
FIGURE 6. Visualization of the systolic displacement resulting from the FSI simulations with and without PSE, and the difference in displacement for patients S1, M6, and L8.



[image: Figure 7]
FIGURE 7. Visualization of the systolic stress resulting from the FSI simulations with and without PSE, and the difference in stress for patients S1, M6, and L8.


Figure 8 summarizes the findings for the complete patient population and allows for a comparison between the different patient groups. Figure 8A shows the 99th percentile displacement and corrected displacement for both FSI simulations and confirms the increase in displacement when the PSE was omitted, as also seen in Figure 6. However, the corrected displacement decreases in the FSI-noPSE simulation. Furthermore, the range in corrected displacement was reduced compared to the FSI-PSE simulations. For all patient groups, the differences in (corrected) displacement between the FSI-PSE and FSI-noPSE were found to be statistically significant. No significant differences in displacement were observed between the different patient groups. However, for the corrected displacement, the FSI-PSE simulations result in significantly higher corrected displacement for the large groups compared to the small group. For the FSI-noPSE simulations, the corrected displacements of the moderate and large groups were significantly higher compared to the small group. Figure 8C shows that the overall average difference in 99th percentile displacement equals 62.1%. Furthermore, this figure shows that the overall average absolute spatial difference in displacement equals 64.4%, which is in line with the average difference in 99th percentile. For both the difference in 99th percentile as the spatial difference, no significant differences between groups were observed.


[image: Figure 8]
FIGURE 8. Visualization of the 99th percentile systolic (A) (corrected) displacement and (B) wall stress for both FSI simulations for the different patient groups. The corrected displacement is shown in red. (C,D) Visualize the difference in 99th percentile (black) and average absolute spatial difference (blue) between the FSI simulations for the displacement and stress, respectively. Significant differences between groups are indicated with bars and stars (**p ≤ 1e-2, *p ≤ 0.05).


Figure 8B clearly shows the decrease in 99th percentile wall stress when the PSE was omitted. Furthermore, the range in stress value decreased compared to the simulation with PSE. For all patient groups, the differences in stress between the FSI-PSE and FSI-noPSE simulations were statistically significant. For both FSI simulations, an increase in stress was observed for increasing maximum diameter. For the FSI-noPSE simulations, the differences between all groups were statistically significant, whereas only the difference between the small and large groups was significant for the FSI-PSE simulations. The overall average decrease in 99th percentile stress (Figure 8D) equals 41.5%, whereas the overall average absolute spatial difference equals 30.7%. For both the difference in 99th percentile as the spatial difference, no significant differences between groups were observed.



3.3. Fluid Domain

For three representative patients, the TAWSS and OSI resulting from the FSI-PSE and FSI-noPSE simulations, and the corresponding spatial differences, are visualized in Figures 9, 10, respectively. These figures show that high TAWSS values mainly occur in the neck of the AAA and at the proximal and distal ends of the aneurysm region. High OSI values are mainly observed in the aneurysm regions, whereas the TAWSS is relatively low in this region. For patient S1, a clear difference in TAWSS and OSI patterns can be seen when the PSE is omitted, which is also reflected in the difference plots. For patient M6, the TAWSS patterns appear highly similar, whereas the OSI patterns clearly differ. For the TAWSS, the difference plot does show differences, especially in the low TAWSS regions. For patient L8, both TAWSS and OSI patterns appear highly similar. However, the difference plots show some noticeable differences.


[image: Figure 9]
FIGURE 9. Visualization of the time-averaged wall shear stress (TAWSS) resulting from the FSI simulations with and without PSE, and the difference in TAWSS for patients S1, M6, and L8.



[image: Figure 10]
FIGURE 10. Visualization of the oscillatory shear index (OSI) resulting from the FSI simulations with and without PSE, and the difference in OSI for patients S1, M6, and L8.


For both TAWSS and OSI values, no clear decrease or increase was observed when the PSE was omitted, which is confirmed by Figures 11A,B, respectively. For the FSI-PSE simulations, the TAWSS for the moderate and large groups was significantly decreased compared to the small group. For the FSI-noPSE simulations, only the difference in TAWSS between the small and large group was significant. For the OSI, no significant differences between groups were observed. Figure 11C shows that the overall average difference in 1st percentile TAWSS equals 3.0%, whereas the overall average absolute spatial difference equals 6.5%. The difference in 1st percentile TAWSS value for the moderate and large groups were significantly increased compared to the small group. The overall average difference in 99th percentile OSI values is as small as −0.2%, whereas the overall absolute spatial difference equals 25.4%, as shown in Figure 11D. Furthermore, the average absolute spatial difference decreases for increasing AAA diameter, although only the difference between the small and large group was significant.


[image: Figure 11]
FIGURE 11. Visualization of (A) the 1st percentile TAWSS and (B) the 99th percentile OSI for both FSI simulations for the different patient groups. (C,D) Visualize the difference in 1st/99th percentile (black) and average absolute spatial difference (blue) between the FSI simulations for the TAWSS and OSI, respectively. Significant differences between groups are indicated with bars and stars (**p ≤ 1e-2, *p ≤ 0.05).


The 99th/1st percentile values and spatial differences in displacement, stress, TAWSS, and OSI for each individual patient are summarized in Supplementary Tables 2, 3, respectively.




4. DISCUSSION

In this study, a robust, automated framework to execute FSI simulations of AAAs based on 3D+t US data was developed. The framework was successfully employed on an extensive dataset of 30 AAA patients with maximum diameters ranging from 27 to 56 mm. Furthermore, the effect of incorporating the PSE on the wall mechanics and hemodynamics was investigated.

Besides a high variety in maximum AAA diameter, the presented data set also reflects a high variety in BP, with diastolic BP ranging from 54.6 to 84.5 mmHg and systolic BP ranging from 108.2 to 188.0 mmHg. As shown in Figures 4, 5 and Supplementary Table 1, the FSI simulations with PSE resulted in diastolic and systolic pressures that correspond well with the measured AA pressure, with an average overestimation of the diastolic BP with 3.3% and an average difference of 1.7% in systolic BP. Although the difference in diastolic BP was small, statistical significance was reached. For the systolic BP, no significant difference was observed compared to the measured systolic BP. When the PSE was omitted, the average underestimation of the diastolic and systolic BP equalled 27.6 and 5.7%, respectively. Omitting the PSE resulted in significantly different diastolic and systolic BP compared to the measured BP. In the FSI simulation without PSE, the measured geometry was assumed to be unloaded. In the first step of the FSI simulation, the geometry was initialized with the diastolic BP, which resulted in a large displacement of the AAA wall, causing a decrease in pressure, which resulted in a system that is out of equilibrium. Due to the initial deviation in displacement and pressure, the pressures in the equilibrium state deviate from the desired pressures. Furthermore, it is uncertain if the FSI-noPSE simulations reached their equilibrium state after three cardiac cycles, whereas the FSI-PSE simulations reached a stable, periodic solution after one cardiac cycle. Due to limitations in simulation time, only three cardiac cycles were simulated in this study. When employing the FSI-noPSE framework in future studies, additional cardiac cycles need to be simulated to ensure a stable, periodic solution.

As illustrated in Figure 4, the peak flow increased in the simulation without PSE and the diastolic flow decreased, which indicates a less compliant AAA wall when the PSE was omitted. Although the systolic displacement significantly increases when the PSE was omitted (Figures 6, 8A,C), the corrected displacement significantly decreased, which explains the impaired compliance that was observed in Figure 4.

When PSE was omitted, the 99th percentile systolic displacement increased with an average of 62.1%, whereas the 99th percentile systolic stress decreased with an average of 41.5%. The average absolute spatial difference equals 64.4 and 30.7% for the displacement and stress, respectively. These spatial differences closely resemble the differences in 99th percentile values, indicating that the displacement and stress patterns in the different FSI simulations closely resemble each other, as also observed in Figures 6, 7. The increase in displacement is caused by the increase in additional load. In the FSI-PSE simulations, the stresses at diastolic pressure were already incorporated in the geometry, so the additional load that was applied equals the difference between the systolic and diastolic pressure. In the FSI-noPSE simulations, no pre-stress was incorporated in the geometry, so the additional load equals the systolic pressure. Due to the larger displacements in the FSI-noPSE simulations, the geometry tends to become smoother compared to the FSI-PSE simulations (de Putter et al., 2007). Due to the loss of curvature in the geometry, the stress decreases when PSE was omitted. Furthermore, the range in corrected displacement (Figure 8A) and wall stress (Figure 8B) decreases due to the loss of curvature. In both FSI simulations, the 99th percentile wall stress increased with increasing maximum diameter, which is in agreement with literature (van Disseldorp et al., 2018).

For both the TAWSS and OSI, no clear decrease or increase was observed when the PSE was omitted (Figures 9–11). However, differences in TAWSS and OSI patterns were observed and quantified by calculating the spatial differences. The average absolute spatial difference in TAWSS ranges from 3.0 to 26.4% with an average of 6.5%. The average absolute spatial difference in OSI ranges from 10.5 to 49.2% with an average of 25.4%. Although the differences in 1st percentile TAWSS and 99th percentile OSI are small, the increased spatial difference indicates that the patterns are different, especially for the OSI. Therefore, omitting the PSE may cause the regions that are prone to ILT formation (low TAWSS, high OSI) to deviate from the regions detected in the simulation with PSE.

The main limitations of this study result from simplifications made to the current FSI model. Firstly, a generic inlet flow with a generic heart rate, combined with a Poiseuille profile, was used as boundary condition. In future models, the patient-specific flow profile should be obtained, for example with US Doppler or Vector Velocity Imaging, and used as boundary condition to yield a more patient-specific approach. Secondly, the aorto-iliac bifurcation was omitted, since the iliac arteries are difficult to visualize using 3D+t US. In the past, it has been shown that the presence of the aortic bifurcation does not significantly influence the wall mechanics in the AAA region (van Disseldorp et al., 2016). However, previous studies have shown that the bifurcation geometry does influence the hemodynamics in the AAA region (Li and Kleinstreuer, 2007; Drewe et al., 2017). In a future study, the influence of including the bifurcation geometry on the wall mechanics and hemodynamics should be investigated. Thirdly, a generic shear modulus, based on maximum AAA diameter, was used for the AAA wall. For a more patient-specific approach, the patient-specific shear modulus could be obtained by using 3D speckle tracking to determine the displacements of the AAA wall over the cardiac cycle and matching the displacements found in the CSS model to these displacements, as proposed by van Disseldorp et al. (2018). Based on this future incentive, the simple, Neo-Hookean material model was used in this study. The usage of more complex material models is believed to lead to higher parameter uncertainty when estimating patient-specific material properties. Furthermore, the difference in displacement between the FSI-PSE and FSI-noPSE simulations is expected to further increase when a non-linear material model is used for the FSI-noPSE simulation, since the vessel wall is more compliant in the lower pressure regime of the non-linear model (Holzapfel et al., 2012). Lastly, the wall thickness was assumed to be homogeneous, since the local wall thickness cannot be assessed by conventional imaging. However, previous studies have shown that the wall thickness significantly influences the wall stress values and distribution (Scotti et al., 2005; Scotti and Finol, 2007; Xenos and Bluestein, 2011; van Disseldorp et al., 2018). Improvements in US imaging are required before the patient-specific outer wall geometry can be included in the model.

To conclude, this study is the first to successfully execute 3D+t US-based FSI simulations with PSE on an extensive set of patient data and to quantify the influence of the PSE on wall mechanics and hemodynamics. FSI simulations with PSE resulted in simulated pressures that deviated 3.3 and 1.7% from the measured diastolic and systolic BP, respectively, compared to deviations of 27.6% (diastolic) and 5.7% (systolic) for the FSI simulations without PSE. Furthermore, omitting the pre-stress yields increased systolic displacements (40.2–77.8%) and decreased systolic wall stresses (28.9–54.2%). No clear increase or decrease in TAWSS or OSI was observed. However, average spatial differences of 6.5 and 25.4% were found for the TAWSS and OSI, respectively, indicating that the TAWSS and OSI patterns are dissimilar. These results underline the importance of incorporating pre-stress in FSI simulations, especially for the wall mechanics. After validation, the obtained framework to execute 3D+t US-based FSI simulations provides an important tool for personalized modeling of AAAs as well as longitudinal studies on AAA growth, ILT formation and rupture risk.
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In the original article, there was an error in the calculation of the Oscillatory Shear Index (OSI). The corrected Figure 10 appears below.
[image: Figure 10]FIGURE 10 | Visualization of the oscillatory shear index (OSI) resulting from the FSI simulations with and without PSE, and the difference in OSI for patients S1, M6, and L8.
The corrected Figure 11 appears below.
[image: Figure 11]FIGURE 11 | Visualization of (A) the 1st percentile TAWSS and (B) the 99th percentile OSI for both FSI simulations for the different patient groups. (C,D) Visualize the difference in 1st/99th percentile (black) and average absolute spatial difference (blue) between the FSI simulations for the TAWSS and OSI, respectively. Significant differences between groups are indicated with bars and stars (**p ≤ 1e-2, *p ≤ 0.05).
A correction has been made to 3. Results, “3.3 Fluid Domain”. The corrected section appears below:
“For three representative patients, the TAWSS and OSI resulting from the FSI-PSE and FSI-noPSE simulations, and the corresponding spatial differences, are visualized in Figures 9, 10, respectively. These figures show that high TAWSS values mainly occur in the neck of the AAA and at the proximal and distal ends of the aneurysm region. High OSI values are mainly observed in the aneurysm regions, whereas the TAWSS is relatively low in this region. For patient S1, a clear difference in TAWSS and OSI patterns can be seen when the PSE is omitted, which is also reflected in the difference plots. For patient M6, the TAWSS patterns appear highly similar, whereas the OSI patterns do differ slightly. For the TAWSS, the difference plot does show differences, especially in the low TAWSS regions. For patient L8, both TAWSS and OSI patterns appear highly similar. However, the difference plots show some noticeable differences.
For both TAWSS and OSI values, no clear decrease or increase was observed when the PSE was omitted, which is confirmed by Figures 11A,B, respectively. For the FSI-PSE simulations, the TAWSS for the moderate and large groups was significantly decreased compared to the small group. Furthermore, the difference in OSI between the small and large groups was significant. For the FSI-noPSE simulations, only the difference in TAWSS between the small and large group was significant. The OSI for the moderate and large groups was significantly decreased compared to the small group. Figure 11C shows that the overall average difference in 1st percentile TAWSS equals 3.0%, whereas the overall average absolute spatial difference equals 6.5%. The difference in 1st percentile TAWSS value for the moderate and large groups were significantly increased compared to the small group. The overall average difference in 99th percentile OSI values is as small as 0.5%, whereas the overall absolute spatial difference equals 14.7%, as shown in Figure 11D. No significant differences in average absolute spatial differences between groups were found for the OSI.
The 99th/1st percentile values and spatial differences in displacement, stress, TAWSS, and OSI for each individual patient are summarized in Supplementary Tables S2, S3, respectively.”
A correction has been made to 4. Discussion, paragraph 5. The corrected paragraph appears below:
“For both the TAWSS and OSI, no clear decrease or increase was observed when the PSE was omitted (Figures 9–11). However, differences in TAWSS and OSI patterns were observed and quantified by calculating the spatial differences. The average absolute spatial difference in TAWSS ranges from 3.0 to 26.4% with an average of 6.5%. The average absolute spatial difference in OSI ranges from 4.8 to 72.6% with an average of 14.7%. Although the differences in 1st percentile TAWSS and 99th percentile OSI are small, the increased spatial difference indicates that the patterns are different, especially for the OSI. Therefore, omitting the PSE may cause the regions that are prone to ILT formation (low TAWSS, high OSI) to deviate from the regions detected in the simulation with PSE.”
A correction has been made to 4. Discussion, paragraph 7. The corrected paragraph appears below:
“To conclude, this study is the first to successfully 3D+t US-based FSI simulations with PSE on an extensive set of patient data and to quantify the influence of the PSE on wall mechanics and hemodynamics. FSI simulations with PSE resulted in simulated pressures that deviated 3.3 and 1.7% from the measured diastolic and systolic BP, respectively, compared to deviations of 27.6% (diastolic) and 5.7% (systolic) for the FSI simulations without PSE. Furthermore, omitting the prestress yields increased systolic displacements (40.2–77.8%) and decreased systolic wall stresses (28.9–54.2%). No clear increase or decrease in TAWSS or OSI was observed. However, average spatial differences of 6.5 and 14.7% were found for the TAWSS and OSI, respectively, indicating that the TAWSS and OSI patterns are dissimilar. These results underline the importance of incorporating pre-stress in FSI simulations, especially for the wall mechanics. After validation, the obtained framework to execute 3D+t US-based FSI simulations provides an important tool for personalized modeling of AAAs as well as longitudinal studies on AAA growth, ILT formation and rupture risk.”
The authors apologize for these errors and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.
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Aortic root Deep Non-deep Total P-value
implantation implantation (n =53)
group (n = 17) group (n = 36)

Annular diameter 27.3+32 259429 26.5+£3.0 0.1325
(mm, X £ )
LVOT diameter 28.5+ 3.8 26.0+3.3 26.9+39 0.0213
(mm, X £8)
SOV diameter 33.0+5.2 34.3+4.8 33.9+50 0.3905
(mm, X £5)

Calcification volume 575.6 £272.0 797.1 £412.3 730.6 +383.7 0.1858
(850 HU, mm?3, X + 5)

Aortic root angulation  54.9 £ 9.3 47.7+£104 506+ 104 0.0263
(°,x+£s)

LCA height 13.8+3.5 16.7+ 3.9 15.0+5.1 0.1186
(mm, X £s)
RCA height 16.6 £4.0 16.7 £ 3.1 16.6 £4.7 0.4705
(mm, X +8)
STJ diameter 33.5+39 32.3+5.2 326+71 0.4356
(mm, X £8)

All diameters measured by CTA in the table were calculated from the circumfer-
ence.

Aortic root angulation, angle between plane of aortic valve annulus and horizontal
plane; LVOT, left ventricular outflow tract; SOV, sinus of Valsalva; LCA, left coronary
artery; RCA, right coronary artery; STJ, sinotubular junction.
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Intraoperative Deep Non-deep Total P-value
situation implantation  implantation (n =53)
group (n =17) group (n = 36)

Venus-A size (X £ 3) 283+24 264+£20 269+23 0.0068
Oversize (X £ 3) 41% £84% 28% +9.6% 32%+93 0.6299
Preoperative peak 59.2+31.2 74.6 £ 38.8 701 £35.9 0.2683
pressure gradient

(mmHg, X £5)

Postoperative peak 54 +6.0 7T1+£77 6.6+7.2 0.5507
pressure gradient

(mmHg, X £53)

Oversize = (Venus-A size/annular diameter—1) x 100%.
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Model (o] o B

GW 3620 x 1075 2.4160 0.7850
HO 1.800 x 10~ 1.9910 0.7650
TZ 1.228 x 107 1.9918 0.6606

GW, model of Giersiepen et al. (1990). The constants of the HO model were
originally derived from Heuser and Opitz (1980) by Song et al. (2003). TZ,
model of Zhang et al. (2011).
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Mesh Cells (x10°) P(mmHg) Error of P (%) Error of HI (%)

Coarse 5.0 420 5.1 1.28
Middle 104 424.5 41 0.3
Fine 26.5 442.7 / /

P, predicted pressure head; error of P (%), defined as |P — Pg|/Pg, where Pq is the
pressure head predicted with the fine mesh; HI(%), hemolysis predicted using the
HO model; error of HI(%), defined as |HI — Hlg|/Hlg , where Hlg is the HI predicted
with the fine mesh.
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Parameter

Inlet diameter of impeller
Outlet diameter of impeller
Inlet width of blade

Outlet width of blade
Blade inlet angle

Blade outlet angle
Number of blades

Symbol

Dy
Dy
b1
b2
B1

B2
Z

Value

9.6 mm
54 mm
7.3 mm
7 mm
14°
41.7°
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Mesh Cells (x10°) Mean y* on impeller surface Maximumy+

Coarse 5.0 1.1 3.53
Middle 104 0.82 2.75
Fine 265 0.31 1.17
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Variation Condition SA-WSS (Pa) ALS (%)

‘A: Angle between (—) Pre 0.468 0.69
IMV and SV () Post 0.248 21.54
(+) Pre 0.469 0.79
(+) Post 0.253 20.64

‘B’: Angle between (—) Pre 0.475 0.62
PVand 8V (—) Post 0.251 21.29
(+) Pre 0.463 0.70
(+) Post 0.252 21.32

‘C’: Diameter of SV (—) Pre 0.492 0.60
(—) Post 0.290 13.65

(+) Pre 0.471 0.84
(+) Post 0.226 29.39

‘D’: Position of IMV (—) Pre 0.463 0.90
(~) Post 0.244 25.12

(+) Pre 0.473 0.66
(+) Post 0.258 15.79

Curving of SV Pre 0.514 2.81
Post 0.237 23.56

For each morphogeometrical feature, the variation represented by a
decrease/increase in the corresponding model parameter is denoted by (—)/(+).
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Connection Proportion Region References

IMV-SV 56% 28/54 America Grafet al.,
1997
68.5% 63/92 Japan Sakaguchi
etal, 2010
55.45% 117/211 Thailand Khamanarong
etal, 2016
45% 86/191 China Zhang et al.,
2007
28% 28/100 America Purcell et al.,
1951
IMV-SMV 26% 14/54 America Grafet al.,
1997
18.5% 17/92 Japan Sakaguchi
etal., 2010
43.13% 91/211 Thailand Khamanarong
etal, 2016
37% 71/191 China Zhang et al.,
2007
53% 53/100 America Purcell et al.,
1951
LGV-SV 70.97% 44/62 China Zhou et al.,
2014
46.3% 44/95 Japan Sakaguchi
etal, 2010
20.85% 44/211 Thailand Khamanarong
et al., 2016
27% 27/100 America Purcell et al.,
1951
LGV-PV 29.03% 18/62 China Zhou et al.,
2014
39% 37/95 Japan Sakaguchi
etal., 2010
77.73% 164/211 Thailand Khamanarong
etal., 2016
67% 67/100 America Purcell et al.,
1951

IMV; inferior mesenteric vein; SV, splenic vein; SMV, superior mesenteric vein;, LGV,
left gastric vein; PV, portal vein.
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Vessel Diameter (mm) Length (mm)

Literature References Mean Literature References Mean
PV 129426 Zhou et al., 2014 13.42 70 Gilfillan, 1950; Purcell et al., 1951 Yaws
13.3+33 Ito et al., 2000 734
13.9+33 Zhang et al., 2009
129 Wei et al., 2017
141 4+25 Zhang et al., 2007
SV 934+22 Zhou et al., 2014 10.12 122 Gilfillan, 1950; Purcell et al., 1951 1185
102428 Ito et al., 2000 105
108432 Zhang et al., 2009
10.0 Wei et al., 2017
108 +2.3 Zhang et al., 2007
SMV 12834886 Ito et al., 2000 11.875 60.8 Purcell et al., 1951 60.8
145482 Zhang et al., 2009
8.6 Wei et al., 2017
121 +£27 Zhang et al., 2007
LGV 6.0+ 32 Zhou et al., 2014 6.0 50 Matsutani et al., 1993 50
MV 41+06 Zhang et al., 2007 4.1 59.7 Purcell et al., 1951 59.7

It is noted that the diameter values were determined by measurements in portal hypertensive patients, whereas the length values were derived from population-averaged
data reported in the literature, with the assumption that vascular lengths are similar between normal cohort and portal hypertensive patients. PV, portal vein; SV, splenic
vein; SMV, superior mesenteric vein; LGV, left gastric vein; IMV, inferior mesenteric vein.
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Type Condition SA-WSS (Pa) ALS (%)

Type 1 Pre 0.469 0.74
Post 0.252 21.28
Type 2 Pre 0.443 0.99
Post 0.236 23.06
Type 3 Pre 0.450 0.73
Post 0.237 26.48
Type 4 Pre 0.427 0.86
Post 0.215 35.19

For each type of anatomical structure, the simulated results before (Pre) and after
(Post) splenectomy are both provided. SA-WSS, space-averaged wall shear stress;
ALS, area ratio of wall regions exposed to low wall shear stress.





OPS/images/fphys-12-661030/fphys-12-661030-g005.jpg
Preoperation

Postoperation

Preopertion






OPS/images/fphys-12-661030/fphys-12-661030-g006.jpg
‘With curvature

‘Without curvature

ey
)
W

Preoperation
i

swy)

Postoperation

Preoperation






OPS/images/fphys-12-661030/fphys-12-661030-g007.jpg
Preoperation Postoperation

Viscosity
et

10.00

Tons 020
(Baseline)

s

Type 4






OPS/xhtml/Nav.xhtml




Contents





		Cover



		COMPUTATIONAL BIOMECHANICS OF THE HEART AND VASCULATURE WITH POTENTIAL CLINICAL AND SURGICAL APPLICATIONS



		Editorial: Computational Biomechanics of the Heart and Vasculature With Potential Clinical and Surgical Applications



		New Models and Methods



		Clinical Application in Diagnosis and Treatment Planning



		Applications in Medical Device Design



		Understanding Disease Progression



		Author Contributions



		Funding









		Influences of Anatomorphological Features of the Portal Venous System on Postsplenectomy Hemodynamic Characteristics in Patients With Portal Hypertension: A Computational Model-Based Study



		INTRODUCTION



		MATERIALS AND METHODS



		Construction of Baseline Geometrical Models of the PVS Before and After Splenectomy



		Incorporation of Anatomorphological Variations



		Variations of Anatomical Structure



		Variations of Morphogeometrical Features









		Mesh Generation and Setup of Hemodynamic Model



		Numerical Simulation and Data Analysis









		RESULTS



		Comparison of Simulated Hemodynamic Parameters Among Models With Different Anatomical Variations



		Influences of Morphogeometrical Variations on Hemodynamic Parameters









		DISCUSSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		A Numerical Model for Simulating the Hemodynamic Effects of Enhanced External Counterpulsation on Coronary Arteries



		INTRODUCTION



		MATERIALS AND METHODS



		Geometric Multi-Scale Model of the Coronary Artery



		Numerical Simulation of EECP



		Neural Regulation Mechanisms During EECP



		Verification by Clinical Experiments









		RESULTS



		The Influence of Pressure Amplitude



		The Effect of Pressurization Duration



		Clinical Validation Results









		DISCUSSION



		Analysis of Different EECP Modes Affecting Hemodynamics



		Clinical Significance



		Model Validation



		Limitations and Future Work









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Association Between Aneurysmal Haemodynamics and Device Microstructural Characteristics After Flow-Diversion Treatments With Dual Stents of Different Sizes: A Numerical Study



		INTRODUCTION



		MATERIALS AND METHODS



		Patient Selection



		Virtual FD Stent Intervention



		Microstructure Analysis of the Stent Wires



		Blood Flow Simulations



		Statistical Analysis









		RESULTS



		Patient Characteristics



		Stent Configurations and IA Haemodynamics After Single- or Dual-Stent Treatment



		Comparison Between Single-Stent Treatments With Devices of Different Sizes



		Sizing Effects of the Earlier- and the Later-Deployed Stent in Dual-Stent Treatments



		Correlation Between Stent Configurations and the Post-treatment IA Haemodynamics









		DISCUSSION



		Stent Pore Size May Be Used to Predict a Favourable Haemodynamic Outcome



		Substantial Sizing Effect From the Earlier-Deployed Stent in Dual-Stent Treatments



		Limitations









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		SUPPLEMENTARY MATERIAL



		REFERENCES









		On the Optimization of a Centrifugal Maglev Blood Pump Through Design Variations



		INTRODUCTION



		MATERIALS AND METHODS



		Baseline Pump Design



		Design Variations



		CFD Analysis



		Hemolysis Predictions



		Validation









		RESULTS



		Grid Sensitivity Analysis



		Blade Inlet and Outlet Angles



		Blade Thickness



		Position of Splitter Blade



		Hydraulic Experiment



		Summary of Design Optimization









		DISCUSSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Comparison Between 5- and 1-Year Outcomes Using Cutoff Values of Pressure Drop Coefficient and Fractional Flow Reserve for Diagnosing Coronary Artery Diseases



		INTRODUCTION



		MATERIALS AND METHODS



		Cardiac Catheterization and Pressure–Velocity Measurement



		CDP Formulation



		Data Access and Analysis



		Statistical Analysis









		RESULTS



		Percent MACE Outcomes for FFR < 0.75 and CDP > 27.9



		Complete Patient Group



		MVD Patient Sub-Groups









		Percent MACE Outcomes for FFR < 0.80 and CDP > 25.4



		Complete Patient Group



		MVD Patient Sub-Groups









		Percent MACE Outcome Comparison Between 5 Years and 1 Year



		Percent MACE Outcomes for FFR-Negative Groups



		Survival Analysis for FFR < 0.75 and CDP > 27.9



		Complete Patient Group



		MVD Patient Sub-Groups









		Survival Analysis for FFR < 0.80 and CDP > 25.4



		Complete Patient Group



		MVD Patient Sub-Groups















		DISCUSSION



		Limitations and Future Study



		Future Direction









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		REFERENCES









		Hemodynamic Characteristics of Patients With Suspected Coronary Heart Disease at Their Initial Visit



		INTRODUCTION



		MATERIALS AND METHODS



		Study Population



		CFD Boundary Conditions



		Hemodynamic Variables









		RESULTS



		Flow Waveform



		Flow Pattern



		Hemodynamic Characteristics









		DISCUSSION



		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Numerical Simulation Study on the Mechanism of Formation of Apical Aneurysm in Hypertrophic Cardiomyopathy With Midventricular Obstruction



		INTRODUCTION



		MATERIALS AND METHODS



		Idealized Geometries



		Finite Element Modeling



		Solid Model



		Boundary Conditions



		Active Model



		Mesh Generation and Solution Method



		Data Extraction and Statistical Analysis















		RESULTS



		Stress in the MVO Model Was Higher Than That in the Subaortic Obstruction Model



		Stress Level on the Apex of LV Was Significantly Higher Than That on the Other Part of LV



		Strain in MVO Model Was Slightly Higher Than That in Subaortic Obstruction Model



		Stress/Strain in the Healthy Model Was Significantly Less Than That in Patients’ Models









		DISCUSSION



		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Acute and Long-Term Effects of Aortic Compliance Decrease on Central Hemodynamics: A Modeling Analysis



		INTRODUCTION



		MATERIALS AND METHODS



		Brief Description of the Mathematical Model of the Cardiovascular System



		Simulation Setup



		Baseline



		Aortic Banding



		Remodeling









		Analysis of Hemodynamics



		Sensitivity Analysis









		RESULTS



		Sensitivity Analysis









		DISCUSSION



		Main Findings



		Mechanisms of Hypertension



		LV Remodeling and the Forward Wave



		Sensitivity to Modeling Parameters: Aging Effects



		Limitations









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		REFERENCES









		A Fluid–Structure Interaction Study of Different Bicuspid Aortic Valve Phenotypes Throughout the Cardiac Cycle



		INTRODUCTION



		METHODOLOGY



		Modeling Approaches



		Material Properties



		Boundary Conditions and FSI Settings



		Hemodynamic Evaluation









		RESULTS



		Morphology of Leaflets



		Hemodynamic Performance



		Flow Patterns



		Maximum Principal Strain of Leaflets









		DISCUSSION



		Differences in Hemodynamic Characteristics



		Differences in Valve Mechanical Characteristics



		Assumptions Rationality and Limitations



		Clinical Significance and Application Value









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Patient-Specific Virtual Stent-Graft Deployment for Type B Aortic Dissection: A Pilot Study of the Impact of Stent-Graft Length



		Introduction



		Materials and Methods



		Patient Information



		Aortic Dissection Modelling



		Stent-Graft Modelling



		Numerical Simulation



		Kinetics and Constraints



		Pre-stress of the Aortic Dissection Model



		Virtual SG Deployment









		Model Verification









		Results



		SG Configuration



		Stress Patterns









		Discussion



		Limitation



		Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		References









		Digital Subtraction Angiography Contrast Material Transport as a Direct Assessment for Blood Perfusion of Middle Cerebral Artery Stenosis



		Introduction



		Materials and Methods



		Computational Fluid Dynamics Modeling



		Synthetic Model



		Patient-Derived Model



		Mass Transport Equations



		Computational Fluid Dynamics Analysis









		Perfusion Analysis Based on DSA Images



		Contrast Material Remaining Time



		Statistical Analysis









		Results



		Synthetic Models



		Hemodynamic Results



		Transportation of CM









		Patient-Derived Model



		Velocity and Pressure



		Concentration of Contrast Material



		Contrast Material Remaining Time









		Perfusion Analysis









		Discussion



		Morphology Impacts Flow Patterns



		Contrast Material Remaining Time in Synthetic and Patient-Derived Models



		Perfusion of Patient-Derived Model



		Study Limitations and Future Work









		Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		References









		Effect of Eccentric Calcification of an Aortic Valve on the Implant Depth of a Venus-A Prosthesis During Transcatheter Aortic Valve Replacement: A Retrospective Study



		INTRODUCTION



		MATERIALS AND METHODS



		Research Objects



		Preoperative Computerized Tomography Angiography Protocol and Analysis



		Grouping Method



		Statistical Analysis









		RESULTS



		Clinical Results



		Preoperative Aortic Root Anatomy



		Intraoperative Situation of TAVR









		DISCUSSION



		CONCLUSION



		LIMITATION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Interventional Planning for Endovascular Revision of a Lateral Tunnel Fontan: A Patient-Specific Computational Analysis



		INTRODUCTION



		MATERIALS AND METHODS



		Patient’s History



		Rationale for Proposed Endovascular Repair



		Clinical Data Acquisition



		Computational Analysis



		Multi-Scale Modeling Approach



		Energy Dissipation









		RESULTS



		Pre-intervention Model



		Post-intervention Model



		Clinical Decision Making









		DISCUSSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Buckling of Arteries With Noncircular Cross Sections: Theory and Finite Element Simulations



		Introduction



		Materials and Methods



		The Theoretical Foundation for Noncircular Vessel Buckling



		Deformation Under Lumen Pressure



		Deformation in Buckled Noncircular Arteries



		The Lateral Load in Buckled Noncircular Arteries



		Buckling Equation









		Numerical Simulation of Noncircular Artery Buckling



		Model Geometries



		Material Model



		Finite Element Analysis of Bent Buckling















		Results



		Deformation and Buckling of Arteries With Elliptic Cross Section



		Change of Lumen Shape Under Axial Stretch and Lumen Pressure



		The Relation Between AR and the Critical Pressure









		Deformation and Buckling of Arteries With Eccentric Cross Section



		Change of Lumen and Outer Wall Shape Under Axial Stretch and Lumen Pressure



		Effect of Eccentricity on the Critical Pressure









		Combined Effects of Ovalness and Eccentricity









		Discussion



		Limitations



		Significance and Clinical Relevance









		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		References









		Effect of Valve Height on the Opening and Closing Performance of the Aortic Valve Under Aortic Root Dilatation



		Introduction



		Methods and Materials



		Three-Dimensional Geometric Modeling



		Meshing Generation and Element Settings



		Numerical Simulation of the Aortic Root



		Material Properties



		Boundary Conditions



		Computational Method and Control Parameter















		Results



		Setting HV to 13.5 mm



		Setting HV to 14 mm



		Setting HV to 14.5 mm



		Setting HV to 15 mm









		Discussion



		Analysis of Different Models Affecting Maximum Stress



		Analysis of Different Models Affecting the Leaflet Contact Force



		Analysis of Different Models Affecting the GOA of Leaflet



		Limitations and Future Study









		Conclusion



		Data Availability Statement



		Author Contributions



		Funding



		References









		Effects of Patent Ductus Arteriosus on the Hemodynamics of Modified Blalock–Taussig Shunt Based on Patient-Specific Simulation



		Introduction



		Materials and Methods



		Clinical Data Acquisition



		Model Reconstruction and Virtual Surgery



		Numerical Simulation



		Governing Equations



		Mesh Generation



		Boundary Conditions



		Simulations



		Hemodynamic Parameters















		Results



		Flow Distribution



		Velocity Streamlines



		Wall Shear Stress



		Oscillatory Shear Index



		Relative Residence Time



		Energy Loss









		Discussion



		Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Acknowledgments



		References









		The Performance of a Spherical-tip Catheter for Stent Post-dilation: Finite Element Analysis and Experiments



		Introduction



		Materials and Methods



		Simplified Finite Element Model



		Finite Element Analysis Validation by Conducting Experiment



		Finite Element Analysis for Post-dilation









		Results and Discussion



		Simplified FEA and Experimental Validation



		Results of FEA for Post-dilation



		Limitations of the Study









		Conclusions



		Data Availability Statement



		Author Contributions



		Funding



		Acknowledgments



		References









		Hemodynamic Responses in Carotid Bifurcation Induced by Enhanced External Counterpulsation Stimulation in Healthy Controls and Patients With Neurological Disorders



		Introduction



		Clinical Experiment



		Subjects and Ethical Approval



		Medical Image Acquisition and Processing



		EECP Intervention Protocol and Color Doppler Ultrasound Measurement









		Numerical Simulation Procedure and Boundary Conditions



		Geometry Reconstruction and Boundary Conditions



		Mesh Generation



		Governing Equations and the Solver



		Statistics









		Results and Discussion



		Influence of EECP on Carotid Artery Lumen Diameter and Blood Flow



		Influence of EECP on WSS-Related Factors









		Limitations



		Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		References









		Multicomponent Mechanical Characterization of Atherosclerotic Human Coronary Arteries: An Experimental and Computational Hybrid Approach



		INTRODUCTION



		MATERIALS AND METHODS



		Mechanical Testing



		Coronary Artery Collection and Preparation



		Inflation Testing Setup and Testing Protocol



		Measurements of Local Tissue Deformation









		Finite Element Modeling



		Plaque Morphology by Magnetic Resonance Imaging



		Cross-Section Selection



		Image Segmentation, and MRI and Ultrasound Co-registration



		Details of Finite Element Models









		Optimization Scheme



		Grid Application and Error Calculation



		Deep Partitioning Tree Based Bayesian Optimization















		RESULTS



		DISCUSSION



		CONCLUSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		SUPPLEMENTARY MATERIAL



		REFERENCES









		Effects of a Short-Term Left Ventricular Assist Device on Hemodynamics in a Heart Failure Patient-Specific Aorta Model: A CFD Study



		Introduction



		Materials and Methods



		Governing Equations



		Geometric Model of the Patient-Specific Aorta



		Geometry of Impella CP



		Patient-Specific Aorta Model Without the Impella CP Support



		Patient-Specific Aorta Model During the Impella CP Support









		Numerical Schemes and Procedures



		Mesh and Time Independence Test









		Results



		Flow Patterns



		Wall Shear Stress



		ΔP Distribution









		Discussion



		Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		References









		The Design and Evaluation of a Portable Extracorporeal Centrifugal Blood Pump



		INTRODUCTION



		MATERIALS AND METHODS



		The Design of a Portable Blood Pump



		Computational Fluid Dynamics Analysis



		Hemolysis Predictions









		RESULTS



		Grid Sensitivity Analysis



		Hydrodynamic Performance



		Pressure and Flow Patterns



		Hemolysis









		DISCUSSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Fully-Coupled FSI Computational Analyses in the Ascending Thoracic Aorta Using Patient-Specific Conditions and Anisotropic Material Properties



		1. Introduction



		2. Theory



		3. Materials and Methods



		3.1. Geometry and Material Properties



		3.2. Reverse Displacement Algorithm



		3.3. SOL-Linearized Simulation



		3.3.1. Large Deformation Step



		3.3.2. Small Deformation Step









		3.4. Non-linear Simulation









		4. Results



		5. Discussion



		6. Conclusion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		References









		Quantifying Patient-Specific in vivo Coronary Plaque Material Properties for Accurate Stress/Strain Calculations: An IVUS-Based Multi-Patient Study



		Introduction



		Materials and Methods



		Data Acquisition



		Three-Dimensional Thin-Slice Structure-Only Model



		The Mooney–Rivlin Material Model



		Iterative Scheme to Determine in vivo Plaque Material Parameter Values



		Solution Method and Model Comparison









		Results



		Patient-Specific in vivo Plaque Material Properties



		Impact of in vivo Material Properties on Stress/Strain Calculations



		Softer in vivo Plaque Material Properties Lead to Higher PWSn Distributions



		Axial Stretch Has Considerable Impact on Circumferential Shrinkage, Material Parameter Values, and Stress/Strain Calculations









		Discussion



		In vivo and ex vivo Plaque Material Property Differences and Patient Variations



		Vessel Material Stiffness Has Greater Impact on Strain Calculations



		Modeling Limitations



		Model Validation









		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		References









		Development of a Collagen Fibre Remodelling Rupture Risk Metric for Potentially Vulnerable Carotid Artery Atherosclerotic Plaques



		INTRODUCTION



		MATERIALS AND METHODS



		Imaging Protocol



		Segmentation Protocol



		Geometry Preparation



		Healthy and Diseased Carotid Bifurcation









		Hexahedral Meshing of Bifurcations and Plaques



		Constitutive Equations



		Kinematics



		Strain Energy Functions



		Remodelling Algorithm



		Remodelling Metric



		Finite Element Implementation















		RESULTS



		Remodelling in Healthy Carotid Arteries



		Remodelling in Patient Specific Diseased Carotid Arteries









		DISCUSSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		SUPPLEMENTARY MATERIAL



		REFERENCES









		Flush Flow Behaviour Affected by the Morphology of Intravascular Endoscope: A Numerical Simulation and Experimental Study



		INTRODUCTION



		MATERIALS AND METHODS



		Computational Fluid Dynamics Simulation of Flush Flow Behaviour



		Endoscope System and Flow Channel in the Blood Vessel



		Intravascular Endoscope Models



		Computational Fluid Dynamics Simulation



		Haemodynamic Characteristics









		Physical Flow Experiment to Observe the Delivery Ratio of the Flush Fluid



		Experimental Flow System



		Experiment Model



		Flow Characteristics















		RESULTS



		2D Velocity Vector Field Affected by the Morphology of Endoscope



		Velocity of Flush Flow Affected by the Morphology of Endoscope



		Volume Fraction of Flush Flow at Different Cross-Sectional Planes



		Quantitative Analysis of the Volume Fraction



		Influence of Catheter Morphology on the Delivery of Flush Flow









		DISCUSSION



		Influence on Flush Flow Behaviour by Morphological Characteristics of Endoscope



		Influence on Flush Flow Behaviour by Flowrate of Blood



		Influence on Volume Fraction of Flush Flow by Location



		Blood Vessel Shape Cause Little Influence on the Delivery of the Flush Flow



		Influence on the Flush Flow Behaviour by the Unsuccessful Delivery of Flush



		Limitations









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		ACKNOWLEDGMENTS



		REFERENCES









		A Comparative Study on the Hemodynamic Performance Within Cross and Non-cross Stent-Grafts for Abdominal Aortic Aneurysms With an Angulated Neck



		INTRODUCTION



		METHODOLOGY



		Models and Grids



		Governing Equations and Boundary Conditions



		Variables of Interest









		RESULTS



		Flow Field



		Pressure Drop



		Wall Shear Stress



		Helicity









		DISCUSSION



		LIMITATIONS



		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Image-Based Computational Hemodynamics Analysis of Systolic Obstruction in Hypertrophic Cardiomyopathy



		INTRODUCTION



		MATERIALS AND METHODS



		Patients Data



		Reconstruction of Geometry and Motion



		Mathematical Model – Computational Fluid Dynamics



		Outputs of Interest









		RESULTS



		DISCUSSION



		Study Limitations









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		FOOTNOTES



		REFERENCES









		Endothelial Cell Distribution After Flow Exposure With Two Stent Struts Placed in Different Angles



		INTRODUCTION



		MATERIALS AND METHODS



		Experiment of Flow Exposure



		Computational Fluid Dynamics Simulation









		RESULTS



		The Distributions of EC and WSS in the Gap



		The Distributions of EC and WSS in the Downstream Area



		Flow Around Struts and EC Distribution on the Strut Surfaces



		Wall Shear Stress Condition Around the Inlet Area



		Wall Shear Stress Gradient Condition at 90 and 70°









		DISCUSSION



		Limitations









		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Validation of a Non-invasive Inverse Problem-Solving Method for Stroke Volume



		INTRODUCTION



		MATERIALS AND METHODS



		Study Population



		Protocol



		Arm Cuff Pressure and Pulse Wave Velocity



		Inverse Problem-Solving Method to Estimate Stroke Volume



		Inverse Method









		Multilinear Regression Analysis to Estimate Stroke Volume



		Statistical Analysis









		RESULTS



		Estimation of Stroke Volume Using the Inverse Method



		Approximated Aortic Flow Characteristics



		Estimation of Stroke Volume Using Multilinear Regression Analysis









		DISCUSSION



		CONCLUSION



		DATA AVAILABILITY STATEMENT



		ETHICS STATEMENT



		AUTHOR CONTRIBUTIONS



		SUPPLEMENTARY MATERIAL



		FOOTNOTES



		REFERENCES









		Multiscale Modeling of Vascular Remodeling Induced by Wall Shear Stress



		INTRODUCTION



		MATERIALS AND METHODS



		Model Overview



		Computational Fluid Dynamics Model



		Agent-Based Model









		RESULTS



		DISCUSSION



		LIMITATIONS



		CONCLUSION



		DATA AVAILABILITY STATEMENT



		AUTHOR CONTRIBUTIONS



		FUNDING



		REFERENCES









		Ultrasound-Based Fluid-Structure Interaction Modeling of Abdominal Aortic Aneurysms Incorporating Pre-stress



		1. Introduction



		2. Materials and Methods



		2.1. Meshing



		2.2. Structural Domain



		2.3. Fluid Domain



		2.4. Fluid-Structure Interaction Simulations



		2.5. Result Analyses









		3. Results



		3.1. Flow and Pressure Waveforms



		3.2. Structural Domain



		3.3. Fluid Domain









		4. Discussion



		Data Availability Statement



		Ethics Statement



		Author Contributions



		Funding



		Acknowledgments



		Supplementary Material



		References









		Corrigendum: Ultrasound-Based Fluid-Structure Interaction Modeling of Abdominal Aortic Aneurysms Incorporating Pre-Stress



		Publisher’s Note























OPS/images/fphys-12-661030/fphys-12-661030-e001.jpg
SA-WSS =

N
Zwssi - AA;,

=1

@





OPS/images/fphys-12-661030/fphys-12-661030-e002.jpg
= E 3)
AA, %,
wssy X 100
: ilwss;<
ALS = e





OPS/images/fphys-12-661030/cross.jpg
3,

i





OPS/images/fphys-12-661030/fphys-12-661030-e000.jpg
(n=1)/2

H= Hoo+ (o = tize) [H—(H’)Z] Y





OPS/images/fphys-12-661030/fphys-12-661030-g003.jpg
WSS
(Pa)

07
86
64
43
21
00

Preoperation

[cl o oMo ORI

WSS

(Pa)

0.100
.086
.071
.057
.043
.029
.014
.000

Postoperation

[clNoNoNoNoNONO

Velocity
(m/s)
0.24
0.21
. 0.17
Preoperation 0.14
0.10
0.07
0.03
0.00

Velocity
(m/s)
0.16
0.14
. 0.11
Postoperation 0.09
0.07
0.05
0.02
0.00






OPS/images/fphys-12-661030/fphys-12-661030-g004.jpg
C: Diameter of SV (+)

Preoperation

Postoperation

D: Posi

Preoperation

Postoperation






OPS/images/fphys-12-661030/fphys-12-661030-g001.jpg
Portal vein Typed
®)

Let gasic vein
wGv)

le
St v
(e

i
I
|
1
i
1
i
I

r

Inferior mescneric vein

)
Superior mescrteric vein
(sMY)
¢  Anele between PV and SV
Decrease () cresse (4) Decrase () ncresse (+)
\ \
\
\
C: Diameter o SV Positon of MV

Decrease ) cresse (4) Lene) Right(4)






OPS/images/fphys-12-661030/fphys-12-661030-g002.jpg
Without curvature With curvature

Postoperation

Postoperation

PV

Preoperation Preoperation

L =50.00 mm _ o — — j—— — L=70.00 mm B
D =50.00 mm DE= L0 | | D =98.54 mm D= LAl





OPS/images/fphys-13-872774/crossmark.jpg
©

2

i

|





OPS/images/fphys-12-717593/math_2.gif





OPS/images/fphys-12-717593/math_14.gif
(14)






OPS/images/fphys-12-717593/math_13.gif
becaled

¢

" SBPr

(13)





OPS/images/fphys-12-717593/math_12.gif
12)






OPS/images/fphys-12-663668/cross.jpg
3,

i





OPS/images/fphys-12-663668/fphys-12-663668-e000.jpg
n

A
=100 x ==L 1
¢ x= 1)

ROIL
A 2
5= T4 @
pyapH
n
D, ®

Aror





OPS/images/fphys-12-663668/fphys-12-663668-g001.jpg
single

+

Pore size

\ £ - Z - - -
— outer = inner — ROI * node j o pore /

[ Y

0 0.025 0.05 0.075 0.1

Velocity magnitude [m/s] X

D Velocity magnitude [m/s]

Pore size [mm?]

H
0 005 01 015 02 60 0.02  0.03 004  0.05






OPS/images/fphys-12-663668/fphys-12-663668-g002.jpg
Dual

Single

FinL LinF LinL

FinF

Control

[m/s]

0.1

[Pa]

0.3

0.2
0.1
0

[m/s]

0.8
0.7
0.6
0.5
0.4
0.3

[x100%

[mm™]
120
100
80
60
40
20

[mm?]
0.05
0.04
0.03
0.02
0.01
0

Y
Z X

5 N

X

Y
Z

AL

O vYe 9

19®9 09 ¢

lr.m R
" - 5N > e
2N %—N 2—N
A . /,..Au\.f‘(..\‘\‘ 2 ,.axx . “
Ky10019A Ay1o0j9A
jusawiojdag auljweals ainssaid aue|d }ooN A)solsod Aisuaqg aJ1o0d 9zIg 3.10d






OPS/images/fphys-12-656224/fphys-12-656224-t002.jpg
Model

Standard model

Individual 1

Individual 2

State

Resting
EECP
P
Resting
EECP
P
Resting
EECP
P

MAP (mmHg)

97
123
26.80%
93
104
11.83%
103
112
8.74%

Q

0.67
117
74.63%
0.66
1.07
62.12%
0.65
1.14
75.38%

CAF (mL/s)

4.40
9.45
114.77%
6.97
14.53
108.46%
3.72
6.55
76.08%

Max CO velocity (cm/s)

72.65
79.50
9.43%
84.25
101.64
20.64%
86.76
106.14
22.34%






OPS/images/fphys-12-656224/fphys-12-656224-t003.jpg
Model EECP modes
Standard model PM
NPRM
Individual 1 PM
NPRM
Individual 2 PM
NPRM

160
200
240
0.5
0.6
0.7
160
200
240
0.5
0.6
0.7
160
200
240
0.5
0.6
0.7

TAWSS

3.278
4.364
4.647
2.618
4.364
6.612
5.388
5.911
6.119
4.231
5.911
7.452
3.103
3.334
3.681
2.938
3.334
6.352

osI

0.00553
0.00401
0.00368
0.00671
0.00401
0.00263
0.05285
0.05307
0.05334
0.04714
0.05307
0.05247
0.00614
0.00263
0.00572
0.00569
0.00263
0.00529

WSS <1

5.58%
4.87%
4.41%
6.57%
4.87%
3.53%
1.64%
1.26%
1.00%
1.77%
1.26%
2.10%
51.44%
48.42%
42.94%
55.03%
48.42%
28.54%

WSS > 7

13.28%
17.63%
20.34%
11.27%
17.63%
44.28%
16.96%
19.25%
20.77%
14.31%
19.25%
25.97%
8.41%
10.22%
12.77%
7.61%
10.22%
29.75%

0SI > 0.2

0.55%
0.50%
0.50%
0.61%
0.50%
0.44%
2.43%
2.58%
2.67%
2.08%
2.58%
3.36%
0.51%
0.13%
0.40%
0.38%
0.13%
0.36%

1.18
12
1.20
1.08
121
17
1.16
148
1.12
1.18
1.13
1.07
1.20
1.20
112
1.14
1.20
1.14

PM is pressure amplitude and NPRM is normalized pressure release moment (Unit: pressure: mmHg, time: s, WSS: Pa).
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ECM and ES are clinical measurements and simulated results during the EECP state, respectively. RCS, RCM, and RS are clinical standards, clinical measurements, and
simulated results in the resting state, respectively.
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Model NPRM MDBP-IA MDBP SBP CAF
(mmHg) (mmHg) (mmHg) (mL/s)

Standard model 05 80 81 98 4.59
0.6 111 112 17 6.72
0.7 127 127 124 9.45
Individual 1 0.5 79 79 81 9.06
0.6 97 98 100 11.93
0.7 106 110 111 14.53
Individual 2 0.5 85 85 98 4.04
0.6 111 107 109 4.51
0.7 124 116 17 6:58

NPRM is normalized pressure release moment, MDBP-IA is the mean diastolic
blood pressure near the pressurized iliac artery, MDBP is the mean diastolic blood
pressure of the aorta, SBP is the systolic blood pressure of aorta, and CAF is the
coronary artery flow.
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Stent Microstructure IA Haemodynamics

Porosity  Pore Pore IR (kg-m%/s)  EL (kg-m2/s®) PD (m2/s=2)  aVEL (m/s) aVOR (1/s) aWSS (m?/s~2)  Mvel(m/s) mVOR (1/s) mWSS (m?/s~2)
(%) density size

(1/mm?3) (mm?) [103]1 % [10-¢]1 % [10-2] % [10-2] % [103] % [10-3%] % [10-2] % [10%] % [10-3] %
Untreated 100 0 — 1.9 — 56.9 — 58.6 — 9.2 — 0.5 — 2.5 — 415 — 4.3 — 13.7 —
condition (.4) 42.2) 43.2) 5.5 ©0.3) 1.7 (12.5) ©.3) 7.2
Single-stent 71 20.3 0039 1.0 49 108 21 679 117 29 28 02 27 07 26 336 78 99 256 318 251
treatment © 5.2 ©01) 07 (12 ©7 (15 459 (14 (@4 (12 (©1) (1) (©68 (10 ©13) 40) (103) (256) (37.2) (261)
Dual-stent 44 65.3 0013 07 35 64 12 816 139 17 16 01 17 04 16 387 92 89 230 265 207
treatment 4) (16.4) (0.007) 0.5) (©)] 6.3) 9 (59.5) (43) (1.3 ) 0.1) ) 0.4) %) (27.5)  (59) 8.3) (226) (26.0) (199
p-value Allp < 0.001* 0.001* 0.056 0.070 0.002* 0.005* 0.002* 0.453 0.770 0.609

Values in parentheses are standard deviations. The normalised haemodynamic parameters are in relation to the respective untreated conditions. The p-values are results from independent two-sided t-tests between
the single- and dual-stent treatments.

*statistical significance confirmed (p < 0.005).
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Parameter Comparison between single-stent treatments

Largest difference

Microstructure

Porosity (%) 1.02
Pore density (mm~2) 1.21
Pore size (mm?) 0.003
Haemodynamics (normalised to the untreated condition)
IR (%) 5:3
EL (%) 7.8
PD (%) 13.8
aVEL (%) 37
aVOR (%) 5.3
aWss (%) 6.2
mVEL (%) 89.8
mVOR (%) 903.2
mWSS (%) 819.3

p-values

0.36
<0.001*
<0.001*

0.15
0.86
<0.001*
0.23
0.028"
0.33
0.72
0.49
0.19

*statistical significance confirmed (p < 0.005).
Tsuggestive of statistical significance (o < 0.05).

p-values in bold indicate that results of the corresponding statistical tests are

suggestive of statistical significance.
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Comparisons between dual-stent treatments

Parameter (i) Sizing effects of the earlier-deployed stent

(i) Sizing effects of the later-deployed stent

(“FinF” and “LinF”) vs. (“FinL” and “LinL”)

(“FinF” vs. “LinF”)

(“FinL” vs. “LinL”)

Largest differences p-values Largest differences  p-values Largest differences  p-values

Microstructure

Porosity (%) 5.13 0.72 1.63 0.009" 1.65 0.32
Pore density (mm~2) 28.26 0.29 10.95 0.002* 7.02 0.31
Pore size (mm?) 0.009 0.35 0.003 0.003" 0.003 0.54
Haemodynamics (normalised to the untreated condition)

IR (%) 6.9 0.002* 1.0 0.13 1.4 0.012f
EL (%) 1.1 <0.001* 0.5 0.64 1.1 0.34
PD (%) 13.8 <0.001* 0.7 0.004* 24 <0.001*
aVEL (%) 6.6 0.13 0.8 0.14 i 0.17
aVOR (%) 6.7 0.19 1.1 0.58 1.2 0.65
aWss (%) 6.9 0.046" 14 0.60 1.2 0.74
mVEL (%) 183.7 0.45 39.7 0.76 47.9 0.37
mVOR (%) 770.6 0.84 191.8 0.17 156.9 0.19
mWSS (%) 677.0 0.33 167.3 0.26 140.0 0.08

Pearson %2 tests were used for comparisons in group i and paired-sample t-tests were used for comparisons in group ii.

*statistical significance confirmed (p < 0.005).
Tsuggestive of statistical significance (o < 0.05).

p-values in bold indicate that results of the corresponding statistical tests are suggestive of statistical significance.
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Inflow Rate

Energy Loss Pressure Drop Average Maximal
Velocity Vorticity WSS Velocity Vorticity WSS

Porosity r=-0.15 r=-0.01 =-0.33 r=-0.06 r=-0.04 r=-0.05 r=0.12 r=0.15 r=0.14
(-0.39, 0.11) (—0.26, 0.25) (—0.54, -0.08) (—0.31, 0.20) (-0.29, 0.21) (—0.30, 0.20) (—0.14, 0.36) (-0.11, 0.39) (-0.11, 0.38)

p=0.25 p=0.94 p = 0.010" p=0.67 p=0.74 p=0.68 p=0.37 p=0.24 p=0.27

Pore density r=0.21 r=-0.06 r =0.32 r=0.08 r=010 r=011 r=0.01 r=0.05 r=007
(—0.05, 0.44) (-0.31, 0.20) (0.07, 0.53) (—0.18, 0.33) (-0.16, 0.34) (—0.15, 0.35) (—0.25, 0.26) (—0.20, 0.30) (=0.19, 0.32)

p=0.11 p=0.67 p =0.012* p =0.53 p=0.45 p=0.41 p=0.95 p=0.68 p=0.59

Pore size r =0.50 r=0.06 r =0.63 r=0.51 r=0.52 r=0.53 r=-0.11 r=0.08 r=0.01
(0.28, 0.67) (=0.19, 0.31) (0.44, 0.76) (0.29, 0.68) (0.30, 0.68) (0.32, 0.69) (—0.36, 0.14) (—0.283, 0.28) (—0.24, 0.26)

p < 0.001" p=0.63 p < 0.001" p < 0.001" p < 0.001" p < 0.0017 p=0.38 p=0.82 p=0.94

Values in parentheses indicate the 95% confidence intervals of the corresponding Pearson correlation coefficient, r.
*statistical significance confirmed (p < 0.005).

Tsuggestive of statistical significance (o < 0.05).
p-values in bold indicate that results of the corresponding statistical tests are suggestive of statistical significance.
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Experiment Injecting volume Injecting Injecting Flush volume from Ratio of
No. (Vo, mi) 1 time (s) 2 speed (ml/s) 3 catheter tip (V4, ml) 4 delivery 5

Catheter morphology: Straight

1 15.0 39.0 0.38 145 97%
2 15.0 35.0 0.43 145 97%
3 15.0 15.0 1.00 14.0 93%
4 18.0 12.0 1.25 14.0 93%
5 15.0 10.0 1.50 14.0 93%
6 15.0 8.5 1.76 14.0 93%
Catheter morphology: 2D C-curve

7 15.0 30.0 0.50 14.0 93%
8 15.0 25.0 0.60 14.0 93%
9 15.0 15.0 1.00 14.0 93%
10 15.0 12.0 128 14.0 93%
Catheter morphology: 2D S-curve

11 15.0 30.0 0.50 14.0 93%
i 15.0 20.0 0.75 14.0 93%
13 18.0 10.0 1.50 14.0 93%
Catheter morphology: 3D torsion

14 15.0 27.0 0.56 14.0 93%
18 15.0 20.0 0.75 14.0 93%
16 15.0 10.0 1.50 18.56 90%

1Injecting volume (Vo) is the total volume of flush solution prepared in the syringe to be injected into the endoscope system.
2Injecting time is measured using a stopwatch, from the beginning to the end of a single time injection with constant speed.
3Injecting speed is calculated with Vg and the injecting time, which is the overall velocity of the injection.

4Flush volume (V1) is the total volume of flush flow coming out of the catheter tip, measured by a measuring tube.

5Ratio of delivery is the ratio between V1 and V, which means the successful delivery ratio of flush solution at the treating area.
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Pre-EECP 20 kPa EECP 30 kPa EECP. 40 kPa

HC P HC P HC P HC P
AWSS (Pa) 479+£273 226+ 1.49 5.74£2.47 296 +£1.91 528+ 1.89 3.13+261 512+ 1.49 301+212
osl 0.043 +£0.017 0.06 + 0.021 0.036 + 0.011 0.055 +£0.018 0.05+0.013 0.058 + 0.02 0.06 + 0.022 0.067 + 0.02
RRT 1.19+£0.19 178 £0.84 092+0.16 167 £1.08 1.05 £0.12 1.43 £0.62 099+ 027 1.38 4 0.62

HC indicates the healthy control group (n = 5); P indicates the patient group (n = §). Data represent mean < SD. For all the three factors, no statistically significant difference (o > 0.05)
was found between the pre-EECP state and EECP states, or between EECP states with different cuff pressures.
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Patient/Site PWS (kPa) Relative difference (%) PWSn Relative difference (%)

In vivo material Ex vivo material In vivo material Ex vivo material
P1 Site 1 535 70.1 -23.65 0.1227 0.0560 118.98
Site 2 7156 80.1 -10.78 0.0613 0.0576 6.34
P2 Site 1 77.0 79.7 -3.39 0.0849 0.0625 3.84
P3 Site 1 154.1 1239 2431 0.3076 0.0745 312.60
Site 2 1035 107.3 -3.50 0.0840 0.0696 20.76
P4 Site 1 86.9 86.3 0.70 0.0620 0.0628 -127
Site 2 139.4 139.4 0.40 0.0866 0.0824 5.10
Ps Site 1 1349 1148 17.59 0.2431 0.0722 236.55
P6 Site 1 774 89.0 -13.34 0.0913 0.0606 50.61
P7 Site 1 130.8 120.2 882 0.0807 00718 —15.45
P8 Site 1 150.4 1185 26.96 0.3634 0.0728 398.89
P9 Site 1 536 67.6 —-20.71 00774 0.0567 36.51
Site 2 1405 138.4 1.50 0.0799 0.0827 -3.43
P10 Site 1 106.0 90.3 16.30 0.3166 0.0596 431.28
Site 2 91.0 86.6 5.00 0.0562 0.0588 —4.48
P11 Site 1 1250 1100 13.69 0.0574 0.0686 -16.40
Site 2 154.7 140.4 10.25 0.2041 0.0822 148.14
P12 Site 1 2038 168.4 21.01 0.2889 0.0936 208.70
P13 Site 1 1028 1009 -6.53 0.0880 0.0677 29.90
Site 2 1105 1142 -3.26 0.0891 0.0709 25,60
Average 1133 107.8 3.07 0.1403 0.0692 99.64

The minimum and maximum values are in bold.
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Material parameters

Ex vivo material

P10

P11

P12
P13

Mean

Site 1
Site 2
Site 1
Ste 1
Site 2
Site 1
Site 2
Site 1
Site 1
Site 1
Site 1
Site 1
Site 2
Site 1
Site 2
Site 1
Site 2
Site 1
Site 1
Site 2

S (%)

7.38

225

2.00

17.48
4.46

2.03

4.19

1334
4.40

2.00
20.83
3.49

3.90

17.63
2.00

1.64

11.52
16.52
3.86

3.86

7.19

C1 (kPa)

-13129
—340.0
—~1,087.6
-1,2103
-122.0
-1,029.0
-1,330.2
-1,216.1
-187.6
—667.6
—1,757.8
-832
—672.3
-1,388.2
-845
—1,477.6
—1,865.1
—295.9
-177.9
—892.6
9415
—839.3

Cz (kPa)

14.7
207
0.7
105.7
10.7
899
17.0
106.2
16.4
583
153.6
73
8.7
121.3
74
129.1
162.9
259
155
78.0
822
733

D; (kPa)

629.7
163.1
497.7
508.5
585

4935
6423
583.3
90.0

320.2
843.1
39.9

3225
665.8
40.5

708.7
894.6
141.9
85.3

428.1
4515
402.5

K1 (kPa)

359
9.3
28.4
33.1
33
28.1
36.6
333
5.1
183
48.1
23
18.4
38.0
23
404
51.0
8.1
4.9
24.4
25.7
229

YMa (kPa)

937.8
242.9
7412
864.5
87.1
735.0
956.6
868.7
134.0
476.8
1,255.6
59.4
480.2
991.6
60.4
1,086.4
1,832.2
2114
127.1
637.6
672.5
599.5

S, lumen shrinkage rate; YMc, YM value in circumferential direction; YMa, YM value in axial direction. The minimum and maximum values are in bold.

YMe (kPa)

1,631.2
422.4
1,289.2
1,508.7
1615
1,278.4
1,663.8
1,511.0
233.0
829.4
2,183.9
103.4
835.3
1,724.7
105.0
1,836.7
2317.3
367.7
221.0
1,100.0
1,169.7
1,042.8





OPS/images/fphys-12-733547/fphys-12-733547-g005.jpg
Bottom side Top side

Red: F-actin
Blue: Nuclei
Scalebar: 0.2 mm






OPS/images/fphys-12-717080/fphys-12-717080-g005.gif
M ey,






OPS/images/fphys-12-721195/fphys-12-721195-t001.jpg
Patient ~ Age  M/F  BP  Diseased artery and stenosis severity  Clinical Treatment Siteno.  Cmin(em)  Cmax

[} (mmHg) by diameter history and (em)
Medication
P1 53 M 64-107  Middle LAD 50% stenosis, near 2" HT omMT Site 1 0.8508 0.8859
diagonal branch
Site 2 0.8672 09148
P2 63 M 86138  Proximal to middie LAD 47% stenosis, HT PClwith OMT  Site 1 08115 0.8257
near the 1! septal branch
P3 58 F 91-148  Proximal LCX with 53% stenosis, distalto  Previous CAD, ~ OMT Site 1 1.0646 1.1189
LM ostium HT, DM
Site 2 09725 10125
P4 70 F 94162 Middle RCA with 4% stenosis, near HT PClwith OMT ~ Site 1 1.1064 11411
acute marginal branch
Site 2 1.1269 11724
P5 73 F 73-143  Middle RGA with 50% stenosis, proximal  HT, Stroke PCl with OMT  Site 1 1.1846 1.2604
to acute marginal branch
P6 52 F 70-126  Middle LOX with 45% stenosis, distalto HT PCl with OMT  Site 1 14371 1.1893
the 1% obtuse marginal branch
P7 79 F 59-124  Middle LAD with 65% stenosis, around HT PClwith OMT  Site 1 1.0033 10812
ostium of 2" diagonal branch
P8 53 M 95146  Middle LAD with 42% stenosis, distalto ~ HT omT Site 1 1.1912 1.2621
1st septal branch
P9 72 F 81-144 Distal LCX with 55% stenosis, distal to 24 HT PCl with OMT  Site 1 0.5790 05999
marginal branch
Site 2 0.9648 10035
P10 64 F 68118 Middle LAD with 60% stenosis, near 2 No omT Site 1 0.8913 09432
diagonal branch
Site 2 0.6882 07014
P11 76 F 69-137 Middle LAD with 45% stenosis, between  No omT Site 1 0.9500 09825
15t and 24 septal branch;
Site 2 1.3395 1.4178
P12 79 F 80-160 Middle LAD with 54% stenosis, near 2 HT omT Site 1 0.8131 0.8683
septal branch
P13 58 M 70-130  Proximal to middie RCA with 40% Previous CAD  OMT Site 1 0.9586 0.9988
stenosis, proximal to acute marginal
branch
Site 2 1.1952 1.2453

BR blood pressure; LAD, left anterior descending; LCX, left circumflex artery; RCA, right coronary artery; LM, left main; PCI, percutaneous coronary intervention; OMT, optimal medical
therapy (normally aspirin and other mediications, such as statins, beta blockers, and nitroglycerin, if needed, for specific patient); Cmin, minimum lumen ircumference; Cmax, maximum
lumen circumference.
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PT Obstruction duration [s] Threshold value Uy, [m/s]

1 0.12 1.04
2 0.15 1.00
3 0.13 1.50
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PT EDV [mI] ESV [mi] EF [%]

1 138 68 51
2 162 94 42
3 102 43 57
1 128 81 37
2 1562 103 32

3 101 37 63
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Iteration Demodulated RF Template sizes (wm x pm) Search kernel sizes (um x wm) Grid spacing (um x pm)
#1 Yes 481,83 x 412.5 1684.4 x 962.5 481.3 x 27.5
#2 Yes 240.6 x 247.5 360.9 x 522.5 271 %275
#3 No 120.8 x 137.5 144.4 x 192.5 271 % 2715
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mean + SD (mL) r MAE (mL) Bias (LoA) (mL)

Measured (n = 144) 84.4 £20.4 - - -
Measured (n = 44)* 82.6 £ 19 - - -

Inverse (n = 144) 86+ 27.8 0.83 10.4 1.5 (~29.7, 32.7)
Inverse (n = 44)* 84.5 + 26.1 0.85 10.1 1.9 (~25.4, 29.2)
MLR1ocy (0 = 144) 845+ 15.8 0.74 11 0.02 (27, 27.1)
MLR1cy (0 = 44)* 84.6 +14.5 0.79 10.8 2 (=20.7, 24.8)

MAE, mean absolute error; LOA, limits of agreement; MLR, multilinear regression;
CV, cross validation.

1CV corresponds to train/test split equal to 100/44.

10CV corresponds to 10-fold CV.

*Values correspond only to the test set (44 subjects).
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Mean + SD

All 20-29 years 30-39 years 40-49 years 50-59 years 60-69 years Decade >70 P
(n=144) (n=27) (n =23) (n=24) (n =24) (n=23) (n =23)
Real Est Real Est Real Est Real Est Real Est Real Est Real Est
Tsystole (Ms) 323 £ 58 296 + 13 813 46 294 + 13 832 4 57 802 & 10 823440 296418 383197 207418 322483 297412 @BI6+L55 202416 0.2
Qmax (MI/s) 400+ 96 464 +£129 448+129 582+129 441+78 538+120 417+85 448+98 368+72 435+99 386+76 413+£93 330+£65 348+72 <0.0001
tamax (MS) 89 + 23 122 + 21 83+ 19 119+ 22 99 £+ 23 131 £19 88+ 19 121 £ 21 90 + 26 128 & 21 90 + 23 121422 83 +27 1174+ 28 0.3

SD, standard deviation; Est, estimation; Tsystole, Systolic duration; Qmax, peak of aortic flow; tqmax, time at Qmax.
P-values were derived from one-way ANOVA for each estimated parameter (namely Tsystole, Qmax, @nd tamax) across the six age groups.
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Parameter All 20-29 years 30-39 years 40-49 years 50-59 years 60-69 years >70 years
(n =144) (n=27) (n=23) (n=24) (n=24) (n=23) (n=23)
Age (years) 49 +£17 24 +£3 34 +3 44 £ 2 57+3 6342 74 +3
Gender (M/F) 62/82 1116 12/11 9/15 10/14 9/14 11/12
Height (cm) 169 + 10 172+ 9 171 +£9 169 + 10 168 +£9 169 £+ 10 165 + 10
Weight (kg) 70 12 67 + 11 13411 73+15 68+ 10 73+13 68 + 10
Brachial SBP (mmHg) 122 + 16 112+138 116+ 9 120 + 14 117 +£12 128 + 16 138+ 16
Brachial DBP (mmHg) 71+£8 63+4 68 + 5 72+9 71+8 75+6 75+8
Brachial PP (mmHg) 51+12 48 +£12 48 +9 48+8 46+8 53 + 13 63 + 13
Mean arterial pressure (mmHg) 88+ 10 7946 84+6 88+ 10 86+8 9849 96 £ 10
Carotid-femoral PWV (m/s) 7+2 6+1 6+1 71 7+1 8+ 1 10+2
Heart rate (bpm) 66 + 12 68 + 12 61+9 66 + 12 65+ 11 66 + 10 69 + 14
Stroke volume (mL) 84 + 21 92 + 26 97 £ 17 90+ 19 80+ 16 79+ 15 68 + 11
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Elastance waveform parameters

Emax (Pa mm=3) Em (Pa mm~2) T (s) 1 (s) my 2 (8) mj (s)
0.875 0.03 0.8 0.4944T 2.6 0.5493T 18
Heart model parameters

Pra (Pa) R7v (Pas mm~3) Itv (Pa s2 mm~3) Car (Pamm™3) Iar (Pa s2 mm~3)
629 1.1 x 105 1.0x 1075 0.5 2.0 x 10-6

Parameters for Iy (t), Rpy(t), and Ry (t)
Aann (mm?) Popen (Pa) PcLose (Pa) Kvo (Pa~'s") Kvc (Pa~'s™) Mg () Msr () Lerr (mm)
60 0 1333 0.2 0.2 0.5 1.0 15
p (g mm~9) Ks (s mm~3)
0.00106 1.5 x 106

The time constants are expressed in terms of the cardiac cycle length (T = 0.8 s).
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Fibrous intima (kPa) Wall (kPa) NMSE (%)
cq C2 c3 C1 C2 C3
Artery 1 CS 1 0.10 0.04 0.15 6.17 0.04 298.93 1.61
CS2 0.11 0.29 0.47 15.04 4.39 237.01 215
Artery 2 CS3 6.64 0.11 0.15 7.40 —5.60 187.62 6.62
Artery 3 CS4 203 57.42 1.56 24.92 —141.80 467.32 9.56
Artery 4 C85 0.66 412 0.12 14.11 —1.63 38.39 23.01
CS6 3.93 —0.59 3.76 5.62 —0.59 103.36 6.85
CS7 0.33 1.10 0.19 0.10 257 193.34 17.74
cS8 13.12 —5.86 7.42 2.03 -3.52 7.42 8.73
Artery 5 CS9 0.10 0.60 0.26 0.80 0.05 674.04 6.98
CS10 18.99 —96.68 289.37 0.42 0.59 2.30 21.60

iFEM, inverse finite element modeling; NMSE, normalized mean square error.
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Parameter

Modeling parameters

Ees (mmHg/mL)

Vd (mL)

Pfill (mmHg)

Po (mmHg)

B (mL™T)

EDV (mL)

EF (%)

SV (mL)

CT (mL/mmHg)

TPR (mmHg s/mL)

Aortic flow and pressure
Aortic SBP (mmHg)

Aortic DBP (mmHg)

MAP (mmHg)

Aortic PP (mmHg)

Timing of peak pressure (s)
Pressure at inflection (mmHg)
Timing of inflection point (s)
Augmentation pressure (mmHg)
Alx (%)

Zc (mmHg s/mL)

Max flow (mL/s)

Wave separation

Forward wave amplitude (mmHg)
Backward wave amplitude (mmHg)
Forward wave peak (mmHg)
Backward wave peak (mmHg)
Timing of the peak of the forward wave (s)
Max slope of the forward wave (mmHg/s)
Reflection coefficient

Forward wave amplitude/PP

Average 30-year old

Average 70-year old

Baseline

2.5
15
1.5
2.3
0.013
124
55
68
1.6
1.0

99
70
81
29
0.18
97
0.14

6.9
0.04
408

20
14
55
46
0.10
53802
0.70
0.69

Acutely after
banding

25
10
12.5
2.3
0.013
130
52
68
0.86
1.3

130
81
106
49
0.23
114
0.08
16
32.6
0.12
335

37
23
78
58
0.16
0.8e2
0.62
0.78

After LV
remodeling

3.2
10
16

2.3

0.017

118
57
68

0.86

1.3

121
78
101
43
017
17
0.12

9.5
0.12
380

38
25
76
56
0.10
11.0e2
0.66
0.88

Baseline

3.0
15
13

2.3

0.015

122
55
66

0.90
1.22

123
74
98
49

0.23

115

0.14

14.6
0.11
390

37
24
73
56
0.10
1.1e3
0.67
0.74

Acutely after
banding

3.0
10
13.7
2.3
0.015
125
53
66
0.62
1.47

154
81
1056
73
0.25
141
0.13
15
20.5
0.18
327

56
37
96
66
0.16
1.4e3
0.60
0.77

After LV
remodeling

3.8
10
19.5
2.3
0.018
118
56
66
0.62
1.47

150
78
102
72
0.24
141
0.16

12.5
0.18
381

59
38
98
67
0.10
2.6e3
0.64
0.82
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Parameter

Forward wave amplitude (mmHg)
Backward wave amplitude (mmHg)
Forward wave peak (mmHg)

Backward wave peak (mmHg)

Timing of the peak of the forward wave (s)
Max slope of the forward wave (mmHg/s)
Reflection coefficient

Forward wave amplitude/PP

Baseline

30
22
60
51
0.11
0.8e3
0.73
0.63

Acutely after banding

60
41
94
65
0.12
1.:85e8
0.67
0.71

After LV remodeling

64
43
99
62
0.10
2.2e3
0.68
0.85
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Parameter Baseline Acutely after banding After LV remodeling

Aortic SBP (mmHg) 106 152 140
Aortic DBP (mmHg) 59 68 65

MAP (mmHg) 83 110 104
Aortic PP (mmHg) 48 84 75

Timing of peak pressure (s) 0.18 0.26 0.16
Pressure at inflection (mmHg) 105 141 138
Timing of inflection point (s) 0.21 0.17 0.19
Augmentation Pressure (mmHg) =1 i -2

Alx (%) -2.1 13.1 2.7
Zc (mmHg s/mL) 0.05 0.16 0.16
Max flow (mL/s) 521 412 476

SBP, systolic blood pressure; DBR, diastolic blood pressure; MAR mean arterial pressure; PP, pulse pressure; Aix, augmentation index; Zc, characteristic impedance.
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Pump Speed (rpm) Inlet Impeller Outlet Total Hydraulic efficiency (%)

Baseline 3,160 —0.93 740.37 —380.85 358.58 19.87
Portable 3,350 —27.89 761.65 —371.83 361.93 16.79
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Parameter Baseline Banding LV remodeling

Ees (mmHg/mL) 32 32 4.3
Vd (mL) 15 10 10
Pfill (mmHg) 11:5 12:5 16.5
Po (mmHg) 2.3 23 2.3
B (mL~T 0.013 0.013 0.018
EDV (mL) 123 130 118
EF (%) 61% 57% 62%
SV (mL) 74 74 74
CT (mL/mmHg) 0.96 0.58 0.58
TPR (mmHg s/mL) 0.92 1.20 1.20

Ees, end-systolic elastance; Vd, dead volume; Fill, filling pressure; Po, dead pressure of EDPVR; b, stiffness parameter of EDPVR; EDV, end-diastolic volume; EF, ejection
fraction; SV, stroke volume; CT, total arterial compliance; TPR, total peripheral resistance.
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Mesh Cells (x10°) P (mmHg) Error of P (%) Error of HI (%)

Coarse 4.58 390.6954 2.57 1.37
Middle 10.88 393.0736 172 0.41
Fine 24.38 399.9683 / /

P, predicted pressure head; error of P (%), defined as | P — Pg| /Pg, where Py is the
pressure head predicted with the fine mesh; HI (%), hemolysis predicted using the
HO model; error of HI (%), defined as | HI — Hlg| /Hlo, where Hlg is the HI predicted
with the fine mesh.
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Model C o B

GW 3.620 x 105 2.4160 0.7850
HO 1.800 x 10~4 1.9910 0.7650
TZ 1.228 x 107° 1.9918 0.6606

GW, model of Giersiepen et al. (1990). The constants of the HO model were
originally derived from Heuser and Opitz (1980) by Song et al. (2003). TZ,
model of Zhang et al. (2011).
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Mesh Cells (x10°) Mean y* on impeller surface

Coarse 4.58 1.42538
Middle 10.88 0.930659
Fine 24.38 0.765471
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Parameter

Height of the ring cavity
Radius of ring cavity

Inlet diameter of impeller
Outlet diameter of impeller
Inlet width of blade

Outlet width of blade
Blade inlet angle

Blade outlet angle
Number of blades

Symbol

8]

rz
Dy
Do
b1
b2
B1

32
7

Value

10 mm
20 mm
9.6 mm
54 mm
7.3 mm
7 mm
14°
41.7°
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Baseline B Bandin C LV Remodeling

Parameters for a healthy Virtual banding of the Adaptation of the LV to pressure overload in order to optimize
young person proximal aorta stress through LV hypertrophy
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The patients were divided into three groups, based on the maximum diameter: small (S), moderate (M), and large (L).
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Model Quets. Qpoa Qp Qs Qp/Qs. Quea Qrpa Qupa/Qrea

(L/min) (L/min) (L/min) (L/min) (Umin) (L/min)
Model 1 7 091 091 3.43 027 035 056 0.63
Model 2 1.83 073 256 178 1.44 097 159 0,61
Model 3 1.94 / 1.94 2.40 0.81 0.71 123 0.58

Qusrs and Qepa are flow rates through the modlified Blalock-Taussig shunt and the patent ductus arteriosus. Qp, Qs, Quea, and Qeea are flow rates to the pulmonary circulation,
systemic circulation, left pulmonary artery, and right pulmonary artery, respectively.
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Model Total nodes Total elements

Model 1 542,760 1,336,519
Model 2 554,756 1,370,829
Model 3 613,635 1,266,730





OPS/images/fphys-12-732561/inline_4.gif





OPS/images/fphys-12-718140/fphys-12-718140-g003.jpg
crimping

i deploy
— U

yre-stressed aortic
issection geometry

CTAscan [l simulation result





OPS/images/fphys-12-707128/fphys-12-707128-g008.gif
eee

Time-Gvaragod sneegy s (W)
o & 8






OPS/images/fphys-12-732561/inline_3.gif





OPS/images/fphys-12-718140/fphys-12-718140-g002.jpg
B
Transverse view ‘ :

TL surface Combined surface TL structure Outer wall

Boolean operations

GO-), #

Intimal flap TL
Boolean operations
\ + O —
Aortic dlssecm’ﬂ Aortic disscetion model

(transverse view)





OPS/images/fphys-12-707128/fphys-12-707128-g007.gif





OPS/images/fphys-12-732561/inline_2.gif





OPS/images/fphys-12-707128/fphys-12-707128-g006.gif





OPS/images/fphys-12-732561/inline_17.gif





OPS/images/fphys-12-732561/inline_16.gif





OPS/images/fphys-12-716173/fphys-12-716173-t005.jpg
TTP (s) MTT (s)

Model ~ ACA  MCA-1 MCA-2  ACA  MCA-1 MCA-2

PRE 251 351 3.76 3.54 373 3.84
POST 2.51 4.01 451 42 435 4.45
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Model ACA CMRT(s) MCA-1 CMRT(s) MCA-2 CMRT(s)

PRE 1.24 1.76 1.84
POST 1.64 1.28 1.44
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Stenotic location ACA CMRT
MCA-1 CMRT
MCA-2 CMRT

Stenotic degree ACA CMRT
MCA-1 CMRT
MCA-2 CMRT

*represented statistically significant.

0
—0.05315
02126
-0.866
0.9567
0.9567

P

>0.9999
0.9095
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0.0012*
0.0012*
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Young’s modulus Poisson’s ratio

(MPa)
Stent (Wang et al., 2012) 28,440 033
Catheter tip (Stoimenov et al., 2018) 380 0.4
Catheter body (Stoimenov et al., 2013) 2,900 0.4
Guidewire (Wei et al,, 2015) 30,000 03

Blood vessel (Zhu and Chang, 1991) 0.45 03
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Young’s modulus Poisson’s ratio

(MPa)
Strut (Wu and Wei, 1991) 150,000 03
Catheter tip (Stoimenov et al., 2013) 380 0.4
Catheter body (Stoimenov et al., 2013) 2,900 0.4
Guidewire (Wei et al., 2015) 30,000 03
Curved tube (Tsukruk et al., 2015) 78 0.47

Receptor (Wu and Wei, 1991) 200,000 03
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