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Secondary batteries have been important across several aspects of daily life and

industrial manufacture. The electron and ion transport of electrodes significantly affects

the energy-storage performance of batteries. Among many fascinating materials,

transition metal oxides have been considered promising as candidate electrode materials

of high-performance batteries owing to their high theoretical capacity and good

stability. Herein, tin dioxide is chosen as a representative transition metal oxide to

show the specific electron and ion transport in some types of secondary batteries

including lithium-ion, lithium-sulfur, potassium-ion batteries, etc. The way to optimize

the structure and the strategies to enhance electron and ion transport have been

summarized. Recently, tin dioxide doping and the preparation of tin dioxide-based

composites have been reported. In addition, the main challenges and possible prospects

are also proposed, which provide important suggestions for researchers to develop

high-performance energy-storage materials and to explore new physical science.

Keywords: electron transfer, ion diffusion, transition metal oxide, composite, doping

INTRODUCTION

Depending on the rapid development of modern society, the production of clean, renewable energy
has become an important direction [1–3] that is necessary to the development of energy storage
systems. Secondary batteries have been considered the best choice. In the past few decades, apart
from lithium-ion (Li-ion) batteries, some new types of batteries, such as lithium-sulfur (Li-S),
sodium (Na)-ion, and potassium (K)-ion batteries, have been developed [4–7]. The energy-storage
performance relies on the property of the electrode materials, and this is especially relevant when it
comes to large theoretical capacity and good stability.

As a transition metal oxide, tin oxide (SnO2) has a high theoretical capacity, good safety,
and a low cost of production, which has attracted much attention [8–11]. However, SnO2, as a
semiconductor, has poor conductivity and ion diffusivity, which highly restricts its electrochemical
performance [12, 13]. After many cycles, the electrode structure changes greatly, which results in
capacity decay [14, 15]. It is important to improve the electron and ion transport of the SnO2

electrodes, which is mainly achieved by constructing composites and doping [16–18]. In this

4
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review, we focus on the main strategies to improve the electron
transfer and ion diffusion of SnO2 in batteries, which will be
important for the broad researchers who are working on energy
storage and related physical sciences.

CHALLENGES FOR ELECTRON AND ION
TRANSPORT

Even though SnO2 has been widely studied for secondary
batteries, it has several disadvantages that restrict its
electrochemical performance and practical applications, such as
low electronic conductivity and the poor ability of ion transport.
For example, the conductivity of SnO2 at room temperature
reported by Park et al. was only 1.242 × 10−8 S cm−1 [12]. In
addition, Xie et al. reported that the Li-ion diffusion coefficient
of amorphous SnO2 thin film was 10−15-10−13 cm2 s−1 [13].
It greatly limits the overall capacity and rate-performance of
SnO2-based secondary batteries. Moreover, the SnO2 exhibits a
large volume change during the lithiation–delithiation, which
makes the electrode gradually pulverize, resulting in a rapid
capacity decay.

Recently, it was reported the physical properties of SnO2 can
be adjusted by controlling the morphology [2]. Many researchers
have selectively focused on the adjustment of the morphology
of nanostructured SnO2 in secondary battery systems. It was
reported the conductivity of a single SnO2 nanowire was 0.1–
0.9 S cm−1[19]. Park et al. employed SnO2 nanowires as anode
materials for Li-ion batteries and compared the electrochemical
performance with SnO2 powders. SnO2 nanowires showed a
high lithium-storage performance [20]. The improvement of the
electrochemical performance of SnO2 nanowires was ascribed to
the large surface area. Yin et al. indicated the electrochemical
performance of SnO2 nanosheets for Li-ion batteries was
improved because the nanostructure increased the surface area,
enhanced the structural stability, and shortened the diffusion
distance of ions and electrons [21].

Compared to some morphologies such as 1D nanowires [22,
23], nanorods [24, 25], nanotubes [26], and two-dimensional
(2D) nanosheets [27, 28], three-dimensional (3D) porous
structures provide sufficient voids to buffer volume expansion.
Since then, it has attracted great attention [29]. In 2017, Li et al.
prepared a dumbbell hollow porous SnO2 anode for a Li-ion
battery, and it exhibited a high capacity [10]. There were nano-
pores in the porous shell, which promoted electrolyte transport
and Li-ion diffusion; and the hollow porous structure provided
space for buffer volume expansion. Zhang et al. prepared uniform
multi-shell SnO2 hollow microspheres through a continuous
hard template method, which was used as the anode of the Li-ion
battery [30]. Each shell of the multi-shell hollow structure could
form parallel resistance to improve the conductivity.

Nanostructured SnO2 can not only improve the electronic
conductivity but also shorten the Li-ion diffusion pathway by
improving the electrode–electrolyte interface properties [3, 31].
However, the electrochemical performance of the nanostructured
SnO2 hinders the application in large-scale secondary batteries.
In some studies, it was found that surface coating and elemental

doping improved the performance [3, 9, 32]. Researchers have
developed several strategies to improve the electron and ion
transport of SnO2 to enhance the energy-storage performance,
and these have potential for large-scale application.

ELECTRON AND ION TRANSPORT OF
SnO2 COMPOSITES

SnO2@C Composites in Li-Ion Batteries
Carbonaceous materials have good electrical conductivity,
exhibiting a synergistic effect with SnO2 to improve the overall
electronic conductivity [33]. Guo et al. prepared porous carbon-
coated SnO2 nanoparticles (SnO2@PC) by using glucose as the
carbon source [34]. Porous carbon provided a fast electron/ion
transport pathway, which prevents the crushing and aggregation
of SnO2 nanoparticles and promotes the formation of stable solid
electrolyte interface (SEI) films. Moreover, the highly specific
surface area provided more active centers for Li storage and
promoted ion/electron transport. When the carbon content was
14.1%, the discharge capacity was 1130.1 mAh g−1 after 100
cycles at 0.2 A g−1.

Since graphene was discovered by Andre and Konstantin
Novoselov in 2004, it has attracted wide attention in many
fields. Owing to its excellent mechanical properties and electrical
conductivity, graphene has been used for energy storage [35].
Many studies have focused on combining graphene with a
transition metal oxide like SnO2. Chen et al. reported a
SnO2/graphene composite, which was beneficial to improve
the electrochemical performance [36]. The green approach to
prepare the SnO2/graphene composites directly anchored SnO2

nanoparticles on graphene nanosheets via Sn-O-C bonds. The
prepared SnO2/graphene composite exhibited a capacity of 1420
mAh g−1 at 0.1 A g−1 after 90 cycles and good cycling retention
of 97% at 1A g−1 after 230 cycles.

Some investigations have indicated that the composites of
SnO2 with carbon materials often suffered from material loss
during long-term cycles, which leads to the increase of resistance
and the rapid decay of electrochemical performance. Therefore,
researchers have prepared some multi-dimensional materials
with a topological structure. A double-carbon confinement
strategy was presented by Wu et al. to prepare double-
carbon to confine SnO2 hollow nanospheres (denoted as
G@C@SnO2), as shown in Figure 1 [33]. The G@C@SnO2

showed a highly reversible performance in Li-ion batteries. The
enhancement was ascribed to the following advantages: (i) a
3D structure based on graphene increased the conductivity,
avoided the aggregation of nanoparticles, and provided an open
framework for the transmission of electrons and ions; (ii)
hollow SnO2 nanospheres shortened ion diffusion distance and
buffered volume change; and (iii) a nitrogen-doped carbon shell
can further accommodate volume change, ensuring structural
integrity and improved conductivity.

SnO2@C Composites in Li-S Batteries
Li-S battery is considered an excellent candidate for energy-
storage systems because of its high energy density. However, the
sulfur cathode has the problem of low conductivity (5 × 10−30 S
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FIGURE 1 | Illustration of the reversible Li-ion storage in G@C@SnO2. Reproduced from Wu et al. [33].

cm−1) and the huge volume-change during cycling, resulting in
a rapid capacity decay [7, 37]. In addition, polysulfide is easily
soluble in electrolytes, leading to a shuttle effect [38]. Surface
modification of sulfur cathodes and coating with conductive
materials are common strategies to solve the problems [39]. Liu’s
group prepared a ternary composite of S/C@SnO2, which could
improve the conductivity of sulfur, adapt to the volume-change,
and adsorb polysulfide [40]. Porous carbon could improve the
conductivity, and the porous structure reserved space for the
volume change of sulfur. In addition, the SnO2 shell improved
the mechanical strength of the whole structure, displayed
strong adsorption toward polysulfide, and further reduced the
shuttle effect.

Moreover, SnO2/carbon composites, as functional interlayer
materials used in Li-S batteries, weaken the shuttle effect by
chemical adsorption. In the meantime, carbon materials in
SnO2/carbon composite can improve the overall conductivity of
the composite. Hu et al. prepared a SnO2/reduced graphene oxide
(rGO) composite as dual-function interlayer cathode material
for Li-S batteries [41]. The close interaction between rGO and
SnO2 nanoparticles not only reduced the resistance of the sulfur
cathode but also averted the deformation of the electrode.

SnO2@TMO Composites in Secondary
Batteries
Typical transition metal oxides (TMOs), including SnO2, TiO2,
MoO2, Co3O4, V2O5, NiO, CuO, ZnO, and Fe2O3, etc.,
commonly possess a high capacity compared to the graphite
anode in Li-ion batteries [42, 43]. Researchers found that
TMO composites are beneficial to the improvement of cycle
stability, and they are attributed to the synergistic effect [44–
46]. Recently, many studies have been conducted in developing
composites of SnO2 and TMOs. SnO2@TMO composites are
often used as anodes of Li-ion batteries, and they show good
electrochemical performances. For example, SnO2 is n-typed
semiconductor with a wide band gap (3.6 eV), while α-Fe2O3 is a
p-type semiconductor with a narrow band gap (2.2 eV). Electron
transfer from the conduction band of SnO2 to the conduction
band of α-Fe2O3, crosses the heterojunction interface, and finally
their Fermi levels reach an equilibrium. Figure 2 schematically
shows the energy band of lithium storage of a SnO2/α-Fe2O3

heterostructure. The synergistic effect of SnO2 and α-Fe2O3

effectively improved the conductivity, and the diffusion rate
of lithium ion thus improved the rate performance of the
battery [47].

SnO2@TMO has been used in many secondary batteries, such
as Li-ion and Li-S batteries, exhibiting good performance. Liu
et al. indicated that the low conductivity of pure sulfur and
shuttle effect seriously hindered the commercial development
of Li-S batteries [48]. The results showed the resistance of the
S@SnO2@MnO2 composite was 6.4 × 107 Ω , which was one
order of magnitude lower than pure sulfur (5.8 × 108 Ω).
According to the first-principal calculation, SnO2 and MnO2

had a compact band gap structure and a good density of states
(DOS), which are helpful to the reduction of the electron transfer
barrier. It was indicated that SnO2 and MnO2 improve the
electrical conductivity and accelerate the electron transfer of
S@SnO2@MnO2 composite. The capacity of the Li-S battery with
a S@SnO2@MnO2 composite as the cathode was 1,323 mAh
g−1 at 0.1 C, and the low capacity decay rate was 0.03% after
500 cycles, indicating great confinement of the shuttle effect. In
addition, the battery also showed good rate-performance.

ELECTRON TRANSFER AND ION
DIFFUSION OF DOPED-SnO2 FOR
ENERGY-STORAGE

Doping technology is an economical, simple, and effective
modification strategy that has been used broadly to improve
the electronic properties of SnO2 in secondary batteries. Several
materials have been chosen as dopants, including the group
IIIA element (Al, Ga, and In), the group VA elements Sb, and
so on [49, 50]. It has been reported that doping transition
metals can not only increase the conductivity of SnO2 but also
reduce the volume change in the process of circulation [51, 52].
Lübke et al. reported two categories of transition metal dopants
in SnO2 [53]. The first one are the elements without redox
activity, including Zr [53], Ti [54], Nb [55], W [56], and Pb [57].
The doping of these elements will not change the capacity of
SnO2, but it can significantly increase the cycling life and rate
performance [53]. Dominic et al. indicated that the improvement
of the performance of doped SnO2 depending on the increase
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FIGURE 2 | (A) Schematic diagram of the energy band structures for SnO2 and α-Fe2O3. (B) The energy band of SnO2@α-Fe2O3 heterostructures. EC, EF, and EV

stand for conduction band energy, Fermi energy, and valence band energy, respectively. Reproduced from Cui et al. [47].

of the electrical conductivity caused by the additional charge
percolation path. Belonging to the second group elements of
Cu [53], Mn [58], Fe [59], Co [60], Ni [61], Zn [62], Mo
[63], and Sb [64], which showed redox activity, can ensure
participation in the conversion reaction, leading to the increase
of theoretical capacity. Among them,Mo is an interesting dopant,
as it increased the concentration of free electrons in SnO2. Chen
et al. prepared ultrafine Mo-doped SnO2 in which Mo uniformly
distributed and banded to a SnO2 lattice in the form of Mo6+

[63]. The initial capacity was as high as 2751.4 mAh g−1. Even at
0.5 A g−1, the initial capacity was 1121.8 mAh g−1, and the high
capacity of 670.5 mAh g−1 can be maintained after 700 cycles.
Moreover, Sb-doped SnO2 has also been studied widely. Wang
et al. reported a Sb-doped SnO2 hollow nanosphere that showed
the capacity of 709 mAh g−1 at 0.1 A g−1 after 100 cycles [65].

In addition, doping and co-doping strategies by non-metallic
elements are also reported, such as F [66–68], N [69], P [70],
S/F [71], and Co/F [52]. It was reported that doping fluorine
atoms in SnO2 could increase the electrical conductivity to
about 5 × 103 S cm−1 [72]. In order to improve the Li-storage
performance, Luo et al. chose active fluorine and sulfur atoms
as dopants to prepare S and F co-doped SnO2@graphene oxide
binary composites [71]. On the one hand, fluorine atoms replaced
O2− in SnO2 to improve the electrical conductivity; on the
other hand, S-doping enhanced Li-ion diffusion efficiency in the
binary structure. The improvement of electronic conductivity can
also be verified through the impedance spectra. Furthermore,
the material can effectively reduce the volume expansion of
electrode materials, thus reducing the capacity loss in the cycling
process. It can be ascribed to the formation of the SnSx protective
layer and C–F bond on the surface of SnO2 and graphite oxide
[71]. In addition, Ma et al. demonstrated the effect of doping
ratio by comparing pure SnO2 and cobalt-doped SnO2 with the
content of 5, 10, and 15%, respectively [73]. They found the
size of the synthesized particles decreased with the increase in
dopant concentration. Electrochemical tests showed a doping

ratio of 10% (Sn0.9Co0.10O2) possessed the best stability among
the four samples.

ELECTRON AND ION TRANSPORT IN Na-
AND K-ION BATTERIES

SnO2 in Na-Ion Batteries
Because of the larger diameters of Na- and Li-ions than Li-ions
(K+

> Na+ > Li+, 1.38 Å>1.02 Å>0.76 Å), the problems
caused by volume change during the cycling are extremely
critical, resulting in rapid capacity decay. In order to solve
this problem, researchers have developed many strategies, such
as nanostructures, making composites with carbon, etc. For
example, Chen et al. used the synergistic-induced ultra-fine
SnO2/graphene nanocomposite as the cathode for a K/Na-ion
battery, which showed a highly reversible capacity [36]. Xu et al.
prepared a sandwich structure (MWNTs@SnO2@C) in which
MWNTs were coated with thick SnO2, SnO2, thin SnO2, and
the carbon layer [74]. After removing the thick and thin SnO2,
the larger internal space could alleviate the problems caused by
SnO2 volume transformation, and the 1D MWNTs and carbon
layer also improved the conductivity, which made the composite
material have a better performance.

Ma et al. demonstrated the failure mechanism of the SnO2

electrode inNa- andK-ion batteries and indicated that OVs could
manipulate the energy band structure and carrier migration, thus
adjusting the intrinsic properties of oxide semiconductors [75].
In addition,Wang et al. used layer-by-layer-assembled porphyrin
derivatives as an interface linker to uniformly attach SnO2

crystals to N and S co-doped graphene, achieving a high capacity
and optimizing the electrochemical performance effectively [76].

SnO2 in K-Ion Batteries
Owing to the significant advantages, such as fast interface
diffusion rate, low price, and wide distribution, K-ion batteries
have become a possible candidate to replace Li-ion batteries.
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Since 2015, research on K-ion batteries has become a hot spot.
Some studies indicated that the use of SnO2 in K-ion batteries
can significantly alleviate the large volume change and the
capacity decay.

Recently, Huang et al. reported the K-storage performance
of SnO2/carbon nanofibers [18]. Graphene was introduced
through the electrospinning process, and the synergistic effect
between SnO2, rGO, and carbon was generated to improve the
conductivity of the composites. Huang et al. doped SnO2/rGO/C
with phosphoric acid. The prepared composite showed an
improved diffusion of K+ ions after the modification by
H3PO4 and an increased conductivity by rGO, which further
improves the electrochemical performance [77]. Suo et al.
prepared SnS2/SnO2 heterostructures to enhance the K-storage
performance through a facile two-step hydrothermal method
to fix SnS2/SnO2 heterostructures onto stainless steel mesh
(SnS2/SnO2/SSM). The SnS2/SnO2/SSM anode displayed an
enhanced electrochemical performance [78]. Li et al. used
amorphous carbon to coat SnO2 nanosheets, which exhibited
good K-ion storage performance. The HCHS, as a stable
carrier skeleton for SnO2 nanosheets, is good at providing high
electrical conductivity. Amorphous carbon wrapping solved the
problems of volume expansion and provided surface-induced
capacitance [79].

CONCLUSION

In summary, the challenges for enhancing the electronic and
ionic properties of SnO2 electrodes reported recently have been
introduced. The conductivity and ion diffusion of SnO2 strongly
depends on the structure and composition. Moreover, we
indicated that the SnO2 exhibited great potential as the electrode

material with good volumetric and gravimetric capacities in
many secondary batteries, including Li-ion, Li-S, Na-ion, and
K-ion batteries, as displayed in Supplementary Tables 1–6.
However, electrons and ions transport both require significant
improvement. In order to address the issues and enable
the application of SnO2-based secondary batteries, some
approaches have been demonstrated. It is expected that possible
investigations in the future will be focused on the optimization of
the SnO2 structure, modifying this with some other functional
dopants to seek ideal SnO2-based composites through both
theoretical modeling and experimental preparation.
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A dual-band non-destructive dielectric constant sensor based on the complementary

split ring resonators is presented. The resonators for both bands use the complementary

split ring structure of different sizes. Numerical simulation demonstrates that the

resonating frequency and quality factor is dependent on the variation of dielectric

constant and loss tangent, making it a potential structure for dielectric measurement.

To search for the optimal thickness for measurement, parametric study is conducted

and the retrieval expressions are obtained for both bands. The measured results indicate

an accuracy of 1.5% in comparison with the data in the literature. In addition, the effect

of air gap has been analyzed, showing that it is an important error source and eliminating

such effect can improve the measurement accuracy.

Keywords: dielectric constant, dual band, loss tangent, resonate frequency, quality factor, complementary split

ring resonator

INTRODUCTION

Dielectric constant is fundamental physical property for dielectric or insulating materials [1]. It is
also a critical parameter in many engineering areas. For instance, in the design of microwave and
millimeter wave planar circuits, the dielectric constant of the substrate material has to be known as
a priori. With the fast evolving of electronic technologies, materials are involved in many areas such
asmanufacturing processing, antenna design, and aerospace technology [2–5]. Therefore, precision
measurement of the dielectric constant is becoming more and more critical.

Many methods for dielectric constant measurement have been developed, such as the free
space method, the transmission line method, and the resonant cavity method. The free space
method uses free space as transmission medium, and is suitable for dielectric measurement in the
millimeter wave range [6, 7]. In addition, this method requires a slab of large area planar sample
for measurement. The transmission line method requires the material to be placed inside a part of
the enclosed transmission line during measurement [8]. The dielectric constant of the material is
calculated from the reflected coefficients (S11) and the transmission coefficients (S21). However, the
transmission line method requires the sample precisely fabricated to be fitted in the transmission
line [9]. In addition, it is not good enough for measurement of low loss materials.
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The resonant cavity method is a precision method for low
loss material measurement. The dielectric constant is extracted
from the resonant frequencies and quality factors [10–12]. The
traditional resonating method requires sample placed inside the
chamber of a cavity, which inevitably makes the operation less
convenient [13, 14].

In recent years, micro strip line based planar resonator
sensors have been developed [15–17]. One of the resonators is
so called the complementary split ring resonator (CSRR) sensor.
It can measure the dielectric constant of a material with high
sensitivity [18]. An improved circular CSRR structure is reported
in Ref. [19], where higher quality factor and sensitivity has
been reached than the single slit CSRR structure. These sensors,
however, are still working in a single band. Nowadays, the
communication system with dual-band or multiband operation
has been widely deployed. In this connection, multi-band
measurement of dielectric property is preferred.

This paper investigated the feasibility of dual-band CSRR
structure for dielectric constant measurement. Theoretically, the
resonant frequency of a CSRR structure is proportional to its
size. Being inspired by this property, two CSRR structures of
different dimensions are built on a single substrate aiming at
creating two resonating frequencies. In order to verify this design,
theoretical model is built and extensive simulation analysis is
conducted. Based on the analysis, the circuit model is built, the
optimal thickness for measurement is obtained numerically, and
retrieval expressions are also reached. Finally, the air gap effect
is discussed.

In order to convey the concept as well as demonstrate the
feasibility of this work. The following parts of this paper are
organized as follows: Section II introduces the fundamental
theories of resonator sensor and the CSRR sensor; Section III
is devoted to the methods covering simulation, modeling and
dielectric retrieve; Section IV presents the measurements and
error analysis; and Section V concludes this work.

FUNDAMENTAL THEORIES FOR
RESONATOR AND CSRR

Dielectric Measurement Based on
Resonator
For a conventional resonator sensor, the relationship between the
change of resonant frequency 1fr/fr and the dielectric constant
and permeability of the sample can generally be expressed
by [20].

1fr

fr
=

∫

Vc (1εE1 · E0 + 1µH1 ·H0) dV
∫

Vc (ε0|E0|
2
+ µ0|H0|

2)dV
(1)

where, Vc is the cavity volume, 1ε is the change in complex
permittivity, 1µ is the change in complex permeability, ε0 and
µ0 are the free space permittivity and permeability, respectively.
The electric and the magnetic fields of the empty cavity are
denoted asE0 and H0, while E1 andH1 represent the electric
and the magnetic fields under loaded condition, respectively. For
electrically small samples, the electric and the magnetic fields

FIGURE 1 | Structure and equivalent model of the CSRR sensor. (A) The

schematic structure; (B) Equivalent circuit model.

inside the resonator, before and after loading the sample, are
assumed to be unchanged. For dielectric materials, the change in
complex permeability µ may be assumed to be zero. Also, the
electric energy must be equal to the magnetic field energy stored
in the resonant structure at the resonant frequency. Under these
conditions, the frequency shift can be simplified as

1fr

fr
=

∫

Vs
1εE1 · E0dV

2
∫

Vc
ε0|E0|

2dV
(2)

where, Vs is the sample volume.
This is a general description of resonator for dielectric

measurement. Such a method, however, is in practice only
suitable for well-defined structure and field distribution (or
mode). For a structure of a bit more complicated, closed form
for frequency shift is usually difficult to find. With the rapid
development of numerical techniques, simulation methods have
been widely used in the calculation of complicated structures. In
addition, more details can be derived from the simulation results.

Dielectric Measurement Based on CSRR
Resonator
Several geometries based on the CSRR structure have been
proposed in the Literature [21–24]. In material characterization,
the sensitivity of the planar sensor is of the primary concern,
which is further associated with the electric and the magnetic
field intensity present across the planar architecture. It has
been recognized that circular resonator may provide better
accuracy [25].

The CSRR structure is illustrated in Figure 1A. The quasi-
static electrically small resonators are usually designed with
a loop and a gap separating the loop into two parts. The
electrically small structure resonates due to inductance induced
by circulating current in the loop and the effective capacitance
developed across the gap between the loops. The change in
capacitance of CSRR usually depends on the change in the
permittivity of the material under test (MUT), whereas the
inductance of the CSRR is considered to be unchanged in case
of dielectric materials.
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FIGURE 2 | Double circular CSRR structure (A) Top view with substrate; (B) MUT is placed on the CSRR surface; (C) side view of the structure.

This structure can be modeled using an equivalent circuit,
as shown in Figure 1B, where, Lr, Crrepresent the inductance
and capacitance of CSRR, respectively, Lis the line inductance,
Cc is the coupling capacitance between micro strip line and
CSRR. To extract the exact values of these components, full wave
simulation using HFSS in couple with ADS simulation has to be
conducted [26].

After these parameters are determined, it can be drawn from
Figure 2 that the relationship between the resonant frequency
can be written as

fr =
1

2π
√
Lr(Cc + Cr)

(3)

This is a fast way to estimate the resonating frequency and
the dimension. In the previous publications, only one operation
band was achieved. In order to obtain dual-band operation, two
identical CSRR structures of difference sizes are used, as shown in
Figure 2A. The larger CSRR structure works in lower frequency
band, and the smaller one in higher frequency band. These two
structures are separated by a certain distance in order to reduce
mutual coupling.

Two circular CSRR structures are etched out from the GND
layer.MUT is placed on top of the CSRR and covers it completely.
Field will be coupled to the sample though the circular slots,
therefore, it is expected that such field-matter interaction will be
reflected in the transmission coefficient of this structure.

The Simulation Results for Unloaded
Dual-Band CSRR
Before any measurement can be conducted, the dual-band
CSRR has to be designed. In this work, we choose 1.8GHz-
2.8GHz and 3.5GHz-5GHz as two separate working bands for
measurement. By placing two CSRRs on the same sensor, and
through optimization, the following parameters as shown in
Table 1 are reached. In this design, the substrate is FR4 with the

TABLE 1 | The main parameters for the two operation bands.

Parameters (mm) a b c g d

Band-1:1.8GHz-2.8GHz 0.39 0.22 0.38 0.22 7

Band-2:3.5GHz-5GHz 0.2 0.11 0.19 0.11 3.5

TABLE 2 | The lumped parameters for the equivalent circuits.

Lumped parameters Band-1 Band-2

L 4.214 1.214

Cc 0.7,737 0.4,737

Cr 1.2,817 0.7,221

Lr 1.7,547 0.8,672

dielectric constant being 4.9. The extracted lumped parameters
for each component in Figure 1B are presented in Table 2.

In this work, the full wave simulation was conducted using
HFSS. And the circuit simulation was done using ADS. The
full wave simulation is to precisely predict the response of the
design and the ADS simulation is to fast pinpoint the resonating
frequencies. The simulated results for unloaded situation are
plotted in Figure 3. The reason for using S21 as representative
data is that S21 is closely related to the resonating frequency and
the quality factor. It is clearly seen that the simulated results using
HFSS and ADS demonstrated very good agreement in terms
of resonating frequencies. The discrepancy in the transmission
coefficient outside the resonating frequencies is due to the fact
that the circuit theory only reflects the resonating frequency.
More complicated modeling has to be built to fully model
the structure.

After mounting the sample to the top of each CSRR resonator,
the resonating frequency undergoes shift, and the quality factor
will also show variation with the loss tangent. It is seen
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FIGURE 3 | The transmission coefficient on unloaded cases.

from Figures 4A,B, when the sample is placed at the low-
frequency CSRR, the first resonance changes accordingly with εr,
while the position of the second resonance remains unchanged.
Keepεrunchanged, varying the loss tangent will not change the
resonating frequencies of either band, however, the quality factor
(the depth of the resonance) will be changed noticeably. Placing
the sample at the second CSRR, the same observations can be
made, as shown in Figures 4C,D. It is also noticed that the
quality factor is also dependent on the dielectric constant. Such
phenomenon is evident by that the Resonate depth is varying
with the dielectric constant. In summary, such properties can be
made for use of dielectric constant measurement as single value
functions can be derived, as shown in Figure 5.

METHODS

Up to now, we have demonstrated that the transmission
coefficient S21 does reflect the changing of dielectric constant
and loss tangent. To extract the parameter from S21, a method
has to be developed. Also, some practical aspects, such as the
optimal thickness of the sample has to be considered. In next
section, quantitative analysis on the variation of the resonating
frequency and quality factor with the dielectric property will
be analyzed, aiming to reach a reliable expression for dielectric
constant extract.

Variation of Resonating Frequency and
Quality Factor With Dielectric Constant
The resonating frequency at each ε

′
r is recorded, and 1fr is

calculated using 1fr = f0− fr. As the dielectric constant changes,
the resonant frequency also gradually increases in a nonlinear
manner. This indicates that the variation of the frequency is a
single value function of the permittivity and loss tangent.

It is found during the analysis that the sample thickness
will affect the measurement results. To search for the optimal

thickness for measurement, parametric study over a range of
thickness is conducted. The analysis results are plotted in
Figure 6.

It is seen from Figures 6A,B, for the lower frequency band,
both the dielectric constant and the loss tangent present good
linearity when the sample thickness is 6mm. Therefore, it is
best to prepare 6mm thick sample for measurement in the low
frequency band. And one has

ε
′
r_low =

f−2
r_low − 0.11529

0.01677
(4)

Similar, the optimal sample thickness for the higher frequency
band is 4mm, and one has

ε
′
r_high =

f−2
r_high − 0.0343

0.00545
(5)

It is reasonable that the lower frequency requires larger sample
and the higher frequency needs smaller one. This is closely related
to the electrical size of each resonator.

Theoretically, the dielectric constant of the MUT in
two different frequency bands can be calculated separately
by Equations (4) and (5), which are very close to
relationship of fr ∝ 1/

√

ε′r_high.
It can be seen from Figures 6C,D that the relationship

betweenQ−1
MUT and tan δ is a linear function for the tested sample

of selected thickness. The specific calculation method of Q−1
MUT is

related to its QU at unloaded and the S21 parameter coefficient
after adding load [27].

QMUT = QU

[

1− 10
S21(dB)

20

]

(6)

QU is the quality factor of the sensor at unload. It is calculated
from the center frequency and the frequency at−3dB. The loaded
quality factor will be used for retrieval of the loss tangent.
However, Equation (6) does not take into account the mutual
effect of involving dielectric constant and loss tangent. In this
regard, new fitting formulae will be derived in later section to
retrieve the loss tangent more accurately.

Building the Permittivity Retrieval Function
of Resonating Frequency and Quality
Factor
The samples with dielectric constants and loss tangents are
simulated in two Frequency bands, and two sets of curves are
obtained, as shown in Figure 6. It is seen from Figure 6, the
numerical models in the two frequency bands can be fitted
separately. In many cases, the permittivity is also expressed using
dielectric constant and imaginary part. The imaginary part of the
complex permittivity of the MUT can be expressed by the loss
tangent value, and the loss tangent value can be calculated by the
QMUT and ε

′
r. The formula can be written as [28].

QMUT =
1

tanδ
=

ε
′
r

ε′′r
(7)
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FIGURE 4 | S21 parameters of samples (A) with different dielectric constants at 1.8GHz-2.8GHz; (B) with different loss tangent when the ε
′
r = 3 at 1.8GHz-2.8GHz

(sample thickness = 6mm); (C) with different dielectric constants at 3.5GHz-5GHz; (D) with different loss tangent when the ε
′
r = 3 at 3.5GHz-5GHz (sample thickness

= 4mm).

FIGURE 5 | S21 parameters of samples (A) with different dielectric constants1.8GHz-2.8GHz; (B) with different loss tangent 3.5GHz-5GHz.
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FIGURE 6 | Thickness effects. (A) f−2
r vs. ε

′
r for different thickness at 1.8GHz-2.8GHz; (B) f−2

r vs. ε
′
r for different thickness at 3.5GHz-5GHz; (C) Q−1

MUT vs. tan δ for

different thickness at 1.8GHz-2.8 GHz; (D) Q−1
MUT vs. tan δ for different thickness at 3.5GHz-5GHz.

Two models of Rational Taylor [29] and Extreme Cum [30] are
used to fit the functions corresponding to the two frequency
bands. In the Rational Talor model, both nominator and
denominator are polynomial of the dielectric constant and
the quality factor. For the Extreme Cum model, the fitting
Function are exponential polynomial. The Goodness of fitting of
a statistical model describes how well it fits simulation data [31],
and is denoted by R2. It is equal to the ratio of the regression
sum of squares to the total sum of squares. The closer the R2

of the function model is to 1, the better the fit of the function
established by the model. Fitting the data in Figure 7 using the
two models, the following equations can be obtained for low and
high frequency bands, respectively. For the low-frequency band,
the imaginary part can be calculated using

ε
′′
r_Low = ε

′
r_Low ·

F
(

Q−1
MUT_low, ε

′
r_Low

)

G
(

Q−1
MUT_low, ε

′
r_Low

) (8)

where



































F
(

Q−1
MUT_low, ε

′
r_Low

)

= 1− 66.650Q−1
MUT_low

+2013.247Q−2
MUT_low

−11.100ε′r_Low · Q−1
MUT_low − 0.167ε′r_Low + 0.163

(

ε
′
r_Low

)2

G
(

Q−1
MUT_low, ε

′
r_Low

)

= −0.642− Q−1
MUT_low

+13.649ε′r_Low · Q−1
MUT_low − 0.212ε′r_Low − 0.004

(

ε
′
r_Low

)2

(9)

And for the high-frequency band

ε
′′
r_high =

ε
′
r_high

H(Q−1
MUT_high, ε

′
r_high)

(10)

where

H(Q−1
MUT_high, ε

′
r_high) = 0.444− 32.158e

D(Q−1
MUT_high)

−12.623eE(ε
′
r_high) + 848.631e

D(Q−1
MUT_high)+E(ε′r_high) (11)
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FIGURE 7 | The linear relationship between the reciprocal of the Q−1
MUT factor and tan δ under different εr

′ values in the band of (A) 1.8GHz-2.8GHz; (B) 3.5GHz-5GHz.

and











D(Q−1
MUT_high) = −e

−Q−1
MUT_high+0.0366

0.014

E(ε′r_high) = −e
ε
′
r_high+63.224

61.564

(12)

Putting Q−1
MUT and ε

′
r into these equations, the loss tangent

under the two frequency bands can be calculated. Here, the
R2 of Rational Taylor and Extreme Cum is 0.9977 and 0.9752,
respectively. They are sufficiently good for data retrieve.

MEASUREMENTS AND RESULTS

Measurements
The sensor is manufactured using planar PCB technology, as
shown in Figure 8. The substrate is 0.8mm thick FR4 substrate
with 4.9 dielectric constant. A pair of 50Ω SMA connectors are
soldered onto both ends of the sensor. Measurement was done
using a vector network analyzer (VNA) Ceyear AV3672D. The
VNA is calibrated using a standard short-load-open-thru (SLOT)
method with a 3211-3.5mm calibration kit. The measurement
frequency was 1 GHz - 6 GHz.

After calibrating the system, the S21 of unloaded situation
was first measured. Then, several samples were measured
by placing these samples at the two CSRRs consecutively.
The transmission coefficients S21 are plotted in Figure 9.
From the measured data, the resonating frequency and
the quality fact can be deduced. And therefore, the
dielectric constant and loss tangent can be calculated
by using the simulated results. The retrieved results are
tabulated in Table 3, with comparison with the data in the
literature [32, 33].

It is seen from the results that the agreement between
the simulation and measurement is pretty good. For
most samples, the accuracy of the dielectric constant is
smaller than 1.5%. The only exception is Polycarbonate,

FIGURE 8 | Experimental verification. (a) Top view of the CSCR; (b) Bottom

view of the CSRR; (c) Experiment set up.

the discrepancy is 5%. The loss factor is also very close to
the provided value in the literature. For the polycarbonate,
the discrepancy is very much dependent on the difference
in the sample since polycarbonate has very broad range
of permittivity.

The Effects of Air Gap
When using a sensor with a CSRR structure to accurately
measure the complex permittivity, the air gap between the GND
layer and the sample surface is an important factor affecting the
measurement results. In this paper, an approximate model of the
air gap is set up through HFSS. The thickness of the air gap
is set to be 0 to 80µm, and various dielectric constants in the
range of 1 to 10 are simulated. The material is polypropylene.
The relationship between f−2

r and ε
′
r in different frequency bands

is shown in Figure 10. It is clearly seen that the slope of the
curve decreases as the thickness of the air gap increases. This is
reasonable since with the increase of the air gap, more energy will
be stored in the air gap so that the effective dielectric constant is
reduced. This will in turn reduce the frequency shift. The air gap
effect is a challenge for micro strip based dielectric measurement.
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FIGURE 9 | (A) Measured S21 (dB) for various dielectric samples at 1.8GHz-2.8GHz. (B). Measured S21 (dB) for various dielectric samples at 3.5GHz-5GHz.

TABLE 3 | Comparison between measured results of this work and data in the literature.

Reference Value Measured data(1.8GHz-2.8GHz) Measured data(3.5GHz-5GHz)

MUT ε
′

r ε
′′

r ε
′

r ε
′′

r ε
′

r ε
′′

r

PE 2.26 0.0007 2.25 0.00072 2.25 0.00066

PVC 3 0.027 2.98 0.028 2.97 0.032

WOOD 2 0.034 1.97 0.032 1.97 0.029

Rubber 3.4 / 3.37 / 3.36 /

Teflon 2.1 0.006 2.12 0.0058 2.12 0.006

Polycarbonate 2.8 0.003 2.78 0.0032 2.72 0.0035

FIGURE 10 | Plot of f−2
r with real permittivity at different air gap ranging from 0 to 80µm at (A) 1.8GHz-2.8GHz; (B) 3.5GHz-5GHz.
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To account for this effect, a realistic way is to consider the air
gap as part of the structure. By so doing, more precise value can
be obtained.

Fitting the data in Figure 10, the relationship between the
dielectric constant and the air gap can be obtained.

ε
′
r_low = −3.065− 106.874ta − 115.880t2a + 17.847f−2

r

+ 115.712f−4
r + 847.953ta · f

−2
r (13)

ε
′
r_high = −2.720− 107.945ta − 161. 583t2a

+ 54.595f−2
r + 969.123f−4

r + 2613.400ta · f
−2
r (14)

Both Equations (13) and (14) are fitted with Poly2D models [30],
and their R2 are 0.9916 and 0.9895 respectively.

To apply these formulae, the air gap has to be precisely
measured. And the frequency shift has to be measured using
either a VNA or a spectrum analyzer. This method can be used
separately, but they are not general ones that can be used to
other structures. However, this method can be instructive to
dielectric measurement.

Taking the wood in Table 3 as an example. Measure the
degree of adhesion between the wood and the CSRR surface
by microscope micrometer, the air gap is 3um. Corrected by
Equations (13) and (14), the dielectric constants are 2 and 1.99
in the two frequency bands respectively. The corrected values are
much closer to the values in the literature.

CONCLUSION

A dual-band non-destructive dielectric measurement sensor
based on complementary split-ring resonator has been studied

and experimentally verified. By pacing two complementary
split-ring resonators with a proper separation distance on
the same sensor, dual-band operation has been realized with
excellent isolation. The measured results demonstrated very
good agreement with the data in the literature. In addition, the
air-gap effects have been analyzed and better agreement can
be obtained.
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A self-calibrated method to measuring the frequency responses of broadband

photodetectors (PDs) is proposed based on photonic pulse sampling of two-tone

microwave signal, with the help of a mode-locked laser diode (MLLD) and a

Mach-Zehnder modulator (MZM). Firstly, the repetition frequency of the optical comb

from the MLLD divides the whole measuring frequency range into several segments.

Then, a close-spaced two-tone signal modulates every comb tooth through theMZM and

generates the sum- and difference-frequency products, working as the probing signal

to extract the frequency response of the PD in every segment. Hyper-fine frequency

response of the PD at any frequency point can be obtained in every segment by subtly

varying the center frequency of the two-tone signal while keeping the difference frequency

fixed. Finally, the whole frequency response of the PD in ultra-wide frequency range is

obtained by seamlessly stitching the segmental frequency responses. In our experiment,

measurement of a commercial PD is demonstrated up to 49.765 GHz with an optical

comb at the repetition frequency of 9.953 GHz and a two-tone modulation up to 4.9765

GHz. The measured results are compared with those by using the traditional methods

to check accuracy. Moreover, the uneven responses of the MLLD and the MZM are fully

subtracted, verifying the ultra-wideband, hyperfine and self-calibrated measurement of

PDs based on the two-tone photonic sampling.

Keywords: frequency response, photodetectors, photonic sampling, optical fiber communication, microwave

photonics

INTRODUCTION

Broadband photodetectors (PDs) are essential optical receiver components in optical fiber
communication systems and microwave photonic links [1–3], and the frequency response
measurement with high-resolution and high-accuracy is very critical to supporting the device
characterization and link evaluation for high-spectral-efficiency optical communication systems
and hyper-fine microwave photonic links [4–6].

There are numerous methods reported for characterizing frequency responses of PDs by
employing all-optical or electro-optical stimulus. The all-optical methods can achieve ultra-
wideband measurements of PDs based on the ultra-wideband optical stimulus. However, the
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optical wavelength-beatingmethod requires to control the optical
wavelength drifting and power fluctuation with extremely high
accuracy [7–10], and the optical noise-beating method is subject
to the poor signal-to-noise ratio and insufficient frequency
resolution [11–14]. By contrast, the electro-optical methods
make the best use of electro-optical modulation to improve the
frequency resolution. However, the widely used electro-optical
swept frequency method needs intense calibration to subtract
the effect of the assisted modulator [15–17]. In order to alleviate
the electro-optical calibration, the improved swept frequency
method was proposed with the help of an electro-absorption
modulator used as a modulator and a PD, provided that the
frequency responses of the modulator and the PD are identical
[18, 19]. The twice modulation method requires active bias
control of two intensity modulators [20]. For the calibration-free
and bias-drifting-free measurement, we proposed a frequency-
shifted heterodyne scheme for extracting frequency responses of
PDs [21–24]. Recently, we also presented a low-speed photonic
sampling method for the frequency response measurement
within ultra-wide frequency range based on a mode-locked laser
diode (MLLD), which is also free of the uneven frequency
responses of other components in the setup [25]. Nevertheless,
the major difficulty of this method lies in that hyper-fine
measurement of PD at any frequency point cannot be obtained,
since the frequency resolution is limited to be tens of MHz by the
repetition frequency of the MLLD.

In this work, we demonstrate a two-tone photonic sampling
method, featuring hyper-fine frequency resolution and ultra-
wide frequency range, for self-calibrated frequency response
measurement of broadband PDs. As is shown in Figure 1,
the optical pulses from a MLLD are sent to a Mach-Zehnder
modulator (MZM) for two-tone modulation, and then are
detected by the PD under test. Firstly, the whole frequency
range is equally divided into several segments by the repetition
frequency of the optical comb from the MLLD. The comb
tooth in every segment mixes with the two-tone signal and
generates the sum- and difference-frequency products, working
as the probing signal to measure the frequency response of the
PD, and then the hyper-fine frequency response of the PD at
any frequency point is obtained in every segment by subtly
varying the center frequency of the two-tone signal. Finally, the
whole frequency response of the PD in ultra-wide frequency
range can be obtained by stitching the multiple segments. It
is noteworthy that the uneven response of the MLLD and
the MZM are subtracted by carefully setting the two-tone
photonic sampling. Theoretical basis and experimental results
are elaborated in detail, where the experimental results agree
well-with those obtained by employing the low-speed photonic
sampling method.

Theoretical Basis
The schematic diagram of the proposed two-tone photonic
sampling is shown in Figure 1. The ultrashort pulses with a
repetition frequency of fr from the MLLD is modulated by the
two-tone signal at the frequencies of f 1 and f 2 via the MZM.
After two-tone electro-optical modulation, upper- and lower-
optical sidebands will be generated at both sides of the optical

comb teeth of the MLLD. The two-tone sampling optical signals
are then detected by the PD under test, and analyzed by an
electrical spectrum analyzer (ESA). After photodetection, the
two-tone upper- and lower-optical sidebands will mix with each
other and generate sum- and difference-frequency products at
the offset frequency of f 1 ± f 2 (f 1 > f 2) of the comb tooth at
the frequency of nfr . As we know, each pair of optical upper-
and lower-sidebands will keep equalized in the optical domain,
and their amplitude difference in the electrical domain only
depends on the frequency response of PD. In our method,
the two-tone frequencies f 1 and f 2 are carefully chosen so that
the lower frequency of 1f (= f 1–f 2) is fixed and close to
DC, and the frequency response of the PD at the frequency of
nfr + f 1 + f 2 with respect to the frequency of nfr + 1f can
be calculated through the amplitude ratio between these two
frequency components, which is shown in Figure 1(I). Then,
through subtly varying f 1 + f 2 from 0 to fr while keeping f 1–
f 2 constant, the relative frequency response of the PD at any
frequency point between nfr + 1f (≈nfr) and nfr + f 1 + f 2
(≈(n+ 1)fr) can be extracted in the n-th segment. As is presented
in Figure 1(II), the frequency response at the frequency of
nfr + f 1 + f 2 is normalized to that at the frequency of nfr +1f in
every segment. In order to obtain the whole frequency response
of PD in ultra-wide frequency range, in our case, a specific
two-tone frequency is carefully chosen to be f 1’ = fr/4 and
f 2’ = fr/4-1f to ensure all the frequency responses at the
frequencies of nfr + 1f are referenced to the same fixed low-
frequency of 1f as illustrated in Figure 1(III). Therefore, the
segmental frequency responses are seamlessly stitched, as shown
in Figure 1(IV), allowing for the self-calibrated measurement of
frequency response of PDs within ultra-wide frequency range
of (n+ 1)fr .

Mathematically, the ultrashort optical pulses from the MLLD
can be expressed in the optical domain as

EMLLD (t) =

N
∑

l=−N

qle
j2π(f0+lfr)t (1)

Thereinto, f 0 and ql are the central frequency of the amplitude of
the optical comb from the MLLD, respectively. N represents the
effective order of the optical comb tooth. The ultrashort optical
pulses are injected into the MZM onto which two closely spaced
tones v1(t)= v1sin2π f 1t and v2(t)= v2sin2π f 2t (f 1 > f 2, f 1≈f 2,
and 0 < f 1, f 2 ≤ fr/2) are applied. The output optical field from
the MZM can be written by [26].

EMZM (t) = EMLLD (t) ·
[

1+ γ ejm1 sin 2π f1t+jm2 sin 2π f2t+jϕb
]

(2)

with the asymmetric factor γ and the phase bias ϕb of the
MZM. m1 and m2 are the modulation indices at the modulation
frequencies of f 1 and f 2, respectively. Then, the photonic
sampling signal is sent into the PD under test, and is then
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FIGURE 1 | Schematic diagram of the proposed two-tone photonic sampling method, MLLD, mode-locked laser diode; PC, polarization controller; MZM,

mach-zehnder modulator; MS, microwave source; PD, photodetector; DUT, device under test; ESA, electrical spectrum analyzer.

converted into electrical domain, which can be written as

iPD (t) = R · |EMZM (t)|2 = R
{

2
(

1+ γ
2)

2N
∑

n=0

pn cos
(

2πnfrt
)

−p0
(

1+ γ
2)

− 2γ p0

+∞
∑

p=−∞

+∞
∑

q=−∞

Jp (m1)Jq (m2) (3)

· cos
[

2π
(

pf1 + qf2
)

t + ϕb

]

+ 2γ
2N
∑

n=0

pn

+∞
∑

p=−∞

+∞
∑

q=−∞

Jp (m1)

Jq (m2) cos[2π
(

nfr ± pf1 ± qf2
)

t ± ϕb]
}

where R is the responsivity of PD, Jp(·) and Jq(·) are the pth
and qth-order Bessel function of the first kind, respectively. The
coefficient pn represents the intensity of the comb tooth from the
MLLD, expressed by

N−n
∑

l=−N

qlql+n = pn, (n = 0, 1, ..., 2N)

The two-tone signal will mix with each comb tooth and generate
frequency up- and down-conversion components quantified as

A
(

nfr + f1 − f2
)

= 4γ pnR
(

nfr + f1 − f2
)

J1 (m1) J1 (m2) cosϕb (4a)

A
[

nfr ±
(

f1 + f2
)]

= 4γ pnR
[

nfr ±
(

f1 + f2
)]

J1 (m1) J1 (m2) cosϕb

(4b)

where the bias status of the MZM is the same for these desired
frequency components.

In our method, the whole measuring frequency range are
divided into several segments by the repetition frequency fr of the
MLLD. The frequency component at nfr + f 1 + f 2 is served as the
probe signal to extract the high frequency response of PD under
test, meanwhile the frequency component at nfr + 1f (1f = f 1–
f 2) is taken as the reference signal. Therefore, the frequency
response of PD at the frequency of nfr + f 1 + f 2 relative to the
frequency of nfr + 1f can be obtained in the n-th intra-segment
measurement by

R
(

nfr + f1 + f2
)

R
(

nfr + 1f
) =

A
(

nfr + f1 + f2
)

A
(

nfr + 1f
) (5)
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FIGURE 2 | Measured electrical spectra around nfr + f1 + f2 and nfr + 1f in the initial (n = 0), first (n = 1), second (n = 2) and third (n = 3) segment under different

two-tone modulations.

It is easily seen from Eqs. (4) and (5) that phase bias and the
uneven response of the MZM is totally canceled out through the
amplitude ratios of these frequency components, indicating the
intra-segment measurement can be self-calibrated.

To characterize the PD in the whole frequency range, the
frequency responses of PD at the frequency of nfr + 1f are
required to be referenced to that at the same low-frequency of
1f (n = 0) so that all the segmental frequency responses can be
seamlessly stitched. According to Eq. (4a), the frequency response
of PD at the frequency of nfr + 1f (= nfr + f 1’–f 2’) relative to
the frequency of 1f (= f 1’–f 2’) is written by

R
(

nfr + 1f
)

R
(

1f
) =

A
(

nfr + 1f
)

A
(

1f
) ·

p0

pn
(6)

where the term p0/pn represents the uneven comb intensity
of the MLLD. For the inter-segment stitching, the two-tone
frequencies are carefully set to be f 1’ = fr/4 and f 2’ = fr/4-1f,
to have the assumptions of ifr + f 1’ + f 2’≈(i + 1)fr–f 1’–f 2’ and
R(ifr + f 1’+ f 2’)≈R[(i+ 1)fr–f 1’–f 2’] (i= 0∼n−1) stand. In this
case, the uneven comb intensity of the MLLD can be obtained by
comparing these two frequencies, given by

p0

pn
=

n−1
∏

i=0

pi

pi+1
=

n−1
∏

i=0

A
(

ifr + f1
′
+ f2

′
)

A
[

(i+ 1) fr − f1′ − f2′
] (7)

Through substituting Eq. (7) into Eq. (6), any frequency response
of PD at the frequency of nfr + 1f can be uniformly referenced
to the same low-frequency of 1f. It is easily seen from Eqs.
(4–6) that the uneven comb intensity of the MLLD is totally
subtracted, indicating the inter-segment stitching can be self-
referenced. Moreover, through slightly sweeping the two-tone
frequencies from 0 to fr/2, the relative frequency response of PD
at any frequency can be extracted within themeasuring frequency
range of (n+ 1)fr .

RESULTS AND ANALYSIS

In our experiment, the ultrashort optical pulses come from a
MLLD with the repetition frequency of 9.953 GHz (fr) and the
output power of 0.58 dBm. The two-tone signal provided by
two microwave sources (MSs, R&S SMB100A) is loaded onto a
MZM (EOSPACEAX-0MSS-10) through amicrowave combiner.
The optical sampling signal after the MZM is detected by the
PD under test (DSC 10H), and the output electrical spectrum
is acquired and analyzed by an ESA (R&S FSU50). In the
measurement, the whole measuring frequency range of 49.765
GHz is divided into five segments (= 5 × fr , n = 0∼4) by the
repetition frequency of 9.953 GHz (fr). The two-tone frequency
is chosen to be f 1–f 2 = 1 MHz (1f = 1 MHz), where 1f can
be taken other smaller values as long as the desired frequency
component can be distinguished by the employed ESA, and it
will not affect themeasurement results. In this case, the frequency
response of PD at the frequency of nfr + f 1 + f 2 with respect to
the frequency of nfr + 1f can be calculated in the intra-segment
measurement. Figure 2 shows typical electrical spectra around
nfr + f 1 + f 2 and nfr + 1f in the initial (n = 0), first (n =

1), second (n = 2) and third (n = 3) segment under different
two-tone modulations, where the resolution bandwidth (RBW)
of the ESA is set as 500Hz. For example, when the two-tone
frequencies of f 1 and f 2 are set to be 4.97 GHz and 4.969 GHz,
the electrical powers at the frequencies of 1 MHz (1f ) and 9.939
GHz (f 1 + f 2) are measured to be−59.07 dBm and−60.63 dBm
in the initial segment (n= 0). According to Eq. (5), the frequency
response of PD at the frequency of 9.939 GHz (f 1 + f 2) with
respect to the frequency of 1 MHz (1f ) is calculated as−1.56
dB (= −60.63+59.07). Under the same condition, the electrical
powers at the frequencies of 9.954 GHz (fr +1f ) and 19.892 GHz
(fr + f 1 + f 2) are measured to be −62.99 dBm and −60.65 dBm
in the first segment (n = 1). Thus, the frequency response of PD
at the frequency of 19.892 GHz (fr + f 1 + f 2) with respect to
the frequency of 9.954 GHz (fr + 1f ) is solved to be 2.34 dB
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FIGURE 3 | Measured electrical spectra around nfr + 1f, ifr + f1’ + f2’ and (i

+ 1)fr–f1’–f2’ for different segments.

(= −60.65+62.99) in the first segment (n = 1). Similarly, the
frequency response of PD at the frequency of nfr + f 1 + f 2
with respect to the frequency of nfr + 1f can be obtained
for other segments (n = 2, 3, 4). In addition, through slightly
sweeping the two-tone frequencies from 0 to 4.9765 GHz (fr/2),
the frequency response of PD at any frequency with respect to
the reference frequency in each segment can be obtained, as
displayed in Figure 4.

To stitch the five segments, the two-tone frequencies are
carefully set to be f 1’ = 2.48825 GHz (fr/4) and f 2’ = 2.48725
GHz (fr/4-1f ), and the measured electrical spectra around
nfr + 1f, ifr + f 1’ + f 2’ and (i + 1)fr–f 1’–f 2’ are illustrated
in Figure 3 for different segments. For example, the desired
frequency components are measured to be−56.70 dBm at 1MHz
(1f ),−59.21 dBm at 9.954 GHz (fr + 1f ),−58.79 dBm at 4.9755
GHz (f 1’ + f 2’) and −59.82 dBm at 4.9775 GHz (fr–f 1’–f 2’),
respectively. According to Eqs. (6) and (7), the uneven comb
intensity p0/p1 of the MLLD can be determined to be 1.03 dB,
and then the frequency response of PD at the frequency of 9.954
GHz (fr + 1f ) relative to the low-frequency of 1 MHz (1f ) can
be solved to be−1.48 dB in the initial segment (n= 0). Therefore,
the frequency response of PD at the frequency of 19.892 GHz
(fr + f 1 + f 2) in the first segment (n = 1) can be referenced to
that at the low-frequency of 1 MHz (1f ) in the initial segment
(n = 0), and is calculated as 0.86 dB (2.34–1.48). Similarly, the
uneven comb intensity p0/p2 of the MLLD can be solved to be
2.85 dB, and the frequency response of PD at the frequency of
19.907 GHz (2fr + 1f ) in the second segment (n = 2) relative to
the frequency of 1 MHz (1f ) in the initial segment (n = 0) can
be determined to be 0.46 dB. In this case, the frequency response
of PD at any frequency of nfr + f 1 + f 2 relative to the same low-
frequency of 1f can be extracted, and the frequency responses of
all five segments can be stitched together, as shown in Figure 4.

Figure 5 shows the measured results with the proposed
method and the method in [23] as well as the manufacturer
data. The good consistency between these results verifies the

FIGURE 4 | Measured frequency response of PD before and after

inter-segment stitching.

FIGURE 5 | Measured frequency response of PD with different methods and

resolutions.

effectiveness of the proposed method. To further demonstrate
hyperfine measurement, the frequency response of PD has been
finely measured at around 32.51 GHz, as shown in the Figure 5.
It can be seen that there are only four data points in the frequency
range of 300 MHz based on the method in [23], which is limited
by the repetition frequency of 96.9 MHz of the employed MLLD.
In contrast, our method enables hyperfine measurement with
different frequency steps, such as 300 kHz, 10 kHz and 10Hz,
which is mainly limited by the coherence characteristics of the
ultrashort optical pulses, the tuning step of the MS and the RBW
of the ESA. As displayed in Figure 2, the output electrical spectra
from PD show extremely narrow spectral lines, indicating the
inherent coherence of the ultrashort optical pulse source. The
tuning step of the MS is 1Hz, and the minimum RBW of the ESA
is 10Hz. Therefore, our method can be qualified by the hyperfine
measurement of 10Hz level.
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Measurement Uncertainty
For the accuracy, the measurement uncertainty of the proposed
method is investigated. In the intra-segment measurement, the
uncertainty of the relative frequency response of PD in the n-th
segment can be derived by the total derivative of Eq. (5)

δR
(

nfr + f1 + f2
)

R
(

nfr + f1 + f2
) =

δA
(

nfr + f1 + f2
)

A
(

nfr + f1 + f2
) +

δA
(

nfr + 1f
)

A
(

nfr + 1f
) (8)

According to the specification of ESA, the measurement
uncertainty of amplitude is 0.05 dB when the range of RBW
is from 10Hz to 100 kHz. Therefore, the relative frequency
response of PD in the n-th segment would have an uncertainty
of <0.1 dB (= 0.05 × 2). It means that the uncertainty of
the relative frequency response of PD in the initial segment (n
= 0) is 0.1 dB, corresponding to a relative error of 1.16% [=
(100.1/20-1)× 100%].

In the inter-segment stitching, the uncertainty of the
frequency response of PD at the frequency of nfr + 1f relative to
the frequency of 1f can also be obtained by the total derivative
of Eq. (6)

δR
(

nfr + 1f
)

R
(

nfr + 1f
) =

δA
(

nfr + 1f
)

A
(

nfr + 1f
) +

δA
(

1f
)

A
(

1f
) +

δ
(

p0/pn
)

p0/pn
(9)

Thereinto, the uncertainty of the uneven response p0/pn induced
by the MLLD is mainly determined by the assumption of PD
responsivity, that is R(ifr + f 1’ + f 2’)≈R[(i + 1)fr–f 1’–f 2’] (i =
0∼n−1). In the experiment, the frequency difference of these two
components is set to be 2 MHz (= 2 × 1f ), and an uncertainty
of the PD responsivity fluctuation introduced by the frequency
difference is 0.05 dB based on the PD’s specification. Thus, the
uncertainty of the uneven response p0/pn from the MLLD would
be 0.05 × n dB. This uncertainty can be reduced by further
reducing the frequency difference. Meanwhile, the measurement
amplitude uncertainty of ESA is 0.05 dB. Therefore, the frequency
response of PD at the frequency of nfr + 1f relative to the
frequency of 1f will have an uncertainty of <0.05 × (n + 2) dB
based on Eq. (9).

Finally, the frequency response of PD at the frequency of
nfr + f 1 + f 2 relative to the fixed low frequency of 1f has a total
uncertainty of no more than 0.05 × (n + 4) dB (n = 1, 2, 3, 4),
which is directly related to the number of the frequency segments.
t means that the maximum uncertainty in the experiment is 0.4
dB (= 0.05× 8), and the corresponding relative error is 4.71% [=
(100.4/20-1)× 100%].

DISCUSSION AND CONCLUSIONS

In the proposed method, the measuring frequency range of PD
is related to the repetition frequency and the effective tooth
number of the ultrashort optical pulses from the MLLD, which
can be theoretically extended up to (2n + 1)fr . In the proof-of-
concept experiment, the measurement of PD is only performed
up to 49.765 GHz (= 5 × fr , fr = 9.953 GHz), which is mainly
limited by the operation bandwidth of the ESA (20 Hz∼50
GHz). In addition, the method is also applicable for the MLLD

with low or higher repetition frequency. If a MLLD with lower
repetition frequency is used as the ultrashort optical pulse source,
the sweeping frequency range of the two-tone signal can be
further reduced, which is only half of the repetition frequency.
However, a lower repetition frequency of MLLD will result in
more frequency segments and larger measurement uncertainty,
so in practical applications, the repetition frequency of MLLD
should be compromised in terms of the sweeping frequency range
of MS and the measurement uncertainty. If the measurement
uncertainty is to be reduced and a higher sweeping frequency
range of the two-tone signal can be acceptable, a higher repetition
frequency MLLD is better for measurement. In addition, the
influence introduced by the phase bias of the MZM can be
canceled out by the relative amplitudes of the desired frequency
components. However, for a better signal-to-noise ratio (SNR),
it is recommended to adjust the phase bias ϕb of MZM to make
|cosϕb| as large as possible.

In conclusion, we have demonstrated a self-calibrated
method for measuring frequency response of broadband
PDs through two-tone photonic sampling. The two-tone
microwave signal mixes with the optical comb of MLLD,
and generates the sum- and difference-frequency products,
working as the probing signal to extract the frequency
response of PDs. Hyper-fine frequency response of PDs
at any frequency point in intra-segment measurement is
obtained by subtly varying the center frequency of the two-
tone signal. Moreover, the frequency response of the PD
can be obtained in ultra-wide frequency range by inter-
segment stitching. In our method, the uneven responses of
the MLLD and the MZM are completely eliminated through
carefully setting the two-tone photonic sampling, enabling ultra-
wideband, hyperfine and self-calibrated measurement for high-
speed PDs.
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Multi-Scale Simulation of
Two-Dimensional Chloride Transport
Under the Effect of Bending Load in
Concrete
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Chloride transport in marine concrete under loading is the main cause of its structural
deterioration. The traditional numerical simulation assumes that the coefficient of
chloride transport is constant, resulting in a large deviation in the prediction results.
Based on the porous medium theory, micromechanics theory, and the idea of
equivalent homogenization, a multi-scale model of the effective diffusion variable
coefficient of chloride transport under bending load was established, which was
calculated and programmed by the numerical analysis. The results show that the
prediction values of the two-dimensional variable coefficient model are basically
consistent with those in the literature, and the prediction accuracy is significantly
improved. In addition, the theoretical simulation proves that the bending load affects
the porosity of the cement matrix, and then the diffusion coefficient of chloride is
changed in concrete. The compression zone can slow down the chloride transport
process, while tension zone will accelerate it. The chloride concentration under tension
zone is 42.1% higher than that under compression zone when the diffusion time is
200 days and the concrete depth is 15 mm.

Keywords: concrete, chloride transport, variable coefficient, bending load, numerical simulation

INTRODUCTION

Traditionally, it is mainly through soak test or sampling the samples, and then testing the
distribution of chloride concentration for regression test [1, 2]. Researchers have been exploring to
combine the coefficient of chloride transport with the microstructure characteristics of the
concrete composite [3] so that the accuracy of prediction results is significantly improved.
Tegguer et al. [4] considered the damage variable of specimens showed relationship with gas
permeability and chloride diffusion of concrete. Wang et al. [5] indicated that the chloride
concentration and apparent chloride diffusion coefficient decreased with the increase of the
compressive stress, up to 55% of the compressive strength, and they increased with the increase of
the flexural stress. Gowripalan et al. [6] considered the crack width/cover ratio (Wcr/C) can be a
suitable parameter to study in relation to the durability performance of a cracked reinforced
concrete.
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Xi et al. [7] established a mathematical model of chloride
transport in saturated concrete, which regarded concrete
materials as a mortar phase and an aggregate phase. Liu
et al. [8] presented a mesoscale model by various parameters
to examine the effects of aggregates of shapes and volume
fractions on chloride transport. In comparison, Cao et al. [9]
established a more systematic model considering the changes of
the water-to-binder ratio (w/c), the hydration degree, the
tortuosity of the transport path caused by the cement matrix,
and aggregate morphology. In fact, the concrete has typical
porous, multiphase, and multi-scale characteristics, with each
phase and each scale having different transport and mechanical
properties. Garboczi and Bentz [10] used the multi-scale scheme
and the theory to link the ion diffusion with the concrete
microstructure, where the model mainly considered the ITZ
volume fraction. Zhang et al. [11] achieved the diffusion
coefficient of the low-density and high-density C-S-H gel
based on a multi-scale scheme. Based on the theory of
porous medium and micromechanics, Sun et al. [12]
systematically established a model to predict the effective
diffusion coefficient of chloride in concrete, starting from the
C-S-H gel, the smallest scale unit of concrete, and ranging from
the nanoscale to the microscale, mesoscale, and macroscale.
This result has a very good guidance for the prediction of
concrete transport performance and is also the study idea of
this article.

In fact, the concrete is subjected to dual or multiple effects of
mechanical and environmental loading in the service
environment. Bending load is one of the loading types of
large-scale infrastructure, and it is also the focus of the
study [9, 13–15]. In the normal service environment, the
loading is generally not enough to cause the deterioration of
concrete performance [16], but with the passage of time, the
loading will change the distribution of pores and microcracks in
concrete.

Xu and Li [13–16] indicated that the diffusion coefficient of
chloride and current porosity of concrete decreased with the
increase in compressive stress and increased with the increase
in tensile stress at low deformation levels. Li and Guo [16]
developed a coupled mechanical-diffusive model to simulate
chloride diffusion under various loading in saturated
concrete.

In the above model, the diffusion coefficient of chloride
predicted under loading and without loading is regarded as
constant [5, 6]. In fact, under the action of loading, the
internal pores, microcracks, and even macrocracks in the
structural concrete are constantly changing, and the
corresponding chloride transport coefficient is also
constantly changing.

Aiming at the chloride transport under loading in saturated
concrete, this article established the diffusion model of chloride
transport predicted under without loading in concrete. On this
basis, the two-dimensional (2D) diffusion model of chloride with
variation coefficient under loading was established based on the
three-phase sphere model of concrete and elastic mechanics
theory. It should be noted that the study objective of this
article is that the structural marine concrete is still in the

normal service environment, so the bending load stress is
relatively small, and there are no obvious macrocracks on its
internal structure.

REPRESENTATION OF MULTI-SCALE
MICROSTRUCTURE INCONCRETEUNDER
LOAD
Compared with single material, concrete material has more
complex mechanical properties and size effect, and its internal
structure presents high heterogeneity [17]. From the main
hydration product C-S-H of cement to aggregate, their size
from nanometer to centimeter, the size span is relatively large,
and its internal pore size can also be from nanometer to
millimeter. The concrete has typical porous, multiphase,
and multi-scale characteristics, and each phase has
independent mechanical properties and diffusion properties
[12], so the study of concrete performance also needs to use the
multi-scale method.

On the mesoscale, concrete is regarded as a three-phase
composite material made up of ellipsoidal aggregate, cement
matrix, and ITZ between them, as shown in Figure 1A. The
hardened cement matrix is considered as a two-phase
composite material made up of the hydration product solid
phase (various hydration products and unhydration particles)
and the pore phase (capillary pores and microcracks), as
shown in Figure 1B. It needs to be indicated that chloride
is mainly diffused in the capillary pores, and only a small
amount are transported in gel pores with larger pore sizes [12].
Considering the percolation threshold of pores, which will be
given in the next section, the gel pores of C-S-H are also
basically contained. In the corresponding theoretical
simulation, the solid phase can be regarded as an isotropic
medium, as shown in Figure 1D. The ITZ composition is
essentially the same as that of the cement matrix, but the
porosity of the interface zone is relatively high, so it is also
considered to be composed of the solid phase of the cement
production and the pores (the scale reaches to the capillary
pores and cracks), as shown in Figure 1C. The theoretical
simulation is similar to that of Figure 1D, except that the ITZ
volume fraction and its corresponding diffusion performance
need to be calculated separately. On the microscale, the cement
matrix is composed of hydrated products, pore water, pore,
and unhydrated cement particles [18, 19].

In the theoretical simulation of concrete diffusion
performance, the concept of equivalent diameter (Deq) is
introduced to deal with the size distribution of aspheric
aggregate particle [20]. In this way, the concrete composed of
ellipsoidal aggregate adopts the three-phase sphere model, as
shown in Figure 1E. According to the mean-field theory of
micromechanics, the homogenized equivalent medium is
shown in Figure 1F. The diffusion performance of equivalent
medium is the macroscopic diffusion performance of the
concrete [21].

When the concrete is under loading (tensile as shown in
Figure 1G), the main deformation occurs in the cement matrix
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and ITZ. Due to the relatively large elastic modulus of the
aggregate, the self-deformation is very small, which can be
ignored. Under tensile loading, the volume unit of the concrete
is selected, as shown in Figure 1H, and its volume changes
after being subjected to the external loading (indicated by the

radial forced displacement u) as shown in Figure 1I. It should
be pointed out that there are no obvious macrocracks in the
concrete after it is loaded, so the difference between the total
volume strain of the concrete before and after deformation is
used to represent the change of the total pore of the concrete.

FIGURE 1 | Diagram of multi-scale in concrete under load.
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The relationship between the change process of the specific
total strain and the porosity is given in Diffusion Coefficient
Model of Chloride in Concrete Under Bending Load.

MULTI-SCALE PREDICTION OF THE
DIFFUSIONCOEFFICIENTOFCHLORIDE IN
CONCRETE UNDER BENDING LOAD
Diffusion Coefficient Model of Chloride in
Concrete Without Loading
Aggregate is an important part of structural concrete, which
accounts for more than 70% of the unit volume of concrete. In
addition, the random distribution of aggregate and the
overlapping phenomenon of the ITZ around aggregate make
the diffusion prediction of chloride in structural concrete have
certain complexity [22]. Based on the micromechanics theory and
the idea of equivalent homogenization, Sun et al. [12] proposed a
Mori–Tanaka scheme to predict the effective diffusion coefficient
of chloride in concrete, considering the morphology
characteristics of ellipsoidal aggregate. It can be expressed as

Deff � Dcp

2Dcp + De + 2Ve(De − Dcp)
2Dcp + De − Ve(De − Dcp) , (1a)

De � DITZ
2DITZ + Da + 2Va(Da − DITZ)
2DITZ + Da − Va(Da − DITZ) , (1b)

Ve � Va + VITZ , (1c)

where Da, DITZ, Dcp, and De are the diffusion coefficients of
aggregate, ITZ, cement matrix, and equivalent spherical particles
composed of aggregate and ITZ, respectively. VITZ and Va are the
volume fractions of the ITZ and aggregate, respectively.

The aggregate is dense and has very low porosity. It is assumed
that the aggregate has no permeability; that is, the diffusion
coefficient of chloride is zero (Da � 0) in the aggregate,
modifying Eq. 1b to obtain the following result:

De � DITZ
2DITZ − 2VaDITZ

2DITZ + VaDITZ
(2)

The following gives the determination of the parameters
in Eq. 2.

Diffusion Coefficient of Chloride in Cement Matrix
Pore Solution (Dcp)
As mentioned above, the process of chloride diffusion in concrete
is essentially the migration of charged particles or molecules in
the pore solution of the porous medium. In the hardened cement
paste, the channels of chloride diffusion are mainly capillary
pores, followed by a small amount of gel pores with slightly larger
pore sizes [12]. The size and quantity of these two types of pores
are related to the w/c and hydration degree of the cement. The
relationship between the porosity and diffusion coefficient (Dcp)
can be expressed as [23]

Dcp �
2p2.75cp Dp

p1.75cp (3 − pcp) + n(1 − pcp)2.75, (3a)

p0 cp � w/c − 0.17α
w/c + 0.32

, (3b)

α � 1 − 0.5[(1 + 1.67t)− 0.6 + (1 + 0.29t)− 0.48], (3c)

where p0 cp and pcp are the initial porosity and current porosity of
cement matrix, respectively, including capillary pores and gel
pores. When the concrete is predicted without loading, pcp � p0 cp,
n is 14.44. α is the hydration degree of cement, t is the cement
hydration time (s), and Dp is the diffusion coefficient of chloride
ions in the pore solution (m2/s), which is given separately below.

It should be emphasized that the chloride diffusion in cement
paste pore solution is also affected by the types and
concentrations of ions in the pore solution. Considering the
factor, Zuo et al. [24] established the model of chloride
diffusion in the pore solution based on the theory of
electrolyte solution in concrete, which can be expressed as

Dp � RT0

F2

⎧⎨⎩1 − ⎡⎣ 1

4
�
I

√ (1 + αcl−B
�
I

√ )2
− 0.1 − 4.17 × 10− 5I����

1000
√ ⎤⎦Accl−⎫⎬⎭Λcl− , (4)

where R is the universal gas constant (R � 8.314 J/Kmol), T0 is the
ambient temperature (T � 298.15 K), F is the Faraday constant
(F � 9.648 × 104 C/mol), I is the ionic strength (mol/m3), ccl

− is
the chloride concentration in the pore solution (mol/L), αcl

− is the
atomic radius of chloride ions (αcl

− � 1.81 × 10–10 m), and Λcl
− is

the molar conductivity of chloride ions in the electrolyte solution
(Sm2/mol); the detailed calculation process is shown in
reference [25].

By substituting the results of Eq. 4 into Eq. 3, the diffusion
coefficient of chloride ions in the pore solution of cement matrix
(Dcp) can be determined. This prediction model comprehensively
considers the influence of w/c, hydration age, hydration degree,
and ion type, and concentration in pore solution.

Diffusion Coefficient of Chloride in ITZ (DITZ)
Based on the study of Garboczi and Bentz [26], Sun et al. [25] gave
the diffusion coefficient of the ITZ, which can be expressed as

DITZ � D0(0.001 + 0.07pITZ + 1.8H(pITZ − φcri) · (pITZ − φcri)2),
(5a)

p0 ITZ � ∫tITZ

0
p(x)dx
tITZ

, (5b)

where D0 is the diffusion coefficient of chloride in free water and
D0 � 2.032 × 10–9 m2/s at 25°C; p0 ITZ and pITZ are the initial
porosity and current porosity of ITZ, respectively; when the
prediction in concrete is without loading, pITZ � p0 ITZ. H is
the Heaviside function; when p(x) > ϕcri, H (p(x)-ϕcri) � 1;
otherwise, it is 0; ϕcri is the percolation threshold of capillary
pores, which is 0.18; tITZ represents the ITZ thickness; x is the
distance from the aggregate surface, and dx is the infinitesimal
interval of the distance from the aggregate surface; p(x) represents
the porosity at the distance x from the aggregate surface, and its
derivation and numerical calculation are shown in reference [25].
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Volume Fraction of ITZ (VITZ)
Based on the study of ITZ around the spherical aggregate of
Garboczi and Bentz [27], Zhang et al. [20] gave the numerical
model of volume fraction of ITZ around the ellipsoid aggregate,
where they assumed that a certain thickness of the interface layer
is uniformly distributed around the aggregate. Comprehensively,
considering the random distribution of the aggregate in concrete
and the overlapping phenomenon between the interfaces, the
expression of volume fraction of ITZ around the ellipsoid
aggregate is as follows:

VS
ITZ � 1 − (1 − Va)exp[ − πNS

V(cStITZ + dSt2ITZ + gSt3ITZ)], (6a)

cS � 〈D2
eq〉

1 − Va
, (6b)

dS � 2〈Deq〉
1 − Va

+ πNS
V〈D2

eq〉
2

2(1 − Va)2 , (6c)

gS � 2〈Deq〉
3(1 − Va) +

πNS
V〈D2

eq〉〈Deq〉
6(1 − Va)2 + Aπ2(NS

V)2〈D2
eq〉

3

27(1 − Va)3 , (6d)

NS
V � 6Va

π〈D3
eq〉

, (6e)

where NS
V and Va are the total aggregate number and the volume

fraction of aggregate particles per unit volume, respectively, tITZ
represents the ITZ thickness, and <Deq > indicates the equivalent
diameter of the aggregate size, that is, cs, ds, and gs, including the
volume fraction Va and equivalent diameter < Deq> of aggregate
particles. A is a constant parameter with a value of 0. The detailed
calculation process is shown in reference [20].

Diffusion Coefficient Model of Chloride in
Concrete Under Bending Load
It is assumed that under external loading, the concrete is still under
loading in service, and the main internal cracks are microcracks
without obvious macrocracks. The microcracks under loading are

equivalent to the change of the internal porosity of the concrete
caused by the loading [28]; that is, the change of the porosity is an
important link between the changes of the concrete before and after
the loading. Generally, the aggregate is relatively dense, and the
channel of chloride diffusion in the concrete is located in the
cement matrix and ITZ. In this way, under the saturated state, the
concrete composed of three-phase composite materials can be
further simplified as a two-phase composite material composed of
solid matrix phase (including coarse and fine aggregates and
cement particles, the porosity of which is zero) and pore water
phase. The main difference between the cement matrix and ITZ is
its high porosity. As shown in Figure 2A, the pore water phase in
this representative unit is the water content of the gel pores,
capillary pores, microcracks, and bubble pores. This mechanical
model is the widely used Hansen model [17].

In the above three-phase sphere model, before the external
loading is applied, that is, before deformation, the radius of the
ITZ sphere is r0, and the radius of the mortar phase sphere is R0.
After the loading is applied, that is, after deformation, the radius
of the ITZ sphere is r, and the radius of the solid matrix phase
sphere is R. Based on the theory of elasticity and material
mechanics, Jin and Du [17] deduced the quantitative
relationship between the current porosity p and the initial
porosity p0, and the volume strain εV in concrete under the
action of external loading. The results are as follows:

p � p0
1 − εV

· [1 − (3λ + ϕ) ·H
ϕ + 3λ · p0 ]3

, (7a)

H � 1 − �����
1 − εV

3
√

, (7b)

λ � Km − Kw, (7c)

ϕ � 3Kw + 4μm, (7d)

p0 � p0 cp + p0 ITZ , (7e)

where Km is the bulk modulus (GPa) of the solid phase, um is the
shear modulus (GPa) of the solid phase, and Kw is the bulk
modulus of pore water in the liquid phase (GPa).

FIGURE 2 | implified spherical mechanical model of three-phase concrete.
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When the structural concrete is subjected to the bending load,
it is divided into compression zone and tension zone, as shown in
Figure 3. The change of concrete under loading is usually
characterized by the total volume strain of concrete (εV). The
loading is also commonly used to express the effect of stress on
concrete. If the concrete is considered to be isotropic
macroscopically, the relationship among compressive stress,
tensile stress, and strain is [29]

σ � fc · [2 ε

ε0
− ( ε

ε0
)2] (ε ≤ ε0), (8)

σ � ft · ⎡⎣1.2 ε

ε0
− 0.2( ε

ε0
)6⎤⎦ (ε ≤ ε0), (9)

where σ is the stress of concrete under the external loading (MPa),
fc is the uniaxial compressive strength of the concrete (MPa), ft is
the uniaxial tensile strength of the concrete (MPa), ε is the strain
under stress, and ε0 is the strain, which is 0.002, corresponding to
the peak stress of the concrete.

According to Eqs. 8Eqs. 9, the strains εx, εy, and εz of each
point of concrete material can be obtained, and the volume strain
εv of concrete structure under loading is as follows:

εv � εx + εy + εz + εxεy + εyεz + εzεx + εxεyεz , (10)

The above constitutive relation requires that the external
loading should be less than the uniaxial compressive or tensile
strength; that is, the concrete does not appear to have
macrocracks when it is under loading. Through Eqs. 7–10, the
quantitative relationship among p, p0, and σ is established in
concrete.

Loading will also affect the current porosity of cement matrix
and ITZ in concrete, but how to quantify this effect? Based on
the study of Jin and Du [17], the relationship between σ and p of
the cement matrix and ITZ can be obtained, as shown in
Eq. (11).

pX � p0X
1 − εV X

· [1 − (3λX + ϕX) ·HX

ϕX + 3λX · p0X ]3

, (11a)

HX � 1 − �������
1 − εV X

3
√

, (11b)

λX � kX − kw, (11c)

ϕX � 3Kw + 4μX, (11d)

where X means the cement matrix or ITZ, and K and u are the
bulk modulus (GPa) and shear modulus (GPa) of cement matrix
and ITZ, respectively. Kw is the bulk modulus of pore water in the
liquid phase (GPa).

The initial porosity p0 cp and p0 ITZ of the ITZ and cement
matrix can be calculated by Eq. 3b and Eq. 5b, respectively. Based
on Eq. 7a and Eq. 11a, the current porosity p, pcp, and pITZ of
concrete, cement matrix, and ITZ, respectively, can be calculated.
When the above parameters are substituted into Eq. 3a and Eq.
5a under loading, the diffusion coefficients of chloride DL cp and
DL ITZ can be obtained in cement matrix and ITZ under loading,
and then the effective diffusion coefficientDL eff of chloride can be
obtained from Eq. 2 in concrete under loading.

The mechanical parameters of materials required for the
calculation model are shown in Table 1 and Table 2.

It should be noted that the above theoretical derivation is a
diffusionmodel of chloride variation coefficient in concrete under
loading based on elastic deformation conditions; that is, the
external loading has not reached its strength limit, and no
new cracks have occurred in the concrete.

Therefore, the calculation flowchart of chloride diffusion
coefficient is as shown in Figure 4.

By inputting different parameters and bringing them into the
corresponding calculation equation, the chloride diffusion coefficient
is obtained in cement paste and ITZ. Finally, combined with the ITZ
content, the chloride diffusion coefficient is obtained. Red and blue
represent the effective chloride diffusion coefficient predicted under
without loading and loading, respectively.

PREDICTION OF CHLORIDE
CONCENTRATION DISTRIBUTION WITH
VARIABLE DIFFUSION COEFFICIENT IN
CONCRETE UNDER 2D EROSION

The diffusion flux of chloride is a function that changes with time
and space, and its diffusion process is called the unsteady

FIGURE 3 | Concrete structure under the blending load.
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TABLE 1 | Mechanical parameters of materials.

Materials Bulk modulus K/GPa Shear modulus μ/GPa Elastic modulus E/GPa Poisson’s ratio v

Nonporous matrix 30.3 22.1 35.2 0.27
Porous water 3.5 — — —

TABLE 2 | Mechanical parameters of concrete micro-component materials.

Materials Tensile strength ft/MPa Compressive strength fc/MPa Elastic modulus E/GPa Poisson’s ratio v

Aggregate — — 70 0.16
Mortar matrix 1.43 14.3 30 0.2
Interface 1.2 12.0 25 0.22

FIGURE 4 | Calculation flowchart of effective diffusion coefficient of chloride under bending load.
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diffusion process. When the structure is eroded, its 2D diffusion
model is as shown in Figure 5.

Therefore, modified Fick’s second law is often employed to
describe the distribution of Cl− concentration in the 2D direction.
The specific 2D diffusion variable coefficient equation and
boundary conditions are as follows:

zC
zt

� z[Dx(x, y, t) zC
zx]

zx
+
z[Dy(x, y, t) zC

zy]
zy

, (12a)

C(x, y, 0) � 0, [x ∈ (0, L/2), y ∈ (0, L/2)], (12b)

C(x, 0, t) � CS, C(0, y, t) � CS [0< t ≤T], (12c)

D(x, 0, t) � D(0, y, t) � Deff [0< t ≤T], (12d)

where C and D are the Cl− concentration (C�C (x,y,t) mol/m3) and
diffusion coefficient of chloride (D �D (x,y,t) m2/s) at the point (x,y)
in concrete at the time of t, respectively. CS is the Cl

− concentration
on the surface in concrete (mol/m3), x is the distance from a point in
concrete along the X direction to the concrete surface (m), y is the
distance from a point in concrete along the Y direction to the
concrete surface (m), t is the diffusion time of chloride (s), L is the
sample thickness, and Deff determined by Figure 4 is the diffusion
initial coefficient of chloride in concrete (m2/s).

It is relatively difficult to solve the variable coefficient in Eq. 12,
where the numerical analysis is used to calculate, and the
alternating direction implicit format (ADI) is adopted, which is
not only unconditionally stable but also can be solved by the catch-
upmethod. First, z2C/zx2 is placed on the k+1/2 layer, and z2C/zy2

is superseded by the second-order central difference quotient on
the k layer. Second, z2C/zy2 is placed on the k+1 layer, and z2C/zx2

is superseded by the second-order central difference quotient on
the k+1/2 layer. The two steps belong to the implicit format in one
dimension; the implicit format is used in the X or Y direction.
Through the above steps, the solution of a time layer from k to k+1
can be completed by using the two-time catch-up method.

As shown in Figure 6, the parallel line cluster formula of grid
division is expressed as follows:

xi � ih yj � jh (i, j � 0, 1, 2, . . . ,M), (13)

tk � kΔt (k � 0, 1, 2, . . . ,K), (14)

where h and Δt can be calculated fromM, K, L, and T assumed by
the model. The grid nodes are (xi, yi, tk). The solution of the
differential equation (Ck

i,j) represents the Cl
− concentration of a

point (x, y) in space at time t. Dx and Dy are dependent on the
normal strain components of the X and Y direction, respectively.

The solution process is divided into two steps.
First, the implicit format and explicit format are used in the X

direction and the Y direction from the k to k+1/2 layer,
respectively, as follows:

zCk
i,j

zt
� C

k+12
i,j − Ck

i,j

Δt/2 , (15)

z(Dx
zC

k+12
i,j

zx )
zx

� 1
h2

[Dk+12
xi+12, j

(Ck+12
i+1, j − C

k+12
i, j ) − Dk+12

xi−12, j
(Ck+12

i, j − C
k+12
i−1, j)]

(16)

z(Dy
zCk

i,j

zy )
zy

� 1
h2

[Dk
yi, j+12

(Ck
i, j+1 − Ck

i, j) − Dk
yi, j−12

(Ck
i, j − Ck

i, j−1)] (17)

Substitution of Eqs. 15–17 into Eq. 12 yields

C
k+12
i,j − Ck

i,j

Δt/2 � 1
h2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Dk+12

xi+12, j
(Ck+12

i+1, j − C
k+12
i, j ) − Dk+12

xi−12, j
(Ck+12

i, j − C
k+12
i−1, j)+

Dk
yi, j+12

(Ck
i, j+1 − Ck

i, j) − Dk
yi, j−12

(Ck
i, j − Ck

i, j−1)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(18)

In Eq. 16, the diffusion coefficient of the k+1/2 layer is half of
the sum of the diffusion coefficients of the two points in the same
direction, and the implicit format is used for the difference

FIGURE 5 | 2D diffusion model of chloride.
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quotient. Eq. 17 represents the diffusion coefficient of the k+1/2
layer in the X direction, and Eq. 18 represents the diffusion
coefficient of the k+1/2 layer in the Y direction.

Dk+12
xi+12,j

� 1
2
(Dk

xi,j
+ Dk

xi+1,j) Dk+12
xi−12,j

� 1
2
(Dk

xi,j
+ Dk

xi−1,j), (19)

Dk+12
yi,j+12

� 1
2
(Dk

yi,j
+ Dk

yi,j+1) Dk+12
yi,j−12

� 1
2
(Dk

yi,j
+ Dk

yi,j−1) (20)

Substituting Eqs. 19–20 into Eq. 18, moving the unknown
item of the k+1/2 layer to the one side and the known item of the k
layer on the other in the equation, marking r � Δt/h2, and by
rewriting into matrix form, a linear equation system in the X
direction can be obtained. Its expression is

[A]{Ck+12
j } � [B]{Ck

j−1} + [C]{Ck
j+1} + [D]{Ck

j } + {e} (21)

The initial C1
i,j of the first layer can be obtained according to

the boundary conditions, and Ck
i,j of the k layer can be obtained by

using the catch-up method for each step. According to the above
equations, the concentration value of the k+1/2 layer (Ck+1

2) was
obtained, so the first step of solving the ADI has been completed.

Second, the explicit format and implicit format are used in the
X direction and the Y direction from the k+1/2 to k+1 layer,
respectively. In other words, zC/zx and z2C/zx2 are substituted by
the difference quotient of the k+1/2 layer; zC/zy and z2C/zy2 are

substituted by the difference quotient of the k+1 layer. The
calculation process is the same as the first step. So far, the
ADI has been used to completely solve the 2D diffusion
equation with variable coefficient of chloride.

VALIDATION OF THE CHLORIDE
TRANSPORT MODEL

Generally, the validation of the chloride transport model under
loading is to directly test the results of the transport coefficient,
but some literature works give the results of chloride
concentration distribution [30, 31], so this section gives the
comparison of their validation results.

Validation of Chloride Diffusion Coefficient
In the 2D experiment of chloride diffusion, a nonstandard sample
with the size of 100 mm × 100 mm×300 mm was used. Ordinary
Portland cement (referred to as cement hereafter) with a strength
grade of 42.5R I and Blaine fineness of 369 m2/kg was produced
by China United Cement Group. The chemical compositions of
the cement and slag were measured with the German S4
EXPLORER X-ray fluorescence spectrometer and are shown in
Table 3. It is alkaline with the basicity coefficient [Kb � (CaO +
MgO)/(SiO2 + Al2O3)] of 1.07, as can be seen from Table 3.

The sample group C1, C2, and C3 represented the w/c of 0.4,
0.5, and 0.6, respectively, and the mix proportion is shown in
Table 4. The test temperature and humidity are 25°C and 95%,
respectively. The NaCl concentration is wt. 5% (850 mol/m3). The
sample predicted with loading and without loading was placed in
NaCl solution for 30 days, and the whole diffusion test chamber
was placed in the curing chamber. The loading mode of concrete
is the same as that of Zhang et al. [30, 31].

The chloride diffusion coefficient of the sample is detected by
the chloride diffusion coefficient tester of concrete. The samples
are cut into a cylinder with a diameter of 100 mm and a height of
50 mm, and put it into the bottom of the rubber bucket, in which
there is 300 ml KOH solution, so that both the anode plate and
the sample surface are immersed in the solution. Finally, it is
placed in KOH + NaCl solution. The schematic diagram of the
RCM test device is shown in Figure 7.

Based on the chloride diffusion model determined in Figure 4,
the initial parameters such as curing time, immersed time, water
binder ratio, loading, and aggregate content are input into Eqs.
2–11 to obtain the diffusion coefficient of chloride. All
experimental data are measured from three samples and
averaged. The experimental results are compared with the
simulation results, and the results are shown in Figure 8.

Figure 8 shows the test and model comparison of chloride
diffusion coefficients at different water binder ratios. The results
show that the chloride diffusion coefficient of concrete predicted
under loading (compressive stress) is lower than that of concrete
predicted under without loading, and the maximum error of test is
14.5%. The variation trend of chloride diffusion coefficient between
the model value and the test value is consistent and that increases
with the increase of the water binder ratio. The difference is that

FIGURE 6 | Mesh generation of 2D solution region.
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TABLE 4 | Mix proportion of concrete.

Test number W/c Cement/(kg/m3) Water/(kg/m3) Sand/(kg/m3) Stone/(kg/m3) Compressive strength
for 28 days/(MPa)

C1 0.4 380 170 861 1239 38.4
C2 0.5 350 170 870 1305 32.7
C3 0.6 320 170 860 1344 30.3

FIGURE 7 | Schematic diagram of the RCM test device.

FIGURE 8 | Chloride diffusion coefficient of concrete immersed for 30 days.

TABLE 3 | Chemical composition of cement (%).

Composition SiO2 Al2O3 Fe2O3 CaO MgO SO3 NaOequi Loss
on ignition

OPC 18.79 4.69 2.70 60.16 2.19 3.54 0.75 3.83
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when the water binder ratio is low, the test value is higher than the
model value, but when it is higher than 0.4, the result is opposite.
Under the samewater binder ratio, themaximum error between the
test and the model is 28.7%, and the numerical fitting is in good
agreement with the experimental results. The chloride diffusion
variable coefficient model established is more reasonable.

The chloride diffusion coefficient depends on the change of
concrete microstructure under loading and without loading in
concrete, such as the amount of hydration products, ITZ volume
fraction, pore structure distribution, and cracks. This article also
systematically predicted the key microstructure parameters that
affect the transport of concrete. Second, the accuracy of
predicting chloride diffusion was improved by solving the
constitutive relation of diffusion with the variable coefficient.
It can be seen from Figure 8 that the overall prediction accuracy
of diffusion coefficient is high under loading and without loading.
In Figure 8A, there is a large error when w/b � 0.45. This is
because the concrete is a heterogeneous material. According to
the research of Care [22], Yang [32], and Sun [33] et al., the
prediction accuracy of diffusion coefficient is within 30% for
concrete, which is considered reasonable.

Verification of the Chloride Concentration
Distribution Model
The verification methods of chloride diffusion coefficient are
different, so it is necessary to verify the chloride concentration
distribution in concrete. The verification of the 2D chloride
concentration is more meaningful in practical engineering.

The two different diffusion directions for each of the samples
were taken, and holes from the outside to the inside for sampling
were drilled. The range was 2.5–27.5 mm, the distance interval was
5 mm, and the number of sampling points was 5. The powder
obtained from the sampling points was mixed, and the Cl−

concentration test was performed by using a portable chloride tester.
The experimental data and simulation results were compared

when the loading σ is 0.3fc and the results are as follows:

(a) 3D figure of w/c�0.5
(b) Cl- concentration in different w/c

Figure 9A shows the 3D distribution of Cl− concentration of
concrete with the w/c of 0.5 under the action of loading σ is 0.3fc
after 30 days diffusion in two different directions. Figure 9B
shows the comparison between the test value and the model value
of the w/c of 0.4, 0.5, and 0.6 when the σ is 0.3fc. It can be seen
from the figure that the distribution trend of Cl− concentration of
the test value agrees with the model value. Due to the limitation of
the simulation conditions and the measurement error, there is an
error between the model value and test value, but it is basically
within 40% when x < 10 mm. Therefore, the model with the
diffusion variable coefficient of chloride established can predict
the distribution of Cl− concentration in concrete scientifically.

Zhang [30, 31] carried out 2D diffusion test of chloride in concrete
under loading and without loading. In the test, the w/c is 0.35, and the
sample size without loading and bending load is 100mm ×
100mm×100mm and 70mm × 70mm × 250mm, respectively.
The stress ratio is 0.35, the NaCl concentration in the environment is
350 g/L (5.98× 103mol/m3), and the distribution of Cl− concentration
is measured after soaking for 365 days in NaCl solution. The above
parameters are introduced into the diffusion model (Eqs. 2–12)
established to simulate the distribution of Cl− concentration after
365 days, and the results are shown in Figure 10A. The theoretical
values are basically the same as the experimental results, and the
maximum error is 20%, indicating that the numerical fitting of the
model is highly consistent with the experimental results, and the
model established has high reliability in this article.

In addition, Wu et al. [34] have also conducted a host of
experiments to characterize the distribution of Cl− concentration
in 2D direction. In the test, the w/c is 0.54; the size of the sample is
100 mm × 100 mm×400 mm, the NaCl concentration is 3.5% in
the environment, and the distribution of Cl− concentration is
measured after soaking for 180 days in concrete. The above test
parameters are introduced into the diffusion model in this article,
and the simulation results are shown in Figure 10B. The

FIGURE 9 | Comparison between experimental and theoretical Cl− concentration.
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theoretical values are basically the same as the experimental
results, and the maximum error is 18%, further indicating that
the model established is more reliable in this article.

INFLUENCE OF LOADING ON CHLORIDE
CONCENTRATION DISTRIBUTION

Model parameters are w/c � 0.45, σ � 0, 0.3fc and −0.3fc, L �
100 mm, C0 � 20 mol/m3, T � 200 days, and the step length of
depth and time is 2 mm and 1 day, respectively. The selected
point is as follows: A (5 mm, 5 mm), B (15 mm, 15 mm), C
(25 mm, 25 mm), and D (35 mm, 35 mm).

It indicates that the Cl− concentration at the same depth is the
same at different directions in Figure 11A, and when the depth is
greater than 30mm, there is a concentration-level surface. Among
(a), (b), and (c), the concentration level of (b) is larger and the
concentration level of (c) is smaller, and the smaller the
concentration level, the greater the Cl− concentration in Figure 11.

In Figure 11D, the Cl− concentration in concrete under different
loading decreases with the increase of depth. At the same depth, the
Cl− concentration is smaller in the compression zone, while that in
the tension zone is larger, and that in the without loading zone is
between the two. For example, when x � 10mm and σ � 0.3fc, 0, and
−0.3fc, the Cl− concentration is 5.7 mol/m3, 7.4 mol/m3, and 9.2 mol/
m3, respectively. It is because the loading will affect the change of the
porosity in the concrete. For example, under the bending load, the
porosity p in the tension zone of the concrete increases (see Eq. 7a),
resulting in a larger diffusion coefficient (Dcp) in cement matrix (see
Eq. 3a), and the final effective diffusion coefficient (Deff) will also be
greater (see Eq. 2).

It indicates that the distribution trend of Cl− concentration is
the same under different loading, but the diffusion rate is different
in Figure 11E. For example, when T � 0–100 days, the diffusion
rate is about 0.15, while when T � 100–200 days, the diffusion rate
is about 0.01, which is a huge difference. Compared with no stress,
the results of chloride diffusion are quite different in the tension
zone and the compression zone. For example, when T � 150 days
and σ � 0.3fc, 0, and –0.3fc, the Cl

− concentration is 16.4 mol/m3,
17.1 mol/m3, and 17.6 mol/m3, respectively.

Compared with (f) and (e) in Figure 11, the diffusion rate of
chloride is stable after 50 days, and the relationship between Cl−

concentration and diffusion time is approximately linear. In
Figure 11, the distribution trend of Cl− concentration in (g)
and (h) is the same as that in (f), but the difference is the
occurrence time and rate of diffusion. The diffusion of point C
and point D occurs at T � 75 days and 100 days, and the diffusion
rate of the two gradually increases, which is different from the
diffusion rate of point B that is approximately fixed, and point A
gradually decreases. Because the greater the depth x, the greater the
number of cycles at the same depth step, that is, the greater theM
value (see Eq. 13). The chloride concentration under σ � -0.3fc is
42.1% higher than that under σ � 0.3fc when the diffusion time is
200 days and the concrete depth is 15 mm. When chloride is
continuously diffusing into the concrete, there will be chloride
accumulation at the place where x is smaller. In the 2D diffusion
progress of chloride, the diffusion rate of chloride is different at the
intersection point with the same distance from the adjacent
diffusion surface. The smaller the depth x, the higher the
increasing rate of Cl− concentration. The trend of Cl−

concentration under different loading is the same as that under
without loading, but the Cl− concentration in the tension zone is
significantly higher than that in the compression zone.

CONCLUSION

1) Based onmicromechanics theory and porousmedium theory,
the effective diffusion coefficient model of chloride was
established in concrete, considering the significant factors
such as the w/c, hydration degree, ITZ volume fraction,
porosity, and diffusion coefficient. The quantitative
relationship among p, p0, and σ was determined, and the
2D diffusion equation of chloride was solved in concrete
based on the theory of elasticity and material mechanics. The
2D diffusion model of chloride with a variable coefficient was
proposed based on Fick’s second law.

2) Based on the 2D parabolic partial differential equation formed
by Fick’s second law, the 2D diffusion variable coefficient of
chloride was systematically solved. The ADI of numerical

FIGURE 10 | Experimental verification of 2D diffusion variable coefficient of chloride.
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analysis was used to deduce the numerical solution of the 2D
diffusion equation of chloride. The distribution of Cl−

concentration was obtained by programming in concrete.
The model reliability was verified by the experiments and

literatures. The simulation results were basically consistent
with the experimental results.

3) The results of variable coefficient showed that the concrete
eroded by chloride and the distribution of Cl− concentration

FIGURE 11 | Distribution of Cl− concentration in concrete under different loading.
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was stepwise,whichwas decreasing fromoutside to inside along
the concrete surface. The bending load affected the porosity of
the cementmatrix, and then the diffusion coefficient of chloride
was changed in concrete. The compression zone and tension
zone were formed in the concrete, and the Cl− concentration
under tension zone was 42.1% higher than that under
compression zone when the diffusion time was 200 days
and the concrete depth was 15mm.
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Robust Optical Frequency Comb
Generation by Using a Three-Stage
Optical Nonlinear Dynamic
Yali Zhang*, Shuxu Liao, GuanWang, Ke Yang, Zhiyao Zhang, Shangjian Zhang and Yong Liu

State Key Laboratory of Electronic Thin Films and Integrated Devices, School of Optoelectronic Science and Engineering,
University of Electronic Science and Technology of China, Chengdu, China

In this article, we propose and investigate a novel scheme to generate optical frequency
combs (OFCs) by using a three-stage generator, which is based on optical
injection–induced dynamics cascaded by subharmonic electro-optic modulation and
the four-wave mixing (FWM) effect. A primary seed OFC is rooted from the nonlinear
dynamics in the optically injected semiconductor laser, and its performance is improved
using a two-stage booster based on subharmonic electro-optic modulation and the FWM
effect. The comb spacing can be easily tuned by adjusting that of the primary seed OFC or
through electro-optic modulation by the use of subharmonics with different orders.
Moreover, it becomes stabilized because the phase relationship between the comb
teeth can be fixed in the process of subharmonic electro-optic modulation. Its optical
spectrum continues to be broadened in the following FWM process. Finally, robust OFCs
with a comb spacing of 4 GHz and a comb teeth number of 23 and a comb spacing of
5 GHz and a comb teeth number of 21 are experimentally demonstrated.

Keywords: optical frequency comb, optical injection, subharmonic electro-optic modulation, four-wave mixing,
nonlinear dynamics

INTRODUCTION

As a special kind of ultrashort optical pulse, optical frequency combs (OFCs) have important
applications in various fields, ranging from examining the theory of quantum electro-dynamics [1,
2], space and time variations of fundamental constants [3–5], optical frequency synthesis [6], optical
communications [7], and precise optical metrology [8] to optical arbitrary waveform generation [9]
and so on. For example, it can realize high-precision measurement of optical frequency. The core of
such high-precision optical spectroscopy is due to high frequency stabilities and accuracies of
ultranarrow light sources at the desired wavelengths provided by the OFC [10].

Over the past decades, to meet the preference demand on OFCs in various application scenarios,
various kinds of generation techniques for OFCs have been proposed, which have demonstrated their
own distinct characteristics. These generation techniques can be generally categorized into six main
types. The two classical ones are based on mode-locked lasers (MLLs) [11, 12] and on cyclic
frequency shift structures [13, 14]. The four others can all be classified into the microwave photonic
domain, namely, based on modulators [15, 16], based on optoelectronic oscillators (OEOs) [17, 18],
based on nonlinear optical fibers [19, 20], and based on optically injected semiconductor lasers [21,
22]. For OFCs based onmodulators, the phase relationship between the comb teeth is fixed due to the
known electro-optic effect, the frequency stability is robust, and comb spacing can be flexibly
adjusted by changing the frequency of the modulation signal. However, the number of comb teeth is
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small and the flatness is poor, both of which are limited by the
power of the modulation signal and the bandwidth of the used
modulators. The comb spacing of OFCs based on MLLs can also
be adjustable, for the wavelength tuning range of MLLs is large
and its repetition frequency can be adjusted in a certain range. Yet
its flexibility is poor, for the repetition frequency of MLLs can
only be tuned in a small range. The OFC based on cyclic
frequency shift structures has numbers of comb teeth and
good flatness, whereas it has disadvantages such as an unclear
phase relationship between comb teeth and high carrier noise.
The OFC generated by the self-oscillation in the optoelectronic
oscillation loop does not need an external microwave source,
which can help avoid the additional phase noise caused by the
external microwave source. At the same time, OEOs can provide a
stable microwave signal with stable ultralow noise to reduce the
phase noise of the generated OFC. However, not only is the
system structure of the scheme complex and expensive but also
the number of comb teeth is relatively small and the comb spacing
cannot be changed due to the limited narrow bandwidth of the
electronic filter in the OEO loop. The OFC based on nonlinear
effects in optical fibers has numbers of comb teeth, but the
flatness is poor. What is worse is that the number of comb
teeth cannot be controlled because it is difficult to quantitatively
control nonlinear effects. Interestingly, the optical spectrum of
the period-one oscillation state induced in the optically injected
semiconductor laser has several frequency modes, and the
frequency spacing between these modes is strictly equal, which
is exactly an embryonic form of OFCs. Therefore, it has the
potential to generate OFCs based on optical injection technology.
It has been found that the nonlinear period-one dynamic can
successfully provide seed OFCs. The process of optical injection
in the resonance cavity of the laser can ensure coherence among
the comb teeth, and it can realize the flexile adjustment of comb
spacing in principle. In addition, the optical injection technology
is simple in structure, rich in theoretical analysis, and mature in

technology. However, such primary seed OFCs are quite sparse in
number and uneven in flatness with respect to comb teeth, and
the phase relationship between the comb teeth may become
unstable due to the fluctuation noise originating in the
resonance cavity of the laser.

In this study, we employ the primary OFC that originated
from the process of optical injection as the seed OFC.We propose
and demonstrate that improved OFCs with adjustable comb
spacing and excellent frequency stability can be obtained with
cascaded subharmonic electro-optic modulation and the four-
wave mixing (FWM) effect. Finally, robust OFCs with a comb
spacing of 4 GHz and a comb teeth number of 23 and a comb
spacing of 5 GHz and a comb teeth number of 21 are
demonstrated in the experiment.

OPERATION PRINCIPLE

The evolution process of the proposed three-stage OFC generator
is shown in Figure 1. fm and fs are the working frequencies of the
master laser (ML) and the free-running slave laser (SL), as shown
in Figure 1A. The SL that is optically injected by the ML can be
piloted to enter the period-one oscillation state under appropriate
injection conditions, and a primary seed OFC with a comb
spacing of Δf (Δf � fm − fs) is generated in the first stage,
which has sparse comb teeth, as shown in Figure 1B. This
primary seed OFC is then sent into a phase modulator (PM)
and modulated by the external RF signal at the frequencies of
subharmonics of the oscillation period. The primary seed OFC
teeth are locked by the subharmonic electro-optic modulation
sidebands in the second stage, which will fix the phase
relationship of the comb teeth through electro-optic
modulation. Interestingly, similar to the dynamic process that
is the optical injection locking being able to occur in a certain
range of the detuning frequency between the ML and the SL, this

FIGURE 1 | Principle diagram of the proposed generation system of the OFC. Spectra diagram of (A) free-running ML and SL lasers, (B) primary seed OFC, (C)
subharmonic-locked OFC, and (D) FMW-broadened OFC.
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subharmonic locking behavior stays robust in a certain frequency
deviation between the period-one frequency and the
subharmonic frequency. In addition, the number of comb
teeth of this subharmonic-locked OFC increases, and the
comb spacing is now Δf /N(at 1/N subharmonic electro-optic
modulation, N � 1, 2, 3 . . .), as shown in Figure 1C at 1/2
subharmonic electro-optic modulation. Then the subharmonic-
locked OFC with the locked phase relationship between the comb
teeth is sent into a semiconductor optical amplifier (SOA).

In the SOA, if the comb teeth at frequencies of fm − 1.5Δf , fm −
2Δf , fm − 2.5Δf satisfy the phase matching condition, they will
interact with each other and bring out the FWM effect, which
leads to the parametric amplification of the frequency mode
fm − 1.5Δfwhile generating the signal light with the frequency
of fm − 3Δf . The generated signal light with the two comb teeth at
frequencies of fm − 2Δf and fm − 2.5Δf will continue to bring out
the FWM effect under the condition of phase matching, which
will lead to another new signal light at the frequency of fm − 3.5Δf
being generated and new parametric amplification being carried
out at the same time. The comb teeth at frequencies of fm −
3Δf , fm − 3.5Δf . . . fm − nΔf will be generated in turn. Similarly,
the comb teeth at frequencies of fm + 2Δf , fm + 2.5Δf . . . fm + nΔf
will be generated at the side of high frequency, and the intensity of
the newly generated modes will be increased in these parametric
amplification processes. Consequently, the number of comb teeth
becomes greater in the third stage, and the newly generated OFC
becomes flatter, namely, the FWM-broadened OFC, as shown in
Figure 1D. In summary, the robust OFC is obtained after
experiencing a three-stage evolutionary process, including the
period-one oscillation state in the optically injected laser, the
electro-optic modulation in the PM, and the FWM effect in
the SOA.

SIMULATION RESULTS

To verify the proposed scheme, simulation is conducted using
Optisystem.When the detuning frequency is set to 5 GHz and the

injected intensity is –17.5 dBm, the SL enters the period-one
oscillation state and the primary seed OFC is generated, as shown
in Figure 2A. Due to the redshift of 3.6 GHz caused by optical
injection, the frequency spacing between the comb teeth is
8.6 GHz. The primary seed OFC has few comb teeth, only 4,
and is not flat in intensity. In order to increase the number of
comb teeth and stabilize the phase relationship between the comb
teeth, a PM is used to modulate the seed OFC, and an RF signal is
employed, whose frequency is set to 4.3 GHz, which is half of the
oscillation period of 8.6 GHz. For the subharmonic-locked OFC,
the number of comb teeth is increased to 10, and the comb
spacing is equal to the frequency of the modulation RF signal, as
shown in Figure 2B.

The subharmonic-locked OFC is then sent into the following
SOA, and the FWM effect in the SOA is induced to relay the
increasing of the number of comb teeth. The corresponding
simulation results are shown in Figure 3. It can be seen that
the FWM effect drives the number of comb teeth increasing in an
obviousmanner, and the number of comb teeth increases with the
increase in the injection current of the SOA. Compared with
the primary seed OFC, the number of comb teeth is up to 35 when
the injection current of the SOA is 200 mA, 50 when it is 400 mA,
65 when it is 600 mA, 79 when it is 800 mA, and 101 when it is
1000 mA. The cascaded subharmonic electro-optic modulation
and the relaying FWM effect can effectively improve the primary
seed OFC in terms of the number and flatness of its comb teeth.

EXPERIMENT RESULTS AND DISCUSSION

Experiments based on the scheme in Figure 4 are performed to
verify the proposed scheme and the simulation results above. The
light emitted by the ML passes through the optical isolator (OI),
the variable optical attenuator (VOA), and the polarization
controller (PC1) in sequence and is then sent into the 3-port
optical circulator (OC) at the first port. The SL is connected to the
second port of this OC. Due to the perturbation by the external
coherence light from the ML, the SL can be controlled into the

FIGURE 2 | (A) Primary seed OFC. (B) Subharmonic-locked OFC obtained by simulation.
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period-one oscillation state, and the primary seed OFC is
experimentally generated, which is directly sent into the PM at
the third port of the OC. After being modulated in the PM, it is
sent into the SOA through the PC2. Finally, the enhanced OFC
can be obtained at the output end of the SOA. As analyzed above,
the reason for modulating the primary seed OFC from the SL is
that the phase stability between the frequency modes of the
period-one oscillation state is poor. Such a primary seed OFC
is unstable in phase due to carriers in the resonance cavity of the
SL. With the use of subharmonic electro-optic modulation, the
phase relationship between the comb teeth can be locked and
stabilized in the process of the electro-optic modulation, and the
original comb teeth are locked to the modulation sidebands at the
same frequency. At the same time, subharmonic electro-optic
modulation can also make the primary seed OFC teeth become
more in number. The function of the PC2 is to control the
polarization state of the subharmonic-locked seed OFC because
the FWM effect is polarization dependent. By adjusting the PC,
the FWM efficiency in the SOA can be maximized.

The bias current of the SL is set to 19.72mA, the temperature of
the laser control system is set to 19.81°C, the working wavelength is
1554.1460 nm, and the output power is –3 dBm for the SL. Adjusting
the injection intensity by the VOA and the working wavelength of
the ML (i.e., changing the detuning frequency between the ML and
the SL), the primary seed OFC with flexible and adjustable comb

spacing can be obtained. When the detuning frequency is 6 GHz, a
primary seed OFC with a comb spacing of 8 GHz and a comb teeth
number of eight is generated, as shown in Figure 5A. The reason
why the comb spacing is larger than the detuning frequency between
the ML and the SL is the redshift of the cavity resonant mode
wavelength of the SL due to optical injection. It can be seen that the
period-one oscillation state can naturally provide a primary seed
OFC with tunable comb spacing, but the number of comb teeth is
relatively small and its flatness is poor. When the primary seed OFC
is modulated by 1/2 subharmonic at 18 dBm, the comb spacing
becomes 4 GHz and the number of comb teeth becomes 16, as
shown in Figure 5B. The comb spacing of the OFC modulated by
the 1/2 subharmonic is halved, the number of comb teeth is doubled,
and the envelope of comb teeth becomes flatter as well.

The subharmonic-locked OFC with a comb spacing of 4 GHz is
sent into the following SOA. The performance of the experimentally
obtainedOFCs varies with the injection current of the SOA, as shown
in Figure 6. Because the phase relationship between the comb teeth is
stabilized by subharmonic electro-optic modulation, it is observed
that the obtained OFC is very stable when the FWM effect occurs in
the SOA. With the increase in the injection current of the SOA, the
FWM efficiency increases, which leads to the number of comb teeth
increasing in an obvious manner, as expected by the simulation.

For the proposed system, when the intensity of the modulation
signal is set to 18 dBm and the injection current of the SOA is set to
300mA, the quality of the primary seed OFC is obviously improved,
and we finally get the FWM-broadened OFC with a comb teeth
number of 23 and a comb spacing of 4 GHz, as shown in Figure 7A.
The system can also generate OFCs with different comb spacing. By
adjusting the injection parameters, we obtain a primary seed OFC
with a comb spacing of 10 GHz and modulate it with the use of the
1/2 subharmonic before sending it into the SOA with an injection
current of 300 mA, and then another OFC with a comb spacing of
5 GHz and a comb teeth number of 21 is obtained, as shown in
Figure 7B. While in the SOA, the smaller the comb spacing, the
higher the FWM efficiency. Moreover, the higher the injection
current of the SOA, the higher the FWM efficiency. Here, the
authors would like to mention that the injection current of the

FIGURE 3 | OFCs obtained by simulation under different injection currents of the SOA.

FIGURE 4 | Experimental setup of the proposed system. ML, master
laser; SL, slave laser; RFS, RF source; PM, phase modulator; SOA,
semiconductor optical amplifier; OI, optical isolator; VOA, variable optical
attenuator; PC, polarization controller.
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FIGURE 5 | (A) Primary seed OFC. (B) Subharmonic-locked OFC generated in the experiment.

FIGURE 6 | Experimentally obtained FWM-broadened OFCs under different injection currents of the SOA.

FIGURE 7 | OFCs from the SOA with a comb spacing of (A) 4 GHz and (B) 5 GHz.
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SOA in our laboratory is limited to less than 300mA, which greatly
limits the performance enhancement for the proposed OFC.

CONCLUSIONS

In this article, we have proposed and demonstrated a novel scheme to
produce robustOFCs using a three-stage generator, which is based on
optical injection and improved by cascaded subharmonic electro-
optic modulation and the FWM effect. The obtained OFC features
high stability, thanks to the stable phase relationship between the
primary seed OFC teeth and the subharmonic electro-optic
modulation sidebands through the subharmonic locking.
Moreover, it can be flexibly tuned by adjusting the injection
parameters of the slaver laser. Finally, robust OFCs with a comb
spacing of 4 GHz and a comb teeth number of 23 and a comb spacing
of 5 GHz and a comb teeth number of 21 are experimentally obtained
and demonstrated. If the injection current of the SOA in the
experiment can be higher than 300mA, the maximum value in
our laboratory, the proposed OFC generator can be expected to
behave like the simulation situation.
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Equivalence of Dissipative and
Dissipationless Dynamics of
Interacting Quantum Systems With Its
Application to the Unitary Fermi Gas
Masaaki Tokieda1,2* and Shimpei Endo1,3*

1Department of Physics, Tohoku University, Sendai, Japan, 2Strangeness Nuclear Physics Laboratory, RIKEN Nishina Center,
Wako, Japan, 3Frontier Research Institute for Interdisciplinary Science, Tohoku University, Sendai, Japan

We analytically study quantum dissipative dynamics described by the Caldirola-Kanai
model with inter-particle interactions. We have found that the dissipative quantum
dynamics of the Caldirola-Kanai model can be exactly mapped to a dissipationless
quantum dynamics under a negative external harmonic potential, even when the
particles are strongly interacting. In particular, we show that the mapping is valid for
the unitary Fermi gas, which is relevant for cold atoms and nuclear matters.

Keywords: dissipative quantum system, Caldirola-Kanai model, cold atoms, unitary fermi gas, nuclear dynamics

1 INTRODUCTION

Dissipation plays essential roles in the non-equilibrium dynamics of quantum matters. There has
been rapid growth of research interests in the dissipative quantum dynamics as it is relevant to
macroscopic quantum tunneling [1], low-energy nuclear reactions [2–4], dynamics of cold atoms
[5–7], and quantum information processings [8, 9]. Milestones in this research field is the Caldeira-
Leggett model [1] and the Lindblad type equations [10, 11], where dissipation in the quantum system
originates from the coupling of the system with the environment.

While these approaches to the quantum dissipative dynamics have been widely and successfully
used, it is rather difficult to obtain an exact result in an analytical manner for most practical
problems. To deal with the quantum dissipative dynamics in a more analytically feasible manner, we
can alternatively resort to a simpler quantum equation of motion. One of the elementary models
describing such a dissipative quantummotion is the Caldirola-Kanai model [12, 13] characterized by
the Lagrangian

LCK({xi}, { _xi}, t) � ect⎡⎣∑N
i�1

mi

2
_x2i − U(x1, . . . , xN , t)⎤⎦, (1)

and its semi-classical equation of motion.

€xi(t) + c _xi(t) + 1
mi

zU
zxi

(x1(t), . . . , xN(t), t) � 0, (2)

where mi, xi and _xi � (d/dt)xi are the mass, the position, and the velocity of the i-th particle
respectively. U denotes an interaction or an external potential, and c is the dissipation rate (see
Equation 26 for the Schrödinger equation and the Hamiltonian for the Caldirola-Kanai model).
Taking advantage of its simplicity, the Caldirola-Kanai model has been applied to various dissipative
quantum phenomena, including damping of electromagnetic fields in a plasma medium [14],
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dissipative quantum tunneling in low-energy nuclear fusion
reactions [15], dynamics of a damped charged oscillator in the
presence of the Aharanov-Bohm effect [16], and so on. While the
Caldirola-Kanai model has usually been applied to a single-
particle motion regarding U as an external potential as in the
original setting [12, 13], we can also consider the dynamics of
interacting quantum particles under the dissipation regarding U
as inter-particle interactions.

In this paper, we analytically study the quantum dissipative
motion of interacting particles with the Caldirola-Kanai model.
We show that this dissipative system can be exactly mapped to a
dissipationless system with an inverted harmonic potential.
Similar mappings have been discussed for single-particle
systems in the literature [17–19]. In this paper, we extend the
mapping to many-particle systems, particularly to a strongly
interacting system with a divergently large s-wave scattering
length, i.e., unitary interaction. Such a system has attracted
increasing interests in terms of the unitary Fermi gas in cold
atoms. Furthermore, as neutron matters are well described by the
unitary Fermi gas [20–26], our exact mapping should be useful
for understanding non-equilibrium dynamics of nuclear matters.

The paper is organized as follows: in Section 2, we introduce
the Caldirola-Kanai model and its Hamiltonian, and then show
the formal mapping procedure from the Caldirola-Kanai model
to a dissipationless Hamiltonian with an inverted harmonic
barrier. In Section 3, we study the exact mapping for
interacting systems. In particular, we consider the Caldirola-
Kanai model with the zero-range interaction, and show that it
can be mapped to the dissipationless Hamiltonian with an
inverted harmonic barrier when the particles are interacting
via the unitary interaction. We conclude and discuss physical
implications of our exact mapping in Section 4.

2 MAPPING THE CALDIROLA-KANAI
MODEL TO A DISSIPATIONLESS MOTION
WITH AN INVERTED HARMONIC BARRIER

In this section, we show the exact mapping from the Caldirola-
Kanai model to a dissipationless Hamiltonian with an inverted
harmonic potential. To make it self-contained, we reformulate the
arguments in Refs. [17–19] and begin our discussion with a single-
particle system in a one-dimensional space for classical mechanics
in Section 2.1 and for quantum mechanics in Section 2.2. We see
that the mapping between the dissipative and dissipationless
dynamics can be understood as a transformation of the
coordinate from one system to the other. We then extend this
idea to a many-particle system in a d-dimensional space in Section
2.3. We find that the mapping can formally remain true even in the
presence of inter-particle interactions.

2.1 Transformation of the Classical
Coordinates
To see the mapping heuristically, let us first consider the classical
dynamics of a damped harmonic oscillator in one spacial
dimension. The equation of motion reads

€x(t) + c _x(t) + ω2x(t) � 0, (3)

with the frequency ω and the dissipation rate c. Its analytical
solution can be obtained easily. For example, for an under-
damped case, it reads

x(t) � e−
ct
2 x(0) cos(Ωt) + _x(0) + (c/2)x(0)

Ω sin(Ωt)⎤⎥⎥⎦,⎡⎢⎢⎣ (4)

with Ω �
									
ω2 − (c/2)2

√
.

Notice that the solution is similar to that of a simple harmonic
oscillator. This similarity can be understood in the following way.
We first introduce a new variable y(t),

x(t) � e−ct/2y(t). (5)

Substituting this relation into the equation ofmotion for x(t),Eq. 3,
one finds that y(t) satisfies the equation of motion of a simple
harmonic oscillator,

€y(t) + Ω2y(t) � 0. (6)

The general solution is given by

y(t) � y(0) cos(Ωt) + _y(0)
Ω sin(Ωt). (7)

From the relation Eq. 5, one finds

y(0) � x(0),
_y(0) � _x(0) + c

2
x(0). (8)

Substituting Eqs. 7 and 8 into Eq. 5 leads to the solution of the
damped harmonic oscillator Eq. 4.

In the above discussion, we observe that the transformation
Eq. 5 replaces the damping term c _x(t) with the −(c2/4)y(t) term.
This replacement remains true even in the presence of an
arbitrary external potential: suppose that x(t) describes a
dissipative motion with an arbitrary external potential V(x, t),
that is, x(t) satisfies the following equation of motion,

€x(t) + c _x(t) + 1
m

dV
dx

(x(t), t) � 0. (9)

By the transformation Eq. 5, the equation of motion for y(t) is
given as

€y(t) + 1
m
ect/2

dV
dz

(z � y(t)e−ct/2, t) − c2

4
y(t) � 0. (10)

This equation of motion is derived from the following
Lagrangian,

Ly(y, _y, t) � m
2
_y2 − ectV(ye−ct/2, t) −mc2

8
y2[ ]. (11)

This means that the transformation Eq. 5 maps a dissipative
system to a system with the rescaled potential ectV(ye−ct/2, t)
together with the inverted harmonic potential − mc2y2/8. The
damped harmonic oscillator discussed above is a special example
where the potential is given by V(x, t) � mω2x2/2 and the time-
dependence of the rescaled potential disappears because of
ectV(ye−ct/2) � mω2

2 y2.
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With the transformation Eq. 5, one can find an effective
Lagrangian for a dissipative motion described by Eq. 9:

Lx(x, _x, t) � Ly(y(x), _y(x, _x), t)
� ect[m

2
_x2 − V(x, t)] +mc

4
d
dt

xect/2( )2. (12)

Neglecting the last term which does not affect the equation of
motion, one obtains the Lagrangian of the Caldirola-Kanai model
under an arbitrary time-dependent external potential

LCK(x, _x, t) � ect[m
2
_x2 − V(x, t)]. (13)

From these Lagrangians, we can derive the Hamiltonians for the
motions of x(t) and y(t). For a dissipative system described by the
Caldirola-Kanai model, x(t), it should be noted that the canonical
momentum, πx(t), is different from the kinetic momentum, m _x(t),

πx(t) � zLCK

z _x
� m _x(t)ect . (14)

One then obtains the Caldirola-Kanai Hamiltonian

HCK(x, πx, t) � π2
x

2m
e−ct + V(x, t)ect . (15)

For a system described by y(t), on the other hand, the canonical
momentum is equal to the kinetic momentum,

πy(t) � zLy

z _y
� m _y(t), (16)

and the Hamiltonian is given by

Hy(y, πy , t) �
π2
y

2m
+ ectV(ye−ct/2, t) −mc2

8
y2. (17)

We note that the essence of this mapping between the dissipative
motion of x(t) and the dissipationless motion of y(t) is the scale
transformation Eq. 5. The slowing-down effect of the damping c
is captured by the e

ct
2 scale factor when relating the dissipative

motion of x(t) and dissipationless motion of y(t) [17–19].

2.2 Mapping in Quantum Mechanics
Let us extend the mapping discussed in the previous subsection to
quantummechanics [17–19]. From the Hamiltonians Eqs 15 and
17, one can derive the corresponding Schrödinger equations. For
the Caldirola-Kanai model, Eq. 15, the Schrödinger equation
reads

iZ
z

zt
ϕ(x, t) � − Z2

2m
e−ct

z2

zx2
+ ectV(x, t)[ ]ϕ(x, t), (18)

while for the other Hamiltonian without dissipation, one obtains

iZ
z

zt
ψ(x, t) � − Z2

2m
z2

zx2
+ ectV(xe−ct/2, t) −mc2

8
x2[ ]ψ(x, t). (19)

The Schrödinger equation Eq. 18 for ϕ(x, t) serves as a
phenomenological modeling of quantum dissipative systems
[12, 13]. Indeed, one can show that the Heisenberg equation
of motion with Eq. 18 has the same form as Eq. 9. The
equivalence of Eq. 18 and Eq. 19 can be understood clearly by

showing that the wavefunctions ϕ and ψ are related by a scale
transformation as follows: we recall that the twomodels’ solutions
in the classical cases can be mapped to each other by the following
transformation

x(t) � y(t)e−ct/2,
πx(t) � πy(t) −mc

2
y(t)( )ect/2. (20)

In quantum mechanics, these relations should be satisfied
as operators, not merely as expectation values. In other words,
ϕ(x, t) and ψ(x, t) should satisfy

∫∞

−∞
dz ϕ∗(z, t)znϕ(z, t) � ∫∞

−∞
dz ψ∗(z, t) ze−ct/2( )nψ(z, t),

(21)

and

∫∞

−∞
dz ϕ∗(z, t) Z

i
z

zz
( )n

ϕ(z, t)

� ∫∞

−∞
dz ψ∗(z, t) Z

i
z

zz
−mc

2
z( )ect/2{ }n

ψ(z, t),
(22)

for any natural number n. From these conditions, we can find a
relation between ϕ(x, t) and ψ(x, t) up to a time-dependent phase,
which should be determined to be consistent with the
Schrödinger equations Eqs. 18, 19. This consideration leads to
the following relation between ϕ(x, t) and ψ(x, t),

ϕ(x, t) � exp −i mc

4Z
ectx2 + ct

4
( )ψ(xect/2, t). (23)

Indeed, one can directly show that ϕ(x, t) defined by Eq. 23
satisfies the Schrödinger equation with the Caldirola-Kanai
Hamiltonian Eq. 18 if ψ(x, t) is a solution of Eq. 19.
Therefore, if the initial conditions are related by

ϕ(x, 0) � exp −i mc

4Z
x2( )ψ(x, 0), (24)

one can find ϕ(x, t) from ψ(x, t) through the equivalence Eq. 23,
and vice verse.

The mapping dictates that the dissipative and dissipationless
models obey essentially the same quantum dynamics through Eq.
23 and thus physically equivalent, as pointed out in the previous
literature [19]. The effect of the dissipation in Eq. 18 is
represented as a scale transformation between x(t) and y(t),
and as the inverted harmonic barrier − mc2x2/8. In particular,
the time-dependent scale transformation of the coordinate
captures the slowing-down effect of the damping c. This can
be understood more directly by taking V � 0: the dissipative
quantum motion in free space of Eqs. 9 and 18 are equivalent to
the dissipationless quantum motion under an inverted harmonic
barrier −mc2x2/8 in Eqs. 10 and 19. Another important example
is the harmonic oscillator potential V(x, t) � mω2x2/2, which was
discussed in the previous subsection. In this case, Eq. 19 reads

iZ
z

zt
ψ(x, t) � − Z2

2m
z2

zx2
+mΩ2

2
x2[ ]ψ(x, t). (25)
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On the other hand, the corresponding Caldirola-Kanai model
describes a quantum damped harmonic oscillator. Therefore, one
can map the quantum dynamics of a simple harmonic oscillator
to that of a damped harmonic oscillator, as was found in Refs.
[17–19].

2.3 Extension to Many-Particle Systems
Let us extend the results in the previous subsections and in Refs.
[17–19] for a single particle to an N-particle system in d-spacial
dimensions in the presence of inter-particle interactions. Our
starting point is the dissipative equation of motion given by Eq. 2.
Instead of Eq. 5, we now consider the transformation xi(t) �
e−ct/2yi(t) for i � 1, . . ., N (note that all particles feel the same
damping force, see Eq. 2). As we derive Eq. 13 in Section 2.1, the
transformation leads to the Lagrangian given by Eq. 1. Therefore,
the Schrödinger equation for the dissipative motion reads

iZ
z

zt
ϕ(x1, . . . , xN , t) � −e−ct ∑N

i�1

Z2∇2
xi

2mi
+ ectU(x1, . . . , xN )⎡⎣ ⎤⎦ϕ(x1, . . . , xN , t).

(26)

On the other hand, the Schrödinger equation corresponding to
Eq. 19 reads

iZ
z

zt
ψ(x1, . . . , xN , t)

� −∑N
i�1

Z2∇2
xi

2mi
+ ectU(x1e−ct/2, . . . , xNe−ct/2, t) −∑N

i�1

mic
2

8
x2i⎡⎣ ⎤⎦ψ(x1, . . . , xN , t).

(27)

As in the derivation of Eq. 23, we can find the relation between ϕ
and ψ,

ϕ(x1, . . . , xN , t) � exp −iect ∑N
i�1

mic

4Z
x2i +

dNct
4

⎛⎝ ⎞⎠ψ(x1ect/2, . . . , xNect/2, t).

(28)

This mapping for many-body quantum systems is a natural
extension of what was studied for a single-particle motion in
the previous literatures [17–19]. The single-particle case in one
dimension in Eq. 23 is indeed contained as N � 1, d � 1. When
U(x1, . . . , xN , t) � ∑N

i�1V(xi, t) and hence each particle moves
independently, we can regard them as a collection of non-
interacting particles, each obeying the Schrödinger equations
Eqs. 18, 19. When the potential U cannot be represented as
such a sum of one-body potentials, on the other hand, Eq. 26
describes interacting N quantum particles moving under the
dissipation, while Eq. 27 describes dissipationless motions of
interacting quantum particles in the presence of the inverted
harmonic barrier −mc2x2i /8.

3 APPLICATION TO STRONGLY
INTERACTING QUANTUM SYSTEMS

We show in this section that the exact mapping formulated in the
previous section can be utilized for a physical problem of a
strongly interacting quantum system, namely the unitary
Fermi gas [20–22, 27–33]. The unitary Fermi gas is a system

of spin-1/2 fermions interacting with an infinitely large s-wave
scattering length. It has been recently realized with ultracold
atoms [27–32], and it has been extensively studied because it is
important for understanding nuclear matters and neutron star
physics [20–26]. The exact mapping between the dissipative and
dissipationless motions should therefore be useful for
understanding not only the dynamics of the unitary Fermi gas
in ultracold atoms, but also for nuclear phenomena.

In Section 3.1, we explain the interaction between the particles
to model the unitary two-body interaction. In Section 3.2,
we show that the exact mapping holds for a quantum
system with the unitary interaction. In Section 3.3, we
discuss the effects of dimensions and statistics of the
particles. We argue that our exact mapping is non-trivial
and useful for a three-dimensional system of fermions, while
it is either trivial or breaks down for low-dimensional systems
and for bosonic systems.

3.1 Zero-Range Interaction
Solutions of interacting quantum systems in general sensitively
depends on details of the interaction potentials. However, for
low-energy quantum systems, details of the interaction become
irrelevant, so that any Hamiltonian can be universally described
by a so-called pseudo-potential. This universality originates
from the fact that the scattering between the particles at low
energy are dominated by the s-wave scattering, which is
universally characterized solely by the s-wave scattering
length a for non-relativistic low-energy quantum systems
interacting via short-range interactions. As long as this
condition holds, the interaction potential between the i-th
and j-th particles Vij can be legitimately replaced by the
following pseudo potential introduced by Huang and Yang in
three spacial dimension [34].

Vij(rij) � 2πaijZ
2

μij
δ(3)(rij) z

zrij
rij, (29)

where rij � |ri −rj|, and aij and μij �mimj/(mi + mj) are the s-wave
scattering length and the reduced mass of the i-th and j-th
particles, respectively. The Hamiltonian can then be wrriten as
the sum of the independent-particle Hamiltonian H0 and the
interaction term U, H � H0 + U with

U(x1, . . . , xN , t) � ∑
i<j

Vij(rij). (30)

An alternative low-energy universal approach can be found by
noting that the solution of the Huang and Yang pseudo-potential
has the following asymptotic form when the particles get close
together

lim
rij → 0

Ψ(r1, r2, . . . , rN)

� 1
rij
− 1
aij

( )A(Rij, r1, . . . , ri−1, ri+1 . . . , rN),
(31)

where Rij � (miri + mjrj)/(mi + mj) is the center of mass between
the i-th and j-th particles, and A is the regular part of the
wavefunction Ψ when the limit rij → 0 is taken. The singular

Frontiers in Physics | www.frontiersin.org September 2021 | Volume 9 | Article 7307614

Tokieda and Endo Equivalence of Dissipative/Dissipationless Systems

53

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


term 1/rij − 1/aij represents the universal s-wave scattering
behavior of the two-body scattering. Therefore, we can simply
replace the effect of the interaction term Vij with this boundary
condition: we solve the free particles’ equation of motion of
H � H0 supplemented with the boundary condition Eq. 31

The above two approaches, the Huang-Yang pseudo-
potential Eq. 29 and the Bethe-Peierls boundary condition
Eq. 31, are equivalent, and have both been widely used for
low-energy dilute systems where s-wave interaction is
predominantly large. In particular, they have been
successfully used to study ultracold atoms close to the
unitary limit |aij| → ∞ [21, 22, 24, 25, 35, 36]. It has also
been used in low-energy nuclear physics as the s-wave scattering
length between the nucleons are very large [20, 23, 26]. We note
however that Eqs. 29 and 31 are only valid in three spacial
dimension: they need to be modified in the other spacial
dimension, as will be discussed in Section 3.3. We also note
that it is required that three- and higher-body interactions are
negligibly small to legitimately use the pseudo-potential and the
boundary condition methods, as will also be discussed in more
details in Section 3.3.

3.2 Exact Mapping for the Unitary
Interacting System
Let us first consider N-particle system where the inter-particle
interactions are modeled by the Bethe-Peierls boundary
condition Eq. 31. As the boundary condition method deals
with the non-interacting Hamiltonian U � 0, the Schrödinger
equations for the Caldirola-Kanai model and the corresponding
dissipationless model are the same as Eqs. 26, 27 with U � 0.
Thus, we can naturally expect that the mapping Eq. 28 should
also relate these two problems. This turns out to be true if the s-
wave scattering length of the two systems satisfy a certain relation
(see Eq. 34).

To show this, let us consider the Bethe-Peierls boundary
condition for the Caldirola-Kanai model under the unitary
interaction

ϕ(x1, x2, . . . , xN , t)∝ 1
xij

− 1

a(CK)ij (t)
⎛⎝ ⎞⎠. (32)

Here a(CK)ij (t) is the s-wave scattering length between the ij
particles, which is now allowed to vary with time for later
purposes. Note that the Caldirola-Kanai model with U � 0
describes the motion of non-interacting particles under the
influence of a damping force (see Eq. 2 with U � 0). With the
boundary condition Eq. 32, those damped particles interact

through the s-wave scattering length a(CK)ij (t) once two
particles come to the same position. Assuming that the
mapping Eq. 28 holds and noting that the exponential phase
factor does not affect the singular short-distance behavior of the
wavefunction, we obtain the following boundary condition of the
corresponding dissipationless system

ψ(y1, y2, . . . , yN , t)∝
1
yij

− 1

e
ct
2a(CK)ij (t)

⎛⎝ ⎞⎠. (33)

Therefore, we find that the s-wave scattering length of the ψ

system, a(H)ij (t), must be given by

a(H)
ij (t) � e

ct
2 a(CK)ij (t). (34)

While we have used above the Bethe-Peierls boundary condition
to derive the condition Eq. 34 for the equivalence of the two
systems, we can alternatively derive it with the Huang-Yang
pseudo-potential Eq. 29. Indeed, Eqs. 26, 27 with the Huang-
Yang interaction read

iZ
z

zt
ϕ(x1, . . . , xN , t)

� −e−ct ∑N
i�1

Z2∇2
xi

2mi

⎡⎣ +ect ∑
i<j

2πaij(t)Z2

μij
δ(3)(xij) z

zxij
xij⎤⎥⎥⎦ϕ(x1, . . . , xN , t).

(35)

iZ
z

zt
ψ(x1, . . . , xN , t)

� −∑N
i�1

Z2∇2
xi

2mi

⎡⎣ + e
5c
2 t ∑

i<j

2πaij(t)Z2

μij
δ(3)(xij) z

zxij
xij−∑N

i�1

mic
2x2i
8

⎤⎦
ψ(x1, . . . , xN , t). (36)

We then need to relate aij(t) with the s-wave scattering lengths of
the two systems a(CK)ij (t), a(H)ij (t). This can be done by substituting
the Eqs. 32, 33 to the right-hand sides of Eq. 35 and Eq. 36,
respectively. We then find

a(CK)ij (t) � e2ctaij(t), a(H)
ij (t) � e

5
2 ctaij(t), (37)

from which we arrive at Eq. 34.
As the condition Eq. 34 must be satisfied for all pairs of

particles ij at any time, our exact mapping is difficult to hold true
in general. However, there are two special cases where Eq. 34 is
easily satisfied. The first case is the non-interacting system
a(H)ij � a(CK)ij � 0. This corresponds to the system considered in
the previous section and in Refs. [17–19]. The other more
interesting case is the unitary gas a(H)ij � a(CK)ij � ± ∞. We
thus arrive at the following non-trivial conclusion for the two
strongly interacting quantum dynamics: a dissipative quantum
motion of the unitary gas described by Eq. 35 is equivalent to the
dissipationless quantum dynamics of the unitary gas under an
inverted harmonic potential in Eq. 36 via the mapping Eq. 28.

The physical reason for the two seemingly opposite
conditions, the non-interacting system and the unitary system,
can be ascribed to the scale invariance. The mapping between the
Caldirola-Kanai system and the dissipationless inverted
harmonic system can be regarded as a sort of scale
transformation in Eq. 5. With this transformation, the
interaction term is transformed as (see Eqs. 26, 27)

U(x1, . . . , xN)→ ectU(x1e−ct/2, . . . , xNe−ct/2, t). (38)

In general, they show rather different Hamiltonian dynamics.
However, if the interaction term satisfies the scale invariance

ectU(x1e−ct/2, . . . , xNe−ct/2, t) � f (t)U(x1, . . . , xN , t) (39)

with f(t) an arbitrary time-dependent function, the Hamiltonian
keeps its form with this scale transformation, showing essentially
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the same dynamics. Indeed, the non-interacting system and the
unitary system are known to be scale invariant because the length
scale characterizing the interaction, the s-wave scattering length,
disappears. In addition to the zero-range type interaction, we can
also consider more general classes of scale-invariant interactions
as will be discussed in the Supplementary Appendix A. We can
indeed show that the exact mapping holds true for various classes
of scale-invariant interactions as long as the interaction strength
satisfies a similar relation as Eq. 34 (see Supplementary
Appendix A). We also note that our mapping for the unitary
system can be alternatively proved using the scaling solution of
the unitary Fermi gas in the time-dependent harmonic trap [37,
38] (see Supplementary Appendix B).

3.3 Effects of Dimensions, Quantum
Statistics of the Particles, and Higher-Body
Interactions
We note that the Huang and Yang pseudo-potential Eq. 29 and the
Bethe-Peierls boundary condition Eq. 31 are only valid in three
spacial dimensions. For low-dimensional systems, the Bethe-Peierls
boundary condition should be modified as [22, 36, 37, 39].

limrij → 0Ψ(r1, r2, . . . , rN)

� ln
rij

a(2D)ij

⎛⎝ ⎞⎠A(Rij, r1, . . . , ri−1, ri+1 . . . , rN ) (40)

for a two-dimensional system, and

limrij → 0Ψ(r1, r2, . . . , rN) �
|xij| − a(1D)ij( )A(Rij, r1, . . . , ri−1, ri+1 . . . , rN ) (41)

for a one-dimensional system, respectively. Here, a(2D)ij and a(1D)ij
are two-dimensional and one-dimensional scattering lengths,
respectively. By using these boundary conditions, we can
follow almost the same argument as in Section 3.2. We then
arrive at the same conclusion: the two-dimensional and one-
dimensional systems of the Caldirola-Kanai model Eq. 26 and the
corresponding inverted harmonic model Eq. 27 are equivalent via
the mapping Eq. 28 if and only if the s-wave scattering lengths of
the two systems satisfy Eq. 34 for any ij particles at any time. This
can be also shown by using the Huang-Yang pseudo potential in
two and one dimension [40, 41].

Vij(rij) � − πZ2δ(2)(rij)
μij ln(qΛa(2D)ij ) × 1 − ln(qΛrij)rij z

zrij
[ ] (2D), (42)

Vij(xij) � − Z2

μija
(1D)
ij

δ(xij) (1D), (43)

where q � 1
2 e

C with C � 0.577. . . is the Euler gamma, and Λ is an
arbitrary momentum scale.

It is then tempting to conclude that our exact mapping is also
valid for the strongly interacting two-dimensional and one-
dimensional systems. However, this is not the case: our
mapping for the unitary interacting system should be non-
trivial only for three-dimensional system. Indeed, the unitary
system a � ±∞ is known to be non-interacting and thus trivial in

two and one dimensions, which is in stark contrast to the three
dimensional system where it is genuine strongly interacting
system [21, 22, 37, 42]. This well-known fact can be easily
understood from Eqs. 42 and 43, where the interaction
becomes non-interacting Vij � 0 when a � ±∞. This is in
contrast to Eq. 29 in three dimension where Vij ≠ 0 when a �
±∞. Therefore, our mapping for low dimensional quantum
systems is trivial and has limited range of applications.

We note that we have solely considered two-body interaction,
neglecting three- and higher-body interactions. In most
interacting quantum systems, the two-body interaction is
much more relevant than the three- and higher-body
interactions, even when it is present. Thus, our assumption
seems plausible. We should remark however that the unitary
interacting system may essentially require the three- and higher-
body interactions. A prime example is a system of identical
bosons interacting via the unitary interaction a � ±∞, where
the Efimov effect occurs [35, 36, 43, 44]. When the Efimov effect
occurs, the Hamiltonian with only the unitary two-body
interaction in Eq. 29 becomes singular, and one needs to
introduce the three-body boundary condition to make the
Hamiltonian well-defined [35, 36, 45, 46]. As this three-body
boundary condition is generally not scale invariant, our exact
mapping breaks down. The Efimov effect generally occurs for
three-dimensional unitary interacting bosonic systems, and thus
our result is not applicable. On the other hand, the Efimov effect
does not tend to occur for fermionic system due to the Pauli
exclusion principle. In particular, it is shown that the spin-1/2
identical fermions with the unitary interaction Eq. 29, i.e., the
unitary Fermi gas, is well-defined as there is no three-body nor
higher-body Efimov effect [36, 47–52]. Our result should therefore
be useful for the unitary Fermi gas. Furthermore, as the mass-
imbalanced Fermi system does not show the Efimov effect either
when the mass imbalance is M/m ≲ 13 [36, 47, 48, 52, 53], we can
state that we can readily apply our exact mapping to such mass-
imbalanced two-component unitary Fermi gas systems [54, 55].

We also note that the Efimov effect does not occur for two-
dimensional and one-dimensional systems [35–37, 42, 56]. The
Hamiltonian with the two-body interaction Eqs. 42, 43 are thus
well-defined even without the higher-body interaction, and our
argument on the two- and one-dimensional systems above are
valid regardless of the quantum statistics of the particles. We
repeat however that the two-dimensional and one-dimensional
unitary systems correspond to non-interacting systems, so that
the mapping would not be so useful.

4 CONCLUSION AND DISCUSSIONS

We have studied a quantum dissipative dynamics of the
Caldirola-Kanai model (see Eqs. 2 and 26), and shown that it
can be rigorously mapped to a dissipationless quantum dynamics
under an inverted-harmonic potential (see Eq. 27). While this
mapping has been known for a single-particle and non-
interacting systems [17–19], we have shown that it also holds
true for strongly interacting systems. In particular, we have found
that the dissipative dynamics of the unitary Fermi gas can be
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exactly mapped to a dissipationless dynamics of the unitary Fermi
gas under an inverted harmonic potential.

The unitary Fermi gas has been recently realized in cold atom
experiments [6, 7, 27–32]. It has attracted a lot of research
interests, because unveiling the properties of the unitary Fermi
gas is important for understanding nuclear matters and neutron
star physics [20–26]. Our work therefore should be particularly
useful for cold atoms and nuclear systems. The external potential
can be well-controlled in cold atom experiments with laser and
magnetic field, and it is possible to engineer the harmonic or
inverted-harmonic potential [21, 22] and observe its quantum
dynamics. It is thus a promising system where our mapping
would be useful. We also note that we can control the s-wave
scattering length in a time-dependent manner in cold atoms [57].
It is thus possible to realize a situation where our condition in Eq.
34 holds, so that our exact mapping is valid for systems with finite
scattering length or low-dimensional systems.

A more challenging but interesting system to apply our
result is nuclear physics. Nuclear systems composed of protons
and neutrons can be approximately regarded as the unitary
Fermi system as the s-wave scattering lengths between the
nucleons are large. With recent studies on nuclear reactions,
it has been pointed out that the dissipative quantum tunneling
may play an important role in low-energy fusion reactions
[58–60]. It is also suggested that quantum dissipations of the
nuclear matters are indispensable for understanding the
dynamics of the neutron stars [61, 62]. Although we should
remark that the Caldirola-Kanai model is a rather simple toy
model and that the range corrections and three-body
interaction neglected in our study often turns out to be
relevant in the nuclear systems [46, 63, 64], our analytical
mapping between the dissipative and dissipationless systems
can provide us with novel qualitative perspective to understand
those nuclear phenomena.
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Rational Design of Pepsin for
Enhanced Thermostability via
Exploiting the Guide of Structural
Weakness on Stability
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and Biological Engineering, Zhengzhou University of Light Industry, Zhengzhou, China, 4NYU-ECNU Center for Computational
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Enzyme thermostability is an important parameter for estimating its industrial value.
However, most naturally produced enzymes are incapable of meeting the industrial
thermostability requirements. Software programs can be utilized to predict protein
thermostability. Despite the fast-growing number of programs designed for this
purpose; few provide reliable applicability because they do not account for
thermodynamic weaknesses. Aspartic proteases are widely used in industrial
processing; however, their thermostability is not able to meet the large-scale
production requirements. In this study, through analyzing structural characteristics and
modifying thermostability using prediction software programs, we improved the
thermostability of pepsin, a representative aspartic protease. Based on the structural
characteristics of pepsin and the experimental results of mutations predicted by several
energy-based prediction software programs, it was found that the majority of pepsin’s
thermodynamic weaknesses lie on its flexible regions on the surface. Using computational
design, mutations were made based on the predicted sites of thermodynamic weakness.
As a result, the half-lives of mutants D52N and S129A at 70°C were increased by 200.0
and 66.3%, respectively. Our work demonstrated that in the effort of improving protein
thermostability, identification of structural weaknesses with the help of computational
design, could efficiently improve the accuracy of protein rational design.

Keywords: thermostability, aspartic protease, prediction software programs, structural weakness, site-specific
mutagenesis

INTRODUCTION

Enzymes, as catalytic biological macromolecules, have the advantages of high efficiency and low
pollution. They are competitive alternatives to chemical catalysts and are widely used in food,
medicine, biofuel, and other industries [1–3]. Industrial processes usually need to be performed in
extreme environments. For example, processing at high temperatures accelerates reactions, increases
substrate utilization, and reduces the risk of microbial contamination [4]. However, high
temperatures can easily destroy the enzyme structure, resulting in a loss of its catalytic activity.
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Therefore, thermostability is an important parameter for
measuring the industrial value of enzymes. Traditional
methods for enzyme thermostability modification include
directed evolution, ancestral stabilization, and site-directed
mutagenesis based on structure prediction. However, owing to
their unpredictability and long-range effects, mutants with
improved thermostability are not readily obtained [5, 6]. With
the development of structural and computational biology, protein
structures can be obtained efficiently through experimental
determination and computational prediction [7–10]. In recent
years, based on protein structure and energy function, the
prediction of mutations stabilizing the folded protein structure
has improved considerably. Several methods based on structures,
sequences, and other characteristics have been developed to
predict protein stability, including machine learning, and
physical, statistical, and empirical potentials [11–16]. These
methods provide a clear ranking of mutations, but are not
widely used in the design of enzymes for enhanced
thermostability. This is primarily due to the optimization of
prediction software programs based on a specific potential or
structural feature, i.e., if these characteristics are not the weakest
points responsible for poor stability, thermostability
improvement due to mutagenesis may not be significant, and
may result in the destruction of protein structure and lead to
contradictory results. Therefore, it is necessary to analyze the
structural characteristics of enzymes and consider
thermodynamic structural weaknesses as a guide for rapid
screening. Here, we selected an important enzyme, pepsin, to
conduct a systematic test of conventional stability prediction
software programs.

Aspartic proteases are a large class of proteases widely used in
food, fermentation, pharmaceutical, and other industries [17, 18].
However, the poor thermostability of most natural aspartic
proteases hinders their large-scale industrial applications,
making the improvement of their thermostability crucial.
Traditional methods, such as site-directed mutagenesis based
on comparison of the amino acid sequence with a more
thermostable, homologous counterpart, have achieved good
results in the modification of other proteases [19–21].
However, these methods are not suitable for aspartic proteases
due to their low sequence identity across different species [22].
Improving thermostability by enhancing resistance to
autocatalysis was successful in aspartic protease, but the result
of single point mutation increased by only 53.0% [23]. Therefore,
the feasibility of improving the thermostability of aspartic
proteases using traditional methods is fairly low. Aspartic
proteases have the advantages of having a clear structure and
catalytic mechanism, making it more suitable to adopt a
computational design strategy. However, few studies have been
conducted on improving the thermostability of aspartic proteases
using prediction software programs. This is primarily owing to a
lack of a thermodynamic structural weakness guide, as it is
difficult to predict mutations with improved thermostability
quickly and accurately by relying solely on the energy function.

In this study, we first performed an in-depth analysis of the
structural characteristics of pepsin, a typical aspartic protease,
and predicted possible thermodynamic weaknesses. By

systematically testing a variety of software programs, we found
that mutations with good prediction scores were not associated
with thermodynamic weakness and performed poorly during
experimental verification. The major structural area of
weakness in pepsin was determined to be the flexible regions
on its surface. Several mutations were identified based on this
structural weakness. Among them, two excellent mutants, D52N
and S129A, were obtained, and their half-lives at 70°C were found
to increase by 200.0 and 66.3%, respectively. Our analysis showed
that the guide of thermodynamic structural weakness promotes
fast and accurate thermostability design using prediction software
programs.

MATERIALS AND METHODS

Strains, Reagents, and Chemicals
The pPIC9K plasmid and Pichia pastoris GS115 (Invitrogen,
Carlsbad, CA, United States) were used for subcloning and
overexpression. Escherichia coli DH5α (Weidi Biotechnology
Co., Ltd., Shanghai, China) was used for gene cloning and
DNA sequencing. Plasmid pPIC9K-pepsinogen was previously
constructed and stored in our laboratory. Primers for mutation
construction were synthesized by Ruimian Biotech Co., Ltd.
(Shanghai, China). Plasmid Extraction and Gel/PCR
Purification Kits were purchased from TOROIVD (BVI,
United Kingdom). The Seamless Cloning Kit was purchased
from Beyotime Biotechnology (Shanghai, China). All enzymes
used in the experiments were supplied by Thermo Scientific
(Waltham, MA, United States). The bovine hemoglobin
substrate was purchased from Maokang Biotech Co., Ltd.
(Shanghai, China). All other chemicals were of analytical grade
and are commercially available.

Site-Directed Mutagenesis
Site-directed mutagenesis was performed using the Seamless
Cloning Kit according to the manufacturer’s instructions, with
the plasmid pPIC9K-pepsinogen (with a C-terminal His-tag) as
the template. The primers used for mutagenesis are listed in
Supplementary Table S1. Subsequently, the seamless cloning
products were transformed into E. coli DH5α cells. Recombinant
plasmid construction was confirmed by DNA sequencing. They
were then linearized with SalI, and transformed into P. pastoris
GS115 competent cells through electroporation. Positive clones
were screened using minimal dextrose (MD) plates, their activity
was demonstrated using skimmilk plates, and confirmed by DNA
sequencing.

Heterologous Expression and Purification
Positive clones were fermented as previously described [24].
Cultures were centrifuged at 8000 ×g for 10 min at 4°C and
crudely purified by the slow addition of ammonium sulfate until
80% saturation was achieved. After overnight dialysis against TE
buffer (20 mMTris-HCl, 500 mMNaCl, pH 7.5) at 4°C, the crude
samples were purified using a HisTrap HP affinity column
(General Electric Company, Boston, MA, United States). The
fractions containing pepsinogen were pooled and dialyzed against
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the TE buffer, then activated by adding 0.9 M HCl to adjust the
pH to ∼2 and subsequently incubated at 25°C for 10 min. The
prosegment was removed using Centricon filtration units with a
10 kDa molecular mass cutoff (Millipore, Boston, MA,
United States). All samples were stored in 20 mM sodium
acetate (pH 5.3) and analyzed using 12% sodium dodecyl
sulfate-polyacrylamide gel electrophoresis (SDS-PAGE,
Coomassie Brilliant Blue R250-stained). Finally, the
concentration of recombinant pepsin was measured using a
BCA protein quantificationkit (Yeasen Biotech Co., Ltd.,
Shanghai, China).

Enzymatic Activity and Kinetic Assays
The proteolytic activities of pepsin and its variants were
determined by measuring the amount of exposed tyrosine
residues during hydrolysis in 100 mM sodium citrate buffer
(pH 2.0), with 1% bovine hemoglobin as the substrate. A
mixture containing 0.5 ml of 1% bovine hemoglobin and
0.5 ml of appropriately diluted recombinant proteins was
incubated at 60°C for 10 min. The reactions were terminated
by adding 1.0 ml of 0.4 M trichloroacetic acid (TCA). Exposed
tyrosine residues were quantified by incubating reactions
containing 0.5 ml of the filtered supernatant, 2.5 ml of 0.4 M
sodium carbonate solution, and 0.5 ml of Folin’s phenol reagent
at 40°C for 20 min and then measuring absorbance at 680 nm.
Control samples were treated in a similar manner, but TCA was
added before adding the enzyme.

The initial reaction rates of recombinant proteins were also
determined at 60°C and a pH of 2.0, using 0.5–10.0 mg ml−1

bovine hemoglobin as the substrate. Kinetic parameters (Km, kcat,
and Vmax) were obtained by fitting the initial data to the
Michaelis–Menten nonlinear regression equation in the Origin
9.0 software (Origin Lab Corporation).

Half-Life Analysis
To evaluate thermostability, the half-lives (t1/2) of pepsin and its
mutants were measured at 65°C and 70°C. Recombinant
proteins were appropriately diluted with 100 mM sodium
citrate buffer (pH 2.0) and pre-incubated at 65°C and 70°C.
Samples were taken at regular intervals, and the residual
activities measured at 60°C and pH 2.0, as described in
Enzymatic Activity and Kinetic Assays. Initial activity,
before pre-incubation, was set to 100%.

Molecular Dynamics Simulation
The crystal structure of pepsin was obtained from the Protein
Data Bank (PDB: 4PEP), and all the crystal waters were removed.
The structures of the mutants were prepared using Discovery
Studio 2019. The Leap module of AMBER18 was used to fill the
missing atoms. The parameters were generated using the
AMBER14SB force field. The protein was placed in a TIP3P
water box with 12 Å buffer, and counter ions were added to
neutralize the system. The steepest descent and conjugate
gradient methods were used to optimize the structure. The
entire system was subsequently heated to 310 K and the
protein was constrained to 10 kcal/(mol Å2). The SHAKE
algorithm was employed to constrain chemical bonds

involving hydrogen atoms [25]. Finally, simulations were run
for 100 ns.

Statistical Analyses
All statistical analyses were performed using Origin 9.0 software,
with values expressed as the mean ± standard error of the mean.
A one-sample Student’s t-test was used to compare the mutant
and wild-type means. Statistical significance was set at p < 0.05.
For comparisons between the wild-type and mutants, *represents
p < 0.05, **represents p < 0.01, and ***represents p < 0.001.

RESULTS

Analysis of Catalytic Mechanism, Structural
Characteristics, and Stability Weaknesses
of Pepsin
Members of the aspartic protease family have a similar catalytic
mechanism. A nucleophile is formed from a water general-base
activated by Asp215, which subsequently attacks the carbonyl
oxygen of the scissile bond to form a gem diol of a tetrahedral
intermediate with Asp32. The proton transfer from Asp215 to the
leaving group is coupled with the regeneration of the proton of
Asp32 [26]. Finally, the peptide bond is broken. Thus, the
catalytic dyad composed of Asp32 and Asp215 is crucial for
the catalysis of pepsin. Two key points need to be avoided in the
thermostability design.

Many aspartic proteases have been reported to have similar
three-dimensional structures. For simplicity, the pepsin structure
can be divided into three regions: N-lobe, C-lobe, and connecting
domain (Figure 1). The N-lobe is made up of a series of ß-strands
that are folded into three layers of orthogonal packing: sheets IV,
VI, andII.The C-lobe has two orthogonal packing sheets, VII and
III, and a rather separate sheet V [27]. Several a-helices and loops

FIGURE 1 | Structural analysis of pepsin. Pepsin is divided into three
regions: N-lobe, C-lobe, and connecting domain. In the N-lobe, ß-strands can
be divided into three layers: sheets IV (magenta), VI (cyan), and II (blue) that are
orthogonally packed. In the C-lobe, ß-strands can be divided into two
orthogonal packing sheets, VII (grey) and III (purpleblue), and a rather separate
sheet V (orange). The connecting domain is composed of a six-stranded
antiparallel interdomain ß-sheet (yellow). Other secondary structures,
a-helices and loops are shown in red and green. The catalytic dyad is
represented by sticks.
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are also present in both lobes. The connecting domain is
comprised mainly of a six-stranded antiparallel interdomain ß-
sheet connecting the N-lobe and the C-lobe to form the
catalytic dyad.

Structural analysis revealed that the three ß-sheets in the
N-lobe form a continuous hydrophobic region, and the a-helix
near the connecting domain and adjacent loops cap the
hydrophobic core, further stabilizing the structure. Similarly, a
hydrophobic core is formed in the C-lobe, and the connecting
domain simultaneously interacts internally with the N- and C-
lobes [27]. The loops in pepsin are mainly ß-turns or ß-hairpins
that connect ß-strands. We speculated that pepsin may possess
two thermodynamic structural weaknesses: the relatively loose
internal hydrophobic packing and the high flexibility of the
surface a-helices and loops that are not part of the
hydrophobic cores. Therefore, there are two strategies for
improving the thermostability of pepsin: 1) designing ß-
strands that directly improve the interaction between ß-sheets
or ß-strands, and 2) designing a-helices or loops on the surface to
reduce local disorder.

Selection of Thermostability Predicting
Software Programs andMutation Screening
Principles
To investigate correlations between computational design
software programs and structural characteristics, we selected
several thermostability prediction software programs with
successful cases and with varying principles. PoPMuSiC is a
web server that predicts folding free energy changes (ΔΔG)
caused by single-site mutations in proteins. ΔΔG is a linear
combination of statistical potentials, considering the amino acid
type, torsion angles defining the backbone conformation, and
solvent accessibility. ΔΔG< 0 indicates that the mutant is more
stable than the wild-type. The thermostability of multiple
proteins has been improved using the PoPMuSiC algorithm
[9, 28, 29]. HoTMuSiC is a computational tool that uses an
artificial neural network to predict the change in melting
temperature ΔTm, upon the introduction of single-point
mutations, based on the imperfect correlation of
thermodynamics and thermal stabilities [30]. ΔTm > 0
indicates that the mutants are more stable than the wild-
type. Enzyme thermal stability system (ETSS) is an enzyme
redesign protocol that improves stability based on the TK-SA
model calculation and surface charge–charge interaction
analysis protocol [31, 32]. Charged amino acids are
computed using the ETSS and residues with ΔGqq > 0 are
deemed unstable for the given protein and considered to be
uncharged or oppositely charged amino acid mutations. ETSS is
effective at improving the thermostability of many enzymes [33,
34]. DeepDDG is a neural network-based method used to
predict changes in protein stability resulting from single-
point mutations. ΔΔG> 0 indicates that the mutant is more
stable than the wild-type. The neural network was trained on the
largest dataset of experimentally determined stability data from
various sources, and it predicted stability changes based on the
three-dimensional structure of a protein. This algorithm gave

Pearson correlation coefficients of 0.48–0.56 for three
independent test sets, outperforming 11 other methods [35].
Fireprot is a web server developed by Musil et al., which
integrates 16 computing tools, including Clustal ω, Rosetta,
and FoldX [36]. The algorithm combines energy- and evolution-
based approaches to predict stable mutations. Prior to virtual
mutation, correlation and conserved analyses are performed to
exclude important residues. Surprisingly, the phylogenetic
analysis enabled the identification of mutations stabilized by
entropy, which could not be predicted by force field
calculations [36].

We chose the above-mentioned representative and unique
software programs. By analyzing the successful cases of these
software programs, mutations were found in a-helices, ß-strands,
and loops distributed in the interior and surface of proteins, thus
meeting the requirements of our analysis of thermodynamic
weaknesses. Among these software programs, PoPMuSiC,
HoTMuSiC, ETSS, and DeepDDG provided mutation
rankings. Based on the highest-ranking batch and the principle
of scattered mutation points, we selected four mutations
predicted by each software program for follow-up
experimental verification. The top 20 mutations predicted by
PoPMuSiC, HoTMuSiC, ETSS, and DeepDDG are shown in
Supplementary Tables S2–S5 to assist with explaining the
screening principles. The number of mutations given by
Fireprot was limited; thus all mutations were selected for
further experiments.

Thermostability Detection of Mutations
Designed Based on Energy From Multiple
Software Programs
Based on the screening described above, 34 single-site mutants
were constructed and transformed into P. pastoris for expression,
using the pPIC9K-pepsinogen plasmid as the template. The
mutants predicted based on energy (from PoPMuSiC,
HoTMuSiC, ETSS, DeepDDG, and Fireprot-Energy) were
tested as a set. To rapidly screen the mutants, we used crude
enzyme to measure thermostability. One unit of enzyme activity
was defined as the amount of enzyme required to hydrolyze
bovine hemoglobin toproduce 1 μg tyrosine per minute at 60°C
and pH 2.0. HCl (0.9 M) was added to the fermentation broth
supernatants and the pH was adjusted to 2.0, to convert
pepsinogen into pepsin. The acidified fermentation broths
were incubated at 65°C for 3 min and then cooled on ice.
Changes in enzyme activity before and after incubation were
measured to reflect the thermostability of recombinant
proteins. Enzyme activity before incubation was plotted at
100%. The results are shown in Figure 2A. Apart from the
mutations selected by energy-based Fireprot, some mutants
predicted by PoPMuSiC, HoTMuSiC, ETSS, and DeepDDG
resulted in complete loss of enzyme activity before incubation.
These occurred mainly at Gly85, Asp87, Gly102, and Arg315.
The remaining mutants did not improve pepsin
thermostability. These results indicate that the energy-based
mutants were not associated with the thermodynamic
weakness of pepsin, and some were located on critical
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pepsin residues, resulting in the collapse of the
hydrophobic cores.

To guide the follow-up design, we analyzed the positions of the
above mutations to confirm the structural weakness of pepsin. As
shown in Figure 2B, Ala66 and Asp159 are on loops, Tyr114 and

Gln232 are on a-helices, and the remaining mutation sites are on
ß-strands. Thr28, Gly85, Asp87, Asp96, and Gly102 are located
on the three ß-sheets of the N-lobe, which are stacked
orthogonally to form hydrophobic cores; Asp3, Glu4, Arg315,
and Lys319 are located on the closely packed ß-sheet in the

FIGURE 2 | Thermostability results and analyses of positions of the set of mutations predicted using various energy-based software programs. (A) Software
programs’ parameters and relative activities of single-point mutations after incubation at 65°C for 3 min. Data are mean ± s.e.m. ***p < 0.001, **p < 0.01, *p < 0.05. Data
are from three independent experiments. (B) Positions of mutations on the pepsin structure. a indicates that the activity of the original crude enzyme is too low to be
measured.
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connecting domain; Thr222, Thr261, Thr283, and Tyr309 are
located in the orthogonally packed ß-sheets in the C-lobe. The
a-helices where Tyr114 and Gln232 are located are also close to
hydrophobic cores; the Gln232 side chain is oriented towards the
protein, and Tyr114 is an aromatic amino acid. Thus, most of the
mutations are located on or near hydrophobic cores, and changes
in hydrophobic cores can easily cause enzyme inactivation [37].
The results showed that pepsin’s hydrophobic cores were tightly
packed, and were not the major thermodynamic structural
weakness of the enzyme. Mutations in the compact region can
have long-range effects. Therefore, when further strengthening
the internal packing, mutations in the ß-strands and a-helices
involving hydrophobic cores lead to enzyme inactivation.
Although the computational design results showed that the
overall energy of these mutants was greatly reduced, the
probability of protein structure destruction was very high.
Thus, mutations on ß-strands or inside a-helices are not
suitable and mutations guided by the real structural
weaknesses—flexible regions on the surface of pepsin—need to
be selected.

Detection of Thermostable Mutants
Predicted by Fireprot Based on Evolution
Fireprot also identified 10 mutations based on evolution
(Table 1). As mentioned above, mutations on tightly packed
sheets and a-helices are less feasible, and surface a-helices and
loops are the main thermodynamic weakness points of pepsin.
Thus, we initially analyzed the positions of these 10 mutations. As
shown in Figure 3A, E65Q is on the orthogonally packed ß-sheet
of the N-lobe, L167F is on the tightly packed ß-sheet of the
connecting domain, D200N is on the ß-turn of the C-lobe, L140M
and W141M are on the a-helix, which is part of the hydrophobic
core, and the other five mutations are on the loops or a-helices on
the surface of pepsin. Thus, A24P, D52N, Q55R, S129A, and
S270P mutants were set as the experimental group, and E65Q,
L140M, W141M, L167F, and D200N were set as the control
group. As described above, we measured the thermostability of

the crude enzymes, the results of which are shown in Figure 3B.
The wild-type pepsin retained 32.4% of its original activity after
incubation for 3 min at 65°C. Among the mutants in the
experimental group, the thermostabilities of A24P, D52N,
E65Q, and S129A were significantly improved, with D52N and
S129A retaining 75.4 and 63.5% of their initial activity,
respectively. Only S270P showed a slight decrease in
thermostability. The thermostability of mutants in the control
group decreased, particularly L140M and W141M. The results
indicate that the above strategy of being guided by the
thermodynamic weakness of pepsin can rapidly and
effortlessly guide mutant design.

Mutants A24P, D52N, E65Q, and S129A, which had improved
thermostability, were purified (Supplementary Figure S1). The
thick band around 35 kDa is unglycosylated pepsin, and the fuzzy
fine band above it is O-glycosylated pepsin, both of which are
consistent with previous reports. Glycosylation is used to enhance
the thermostability of proteins, and Yoshimasu et al. confirmed
that the thermostability of O-glycosylated pepsin was improved

TABLE 1 | Single-point mutations predicted by Fireprot based on evolution.

Mutation by Fireprot
based on evolution

BTC by majority BTC by ratio FoldX kcal/mol

A24P Y N −1.34
D52N Y Y −0.92
Q55R Y Y −0.97
E65Q N Y −0.19
S129A Y N −0.43
L140M T N −0.48
W141M Y N −0.70
L167F Y N −1.36
D200N Y Y −0.54
S270P Y Y −2.16

BTC is the abbreviation of Back-to-consensus analysis. BTC by majority means the
mutations on the positions where the consensus residue frequency is at least 50%. BTC
by ratio means the mutations on the positions where the consensus residue frequency is
more than 40% and is at least five times more than the wild-type residue. Y means yes, N
means no.

FIGURE 3 | Analysis of the positions and thermostability results of
mutations predicted using Fireprot based on evolution. (A) Positions of
mutations on the pepsin structure. (B) Relative activities of mutants after
incubation at 65°C for 3 min. Data are mean ± s.e.m. ***p < 0.001,
**p < 0.01, *p < 0.05. Data are from three independent experiments.

Frontiers in Physics | www.frontiersin.org September 2021 | Volume 9 | Article 7552536

Zhao et al. Thermostability Modification of Pepsin

64

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


[24]. Therefore, it was retained in the experiment. The half-lives
(t1/2) at 65°C and 70°C were measured and 1% bovine hemoglobin
was used as the substrate to determine changes in thermostability
(Table 2). The t1/2 values of A24P and Q55R at 65°C and 70°C
were slightly improved. The t1/2 of S129A at 65°C and 70°C
increased by 55.6 and 66.3%, respectively, while that of D52N at
65°C and 70°C increased by 308.1 and 200.0%, respectively.

The activities of the mutants D52N and S129A were
determined at pH 2.0 and 60°C, using 1% bovine hemoglobin
as the substrate. The kinetic parameters were also measured
under these conditions using gradient concentrations of bovine
hemoglobin (Supplementary Figure S3). As shown in Table 3,
compared with the wild-type, the activities of the D52N and
S129A mutants decreased by 31.8 and 23.3%, respectively. The
Km values of D52N and S129A were 2.12 ± 0.05 and 1.40 ±
0.09 mg ml−1, 130.4 and 52.2% lower than that of the wild-
type, respectively. Thus, although kcat values improved, the kcat
and kcat/Km values of D52N and S129Amutants decreased by 37.0
and 27.0%, respectively.

Structural and Mechanistic Analysis of
Mutations
Dynamic simulation analysis was performed to explore the
mechanism of the effect of mutations on the thermostability
of pepsin and its mutants. Single-point mutations D52N and
S129A were introduced into the crystal structure of pepsin using
Discovery Studio 2019, and a stable structure was obtained
through a 100 ns MD simulation. The root mean squared
deviations (RMSDs) of the protein backbones are shown in
Supplementary Figure S2. The RMSD of the wild-type and the
D52N and S129A substituted structures were approximately
2.5 Å, 1.5 Å, and 1.5 Å, respectively, indicating that the three
systemsare stable, and that D52N and S129A are more stable
than the wild-type. A snapshot was extracted from each of the

three stable structures for structural analysis (Figure 4). The
D52N substitution was located on the a-helix on the protein
surface, and formed hydrogen bonds with Leu48 and Ala49,
making the a-helix more stable and improving structural
rigidity. The S129A substitution was located in a loop on the
protein surface. The replacement of Ser with Ala promoted
the hydrophobic packing of Pro126, Gly132, Ala133, and
Pro135, making this region more stable.

Furthermore, isotropic temperature factors (B-factors) of the
three systems in the last 10 ns of the simulation were calculated to
measure the residue fluctuations relative to their mean positions.
As shown in Figure 4, we found that the D52N substitution
reduced the flexibility of position 52, and the flexibility of Leu48
and Ala49 also decreased, but to varying degrees. After S129A
substitution, the flexibility of position 129 decreased, and the
flexibility of Pro126, Gly132, and Pro135 of the residues forming
the hydrophobic packing decreased by different degrees, with the
biggest decrease being noted in Pro126 and Pro135.

DISCUSSION

Numerous breakthroughs have recently beenmade in the study of
enzyme thermostability. The structural rigidity of proteins has
been associated with their thermostability through the
comparison of mesophilic and thermophilic variants [38].
Protein engineering, which includes the introduction of
hydrogen bonds, salt bridges, and disulfide bonds to enhance
local rigidity and improve enzyme thermostability, further
confirmed this finding [39–41]. Rigidifying flexible sites is a
common strategy that seems to be similar to that employed in
our study, which involved improving the thermostability of
proteins by analyzing the flexible regions of proteins and then
rigidifying these sites. However, this strategy is associated with
some difficulties when it comes to determining the flexible
regions, for example, the crystal structure does not perfectly
reflect the flexibility of the protein in the solution, the
molecular dynamics is complex and time-consuming, and
choosing possible positions to be rigidified [42]. Therefore, as
a non-regular secondary structure with high flexibility, loops are
often chosen as potential sites for rigidification. Rigidifying loops
combined with saturation mutagenesis, proline substitutions, and
ΔΔG calculations in Rosetta have been applied to the
thermostability modifications of lipase, luciferase, and
transketolase, with the qualitative prediction accuracy of the
Rosetta program reaching 65.3% [43–45]. However, the
flexibility of some sites is critical to the catalytic activity of the

TABLE 2 | Half-life (t1/2) values of wild-type (WT) and mutant pepsin.

Enzyme t1/2 (min)

65°C 70°C

WT 3.20 ± 0.09 0.80 ± 0.03
A24P 3.42 ± 0.01* 1.14 ± 0.08*
D52N 13.06 ± 0.27*** 2.40 ± 0.03***

Q55R 3.42 ± 0.05* 1.10 ± 0.04*
S129A 4.98 ± 0.21* 1.33 ± 0.02**

Data are mean ± s.e.m. ***p < 0.001, **p < 0.01, *p < 0.05. Data are from three
independent experiments.

TABLE 3 | Kinetic analysis of wild-type pepsin and its mutants.

Specific activity
U mg−1

Km mg mL−1 Vmax μM s−1 mg−1 kcat s
−1 kcat/km mL mg−1 s−1

WT 3173 ± 73 0.92 ± 0.03 2369.97 ± 31.63 16589.81 ± 221.44 18071.43 ± 316.46
D52N 2164 ± 5*** 2.12 ± 0.03*** 3441.65 ± 66.06** 24091.55 ± 462.45** 11383.44 ± 364.13**

S129A 2433 ± 14*** 1.40 ± 0.09* 2607.35 ± 1.99*** 18265.42 ± 13.94*** 13193.22 ± 847.37*

Data are mean ± s.e.m. ***p < 0.001, **p < 0.01, *p < 0.05. Data are from three independent experiments.
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enzyme, and rigidifying will cause significant damage [46, 47]. In
our study, the loop regions were not focused on in advance.
Instead, the major thermodynamic weakness points were
determined through in-depth structural analysis and were
subsequently used as the targets to guide thermostability
design. Qualitative prediction accuracy of the computational
design with the assistance of thermodynamic weakness
reached 80.0%. Structural weaknesses, not limited to loop
regions with high flexibility, provide a more comprehensive
perspective and more potential sites. In our study, we designed
the mutant D52N, which is located on an a-helix, which may be
ignored when rigidifying flexible sites.

The conformational fluctuation of a protein increases when it is
exposed to high temperatures. High fluctuation yields reversible or
irreversible protein unfolding, leading to loss of function [48].
Therefore, regions that have fewer contacts with the surrounding
residues fluctuate significantly and can easily trigger protein
unfolding. This is why loops are often chosen as mutation sites
[45]. However, the results of agarase AgWH50C from Agarivorans
gilvus WH0801 and glucose oxidase from Aspergillus niger showed
that modification of other secondary structures within the protein
can significantly enhance thermostability, and modification of
loops is not the only option [33, 49]. Therefore, based on its
high-resolution crystal structure, pepsin is divided into
hydrophobic cores and surface covering areas. At high
temperatures, the solvation of hydrophobic cores caused by
surface fluctuations and the collapse of hydrophobic cores can
result in thermodynamic weaknesses. The surface flexible regions
were confirmed as the major points of thermodynamic weakness
and subsequently used in computational design. The results also
showed that mutants on the surface flexible regions enhanced the
thermostability of pepsin by reducing local fluctuation. We also

found that the enzyme’s reaction temperature can reflect its
structural rigidity, to a certain extent, providing some guidance
for follow-up mutation design. Pepsin is mainly composed of
orthogonally packed antiparallel ß-sheets, which are stable
enough to form hydrophobic cores, while most of the flexible
regions are located on the protein surface. The optimum reaction
temperature for pepsin was determined to be 60°C, and after
incubation at 60°C for 30 min, the enzyme still retained more
than 50% of its peak activity, indicating the rigidity of the pepsin
structure. The results of the set of mutations provided by energy-
based prediction software programs confirmed this result.
Therefore, pepsin’s rigidity implies that the flexible regions on
the surface are the major thermodynamic weakness point, and its
design is more feasible. Compared with our results, Guo et al.
generated a mutation on the surface ß-strand to increase the
thermostability of BsAPA at an optimum temperature of 75°C
[23]. Chen et al. generated a mutation on the surface a-helix to
improve the thermostability of L-rhamnose isomerase at an
optimum temperature of 85°C [50]. Mu et al. generated an
interior mutant to improve the thermostability of
glucoseoxidase via enhancing internal hydrophobic packing at
an optimum temperature of 40°C [51]. The results of these
studies are consistent with our finding that the reaction
temperature reflects structural rigidity, to a certain extent, which
assists in modifications.

The prediction software programs utilized in this study also
have a cross-linked application in enzyme thermostability. In a
study on improving the thermostability of agarase AgWH50C,
Zhang et al. used a cross-linked protocol combining PoPMuSiC,
HoTMuSiC, and ETSS, and successfully screened three mutations
with improved thermostability from seven potential mutations
[49]. This showed that combining multiple software programs

FIGURE 4 | Conformational analysis of wild-type (WT) and mutant pepsin. (A)Mutant D52N formed new hydrogen bonds with Leu48 and Ala49. The B-factors of
these residues decreased compared with the wild-type. (B)Mutant S129A promoted hydrophobic packing in the loop. The B-factors of most these residues decreased
compared with the wild-type.
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can effectively reduce the scope of mutations for experimentation.
However, in our study, the four mutations with improved
thermostability performed poorly in PoPMuSiC, HoTMuSiC,
and ETSS, only exhibiting positive performance in DeepDDG,
and the best mutations (D52N and S129A) were not at the top of
the list (Table 4). The linear combination of the statistical
potentials used by PoPMuSiC depends on the volume of the
wild-type and mutant amino acids [13]. The volume terms were
also considered in the standard and temperature-dependent
statistical potentials of HoTMuSiC [30]. Therefore, partial
consistency in the results is expected. However, PoPMuSiC
only considers the torsion angles defining the backbone
conformation, whereas HoTMuSiC does not consider local
structural rearrangements upon residue substitutions in the
hydrophobic cores. ETSS does not consider the pH of the
enzymatic reaction. Under the optimal pH for pepsin (2.0),
the charge of the residue changes significantly, possibly
causing errors [34]. Thus, each software program has its own
limitations, and considering the structural weaknesses of the
enzyme will be a highly appropriate choice.

Thermostability modification is an important method for
improving the industrial value of enzymes. Apart from quite
blind and inefficient directed evolution, there have been many
successful cases in the past decade involving local minor
modifications such as introducing non-covalent or covalent
interactions, increasing proline levels, or deleting glycine
through protein engineering [52]. However, it is still difficult to
accurately determine the regions and residues to be modified.
Although thermostability prediction software programs can
identify a clear mutation, their accuracy and effectiveness are
poor and they therefore have low applicability [53]. By
improving the thermostability of pepsin, we showed that
thermodynamic weakness combined with rational design guided
by prediction software programs can solve the difficulties involved
in identifying the regions and the replacement residues, thus
improving the accuracy of rational thermostable protein design.
However, we must recognize that while we effectively and

accurately obtained mutants with improved thermostability,
assisted by the thermodynamic weakness of pepsin, in-depth
structural analysis was based on high-resolution protein
structure, which is a challenge for structure determination and
prediction. The types and structures of enzymes vary, and the
identification of thermodynamic weaknesses in different enzyme
families requires comprehensive research. It is also necessary to
develop systematic testing methods and trial-and-error
experiments. Decreased activity of mutants with improved
thermostability is the common activity-stability trade-off in
enzyme design [54]. This needs to be addressed through
additional research. Nevertheless, our research provides an
effective method for modifying enzyme thermostability.
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Confined Monolayer Ice Between
CaF2 (111) and Graphene: Structure
and Stability
Shi-Qi Li, Shi Qiu, Hongsheng Liu, Maodu Chen and Junfeng Gao*

Key Laboratory of Materials Modification by Laser, Ion and Electron Beams, Dalian University of Technology, Ministry of
Education, Dalian, China

Water monolayer can form in layered confined systems. Here, CaF2 (111) and graphene
are chosen as modeling systems to explore the structure and stability of confined
monolayer water. First, water molecules tend to intercalate into a confined space
between graphene and CaF2, rather than on a bare surface of graphene. Water
molecules can move fast in the confined space due to a low diffusion barrier. These
water molecules are likely to aggregate together, forming monolayer ice. Four ice phases
including ice II, ice III, ice IV, and ice Ih are compared in this confined system. Intriguingly, all
the ice phases undergo very small deformation, indicating the 2D monolayer ice can be
stable in the CaF2–graphene–confined system. Beyond, projected band structures are
also plotted to understand the electronic behavior of these confined ice phases. Nearly all
the bands originated from confined ices are flat and locate about 2–3 eV below the Fermi
level. Binding energy calculations suggest that the stability sequence in this confined
system as follows: Ih-up ≈ Ih-down ≈ II < IV < III. Our results bring new insights into the
formation of water monolayer production in such a confined condition.

Keywords: structure and stability, confined water, graphene, ice phases, first-principle calculations

INTRODUCTION

The behavior of water at surfaces and a nanoconfined space [1] in two, three, or one dimensions is
significantly different from that in bulk ice [2–4]. Understanding the structural tendencies of
nanoconfined water is of great interest in biology [5], material science [6–8], nanofluidics [9],
tribology, and, most recently, electronics [10, 11]. Because of various possible hydrogen bond
networks, the structure of water is notoriously perplexed [12], rising as one of the most challenging
issues in the 21st century [13]. The subtle interplay between the water–substrate and water–water
interactions brings about many new distinctive ice configurations on different substrates [14–18]. In
vacuum and on weakly interacting substrates, Xu et al. [14] found a helical ice monolayer with every
six water molecules helically arranged along the normal of the basal plane by performing an intensive
structural search based on ab initio calculations. On Au(111), a two-dimensional (2D) interlocked ice
consisting of two flat hexagonal water layers in which the hexagons in two sheets are in registry is
imaged by non-contact atomic force microscopy and identified by density functional
calculations [15].

Except for various types of monolayer ice formed on surfaces, 2Dmonolayer-confined ice also has
drawn much attention due to its relevance to a series of processes in nature and industry [19].
Nevertheless, the structures of 2D monolayer ice under distinct confinements are still under debate.
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Recently, by performing scanning probe microscopy (SPM),
graphene ultrathin coatings are utilized to assist the
visualization of interfacial water adlayers. This made
remarkable progress on interfacial water. Xu et al. [20]
observed water adlayers on mica coated by monolayer
graphene at room temperature by using atomic force
microscopy. The graphene coating can stably “fix” the water
adlayer structures, thus permitting the detection of the structure
of the first water adlayers under ambient conditions [21].
Therefore, the presence of ambient water adlayers between
graphene [19] and various substrates, including mica [11,
21–24], SiO2 [25, 26], BaF2 [27], SiC [28], sapphire [29], Ni
[30], Ru, Cu [31], and Si [32], has been widely studied by
experimental probing techniques. Taking mica as an example,
the structure of the first wetting adlayer confined between
graphene and mica is unique, quite different from ice Ih, due
to strong mica–water interaction [21]. The structural
characteristics of intercalated water adlayers between
graphene and mica under a thermal treatment were also
investigated by Ochedowski et al [22]. They showed that
the intercalated water adlayers are partially removed under
mild heating (200°C), and the defect density increases,
leading to “nanoblister” formation at a temperature of
600°C, causing a transition from the p-type to n-type for
graphene layers [22].

CaF2 (111)/graphene is an excellent platform to trap water
molecules and generate confined ice layers. Recently, the
formation of a several monolayer thick hydration layer on a
graphene-coated hydrophilic substrate CaF2 (111) was revealed
[33]. The first layer is so stable that it cannot be removed upon
heating. After this, hydration layers confined between graphene
and the CaF2 substrate were found to electronically modify
graphene as the material’s electron density transfers from
graphene to the hydration layer [34]. However, the structure
and stability of monolayer ice confined between CaF2 (111) and
graphene remain unclear. In an experiment, many factors can
influence the hydration layers and properties of graphene [35],
such as the types of adhesive tapes [23], other adsorbents [22],
and additives. So a theoretical study on structural information
and stability of water confined between graphene and CaF2 at the
atomic level is urgently needed.

In this study, the structure and stability of monolayer ice
confined between CaF2 (111) and graphene are investigated
systematically based on first-principles calculations. Water
molecules tend to aggregate together to form monolayer ice.
A water molecule will automatically move to the “edge” of the
top surface of the ice layer, promoting monolayer ice growth
and prohibiting multilayer nucleation. Beyond, the energy
barrier for water diffusion between CaF2 (111) and graphene
is very low. Thus, water molecule can move freely and
connect with each other into a monolayer ice between
CaF2 (111) and graphene. Four probable ice phase
structures including ice II, ice III, ice IV, and ice Ih are
studied in our confined system. All the ice phases are
maintained with only small deformations in the
CaF2–graphene–confined system. Binding energy suggests
that the most stable monolayer ice confined between CaF2

(111) and graphene is phase-III. Confined ice III is
thermodynamically stable under a wide temperature and
pressure span according to the calculated phase diagram.
Furthermore, the band structures of these systems are plotted
to explore the electronic properties of confined ice phases.
The bands originated from confined ice are flat and locate
about 2–3 eV below the Fermi level.

METHODS

All the first-principles calculations are based on the DFT, which is
implanted in the Vienna ab initio simulation package code (VASP)
[36]. The Perdew–Burke–Ernzerhof version of the generalized
gradient approximation (GGA-PBE) was chosen as the
exchange-correlation functional [37] along with the dispersion
correction introduced by Grimme (PBE + D3) [38]. In this
work, all atoms were fully relaxed using DFT with vdW
correction to obtain the equilibrium distance. The electron wave
functions are solved with plane wave basis set in conjunction with
pseudo potentials by the projector augmented wave (PAW)
method [39]. The K points in the first Brillouin zone (BZ) are
generated in the form of a Monkhorst–Pack 4 × 4 × 1 grid [40]. A
500 eV kinetic cutoff energy was used for the plane wave basis. The
structure of water confined between CaF2 (111) and graphene were
optimized using standard local optimization algorithms with
convergence criteria of 10−4 eV for both electronic and ionic
relaxation. In our CaF2 surface slab, there is a net dipole along
the Z direction, which will introduce an artificial electric field in
calculations with periodic boundary conditions (PBC), and the
dipole correction scheme introduced by Neugebauer and Scheffler
is applied in all calculations [41, 42]. To avoid spurious interactions
between neighboring structures in the tetragonal supercell, a
vacuum layer of 25 Å was included in all non-periodic directions.

The surface lattice of CaF2 (111) is 3.86 Å, which is in good
agreement with prior studies, and the CaF2 (111) surface slab is
terminated with fluorine atoms and composed by two F-Ca-F
triple layers. The lattice of graphene is 2.46 Å. All the ice
structures including ice II, ice III, and ice IV are from MD
simulations [43], which will be intercalated between CaF2
(111) and graphene. We choose 4 × 4 CaF2 (111)/3 × 3 ice II/
6 × 6 graphene, 3 × 3 CaF2 (111)/2 × 2 ice III/5 × 5 graphene, 4 × 4
CaF2 (111)/1 ×

�
3

√
ice IV/6 × 6 graphene, and 4 × 4 CaF2 (111)/3

× 3 ice Ih/6 × 6 graphene to construct the confined systems. The
lattice mismatch of these supercells is 4.4, 5.9, 8.1, and 8.1% for
CaF2 (111)/ice II/graphene, CaF2 (111)/ice III/graphene, CaF2
(111)/ice IV/graphene, and CaF2 (111)/ice Ih/graphene,
respectively.

Water molecule diffusion barriers are calculated via the
climbing image–nudged elastic band (CI-NEB) [44] method.
This technique can efficiently map the minimum energy path
and find the saddle points between two given local minima for the
system. Six intermediate images are used in CI-NEB calculations.
Each image was relaxed until the forces on the atom were less
than 0.02 eV/Å.

The binding energies of monolayer ice phases between the
CaF2 and the graphene system are calculated as follows:
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Eb � [E(Total)−E(CaF2)−E(Graphene)−N(H2O)∗E(H2O)]/N(H2O), (1)

where E(Total), E(CaF2), E(Graphene), and E(H2O) is total
energy of the CaF2/H2O/graphene system, a clean CaF2(111),
graphene sheet, and an isolated water molecule, respectively.

RESULTS AND DISCUSSION

Stratification Test and NEB Calculations
CaF2 (111)–graphene is an excellent platform to trap water [33,
34]. These water molecules are likely to aggregate together
forming monolayer connecting with each other by hydrogen
bonding. We perform stratification test to make certain the
confined ice is monolayer or not. As shown in Figure 1A, we
put a water molecule on top of the monolayer water structure
confined between CaF2 (111) and graphene. After optimization,
the water molecule move to the edge of the existing water
structure forming a new monolayer (Figure 1B). This process
is barrierless, during which the binding energy decrease by
0.73 eV/H2O. Therefore, the confined ice between CaF2 (111)
and graphene must be monolayer.

Furthermore, the water molecule diffusion between CaF2
(111) and graphene is investigated using the CI-NEB method.
As shown in Figure 1C, the water diffusion energy barrier is
0.19 eV from initial adsorption local minima (I.S., Figure 1D) to
final adsorption local minima (F.S., Figure 1F). During this
process, the water molecule is first locates on the top of Ca
atom (Figure 1D), then moves to the hollow site (Figure 1E), and
finally locates on the top of the neighboring Ca atom (Figure 1F).

Choosing the total energy of the I.S. system as a reference, the
energy of F.S. and T.S. are all listed in the Figures 1E,F (0.19 eV
and −0.06 eV). The speed of water diffusion can be characterized
by the water diffusion coefficient DH2O which can be estimated
from the diffusion barriers by the following formula:

DH2O � a2] exp(−ΔE
KBT

), (2)

where a is the distance of the hop along the diffusion pathway and
] is the attempt frequency, about 1013 Hz, which is generally in the
range of phonon frequencies [45, 46]. ΔE is the diffusion energy
barrier [45]. KB is the Boltzmann constant and T represents the
temperature. According to the diffusion results, at room
temperature (T � 300 K), the water diffusion coefficient DH2O is
calculated as 8.35 × 10−6 cm2/s. The low diffusion energy barrier
and high diffusion speed of water molecule provide strong evidence
for monolayer ice formation between CaF2 (111) and graphene.

Structure and Stability of Confined Ice
Four monolayer ice phases including Ice II [43], III [43], IV [43],
and Ih are intercalated between CaF2 (111) and graphene. All the
free-standing structures of the four ice phases are depicted in the
Supplementary Figure S1 in Supporting Information. For ice Ih,
two cases in which H atoms pointing to CaF2 (Ih-down) or
graphene (Ih-up) are all considered. The optimized results are
shown in the Figures 2A–E.

The monolayer ice II has a planar hexagonal morphology, and
it is made up of two kinds of water molecules with different
orientations. The plane of every water molecule is perpendicular
to the planes of three nearest-neighbor molecules. Besides, the

FIGURE 1 | Initial (A) and final (B) geometric structures for the stratification test along with their corresponding binding energies. (C) Calculated energy barriers for
water molecule diffusion between CaF2 (111) and graphene. (D–F) Top- and side-view geometric structures of the initial state (I.S.) (D), transition state (T.S.) (E), and final
state (F.S.) (F) of water molecule diffusion between CaF2 (111) and graphene. The total energies for I.S., T.S., and F.S. are all denoted in the bottom as a reference of I.S.
In all panels, the black, red, green, flesh pink, and light blue spheres represent the C, O, H, F, and Ca atoms, respectively.
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monolayer ice II displays considerable net polarization because all
the dipole vectors of water molecules are parallel to the longest
diagonal of a hexagon. As shown in Figure 2A, under
confinement of graphene and CaF2 (111), the structural motifs
of ice II change slightly. The location and orientation of water
molecule whose plane is parallel with the CaF2 (111) is nearly
unchanged. Nevertheless, those water molecules whose plane is
vertical with CaF2 (111) rotates slightly to form hydrogen bonds
with F atoms. The unit cell is still the six-numbered planar ring,
and the hydrogen bond network is the same with ice II which
satisfy the ice rule.

Different from ice II, monolayer ice III is composed of planar
rhombic rings and all the water molecules tilt with respect to the
plane of oxygen. When intercalated into CaF2 (111) and
graphene, it distorts slightly. The four-membered unit cell
almost remains unchanged, but the orientations of water
molecules become disorganized and delamination appears.
Unlike ice II-III, oxygen atoms of ice IV are in alternative
ridges with different height in the normal direction. Under
confinement, the unit cell of ice IV also changes from
rhombic to four-and five-membered rings (Figure 2C).

Ice Ih is also intercalated into the CaF2 (111) and graphene.
Two cases of ice Ih are tried as shown in Figures 2D,E. In the
Figure 2D, all the hydrogen atoms are pointing to the graphene
coating, while in the Figure 2E, all the hydrogen atoms are
pointing to the CaF2(111). These two ice configurations are called
“Ih-up” and “Ih-down,” respectively. In the two cases, the ice
structure nearly remains unchanged. The hydrogen atoms tend to
point to the CaF2 (111), so in the structure of “Ih-up,” some water
molecules rotate to point to the CaF2 (111).

To further determine the stability of these monolayer ice phases
when they are confined between CaF2 (111) and the graphene system,
the binding energies of monolayer ice phases between the CaF2 and
the graphene system are calculated via Eq. 1. The results are shown in
Figure 2F. Clearly, the stability sequence is: III (−0.851 eV/H2O) > IV
(−0.744 eV/H2O) > II (−0.738 eV/H2O) ≈ Ih-up (−0.739 eV/H2O) ≈
Ih-down (−0.733 eV/H2O). Intriguingly, ice III possesses largest
binding energy (−0.85 eV/H2O), demonstrating its high stability
confined between CaF2 (111) and graphene. Moreover, we have
also tried several amorphous water structures in this confined
system by random distributing the water molecules. As shown in
Supplementary Figure S2, the amorphous water layers retain a
monolayer character. But these two amorphous structures are less
stable than ordered ice phases. The stability sequence is: III
(−0.851 eV/H2O) > IV (−0.744 eV/H2O) > II (−0.738 eV/H2O) ≈
Ih-up (−0.739 eV/H2O) ≈ Ih-down (−0.733 eV/H2O) > Amor-1
(Supplementary Figure S2A) (−0.65 eV/H2O) > Amor-2
(Supplementary Figure S2B) (−0.55 eV/H2O).

To understand the stability and structural properties through
electronic properties, the band structures of the CaF2/graphene
system and five ice phases confined between CaF2 (111) and
graphene are presented in Figures 3A–F, respectively. Due to the
different size of the graphene’s supercell, the location of Dirac cone is
distinct. The contribution from graphene and CaF2 (111) is plotted
in Figure 3A. Before ice intercalation, the gap of CaF2 (111) bands is
about 6.35 eV; while in the ice confined systems, the gap changes
slightly, in the range of (5.5, 6.18) eV. Additionally, in CaF2 (111)/II/
graphene and CaF2 (111)/Ih-down/graphene, the CaF2 (111) bands
both move downward probably because most H atoms point to the
CaF2 (111) surface. The contribution to each band from ice phases

FIGURE 2 | Structures of five ice phases including ice II (A), III (B), IV (C), and Ih (D,E) confined between CaF2(111) and graphene. According to the different
orientations of OH, ice Ih can be classified into two kinds. In all panels, the black, red, green, flesh pink, and light blue spheres represent the C, O, H, F, and Ca atoms,
respectively. (F) The binding energies of monolayer ice phases between the CaF2 and the graphene system. Light blue spheres represent the C, O, H, F, and Ca atoms,
respectively.
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are all depicted in Figures 3B–F. For these five ice phases, band
dispersion is very flat along the high symmetry directions in the
Brillouin zone. Besides, the ice bands are all located at the deep
energy level at least 2–3 eV lower than the Fermi level. Similarly, due
to the orientation of H atoms, the locations of bands originated from
ice II and ice Ih-down are the deepest among these five ice phases
[(−3.79, −2.93) (−5.36, −3.02) eV].

Phase Diagram
Binding energy results demonstrate the highly kinetic stability of ice
III; nevertheless, under real environment, the water pressure and
temperature must be considered. Based on first-principles
thermodynamic calculations [47–50], the free Gibbs energy
change ΔG of the CaF2 (111)/ice III/graphene confined system is
defined as:

FIGURE 3 | Band structures of CaF2 (111)/graphene (A), CaF2 (111)/II/graphene (B), CaF2 (111)/III/graphene (C), CaF2 (111)/IV/graphene (D), CaF2 (111)/Ih-up/
graphene (E), and CaF2 (111)/Ih-down/graphene (F), respectively. Here, the red parts represent the contribution frommonolayer ice. The Fermi levels are set to zero and
indicated by the blue line.

FIGURE 4 | (A) Gibbs free energy change ΔG for freestanding ice III and the CaF2 (111)/ice III/graphene system versus the chemical potential change of the gas
water molecule. (B) The phase diagram for free standing ice III and the CaF2 (111)/ice III/graphene system under different P and T.
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ΔG � [E(Total)−E(CaF2)−E(Graphene)−N(H2O) ∗ Δμ
(H2O)]/A, (3)

where E(Total), E(CaF2), E(Graphene), and E(H2O) is total
energy of the CaF2/H2O/graphene system, clean CaF2 (111),
graphene sheet, and isolated water molecule, respectively. A is
the surface area and N(H2O) is the number of the water
molecules included in the ice phases. Δμ(H2O) is the
chemical potentials of water in gas phase, which can be
associated with the DFT results and experimental
thermodynamic data, as follows:

Δμ(H2O)� E(H2O) + μg(P0,T) − KbTln[Pg(H2O)/P0], (4)

where P0 � 1 bar and the μg(P0, T) represents the standard
chemical potential of gas water, which can be obtained from
standard thermodynamic tables [51].

The free Gibbs energy change ΔG of freestanding ice III
[III(free)] and the CaF2(111)/ice III/graphene [III(confined)]
system is depicted in Figure 4A using Eq. 3. When Δμ(H2O)
is lower than −15.07 eV, ice III is not likely to be confined
between CaF2(111) and graphene. On the contrary, the
confined system will be more favorable. According to Eq.
4 and the phase transition value of Δμ(H2O) obtained from
Figure 4B, a two-dimensional (T, P) phase diagram is further
plotted. Ice III tends to be confined between CaF2 (111) and
graphene under a wide T and P span. For example, at room
temperature, confined ice III is more thermodynamically
favorable when the water pressure is larger than
10−10 mTorr. However, the condition for freestanding ice
III is harsh, often under ultra-high vacuum. Noted that all
our configurations were obtained without compression,
applying the compression to reduce the layer distance
between graphene and CaF2 could further tune the
structure and stability of water layer, which deserves
comprehensive study in the future.

CONCLUSION

In conclusion, we have theoretically studied the structure and
stability of monolayer ice phases confined between CaF2 (111)
and graphene. The stratification test and CI-NEB calculations
demonstrate the possibility of monolayer ice formation in the
CaF2 (111) and graphene system. Therefore, five systems
including monolayer ice II, III, IV, Ih-up, and Ih-down
confined between CaF2(111) and graphene are considered.
After optimization, all the ice phases undergo very small

deformation, indicating that the 2D monolayer ice can be
stable in the CaF2–graphene–confined system. The electronic
properties of these five systems are calculated. Nearly all the
bands originated from confined ice are flat and locate about
2–3 eV below the Fermi level. By comparing the binding energy of
five systems, the stability sequence is identified as: III > IV > II ≈
Ih-up ≈ Ih-down. Beyond, based on first-principles
thermodynamic calculations, a two-dimensional (T, P) phase
diagram for III(free) and III(confined) is further plotted. Ice
III tends to be confined between CaF2 (111) and graphene
under a wide T and P range.
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Thermoelectrics
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Thermoelectrics convert heat to electricity and vice versa. They are of technological
importance in cooling and energy harvesting. Their performances are defined by figure
of merit, zT. Decades of studies have largely focused on the development of novel and
advancedmaterials reaching higher performance in devices. To date, the lack of sufficiently
high-performance thermoelectrics, especially among Earth-abundant and lightweight
materials, is one of the reasons why there is no broad commercial application of
thermoelectric devices yet. This challenge is due to the complex correlations of
parameters that make up the zT. Theoretical estimation can reveal the optimal charge
carrier concentration, which can provide a good idea of doping compositions. Depending
on the material characteristics, decoupling these intercorrelated parameters could be
viable. Broadly speaking, increasing carrier mobility, inducing a large fluctuation in density
of states (DOS) at the Fermi level, and lowering the lattice thermal conductivity lead to
better thermoelectric performance. In this mini review, we provide a broad picture of
electronic property optimization for thermoelectric materials. This work will be a useful
guide to quickly take readers to the forefront of thermoelectric research.

Keywords: thermoelectrics, thermal transport, electronic transport, semiconductor, energy harvesting

INTRODUCTION

In this era of rapid technological developments, more can be done to combat the climate change due
to overconsumption of energy. As one of the potential alternative energy technologies,
thermoelectric (TE) materials, which convert waste heat to electricity, are gaining increasing
attention [1–8]. In general, a TE module is made of n- and p-type materials that are electrically
connected in a series circuit, while the heat gradients applied are parallel to the device.

TE generators have been used for decades in space and automotive applications, especially high-
temperature TEs [9–16], and recently in wearable electronic devices [17]. However, the efficiency of
TE generators needs to be improved for commercialization. To date, the highest module efficiency
achieved is ∼12% with Bi2Te3-based materials of at least zT ∼ 1.5 [18–22]. Figure 1A shows a
progressive overview of research based on thermoelectric performance since the year 1960, as well as
the main physical driving force behind the developments. In addition, low-dimensional TEs such as
thin films and 2Dmaterials are also popular [23]. Figure 1B illustrates the complexity of components
that influences the dimensionless figure of merit, zT. The parameters that can be experimentally
measured are highlighted as green in the figure, whereas experimentally measurable but only in single
crystals is highlighted in yellow. It is evident that measuring fundamental properties such as elastic
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constant, dielectric constant, and band gaps are important to
complement and accurately determine the other derived TE
parameters. In addition, it is crucial to note that the viability
for commercialization is dependent on thermoelectric
performance for a range of working temperatures as well as
processing methods. Hence, the application space is limited by
the materials’ mechanical and chemical properties.

The overall TE device performance depends on two factors:
materials performance and Carnot efficiency, which is
temperature dependent. Materials wise, thermoelectric
performance is typically expressed in terms of figure of merit
zT, which is defined as zT � S2σT/κ, with S, σ, and κ denoting the
Seebeck coefficient, electrical, and thermal conductivity,
respectively. The overall power conversion efficiency depends
on both zT and ΔT (temperature gradient) and can be expressed
as follows:

η � ΔT
Th

��������
1 + ZTave

√ − 1��������
1 + ZTave

√ + Tc/Th
(1)

The first term of the equation, ΔT/Th, represents the Carnot
efficiency, which is the theoretical maximum efficiency limit in
any energy conversion process. Mathematically, higher ΔT favors
higher conversion efficiency and vice versa. The second term of
the equation represents the relative efficiency of the TE, which is
proportional to zTave (average zT over a temperature range). In
addition, a more subtle interpretation from the above equation is

the importance to keep the cold side temperature (Tc) low
(i.e., through effective heat dissipation) in order to maximize
the efficiency.

To date, the majority of efforts in thermoelectric materials
research have been focused on maximizing the materials figure of
merit zT. However, although it sounds simple, zT is not a trivial
parameter to optimize or improve on. This is due to the complex
interdependencies between the parameters that make up zT as
summarized in Figure 1B. This is not considering the many
interrelated parameters making up the lattice thermal
conductivity, kL. It is evident that these interdependencies and
compromises exist even at the level of fundamental material
properties. It has been a grand challenge with decades of research
from the TE, physics, and chemistry communities to arrive at the
current understanding.

In general, the strategies around enhancing thermoelectric
performances can be categorized into two broad classes: Seebeck
coefficient enhancement andmobility enhancement. Both aspects
will be discussed in turn in the subsequent sections. More
importantly, the discussion around these parameters will focus
on the importance of taking grain boundaries resistance into
account, which is an important topic that has been gaining
prominence of late.

SEEBECK COEFFICIENT ENHANCEMENT

Based on postulates by Cutler and Mott [24], the value of S for
degenerate semiconductors or metals can be written by the
following formula [25]:

S � π2

3
kB
e
(kBT)[ 1

n(E)
dn(E)
dE

+ 1
μ(E)

dμ(E)
dE

] (2)

where S is the Seebeck coefficient, kB is Boltzmann’s constant, T is
the temperature in Kelvin, e is the electron mass, n is the charge
carrier concentration, and μ is the charge carrier mobility.
Enhanced S can be achieved through degenerate band
convergence for Fermi level shifts towards the valence band
maxima (VBM) or conduction band minima (CBM), or
through enhancement of the density of states (DOS). Based on
Eq. 2, S can be enhanced through the variation of both n(E) and
μ(E) at EF. The n and EF have a significant influence on the
energy-dependent electrical conductivity, σ. The n at energy E is
equivalent to the g(E). See Figure 2 also. Variation of µ and n can
be achieved by varying the effective mass of DOS (m′dos) together
with band engineering. In other words, the Seebeck coefficient
depends on the symmetry breaking of both the DOS at the Fermi
level and the energy-dependent mobility. In addition to these
effects, phonon drag has also been widely reported to contribute
to the Seebeck coefficient at low temperatures [26, 27]. It is
worthy to mention the significant breakthroughs by Dresselhaus
et al. in the field of TE to enhance zT with the modification of the
electronic properties of some materials when prepared in the
form of quantum-well superlattices or nanowires. This concept of
quantum confinement offers additional degrees of freedom for
enhancing the TE performance because of the strong dependence
between electronic DOS and dimensionality [28, 29].

FIGURE 1 | (A) Progressive overview of thermoelectric performance as a
function to the timeline in years and correlations of zT components. (B) Tree
diagram showing the complex web of interdependencies between electronic
transport parameters that make up zT.
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To date, strategies to enhance the Seebeck coefficients at room
temperature and above have been mainly via the first term of Eq. 2,
dn(E)/dE (i.e., the slope of DOS vs. energy). This can be achieved via
either band convergence or resonant doping. In addition, the second
term of Eq. 2, dμ(E)/dE, is closely associated with energy filtering,
which manifests in scattering exponent r. Lastly, size effects in low-
dimensional materials have been known to provide such symmetry
breaking in DOS, as well elucidated in a recent review [30].

Band Convergence
For effective transport, the DOS effective mass (mp

DOS) must be
asymmetric around the Fermi level. This means that symmetry
breaking is desired (sharp peak in DOS) to achieve a high Seebeck
coefficient.

The effective mass of the DOS, mp
DOS, is expressed as

mp
DOS � mp

BandN
2
3
V (3)

wheremband is the effective mass for the band andNV is the band
degeneracy.

There are many ways of achieving band convergence [31, 32].
In p-type PbTe, the L and Σ band convergence happens at high
temperatures due to the higher downward shift of L band
compared with Σ band [33]. Such convergence is due to
thermal expansion. On the other hand, with the addition of
group 2 elements such as Mg or transition metal, Mn can also
cause band convergence in PbTe due to the absence of s2 lone pair
in Mg/Mn, which replaces Pb [34, 35]. The absence of lone pairs

FIGURE 2 | (A) An illustration of the band structure consisting of examples of converging, non-converging, and nesting bands, and the Brillouin zone of face-
centered cubic (FCC) lattice. (B) An illustration of the Pisarenko plot based on single parabolic band (SPB) model calculations with a density of states (DOS) profile of 3D
bulk material relative to energy.
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in Mg/Mn weakens the quenching of lone pairs in PbTe, resulting
in lower L band energy [36]. In addition, band convergence in
PbTe and SnTe can be achieved by doping of Zn, Cd, Mg, Mn, or
Ca, all of which are without s2 lone pair [37–44]. A very useful
reference for designing band convergence and resonant doping in
binary chalcogenides can be found in Ref. [45]. To understand
more about the role of lone pairs in the electronic band structure,
Ref. [36] is a useful guide.

The face-centered cubic (FCC) lattice band structure consists
of Γ, L, and K points in the reciprocal space representing the
center, corners, and edges of the cubic lattice in real space,
respectively. The illustration in Figure 2 summarizes the
examples of nesting, converging, and non-converging bands.

FCC lattice has eight corners; thus, an electronic band on the L
symmetry line in the band structure corresponds to eight
energetically similar Fermi surfaces of the Brillouin zone as
shown on the right side of Figure 2. These are degenerate
bands, and the number or multiplicity of degenerate bands is
defined by Nv. Further represented in Eq. 3, the higher the Nv,
the larger the effective mass DOS. Hence, identifying the
symmetry points with high Nv is crucial for enhancing
Seebeck. The ideal band modulation doping is to have band
converging and band nesting within the effective band
degeneracy, Nv*, close to the valence band. See Figure 2.

In certain cases, band convergence can be achieved at
structural phase-transition, just like in the case of GeTe. At
low temperature, the s2 lone pair is stereochemically expressed
due to the light ligand field in GeTe compared with SnTe and
PbTe. The stereochemical expression of the s2 lone pair leads to
rhombohedral structure, with Σ band as the VBM. However, at
high temperatures, the cubic structure prevails, leading to L band
as the VBM. Therefore, at the phase transition temperature, both
L and Σ bands converge, leading to a high thermoelectric
performance in GeTe. Consequently, manipulating phase
transition temperature in GeTe becomes a versatile tool to
control its peak performance at a particular temperature [22,
46–78].

Resonant Doping
In addition to band convergence, resonant doping and energy
filtering are also popular in enhancing Seebeck. Resonant doping
differs from the usual doping states such that the energy states of
the resonant dopant lie within the valence band or conduction
band, yet away from the VBM or the CBM. Resonant dopants
normally have similar electronic configurations as the host atoms,
and they are usually selected from the neighboring main group
elements. Resonant doping is achieved when the dopant energy
level coincides with the host energy level to form two extended
states. These developed extended states have similar energy levels
again with host energy states and resonate to form more energy
states resulting in the increase in DOS. These new energy states
introduce distortion to the existing DOS within the material. See
Figure 2. When the dopant states lie near the band edge where the
Fermi level is, the resonant level becomes beneficial in enhancing
Seebeck. It is noteworthy that although fostering resonance levels
can enhance the Seebeck, it can adversely affect the carrier
mobility. Therefore, it is crucial to have a minimal doping

level to achieve a resonance state (unlike band convergence,
where the doping level can be much higher). Equation [4]
postulates that increased DOS results in enhanced Seebeck.
The Pisarenko plot in Figure 2 further illustrates this
relationship between the Seebeck and DOS. One of the
landmark papers on resonant doping was reported in 2008 by
Heremans et al. on Tl-doped PbTe [79].

S � 8π2kB2T

3eh2
mp

DOS( π

3n
)2/3

(4)

Energy Filtering
On the other hand, the idea behind energy filtering lies in
symmetry breaking of carrier energy. Due to the nature that
carriers of lower and higher energy than Fermi level contribute
oppositely to the total Seebeck coefficient, the presence of
potential barriers to selectively block out lower energy carriers
may be beneficial for the Seebeck coefficient while only sacrificing
a little bit of electrical conductivity. Mathematically, energy
filtering is described by dμ(E)/dE (see Eq. 2). A more rigorous
mathematical treatment and derivation of energy filtering can be
found in the literature [80]. Experimentally, such a large energy-
dependent mobility, which gives rise to enhanced Seebeck
coefficient, has been reported in the work by Xie et al. [81].

ENHANCING ELECTRICAL CONDUCTIVITY
VIA MOBILITY

Electrical conductivity written as σ defines the capacity of a
medium to transfer current in direct proportion to n and µ as
shown below:

σ � q(μnn + μpp) (5)

where σ is the electrical conductivity, q is the electronic charge, μn
and μp refer to mobilities of electrons and holes, and n/p is the
carrier concentration of each type.

From this equation, enhancing s requires that the values of n
and µ are maintained at high levels. Usually, enhancing the value
of n is achieved by the introduction of a dopant. In general, the
optimal carrier concentration, n, ranges between 1019 and 1021

cm3 with considerable µ. The reduction of µ results from the
enhanced scattering of ionized impurities. This calls for a
midpoint between the two parameters n and µ. In order to
achieve this midpoint, modulation doping is used for
discretizing charge carriers from ionized dopants in a bid to
reduce the scattering of ionized impurities to achieve high values
of µwhile enhancing the value of n in the thermoelectric material.

Owing to the variance in the value of Ef in the undoped and
uniformly doped, the carriers found within the modulation-
doped material overflow across the boundaries of the equitably
doped region to the undoped region. This results in carriers
eluding the scattering effect of ionized impurities, and therefore, µ
is enhanced. The most recent application of modulation doping
was in BiCuSeO where high values of PF and ZT were obtained,
5.4 μW·cm−1·K−2 and 0.99 at 873 K, respectively, compared with
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the lower values obtained from uniformly and highly doped
BiCuSeO. Moreover, this method is known to enhance the
carrier concentration, n, and reduce the carrier mobility, µ,
due to intervalley scattering in PbTe quantum well. That said,
as discussed in the previous section on band convergence,
degenerate band convergence leads to an increase in effective
mass, m*, which in this case outweighs the loss of carrier mobility.
Hence, the overall zT is enhanced [82].

Just like enhancing Seebeck coefficients, there are a few reliable
strategies to independently enhance carrier mobility without
sacrificing the Seebeck coefficient (i.e., without changing carrier
concentration or reduced Fermi level). These strategies can be
broadly categorized into tuning inertial effective mass, tuning the
deformation potential, tuning carrier scattering, and, in certain cases,
even tuning dielectric constant, elastic constant, or band gaps.

In addition to the popular acoustic and ionized impurities
scattering, grain boundary scattering, and alloy scattering are also
prevalent, especially in polycrystalline materials. Physically,
different scattering mechanisms mainly manifest in the
temperature and energy (carrier concentration) dependency of
carrier mobility. The temperature dependence of some common
scattering mechanisms such as acoustic phonon (AP), ionized
impurity (II), alloy (AL), and grain boundaries (GB) are as
follows:

μAP ∝T−3/2η−1/2 (6)

μII ∝T3/2η3/2 (7)

μAL ∝T−1/2η−1/2 (8)

μGB ∝T−1
2 exp(−CT−1) (9)

In fact, grain boundary scattering recently gained popularity
among TE communities, driven by rigorous work from Kuo et al.,
who propose that in a system with mixed acoustic phonon and
ionized impurities scattering, Matthiessen’s rule does not
adequately reconcile with the sharp transition in temperature
dependence between these two scattering mechanisms [83]. This
is later verified in NbFeSb system too [84]. The importance of
taking grain boundaries into account can also affect the

conclusion of other physical mechanisms, as illustrated in
Figure 3. Figure 3A shows the lower peak power factor in
polycrystalline materials where grain boundaries effects are
considered (dashed lines) as compared with single crystals
(solid line). Figure 3B shows the effect on weighted mobility
vs. temperature, showing acoustic phonon-dominated behavior
in single crystals (red curve) and gradually shifting to mixed
scattering with increasing grain boundaries (dark green curve).
Furthermore, overestimation of lattice thermal conductivity has
also been reported when grain boundaries were not taken into
account [85].

SUMMARY AND OUTLOOK

In summary, although the existing physical understanding of the
electronic properties of TEs is quite comprehensive, caution must
still be taken when trying to draw conclusions from analyzing
these properties. For instance, although it sounds trivial, the
consideration of grain boundaries electrical resistance may
lead to over/underestimation of lattice thermal conductivity
and wrong conclusions about the predominant scattering
mechanisms in a material. This is especially prevalent in
polycrystalline materials, where grain boundaries are present
in abundance.

Moving forward, this importance of grain boundaries can be a
useful guide towards materials performance optimization
especially in 3D-printed TEs, which has been gaining traction
recently. By designing printing parameters to optimize the grain
boundaries, there is much more performance that can be gained
from 3D-printed TEs for power harvesting and cooling
applications.
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We have performed combined elastic neutron diffuse, electrical transport, specific heat,
and thermal conductivity measurements on the quasi–one-dimensional Ba3Co2O6(CO3)0.7
single crystal to characterize its transport properties. A modulated superstructure of
polyatomic CO3

2− is formed, which not only interferes the electronic properties of this
compound, but also reduces the thermal conductivity along the c-axis. Furthermore, a
large magnetic entropy is observed to be contributed to the heat conduction. Our
investigations reveal the influence of both structural and magnetic effects on its
transport properties and suggest a theoretical improvement on the thermoelectric
materials by building up superlattice with conducting ionic group.

Keywords: cobalt oxide, neutron diffuse, spin entropy, carrier mobility, thermal conductivity, scattering mechanism

INTRODUCTION

Thermoelectric (TE) materials can recycle waste heat into usable electricity based on the Seebeck
effect and are believed to play a significant role in efficient use of energy [1]. As the energy
conversion performance of TE materials is evaluated by the dimensionless figure of merit zT,
zT � S2σT/(κele + κlatt), where T is operating temperature, σ is electrical conductivity, S is Seebeck
coefficient, κele is electronic thermal conductivity, and κlatt is lattice thermal conductivity, the
research on the TE material is usually focused on two main approaches: (1) increasing the power
factor S2σ through electronic structure or energy band engineering [2–4] and (2) reducing the
lattice thermal conductivity κlatt by introducing additional phonon scattering and manipulating
phonon structure [5–9]. Actually, those approaches are very complex. For example, the electrical
transport (σ � nμe) could be regulated by the carrier concentration n, the carrier mobility μ, and
the electron charge e, whereas the acoustic phonon scattering introduces a μ ∝ T −1.5

dependence, and the ionized impurity scattering gives a μ ∝ T1.5 relationship [10].
Furthermore, the lattice thermal conductivity, κlatt, could be decreased by the grain
boundary scattering, point defect scattering, disorder scattering, and Umklapp scattering
[11, 12]. Therefore, if the scattering mechanisms of both the electrical and thermal transport
could be well understood, the energy conversion performance of TE materials can be better
optimized.

Edited by:
Gang Zhang,

Technology and Research (ApSTAR),
Singapore

Reviewed by:
Ke-Qiu Chen,

Hunan University, China
Zhi Zeng,

Hefei Institutes of Physical Science
(CAS), China

*Correspondence:
Jie Ma

jma3@sjtu.edu.cn

Specialty section:
This article was submitted to
Condensed Matter Physics,

a section of the journal
Frontiers in Physics

Received: 29 September 2021
Accepted: 19 November 2021
Published: 24 December 2021

Citation:
ChenM,Wu J, Huang Q, Jiao J, Dun Z,
Wang G, Chen Z, Lin G, Rathinam V,
Li C, Pei Y, Ye F, Zhou H and Ma J
(2021) The Transport Properties of

Quasi–One-Dimensional
Ba3Co2O6(CO3)0.7.

Front. Phys. 9:785801.
doi: 10.3389/fphy.2021.785801

Frontiers in Physics | www.frontiersin.org December 2021 | Volume 9 | Article 7858011

BRIEF RESEARCH REPORT
published: 24 December 2021

doi: 10.3389/fphy.2021.785801

86

http://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2021.785801&domain=pdf&date_stamp=2021-12-24
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.785801/full
http://creativecommons.org/licenses/by/4.0/
mailto:jma3@sjtu.edu.cn
https://doi.org/10.3389/fphy.2021.785801
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2021.785801


At present, alloy TEmaterials have been widely applied as a TE
compound. Although the performance has been continuously
improved, there are some unavoidable limitations on the
environment, expenses, oxidization stability, and so on
[13–15]. Therefore, the investigation of oxide TE materials has
been proposed. Because of its special crystal structure and
magnetic effect, the cobalt oxide has good electronic properties
and low lattice thermal conductivity [16–21]. For example, the
power factor (S2σ) of NaCo2O4 is 5 × 10–3 W ·m−1 · K−2, even
higher than that of Bi2Te3 [22]. Among them, NaCo2O4,
Ca3Co4O9, and Bi2Sr2Co2Ox have received much attention,
and their TE performance is also continuously improved and
even higher than some alloys [17, 23–26].

Recently, a quasi–one-dimensional cobaltate
Ba3Co2O6(CO3)0.7 has been reported as a new excellent
potential TE material [27]. This compound comprised face-
sharing CoO6 octahedra and carbonate CO3

2− molecular
chains along its c-axis with the space group of P-6,
a � 9.683 Å and c � 9.518 Å [28], Figures 1A, B. The average
occupancy of the polyatomic CO3

2−molecule is 0.7. Although z of

Ba3Co2O6(CO3)0.7 was reported as 5.1 × 10−5 K−1, which is
comparable to NaxCoO2-y at 300 K, and it was considered as
a promising cobalt oxide TE material [24], the thermal
conductivity, transport properties, and the physics remain
unknown.

In this article, we report neutron diffuse scattering, electrical
conductivity, Hall effect, specific heat, and thermal conductivity
of Ba3Co2O6(CO3)0.7 single crystal. Moreover, the magnetic effect
of the Co ions is discussed.

EXPERIMENTAL DETAILS

Single crystal of Ba3Co2O6(CO3)0.7 was grown by a flux method
using a mixture of Co3O4, BaCO3, K2CO3, and BaCl2 [27]. These
single crystals have the shape of short hexagonal rods. The c-axis
was determined using the X-ray Laue method to be along the rod
direction.

A single crystal with dimension of 2 × 2 × 6 mm3 was aligned
in the (H, K, 0) horizontal scattering plane for the diffuse

FIGURE 1 | (A) Crystal structure of Ba3Co2O6(CO3)0.7 consisting of chains of CoO6 and carbonate CO3 along the c-axis in the standard orientation [space group:
P-6]. (B) The c-axis projected crystal structure. 2D slice of diffuse neutron scattering patterns of Ba3Co2O6(CO3)0.7 single crystal at 50 K. (C) L � 0, (D) L � −2.85, and
(E) enlarged view of a section of (D) obtained on CORELLI. (F) Cuts along the [H, H, 0] direction of the Bragg peak marked by red solid line in panel (E). (G) Temperature
dependence of the peak intensity of the (1/3 1/3 2.85).
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scattering studies using the elastic single crystal diffuse scattering
spectrometer CORELLI at the Spallation Neutron Source (SNS),
Oak Ridge Nation Laboratory [29]. Based on the Hall effect, the
carrier concentration of Ba3Co2O6(CO3)0.7 in the temperature
range of 80 to 300 K was measured by the van der Pauw technique
at a reversible magnetic field of 2 T. And the conductivity along
the c-direction was obtained by Physical Property Measurement
System (PPMS, Quantum Design) with resistivity option, using
the four-probe method. The specific heat measurement was
applied on PPMS’s heat capacity option in two steps. First, the
background specific heat was measured by an empty puck with a
small amount of N-grease in the temperature range from 2 to
250 K at zero field. Then, a Ba3Co2O6 (CO3)0.7 sample
(approximately 4.71 mg) was placed in the measured N-grease,
and the total specific heat was measured at same conditions.
Finally, we gained the specific heat of the sample by subtracting
the background specific heat from the total specific heat. The
thermal conductivity along the c-axis was characterized using
PPMS with thermal transport options, and the four-probe lead
configuration method was used. During the measurement, the
matching gold-plated copper bar in PPMS was used as leads.
More detail for the measurement of carrier concentration, specific
heat and thermal conductivity can be find in Supplementary
Material. The diffuse scattering studies, carrier concentration,
electrical conductivity, and thermal conductivity, were carried out
on the same crystal, and the sample for the measurement of the
specific heat was cut from this crystal too.

RESULTS AND DISCUSSION

Elastic Diffuse Scattering
To further understand the structural details of Ba3Co2O6(CO3)0.7,
we study the elastic diffuse scattering behavior of it. Figures 1C,
D show the contour plot of neutron intensity at 50 K in the (H, K,
0) plane of Ba3Co2O6(CO3)0.7 with L � 0 and L � −2.85. The
sharp spots in Figure 1C demonstrate the good crystallinity of the
single crystal. The signals of strong diffuse scattering are clearly
observed at L � −2.85. Figure 1F, corresponding to the red solid
line in Figure 1E, shows the elastic intensity along the [H, H, 0]

direction and the relative diffuse intensity of each diffuse spot.
Morgan et al. [30] have analyzed the short-range diffuse
scattering using reverse Monte Carlo method and concluded
that the diffuse scattering has short-range correlation between
the disorder vibrations of polyatomic CO3

2−.
Figure 1G shows the temperature dependence of the

superlattice (1/3, 1/3, 2.85) reflection. Upon warming, the
intensity starts to decrease at 150 K and approaches a
T-independent constant greater than 250 K. Thus, the
vibrations of polyatomic CO3

2− should be affected by the
thermal effect, and the localization of the CO3

2− cluster should
be relaxed.

Electrical Transport Properties
To obtain the electrical transport properties of Ba3Co2O6(CO3)0.7
single crystal, Hall carrier concentration nH was collected at a
reversible magnetic field of 2 T, and Hall mobility μH was
determined with zero-field resistivity, as shown in Figure 2.
The exponential increase of carrier concentration with rising
temperature indicates the thermal excitation of carriers. The
charge polarity is dominated by holes in the measured
temperature range, which is consistent with the positive
Seebeck coefficients reported by Igarashi et al. [31]. The low
carrier concentrations suggest that the further acceptor doping is
required for TE applications. As marked in Figure 2A, there are
two anomalies at 150 and 250 K, which agrees very well with the
diffuse data and confirmed that CO3

2− ion is a conductor in the
system.

The temperature versus μH of Ba3Co2O6(CO3)0.7 single crystal
is nonmonotonic, as shown in Figure 2B. The calculated mobility
involving both the ionized impurity scattering and acoustic
phonon scattering can well match the experimental values
over a wide temperature range. μH follows a temperature
dependence closing to T1.5 at low temperature range, implying
that ionized impurity scattering dominates at low temperature in
Ba3Co2O6(CO3)0.7 single crystal. We believe that the ionized
impurity scattering relates to polyatomic CO3

2−. As the
temperature increases, the localized ordering of CO3

2−

weakens, and the scattering of ionized impurity also
diminishes. On the other hand, the lattice vibrations become

FIGURE 2 | Temperature dependence of (A) carrier concentration nH and (B) Hall mobility μH along the c-axis for Ba3Co2O6(CO3)0.7. (B)Calculated carrier mobility
(magenta solid line) took into account the ionized impurity scattering (gray dashed line) and acoustic phonon scattering (red dashed line) contributions.
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stronger with increasing temperature. These two factors together
lead to the acoustic phonon scattering, gradually overshadowing
the ionized impurity scattering and becoming the dominant
scattering mechanism in the material, which causes a negative
temperature-dependence slope of μH greater than 250 K. The
CO3

2− is delocalized when T > 250 K, which might introduce
other scattering mechanisms affecting the carriers transports and
make the carrier mobility lower than the theoretical value.

Results of CP(T)
To investigate the thermal effect in Ba3Co2O6(CO3)0.7, the
specific heat CP was measured in the temperature range from
2 to 250 K at zero field. As shown in Figure 3A, the profile of data
is very smooth, and no obvious peak is detected, indicating the
absence of structure and magnetic transitions. The inset of
Figure 3A displays the data as a CP/T versus T2. According to
the Debye model, the lattice term of the total specific heat CP/T is
linear with T2 at low T, but the data demonstrate a deviation from
the linear relationship at low temperature and a nonzero intercept
(approximately 0.29 J ·mol−1 · K−2) at 0 K. The nonzero intercept
is an order of magnitude larger than that for NaCo2O4, which is a
strongly correlated electronic cobalt system [32], and suggests
Ba3Co2O6(CO3)0.7 as also a strongly correlated electronic system.

In order to further study the specific heat of
Ba3Co2O6(CO3)0.7, a fitting was gained by using the
Debye–Einstein model, which can fit the lattice specific heat
data well at both low and high temperature. The model is
written as follows [33]:

Cp(T) � CD[9R( T

θD
)3 ∫xD

0

x4ex

(ex − 1)2dx]
+∑

i

CEi
⎡⎢⎢⎢⎣3R(θEi

T
)2 exp(θEiT )

[exp(θEiT ) − 1]2
⎤⎥⎥⎥⎦ , (1)

where the first term is the contribution from the acoustic branch
(Debye term), and the remaining terms are related to the
contribution of the optical branch (Einstein terms). CD and
CEi are the relative weights of the Debye and Einstein terms,

respectively. R is the universal gas constant. θD and θEi represent
Debye and Einstein temperatures. There are 13.8 atoms per
formula in our system. The best fitting for our data results is
one Debye term and three E terms with a ratio 1:6:2.8:4 for CD:
CE1:CE2:CE3 and θD � 163 K, θE1 � 816 K, θE2 � 179 K, and
θE3 � 290 K, respectively.

As there is no distinct phase transition in the specific heat data, and
the magnetic long-range order was not observed down to 2 K [34], the
deviation of the experimental data from the fitted values indicates the
presence of short-range magnetic fluctuations. Figures 3B, C display
the magnetic specific heat, CM, by subtracting the fitted lattice
contribution from raw data, and the related magnetic entropy SM,
respectively. The SM enhances with increasing temperature, and almost
100% recovered the theoretical value 17.6 J ·mol−1 · K−1 at

FIGURE 3 | (A) The total specific heat CP of Ba3Co2O6(CO3)0.7 measured at zero field. The red line represents the lattice contribution by Eq. 1. The inset shows the
CP/T vs T

2 (B) Themagnetic specific heat is obtained by subtracting the lattice contributionCp from the raw data. (C)Magnetic entropy obtained by integratingCM/T over
the entire measured temperature range.

FIGURE 4 | The temperature dependence of the thermal conductivity κc
and the lattice thermal conductivity (κc_L) along the c-axis of Ba3Co2O6(CO3)0.7
at zero field. The black line is experimental data of the thermal conductivity; the
red line is κc_L, and the green one represents the result of fitting by Eq. 2.
The magenta dashed line is the contribution of the grain boundary and the
point defect scattering, and the blue one is Umklapp process scattering.
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approximately 100 K. Both contributions of spin and orbital degrees of
freedom are suggested to be considered [35]: Co4+ has high-spin state
with S � 1/2 (3d5), and Co3+ has intermediate-spin state with S � 1
(3d6), leading to SM� R(0.7 ln 6 + 0.3 ln 18) � 17.6 J ·mol−1 · K−1, as
shownby the blue dotted line inFigure 3C. Theremaybe spin-phonon
scattering in the huge magnetic entropy regimen that interferes with
the thermal conductivity.

Thermal Transport Properties
Figure 4 shows the temperature dependence of the total thermal
conductivity κc and the lattice thermal conductivity κc_L of
Ba3Co2O6(CO3)0.7 parallel to the c-axis from 3 to 250 K κc consists
of κc_L and the electronic thermal conductivity κc_e, where the
electronic thermal conductivity can be determined by the
Wiedemann–Franz law (κe � σLnT, where the Lorenz number
Ln � 2.45 × 10–8W ·Ω · K−2) and subtracted. At low temperatures,
κc and κc_L almost completely overlap due to the very small electronic
thermal conductivity. As the temperature increases, κc and κc_L begin
to separate because of the exponential increase in conductivity.
Although κc_e is maximum at 250 K, it is only a few percent of
κc_L. The contribution of phonon to κc is domain. κc_L increases
rapidly at low temperature with the dominant boundary scattering,
which displays a κc_L∝ T3 dependence. A maximum with a value of
13.5W ·m−1 · K−1 appears at approximately 12 K, where the
Umklapp processes with exp (θD/bT) dependence become frequent
and enough to compare with boundary scattering. One notes that the
peak of κc_L is an order of magnitude smaller than that of other cobalt
oxides, such as Ca3Co2O6 [36]. This difference may be caused by the
superlattice in Ba3Co2O6(CO3)0.7, which can enhance the scatting of
κc_L. As temperature increases further, κc_L drops very quickly and
reflects that the Umklapp process scattering gradually becomes the
main scattering mechanism. When the temperature is higher than
60 K, the trend of the curve gets flat. At approximately 250 K, the
lattice thermal conductivity of Ba3Co2O6(CO3)0.7 along the c-axis is
5.02W ·m−1 · K−1.

The data of κc_L were fitted to the formula given by the Debye
model of phonon thermal conductivity[37].

κc_L � kB
2π2]p

(kB
Z
)3

T3 ∫θD/T

0

x4ex

(ex − 1)2τ(ω, T)dx, (2)

where kB is the Boltzmann’s constant, ]p is the average sound
velocity, ħ is the Planck constant, x � ħω/kBT, ω is frequency, and
τ is the mean lifetime of phonon. The phonon relaxation is
usually defined as follows:

τ−1 � ]p/L + Aω4 + BTω3 exp( − θD/bT). (3)

These three items correspond with phonon boundary scattering,
phonon point defect scattering, and the phonon–phonon
Umklapp processes, respectively. L, A, B, and b are the fitting
parameters. ]p can be calculated by the Debye temperature
θD � 163 K obtained by the fitting above and Eq. 4:

θD � Z]p
kB

(6π2N

V
)

1 /

3

(4)

where N is the number of atoms in crystal, and V is the volume of
crystal, and then we obtain the average sound velocity of the
sample ]p ≈ 1,343 m · s−1.

The best fitting is shown in Figure 4 as green solid line with
L � 1.6 × 10–5 m, A � 1.7 × 10–41 s3, B � 7.4 × 10–29 K−1 s2, and
b � 2.7. The lattice thermal conductivity is mainly the
contribution of phonons below approximately 18 K. As the
temperature increases, the fitted values gradually deviate from
the raw data. An extra contribution of the thermal conductivity
has also been observed in Ca3Co2O6 [38]. In combination with
the heat capacity, the deviation of thermal conductivity might be
due to the overestimation of the lattice thermal conductivity,
because of the magnetic contribution to the total thermal
conductivity: (1) The magnetic entropy increases rapidly after
18 K; in the meantime, κc_L starts to be higher than the theoretical
value. (2) After the magnetic entropy reaches saturation at
approximately 100 K, the κc_L also decreases slowly with
growing temperature at the same rate as the theoretical one.
As the electron concentration is very low, the electron–phonon
scattering is not dominant in the system, and the CO3

2− affects
grain boundary and defect.

CONCLUSION

In summary, we have studied the structural, electrical, and
thermal transport properties of quasi–one-dimensional
Ba3Co2O6(CO3)0.7 single crystal and the connection between
the lattice structure, magnetism, and its transport properties.
Neutron diffuse reveals that a modulated superstructure of CO3

2−

is formed in Ba3Co2O6(CO3)0.7. The main hole carriers in the
systems are continuously excited with increasing temperature
and scattered not only by short-range ordered polyatomic CO3

2−

at low temperature, but also by acoustic phonon and nonlocalized
CO3

2− at high temperature. No lattice and magnetic phase
transition are observed by the specific heat measurement, and
the magnetic entropy is consistent with mixed Co3+ and Co4+

valence. The thermal conductivity of Ba3Co2O6(CO3)0.7 shows an
enhancement at higher temperatures over classic phonon heat
transfer due to the contribution of the itinerant magnetism. The
unique lattice and transport properties in Ba3Co2O6(CO3)0.7
suggest a potential superlattice designs for regulating the TE
properties.
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