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Editorial on the Research Topic 


Epigenetic Regulation and Tumor Immunotherapy


Epigenetics is the study of DNA sequence-independent heritable changes in phenotype and gene expression. Major epigenetic mechanisms include DNA methylation, histone modification, chromatin structure regulation, and non-coding RNA regulation. Emerging evidence suggests that epigenetic regulation plays central roles in tumor immunosurveillance, including tumor antigen production, the interaction between tumor cells and immune cells, and T cell development, priming, activation, and exhaustion. On the other hand, tumors commonly hijack various epigenetic mechanisms to escape immune restriction (1, 2). Therefore, modulating epigenetic regulators can normalize the impaired immunosurveillance and/or trigger antitumor immune responses. Numerous preclinical and clinical studies revealed that epigenetic agents, including DNMT inhibitors (3), HDAC inhibitors (4), EZH2 inhibitors (5), LSD1 inhibitors (6), KDM5 inhibitors (7), G9a inhibitors (8), and BET inhibitors (9–11), have the capacity to induce anti-tumor immune responses and modulate tumor immune microenvironment. Currently, hundreds of clinical trials that combine epigenetic agents and immune checkpoint inhibitors (ICI) are ongoing, aiming to achieve synergistic effects, reduce adverse effects, and overcome intrinsic and acquired resistance. Thus, combining epigenetic therapy with immunotherapy is a promising new strategy to improve clinical outcomes.

This Research Topic leads to a better understanding of epigenetics in tumor immunity and immunotherapy and highlights the clinical significance of epigenetic drugs. This Research Topic accepted a total of 18 articles from 123 authors, demonstrating great interest in this field. Our topic can be mainly divided into the following topics:


Methylation

Abnormal methylation patterns of tumor cells are mainly manifested in the overall hypomethylation of the genome and hypermethylation of CpG islands. The hypermethylation in the promoter regions of tumor suppressor genes and DNA repair leads to the extinction of these genes and the development of cancer. Nevertheless, the hypomethylation in the regulatory regions of oncogenes increases their expression and leads to tumorigenesis (12). In this Research Topic, Zheng et al. explored whether epigenetic regulation associated with DNA methylation could underlie increasing PD-L1 expression by disulfiram (DSF). They found that DSF inhibited DNMT1 expression and activity, thus leading to IRF7 hypomethylation and PD-L1 upregulation in Triple Negative Breast Cancer (TNBC) cell lines. They further observed that co-treatment of DSF and anti-PD-1 Ab increased CD8+ tumor-infiltrating lymphocytes (TIL) and enhanced the therapeutic effects of ICB in vivo, which provide a novel combination therapy strategy for TNBC. Based on patients’ overall survival (OS), Yang et al. Established a prognostic risk score system using 18 immune-related methylation genes (IRMGs) of 1057 breast cancer patients from the TCGA cohort and GSE72308 cohort. Patients in the low-risk group had a higher immune score and stromal score compared with the high-risk group. The characteristics based on 18-IRMGs signature were related to the tumor immune microenvironment and affected the abundance of tumor-infiltrating immune cells. As the result, the proposed 18-IRMGs signature could be a potential marker for breast cancer prognostication. Enhancer of zeste homolog 2 (EZH2) is a negative regulator of early NK cell differentiation and function through trimethylation of histone H3 lysine 27 (H3K27me3). Yu et al. deleted Ezh2 from immature NK cells and downstream progeny to explore its role in NK cell maturation by single-cell RNA sequencing. They indicated a novel role for the EZH2-AP-1-KLRG1 axis in altering the NK cell maturation trajectory and NK cell-mediated cytotoxicity, which suggested that EZH2 plays a critical role in NK development by activating AP-1 family gene expression independent of its methyltransferase activity.

Different from DNA methylation, RNA methylation modifications, including N6-methyladenosine (m6A), 5-methylcytosine (m5C), and N1-methyladenosine (m1A), mainly regulate genetic expression at the post-transcriptional level (13, 14). Liu et al. comprehensively assessed N1-methyladenosine (m1A) methylation modification patterns in 474 ovarian cancer (OC) patients and linked them to immune infiltration characteristics in the tumor microenvironment (TME). They demonstrated that individual tumor m1A modification patterns can predict patient survival, stage and grade. A high m1Ascore is usually accompanied by a better survival advantage and a lower mutational load. Patients with high m1Ascore showed marked therapeutic benefits and clinical outcomes in terms of chemotherapy and immunotherapy, which provide clinicians with new ideas for immuno-oncology and individualized immunotherapy in OC. Recently, m6A RNA methylation is an emerging epigenetic modification, which has been associated with the progression of several cancers (15, 16). ALKBH5 and YTHDF1 are regarded as the eraser and reader in N6-methyladenosine (m6A) modification, respectively. The former has been shown to regulate suppressive immune cell accumulation in melanoma (17, 18), and the latter can improve the efficiency of mRNA translation (19). Using consensus clustering based on the expression of ALKBH5 and YTHDF1, Yan et al. divided the patients with colon adenocarcinoma (COAD) into two clusters. Cluster 2 (high expression of ALKBH5 and lesser so of YTHDF1) had stronger immune infiltration, higher expression of targets of ICIs, more TMB, and a larger proportion of deficiency in mismatch repair-microsatellite instability-high (dMMR-MSI-H) status than Cluster 1 (high expression of YTHDF1 and lesser so of ALKBH5). ALKBH5 and YTHDF1 influence immune contexture and can potentially transform cold tumors into hot tumors in patients with COAD. In addition, m6A modification accelerates Snail1 expression in HeLa cells (20), indicating the indirect regulation of Snail1 by methylation. Snail1, a key inducer of epithelial-mesenchymal transition (EMT), plays a critical role in tumor metastasis. Tang et al. reviewed the pathways and molecules involved in the maintenance of Snail1 level and the significance of Snail1 in tumor immune evasion and demonstrated that Snail1 can function as a biomarker to predict tumor relapse and patient prognosis. Furthermore, Snail1 is implicated in chemotherapy and radiotherapy resistance, thereby the author proposes that chemotherapy or radiotherapy combined with Snail1 inhibitors may be a promising therapeutic approach to combat tumors.



Acetylation

Acetylation is the addition of acetyl groups to lysine residues in a protein that occurs in the presence of acetyltransferase, which is a dynamic and reversible process involving both histone acetyltransferases (HATs) and histone deacetylases (HDACs). HATs are figuratively called “writers”, which are responsible for covalently attaching an acetyl group to the lysine residue of a protein, while HDACs are called “erasers” and mediate the removal of this acetyl group (21). Evidence has shown that acetylation is one of the most important modifications used to alter protein activity and precisely regulate and control cellular functions. In recent studies, many researchers have found that HDAC inhibitors also have significant effects on host immunosuppressive cells, and MDSCs are important immunosuppressive cells in the tumor microenvironment (22). Thereby some researchers regard MDSCs as targets of tumor therapy. Cui et al. summarized the effects and the underlying mechanisms of different HDAC inhibitors on the immunosuppressive function and expansion of MDSCs based on the findings of relevant studies, which may improve their therapeutic effects on tumors.



Long Non-Coding RNA Regulation

Long non-coding RNA (lncRNA) has been reported to play diverse roles in various biological processes (23), which can modulate transcriptional and post-transcriptional genes and regulate the expression of tumor suppressors or initiators, and thereby confers the occurrence and progression of cancer (24). In this topic, Xu et al. constructed a novel hypoxia-related long non-coding RNAs (HRL) signature that could distinguish lower-grade glioma (LGG) patients with similar expression levels of immune checkpoints and might predict the efficacy of immune checkpoint inhibitors. Additionally, hypoxia-related pathways and immune pathways were enriched in the high-risk group, and a high risk score indicated low tumor purity and high immune infiltration. LINC00941 and BASP1-AS1 could significantly affect the proliferation of glioma cells. These results reveal that HRLs could be novel biomarkers to predict the prognosis of LGG patients and potential targets for LGG treatment. Simultaneously, Yu et al. built a prognostic model signature based on six key immune-related lncRNAs (irlncRNAs) (H19, ST3GAL6-AS1, AL162231.2, SOX21-AS1, AC006213.5, and AC002456.1) in glioblastoma multiforme (GBM) patients. PLAU was predicted as a target of lncRNA-H19 and mainly enriched in the malignant related pathways. Moreover, three hub genes KRT8, NGFR, and TCEA3 among GBM subtypes (GSs) were screened and validated to potentially play oncogenic roles in GBM. These results suggested that the irlncRNAs had promising potential for immunotherapy of GBM.

In addition to the above three topics, Ma et al. found that SAMD9 (Sterile Alpha Motif Domain-Containing Protein 9) was highly expressed in glioma and closely related to histological and genetic features in CGGA and TCGA databases. They present evidence to show that there was a positive association between SAMD9 and malignancy characters in LGG. Immune infiltration analysis demonstrated that high SAMD9 expression resulted in an accumulation of macrophages by CIBERSORT and TIMER databases, the same trends were also verified using clinical specimens with IHC staining. In addition, silencing of SAMD9 by shRNA in LN229 cells attenuated the infiltration abilities of M2 macrophage. Taken together, the authors revealed that SAMD9 may be a diagnostic or prognostic indicator for LGG and also a new potential therapeutic target for treating gliomas. Moreover, Xu et al. identified IFN-γ response clusters, which might be used to improve the prognostic accuracy of immune contexture in the clear cell renal cell carcinoma (ccRCC) microenvironment. Immune-cold RANBP2-type and C3HC4-type zinc finger containing 1 (RBCK1)high patients have pro-tumorigenic immune infiltration and significantly worse outcomes than RBCK1low patients based on results from multi-omics to real-world data, which highlights the association between tumor alterations and immune phenotype. Furthermore, Zhou and Jin presented the expression and biological function of B7 homolog 3 protein (B7-H3) in distinct cancer and normal cells, as well as B7-H3-mediated signal pathways in cancer cells and B7-H3-based tumor immunotherapy strategies, which provides a comprehensive overview that encompasses B7-H3’s role in TME to its potential as a target in cancer immunotherapy.



Conclusion

In aggregate, this Research Topic summarized recent development on the central roles of epigenetic regulation in tumor immunosurveillance and the mechanisms of epigenetic regulation. This topic provides new prognostic biomarkers, as well as promising therapeutic approaches and novel combination therapy strategies for several tumors.
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Immunoreactions regulated by TAMs (Tumor-associated macrophages) play a pivotal role in tumorigenesis and metastasis. In recent decades, treatments based on immune regulation have achieved revolutionary breakthroughs in cancer targeted therapies. The phenotypes of TAMs in gliomas are more heterogeneous and inherently complex than can be simply defined by classification into the M1 and M2 polarized states. The detailed mechanisms surrounding infiltrating macrophage phenotype and glioma characteristics remain undefined. SAMD9 (Sterile Alpha Motif Domain-Containing Protein 9) was found to be highly expressed in glioma and closely related to histological and genetic features in CGGA and TCGA databases. Simultaneously, we present evidence to show that there was a positive association between SAMD9 and malignancy characters in LGG. Univariable and Multivariate proportional hazard Cox analysis showed that SAMD9 was an independent prognostic factor for LGG. Surprisingly, Gene Ontology (GO) analysis showed SAMD9 expression level was remarkably well correlated with immunological responses and the Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis supported the connection with immune responses and tumorigenesis. Immune infiltration analysis demonstrated that high SAMD9 expression resulted in an accumulation of macrophages by CIBERSORT and TIMER databases, especially positively related to macrophage total marker gene AIF1 and Macrophage M2 marker gene CD163. IHC staining further indicated a high correlation of SAMD9 with those specific macrophage markers in the immune response. Human THP-1 cells were induced into M2 macrophages, which were then co-cultured with LN229 cells. Silencing of SAMD9 by shRNA in LN229 cells attenuated the infiltration abilities of M2 macrophage. SAMD9 explored immune response via relating of M2 macrophage in vitro. Our results revealed SAMD9 acted as the malignancy characters in LGG, enrichment with M2 macrophage.
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Introduction

Glioma is a kind of tumor originates from glial cells or precursor cells (1–3). It is the most common type of primary tumors in the central nervous system (4–6). Traditionally, the standard treatment for gliomas consisted of total tumor surgical resection, followed by radiotherapy and concurrent chemotherapy with TMZ (temozolomide) (7–9). However, using those comprehensive complex treatments, the overall survival achieved in glioma is not more than around 15 months, indicating the need for new innovative treatments which anchor the character and heterogeneity of glioma and expose the potential vital factors affecting tumorigenesis (6). Immunoreactions regulated by the TAM play a pivotal role throughout tumor angiogenesis and metastasis, also some immunotherapies have achieved revolutionary breakthroughs in cancer targeted therapies. Therapeutics targeting the programmed cell death (PD)-1 protein and its ligands, PD-L1, such as the FDA-approved Nivolumab, an anti-PD-1 monoclonal antibody for use in melanoma, Hodgkin’s lymphoma and squamous cell lung cancer, have achieved great responses in clinical treatments (10–13). TAMs are abundant in many solid tumors characterized by diversity and plasticity, including classically M1 macrophage or M2 macrophage under different stimulation (14–16). M1 macrophages increase proinflammatory cytokine production along with the Th1 type immune response and regulate host-cell antigen presentation responses to high levels of pathogens (bacteria and viruses) and tumor cells. M2-type macrophages release anti-inflammatory factors that activate a Th2 type immune response and promote tumor growth by facilitating immune infiltration, tissue remodeling, and angiogenesis (17–20). The role of the immune response in central nervous tumors was once a controversial issue due to special structure blood-brain barrier, lacking typical lymphatic ducts and special macrophage cells (21). Although the use of immunotherapies has become a powerful strategy to effectively reduce tumor size and prolong survival in peripheral tumors (22, 23) immune response target drugs have had less dramatic benefit for glioma patients (24–28). Therefore, it was urgent and important to search for immune-related targets in gliomas.

Deleterious mutations of SAMD9 are key enabling factors for some autoimmune diseases and cancers, as well as the pathogenesis of myelodysplastic syndromes (MDS), esophageal and lung tumorigenesis (29). Our previous studies have shown that knocking down SAMD9 in glioma cells decreases glioblastoma progression (30). We reveal that elevated SAMD9 expression is closely correlated with increasing WHO grade. Furthermore, knockdown of SAMD9 attenuated the proliferation, migration and invasion of glioblastoma cells and reduced the activity of the PI3K/AKT signaling pathway (29). Till now, the detailed regulatory mechanism of SAMD9 and its impact on tumor immunity in gliomas has not been reported, whether SAMD9 could influence the immune response in gliomas is still unclear. In this paper we show that SAMD9 was elevated in low grade gliomasand acted as an indicator of poor prognosis with malignancy characteristics, IDH wild type, MGMT unmethylation and 1p/19q non-codeletion. Further analysis of glioma databases revealed that SAMD9 function was closely related to immune responses and SAMD9 enrichment was accompanied by a high M2 phenotype macrophage infiltration. The distinct correlation of SAMD9 expression levels and accumulation of macrophages implied a role for SAMD9 in governing the fate of infiltrating M2 macrophages in LGG. We verified the expression levels of SAMD9 and abundance of macrophages using clinical specimens and obtained the same trends as previously indicated by bioinformatics analysis. We further explored the molecular activity surrounding infiltrated macrophages and found SAMD9 could enhance the infiltration ability of M2 macrophage cells in vitro. In summary, our findings revealed that SAMD9 may serve as a key factor of gliomas immunity and act as an independent prognosis factor.



Materials and Methods


Databases and Samples

The RNA-seq data, clinical and survival information were downloaded from CGGA database (http://www.cgga.org.cn). For the TCGA validation cohort (616 patients), the RNA-seq data and corresponding clinical information were obtained from TCGA database (http://cancergenome.nih.gov/). In total, 325 samples of RNA sequencing data from CGGA mRNA sequence database 1, 616 samples of TCGA mRNA sequence database (http://cancergenome.nih.gov/), and 693 samples of RNA sequencing data from CGGA database 2 (http://www.cgga.org) were collected in this study. We retrospectively analyzed the CGGA databases which mainly included the age, grade, IDH type, MGMT promoter methylation status, TCGA molecular subtypes (31), five molecular subtypes, radiotherapy and chemotherapy characters. Simultaneously, TCGA database was included for validation, which mostly contained the same clinical features described previously. Clinical specimens were collected from glioma patients admitted for operation in Beijing Tiantan Hospital.



Survival Prognostication

The beginning of OS was included from the initial diagnosis and the ending period was calculated to the last follow up or death. The survival data were downloaded for the CGGA and TCGA databases. All samples were divided into high and low expression groups according to the median value of SAMD9. The prognostic value of SAMD9 in these cohorts was evaluated by Kaplan-Meier with log-rank test.



The GO and KEGG Pathway Analysis

A gene annotation and analysis resource database that detailed integrated ontology sources, including GO analysis and KEGG Pathway was carried out to evaluate the SAMD9 associated biological processes and risk score in CGGA and TCGA databases.



Cibersort

CGGA and TCGA database were analyzed by the CIBERSORT software (https://cibersort.stanford.edu). Ten types of immune cells were evaluated in CIBERSORT to estimate the correlation of SAMD9 and infiltrating immune cells.



TIMER Module (Tumor IMmune Estimation Resource)

Immune infiltration associated with SAMD9 expression levels in LGG were selected and visualized by TIMER Module (https://cistrome.shinyapps.io/timer/) online system.



Cox Proportional Hazards Analysis

Univariate and multivariate Cox proportional hazards analysis were carried out to explore whether the risk score was an independent prognostic factor and screen out the most valuable independent prognostic factors.



Immune Functions Analysis

GSVA (Gene Set Enrichment Analysis) was performed with R software as previously (31). The relationship between SAMD9 expression and immune functions was evaluated by Pearson correlation analysis. Immune function scores were calculated by GSVA analysis and the immune function gene set was downloaded from AmiGO 2 (http://amigo.geneontology.org/amigo/landing). The classification of immune functions was according to the guidelines of AmiGO 2.



Nomogram Model Prediction

SAMD9, other partial factors such as pathological grade, age, 1p/19q status, radio status, and IDH were established using Cox regression in CGGA LGG and TCGA LGG database. Calibration curves were conducted at 1-, 3-, and 5-year time points. nomogram model was used to evaluate clinical risk score.



Cell Culture, Lentivirus Infection, and Macrophage Polarization

Human glioma LN229 and THP-1 cells were purchased from Chinese Academy of Sciences (China), LN229 cells were cultured in DMEM medium and THP-1 cells were cultured in RPMI 1640 medium with a humidified atmosphere of 5% CO2 at 37°C, which containing 10% fetal bovine serum (FBS, Gibco), 100 IU/mL penicillin and 100 μg/mL streptomycin (Gibco, Thermo Scientific, NY, USA). Lentiviruses was constructed through short hairpin (sh)-RNA targeting human SAMD9 (Genepharma, Shanghai, China). LN229 cell (60%-70% density) were transfected with lentivirus vector at a multiplicity of infection of 10-15, LN229cells were infected by the viruses for 36-48 h, then they were cultured in medium containing puromycin for selecting stable SAMD9-knockdown cells. The knockdown efficiency was verified by Western blotting. the shRNA sequences were as follows (SAMD9-Homo-571, 5’-GGGTAAAGAGAACCCAGATAT-3’; SAMD9-Homo-1074, 5’-GCATTCGAGA GCCAAGATTTG-3’; non-targeting control, 5’-TTCTCCGAACG TGTCACGT-3’). To polarize M0 macrophages, THP-1 cells (2.5 × 105) were plated into 6-well plate and treated with 320 nM phorbol 12-myristate 13-acetate (PMA; Sigma, St. Louis, MO, USA) at 37°C for 6h. To polarize M2 macrophages, then added M2-polarizing reagents (20 ng/ml IL-4 plus 20 ng/ml IL-13), incubated at 37°C for 72 h (32–35).



M2 Macrophage Infiltration Assays

M2 macrophage infiltration assays were conducted by seeding 2.5×105 M2 macrophage cells (300μl) without serum for 12 h in the upper chamber of a Transwell plate (size 5μm, Corning, NY, USA). 2.5×105 LN229 glioma cells were cultured with10% FBS in bottom plate(700μl), each experiment. After incubation at 37°C for 24 h, the cells in the upper chamber were fixed in 4% formalin and stained with 0.1% crystal violet. The infiltrated M2 macrophage cells were counted in three randomly selected fields from each membrane and each experiment was performed three times (29, 36–38).



Semi-Quantitative Immunohistochemistry

Paraffin sections were made as previously described (39, 40). After deparaffinization, sections were immersed in 100% ethanol, 96% ethanol, and 75% ethanol, and subjected to heat-induced antigen retrieval at 120°C for 10 min, After cooling to room temperature, each slide was incubated with the primary antibody overnight at 4C, then incubated with the secondary antibody for 1 h. Color development was produced using DAB staining for 5 min and hematoxylin counterstained for 1 min. In our research, we stained the serial sections of the same glioma tissue and observed in the same visual field. Positive expression of SAMD9 was located in cytoplasm of tumor cells. SAMD9 and other protein expression levels were evaluated independently by two experienced pathologists using the following method. A: Cell staining intensity (at 10x20 magnification, 3 different fields of view were observed and the average counts of 3 fields taken), the count scoring was as follows: negative staining, 0 point; weakly positive staining, 1 point; positive staining but with light brown background, 2 points; positive staining without background, 3 points. B: Area staining intensity (at 10 x 4 magnification the total positive area was observed and evaluated): positive area = 0%, 0 point; positive area =1%-25%, 1 point; positive area = 26%-50%, 2 points; positive area = 51%-75%, 3 points; positive area>75%, 4 points. C: The degree of positive staining for each section was determined by multiplication of the values for A and B: 1-3 was classified as weakly positive (+); 4-6 as positive (++); and 7-12 as strongly positive (+++).



Other Analysis

Heatmap was plotted by R-CRAN-Package pheatmap through Raivo Kolde·GitHub (http://cran.r-project.org), Before data entry, the data of CGGA and TCGA was applied with log transformation by mean value of gene and normalized the rows of those data.



Statistical Analysis

Student’s t-test or the chi-squared test were performed to clarify the differences in clinicopathological characteristics among these samples. p < 0.05 was considered statistically significant. correlation analysis of various factors and graphic work were accomplished by R language (Version 4.0.2) and SPSS (SPSS Inc., Chicago, Ill., USA).



Ethics

We confirmed that the research involving experiments on human subjects met the ethical standards of the Helsinki Declaration in 1975. The research was approved by the ethics committee of Beijing Tiantan Hospital, Capital Medical University, and all patient and their relatives had provided written informed consent.




Results


SAMD9 Expression is Significantly Correlated With Malignancy Degree and Subtype Feature in Lower Grade Gliomas

To further explore the role of SAMD9 in the malignant progression of glioma, we analyzed its expression levels in different grades in CGGA dataset 1, TCGA dataset, and CGGA dataset 2 of glioma. SAMD9 expression levels increased along with grade II to III progression very significantly in glioma (Figure 1A), it also showed an increasing grade III to IV tendency in the TCGA database (Figure 1A). We also detected the expression of SAMD9 in clinical glioma specimens and observed that SAMD9 was indeed increased with tumor grade and increased in high-grade gliomas (Figure 1E). IDH mutation is a principal driver gene in low grade gliomas, with an incidence of more than 70% (41). we therefore explored the relationship between SAMD9 expression and the status of IDH. In both the CGGA database 1 and TCGA database, patients with high SAMD9 expression were synchronized with wild type IDH, whereas most of those with low SAMD9 expression associated with the IDH mutation status (Figure 1B). The alkylating drug TMZ is routinely used for chemotherapy in glioma patients and MGMT promoter status was identified as a useful predictive biomarker for TMZ efficacy (42). We assessed the SAMD9 transcription level and the status of MGMT promoter methylation in both the CGGA sequence database 1 and TCGA sequence database. Patients with lower SAMD9 expression were found to have the MGMT promoter methylated, conversely, those with high SAMD9 expression associated with the unmethylated MGMT promoter (Figure 1C). The correlation between SAMD9 expression and glioma subtypes could also reflect SAMD9 function attributed to human glioma characteristics. We also systematically characterized the molecular features of classified lower grade gliomas through IDH and 1p/19q status. Patients with high expressions of SAMD9 were more concentrated in the astrocytoma than oligodendrocyte type. This information is highly consistent across the CGGA database 1 and TCGA databases (Figure 1D). These results indicated that lower expression of SAMD9 may be correlated with better prognosis of gliomas. we also achieved the same tendency characters of SAMD9 in CGGA database 2 (Supplementary Figure 1).




Figure 1 | WHO grade, IDH1 status, MGMT promoter methylation status and transcriptional characteristic subtype relative to SAMD9 expression. (A) The correlation of SAMD9 expression level with WHO grade. SAMD9 expression levels in glioma of WHO grade II-IV in CGGA database 1 and TCGA database, the difference between III & IV in TCGA database. (B) The relationship between SAMD9 transcription level and IDH1 mutation in CGGA and TCGA databases. (C) The correlation of SAMD9 expression level and MGMT promoter methylation status, the difference in CGGA database 1 and in TCGA database. (D) The relationship between SAMD9 transcription level and IDH1 mutation in each transcriptional characteristic subtype in CGGA and TCGA databases. (E) SAMD9 expression in different grades of gliomas (Grade II, n=7; Grade III, n=8; Grade IV, n=9) detected by IHC analysis. Scale bar = 100 mm. **, ***, **** and ns indicate p < 0.01, p < 0.001, p < 0.0001 and no significance, respectively.





Landscape of the Correlations of SAMD9 Accompanied With Classical Genetic Alterations and Clinical Character of Glioma

Oncoprint plots were used to visualize the correlation between SAMD9 expression level and classical genetic alterations in CGGA and TCGA dataset by complex Heatmap package. In CGGA dataset 1, we noticed that with increasing expression of SAMD9, patients tended towards a higher grade, IDH wild type, intact 1p/19q, PTEN mutation, and MGMT promoter unmethylation. We obtained more reliable and robust results with the large sample TCGA database. Furthermore, MGMT promoter unmethylation and fewer ATRX mutations appeared frequently in SAMD9 high expressing patients. Even more remarkable was a gain of chromosome 7 and loss of chromosome 10 in those patients. The high expression of SAMD9 showed a consistent trend with the typical malignant genetic features disclosing malignancy characters in gliomas. The high expression of SAMD9 synchronized with malignancy characters indicate the oncogenic nature of SAMD9 which may play an important role in the biological process of tumorigenesis (Figure 2 and Tables 1, 2).




Figure 2 | SAMD9 transcription level accompanied with classical genetic alterations and clinical character of glioma. (A) With increasing expression of SAMD9 in CGGA database 1, patients characterized with age group, ***high grade, ***oligodendrocyte and GBM subtype, ***IDH wild type, ***1p/19q intact, ***MGMT promoter unmethylation status, **PTEN mutation. (B) The correlation of SAMD9 expression level in TCGA database with age group, ***high grade, ***oligodendrocyte and GBM subtype, ***IDH wild type, ***1p/19q intact ***MGMT promoter unmethylation status, ***Chromosome 7/10 Euploid, ***Chromosome 19/20 Euploid, *, **, and *** indicate p < 0.05, p < 0.01, p < 0.001, respectively.




Table 1 | Clinicopathological of SAMD9 expression in CGGA database 1.




Table 2 | Clinicopathological of SAMD9 expression in TCGA database.





SAMD9 mRNA Expression Levels Predicted Overall Survival in All Grade Glioma and Especially in Lower Grade Glioma Patients

SAMD9 expression level was sufficient to predict OS (overall survival) of patients with glioma in three datasets. The patients of all glioma, LGG and glioblastoma (GBM) were divided into two groups on the basis of Grade type derived from CGGA database 1 (Figures 3A–C). Patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses in all glioma and LGG (Figure 3A p < 0.0001; Figure 3B p < 0.0001). To avoid the possible bias caused by a single database, we further expanded sample volumes in the TCGA database and confirmed the true character of SAMD9, we revealed the OS analyses with SAMD9 expression level derived from TCGA dataset (Figures 3D–F). The half of patients with higher SAMD9 expression exhibited shorter OS in either all grades (Figure 3D p < 0.0001) or LGG (Figure 3E p = 0.0026), but not in GBM (Figure 3F p = 0.75). We also got the same trend in CGGA mRNA sequence database 2 and the OS distinguishing effects of SAMD9 expression level were very significant in all glioma and LGG (Supplementary Figure 2A p < 0.0001; Supplementary Figure 2B p = 0.0002).




Figure 3 | Patients with higher SAMD9 level exhibit poorer OS. (A) Half of the patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on CGGA database 1 ALL, p < 0.0001. (B) The half of patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on CGGA database 1 LGG, p < 0.0001. (C) Half of patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on CGGA database 1 GBM, p = 0.16. (D) Half of the patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on TCGA database ALL, p < 0.0001. (E) The half of patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on TCGA database LGG, p = 0.0026. (F) Half of patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on TCGA database GBM, p = 0.75.





Univariate and Multivariate Analysis Showed SAMD9 Together With Other Related Clinicopathological Factors of Prognostic Significance

To further explore SAMD9 function in different grades and determine whether the risk score was an independent and significant prognostic factor in glioma, we carried out univariate and multivariate Cox regression analyses in the above databases. In addition, univariate and multivariate Cox regression analyses showed SAMD9, together with classical malignancy features of glioma (gender, age, WHO grade, IDH status, 1p/19q status, MGMT promoter status, radiotherapy, and chemotherapy). The univariate and multivariate Cox regression analysis in CGGA database1 LGG identified SAMD9 expression (univariate hazard ratio (HR): 3.17, p = 8.71E-12; multivariate HR: 1.58, p = 3.61E-02), WHO grade (univariate HR: 3.75, p = 1.82E-09; multivariate HR: 3.29, p = 1.82E-09), 1p/19q codeletion (univariate HR: 0.15, p = 7.82E-09; multivariate HR: 0.22, p = 5.50E-05), radiotherapy (univariate HR: 0.54, p = 3.99E-02; multivariate HR: 0.44, p = 1.40E-02) (Figure 4A). We discovered SAMD9 together with WHO grade (red color) in LGG may serve as independent risk factors but irrelevant in GBM (Figure 4B), 1p/19q codeletion and radiotherapy were designated as protectable variances. We also analyzed SAMD9 and the related clinical features in TCGA LGG database and got consistent trends. SAMD9 expression (univariate HR: 2.16, p = 1.42E-09; multivariate HR: 1.64, p=2.59E-04), WHO Grade (univariate HR: 3.32, p = 2.86E-06; multivariate HR: 1.94, p = 1.53E-02) and age (univariate HR: 1.07, p = 1.39E-12; multivariate HR:1.06, p = 1.15E-08), IDH mutation (univariate HR: 0.16, p = 1.22E-14; multivariate HR:0.29, p = 5.87E-04) (Figure 4C). We found SAMD9 together with grade and age (red color) had clinical significance in LGG but evaluated no significance in GBM (Figure 4D), IDH mutation was a protective factor. Further similar trend results were obtained in CGGA database2 (Supplementary Figures 3A, B). In summary, SAMD9 may act as an independent prognostic factor in low-grade gliomas.




Figure 4 | Univariate and Multivariate Cox regression analyses and correlations with classic genetic alterations of SAMD9. (A) Univariate and Multivariate regression analyses of SAMD9 expression level and several related clinical variables in CGGA database 1 LGG, Red color indicates protective factor HR > 1, Green color indicates harmful factors HR < 1, Gray color represents HR crossing 1. HR of SAMD9 and Grade > 1, p < 0.0001. HR of 1p/19q codeletion < 1, p < 0.0001. HR of Radiotherapy < 1, p < 0.0001. (B) Univariate and Multivariate regression analyses of SAMD9 expression level and several related clinical variables in CGGA database 1 GBM, HR of Radiotherapy < 1, p = 0.0154. HR of 1p/19q codeletion < 1, p =0.0171. (C) Univariate and Multivariate regression analyses of SAMD9 expression level and several related clinical variables in TCGA database LGG. HR of SAMD9 > 1, p < 0.0001. HR of Grade > 1, p = 0.0153. HR of Age > 1, p < 0.0001. (D) Univariate and Multivariate regression analyses of SAMD9 expression level and several related clinical variables in TCGA database GBM. HR of Age > 1, p < 0.0001.





Nomogram Model Predicted the Overall Survival and Integrated Clinic Pathologic Risk Score

The clinical prognostic factors for overall survival were identified and incorporated to construct nomograms for 1-, 3- and 5-year overall survival, respectively (Figures 5A, B). These nomograms can easily be used by providers to estimate a patient’s prognosis; the only clinical details a provider needs to use these nomograms effectively are grade, 1p/19q codeletion status, radiotherapy status and SAMD9 expression levels. The calibration plot for the probability of survival at 1-, 3- and 5-years also showed optimal concordance with the prediction in the TCGA validation cohort. The C-indices respectively were 0.81 in CGGA database 1 LGG (Figure 5A) and 0.87 in TCGA database LGG (Figure 5B). We got an accurate and reliable 1-, 3- and 5-year predicting survival of glioma patients through these nomogram-based results. In addition, a calibration plot for probability of survival also showed satisfactory concordance with the prediction of 1-, 3-, and 5-year OS in CGGA database 2 (Supplementary Figure 4).




Figure 5 | Nomogram prediction model for overall survival (OS) and other integrated risk factors. (A) A nomogram was developed by integrating the SAMD9 expression with the clinicopathologic features, grade, 1p/19q codeletion status, radiotherapy status in the CGGA database 1 (left). Calibration plot of nomogram for predicting OS at 1- (blue line), 3- (red line) and 5- (black line) years, ideal line as control (white line) in the CGGA database 1 (right). (B) A nomogram was developed by integrating the SAMD9 expression with the clinicopathologic features, age, grade, IDH status (MT, mutant. WT, wild type.) in the TCGA database (left). Calibration plot of nomogram for predicting OS at 1- (blue line), 3- (red line) and 5- (black line) years, ideal line as control (white line) in the TCGA database LGG (right).





Functional Enrichment Analysis of Tightly Correlated Genes With SAMD9 in LGG

We analyzed related genes that tightly correlated with the SAMD9 expression levels of each sample in CGGA and TCGA databases (R > 0.5) by Pearson correlation analysis, then further explored the biological function of those related genes, and used the DAVID online system to annotate those significant enrichment functions. The enrichment results indicate different terms in the positive-expression. Comparisons of the TOP20 gene terms, mostly focused on the immune response and tumorigenesis in CGGA database1 LGG (twelve related functions) (Figure 6A and Supplementary Table 1) and were almost totally immune response related in the TCGA database LGG (fourteen functions) (Figure 6B and Supplementary Table 2). Through these GO and KEGG pathways validations, we strongly speculate that SAMD9 was directly correlated with immunological responses. Positive function analysis revealed activation of the immune response, myeloid leukocyte activation, regulation of cytokine production, lymphocyte activation, defense response to virus, cytokine-mediated signaling pathway, myeloid leukocyte activation, activation of immune response, T cell activation, Adaptive Immune System and regulation of type I interferon production. The top 5 molecular functions were located in immune response, cytokine production, defense response to virus. This founding illustrates that SAMD9 has a strong correlation with the immune system. To understand the role of SAMD9 in the immune system, we performed a correlation coefficient analysis on data from the CGGA database1 LGG and the TCGA database LGG databases (Figure 6C and Tables 3, 4). We observed that almost all of immune functions showed positive correlation with SAMD9; only the term of “T cell-mediated immune response” was found to be negatively correlated with SAMD9.To further explore the relationship between SAMD9 and immune responses, we detected nine immune-related checkpoints by Pearson correlation analysis and found that SAMD9 is positively associated with TIM3, CD276, and IDO1, these evaluations indicating SAMD9 maybe a potential antitumoral target by inhibiting these checkpoint proteins(Figures 6D, E). We also detected the SAMD9 and TIM3 protein levels in 20 LGG patients by IHC and found that SAMD9 expression positive correlated with TIM3 expression (Figures 6F, G r = 0.59, p = 0.0019).




Figure 6 | Functional analysis of SAMD9 correlated genes relative to immune response. (A, B). Functional enrichments of SAMD9 related genes (R > 0.5) in CGGA database 1and CGGA database, Cluster showed the possible functions of TOP 20 genes terms and description annotated the detailed pathways. Blue dots represent the enrichment scores of difference terms in the upper axis, the P-value of difference terms in the lower axis, all analysis was calculated by Metascape online. (C) The correlation coefficient between SAMD9 and different immune cells in CGGA and TCGA databases. IMMU9 represent a negative correlation and other IMMNUs represent a positive correlation. (D, E) Correlation Analysis of SAMD9 and nine immune-related checkpoints (PD-1, PD-L1, PD-L2, TIM3, LAG3, CTLA4, TIGIT, IDO1, CD276) in CGGA database 1 LGG and TCGA database LGG. Color depth and circle square represent the degrees of correlation. (F) SAMD9 and TIM3 expression levels in glioma specimens determined by IHC analysis in grade II and III. Scale bar = 100 μm. (G) Correlation analysis of SAMD9 and TIM3 immunohistochemical scores. X-axis, SAMD9 staining score; y-axis, TIM3 staining score; correlation coefficient r = 0.59; p = 0.0019.




Table 3 | SAMD9 and related immune scores in CGGA database 1 LGG.




Table 4 | SAMD9 and related immune scores in TCGA database LGG.





SAMD9 Relating M2 Macrophages in LGG and Enhances the Infiltration of M2 Macrophages In Vitro

All the above results confirmed that SAMD9 may serve as an independent influencing factor for malignancy of LGG, poor prognostic survival and enriched with immune related biological progress (myeloid leukocyte activation, activation of immune response, regulation of cytokine production, defense response to virus, immune checkpoints) that regulate glioma character phenotype.To further explore the cells that have the remarkable significant impact on SAMD9, we evaluated the classical proportions of 10 types of infiltrating immune cells (B cells, plasma cells, T cells, NK cells, monocytes, macrophages, dendritic cells, mast cells, eosinophils, neutrophils) using the Cell-type Identification by Spearman’s rank correlation test in both CGGA and TCGA datasets. Among these immune cells, we found that macrophages significantly infiltrated in LGG gliomas and were highly consistent with SAMD9 expression in both CGGA database 1 LGG and TCGA databases LGG. The abundance of macrophage was correlated with LGG glioma in those databases (Figures 7A, B) (R = 0.32, p = 9.6E-06; R = 0.34, p = 1.1E-13). The partial correlation between the SAMD9 expression level and the six immune cell types: B cell, CD4 T cell, CD8 T cell, neutrophils, macrophages and dendritic cells in the tumor microenvironment was systematically estimated based on the Tumor Immune Estimation Resource (TIMER) algorithm. there was a highly significant correlation between measurements of macrophage infiltration and SAMD9 expression in LGG (Figure 7C) (partial.cor = 0.551, p = 7.78E-39). Although five other immune cell types showed significantly in LGG, they did not match the data in CIBERSORT. In conclusion, samples with higher SAMD9 expression exhibited apparent concordance with encirclement of macrophage cells. The classical phenotype markers of M (AIF1), M1 (IL12A, TNF, NOS2, PTGS2) and M2 (IL10, CCL163, TGFB1, CSF1R) were analyzed in CGGA and TCGA database and found SAMD9 had stronger positive correlation with M (AIF1) and M2 (IL10, CCL163, TGFB1, CSF1R) markers, but inconsistent correlation with M1 (IL12A, TNF, NOS2, PTGS2) markers (Figures 7D, E). Furthermore, we examined the expression levels of related proteins in clinical samples using IHC staining and performed correlation analysis of SAMD9 and those markers. Detailed antibody information in Table 5. The results showed that there was higher staining intensity of macrophage total marker AIF1 and M2 marker CD163in WHO grade III than grade II and significantly correlated with SAMD9 (Total Macrophage and SAMD9 Pearson r = 0.47, p = 0.029. Macrophage M2 and SAMD9 Pearson r = 0.55, p = 0.0086). but M1 marker TNF expressed lower grade III than grade II and showed no significant correlation with SAMD9 (Total Macrophage & SAMD9 Pearson r = 0.06, p = 0.85) (Figure 7F). To explore the effects of SAMD9 -on M2 macrophage migrative activity, we stably knocked down SAMD9 expression level in LN229 gliomas cells (Figure 7G). THP-1 cells were differentiated into M2 macrophage according to classical inducing methods (32, 33). Stable silencing of SAMD9 in LN229 cells reduced the infiltration of M2 macrophage (NC group & shSAMD9 1, p <0.01; NC group & shSAMD9 2, p <0.001) (Figure 7H).


Table 5 | Detailed antibody information.






Figure 7 | SAMD9 enrichment with M2 macrophages in LGG. (A, B) The correlation between SAMD9 and ten types of infiltrating immune cells (B cells, plasma cells, T cells, NK cells, monocytes, macrophages, dendritic cells, mast cells, eosinophils, neutrophils) in CGGA database 1 LGG, Correlation between SAMD9 and macrophages in CGGA database 1 LGG (R = 0.32, p = 9.6E-06) and in TCGA database LGG (R = 0.34, p = 1.1E-13). (C) Correlation between SAMD9 and the six immune cell types (B cells, CD4 T cells, CD8 T cells, neutrophils, macrophages and dendritic cells) on TIMER algorithm, macrophages, partial.cor = 0.551, p = 7.78E-39. (D, E) Nine classical phenotype markers of M (AIF1), M1 (IL12A, TNF, NOS2, PTGS2) and M2 (IL10, CCL163, TGFB1, CSF1R) were analyzed in CGGA and TCGA database, Color depth and circle square represent the degrees of correlation. (F) SAMD9, AIF1, CD163 and TNF expression levels in glioma specimens determined by IHC analysis in grade II and III. Scale bar = 100 μm. Correlation analysis of SAMD9 and related proteins immunohistochemical scores. X-axis, SAMD9 staining score; y-axis, AIF1, CD163 and TNF staining score; Correlation coefficient between SAMD9 and AIF1, r = 0.47; p = 0.029. Correlation coefficient between SAMD9 and TNF, r = 0.06; p = 0.85. Correlation coefficient between SAMD9 and CD163, r = 0.55; p =0.0086. (G) Western blots of LN229 cells with stable expression of shSAMD9. (H) Infiltration of M2 macrophage in LN229 NC (left), LN229 shSAMD9 1 (middle),  LN229 shSAMD9 2 (right). LN229 NC & LN229 shSAMD9 1, **. LN229 NC & LN229 shSAMD9 2, ***.*, **, ***, **** and ns indicate p < 0.05, p < 0.01, p < 0.001, p < 0.0001 and no significance, respectively.






Discussion

New strategies for immune targeted cancer therapy could be anchored in specifically interfering with the M2-like TAM signaling cascade pathway or switching polarization of tumor-promoting M2-like TAMs to a tumoricidal M1-like phenotype. The greater infiltration of TAMs is proportionally correlated with a long term of negative prognosis, as observed in experimental animals and clinical research (43–45). TAMs play major roles in tumor progression and it was widely recognized that the M2 phenotype provided an advantage to high grade gliomas (46, 47). There was a fierce dispute about the macrophage polarization state and the proportions of M1 versus M2 in LGG because of the prolonged dynamic stable state of low-grade gliomas (47–49).

SAMD9 expression levels maybe a robust index for the evaluation of the degree of the immune response, deleterious mutations of SAMD9 is the cause of some autoimmune diseases and cancers (50, 51). The IFN-γ binding element is located within the SAMD9 promoter in humans and IFN is the cytokine produced by gliomas, influencing the immune response through TAMs (52, 53). We have revealed that knocking down SAMD9 expression levels in glioma cells decreased the glioblastoma cell progression via the AKT/PI3K pathway, but the detailed mechanism of how SAMD9 affected the occurrence of gliomas and its impact on tumor immunity has not been reported in gliomas (29).

This is the first report to demonstrate that SAMD9 has a role not only as a significance marker related to malignancy characteristics in glioma, but also may as an independent prognostic indicator in lower grade glioma patients; further study found that SAMD9 influences the immune response by increasing the ability of M2 macrophage to infiltrate in vitro.

LGG is a transient dynamic quiescence state which almost always invariably develops into secondary glioblastoma (sGBM) (54, 55). Many tumor-related events occur prior to reaching this stage, which potentially provides an optimal intervention window for glioma. Therefore, an urgent strategy is now needed to exploit the novel factors involved in macrophage function in tumorigenesis and metastasis. Revealing the molecular function of SAMD9 will determine its clinical application. SAMD9 may be a diagnostic or prognostic indicator for low grade glioma and also a new potential therapeutic target for treating gliomas. A better understanding of the role of SAMD9 in LGG and its detailed mechanism could certainly open up a new avenue for anti-glioma therapy. Future research will focus on the exploration of SAMD9 specific inhibitors and evaluating their therapeutic effect in gliomas.
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Supplementary Figure 1 | WHO grade, IDH1 status, MGMT promoter methylation status and transcriptional characteristic subtype relative to SAMD9 expression. (A) The correlation of SAMD9 expression level with WHO grade. SAMD9 expression levels in glioma of WHO grade II-IV in CGGA database 2, ****p < 0.01. the difference between III & IV, ****p < 0.0001. (B) The relationship between SAMD9 transcription level and IDH1 mutation in CGGA database 2. ****p < 0.0001. (C) The correlation of SAMD9 expression level and MGMT promoter methylation status, the difference in CGGA database 2, ****p < 0.0001. (D) The relationship between SAMD9 transcription level and IDH1 mutation in each transcriptional characteristic subtype in CGGA database 2.

Supplementary Figure 2 | Patients with higher SAMD9 level exhibit poorer OS. (A) Half of the patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on CGGA database 2 ALL, p < 0.0001. (B) The half of patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on CGGA database 2 LGG, p = 0.0002. (C) Half of patients with higher SAMD9 expression exhibited shorter OS in Kaplan-Meier analyses based on CGGA database 2 GBM, p = 0.058.

Supplementary Figure 3 | Univariate and Multivariate Cox regression analyses and correlations with classic genetic alterations of SAMD9. (A) Univariate and Multivariate regression analyses of SAMD9 expression level and several related clinical variables in CGGA database 2 LGG, Red color indicates protective factor HR > 1, Green color indicates harmful factors HR < 1, Gray color represents HR crossing 1. HR of SAMD9 and Grade > 1, p < 0.0001. HR of IDH mutation < 1, p < 0.01. HR of 1p/19q codeletion < 1, p < 0.001. (B) Univariate and Multivariate regression analyses of SAMD9 expression level and several related clinical variables in GBM CGGA database 2, HR of IDH mutation < 1, p < 0.05.

Supplementary Figure 4 | Nomogram prediction model for OS and other integrated risk factors. A nomogram was developed by integrating the SAMD9 expression with the clinicopathologic features, grade, IDH status, 1p/19q codeletion status in the CGGA database 2 (left). Calibration plot of nomogram for predicting OS at 1- (blue line), 3- (red line) and 5- (black line) years, ideal line as control (white line) in the CGGA database 2 (right).

Supplementary Figure 5 | SAMD9 expression comparation between normal brain and difference grade gliomas. Total of 207 normal brain tissues, 518 low-grade gliomas, and 207 high-grade gliomas were included in the comparisons. p <0.05 LGG & Normal, p <0.05 GBM & Normal.
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Background

ALKBH5 and YTHDF1 are regarded as the eraser and reader, respectively, in N6-methyladenosine (m6A) modification. Recently, immune contexture has been drawing increasing attention in terms of the progression and treatment of cancers. This study aimed to determine the relationship between ALKBH5/YTHDF1 and immunological characteristics of colon adenocarcinoma (COAD).



Methods

Expression of ALKBH5 and YTHDF1 was investigated across TCGA and GEO validated in our study. Patients with COAD were divided into two clusters using consensus clustering based on the expression of ALKBH5 and YTHDF1. We then compared their clinical characteristics and performed gene set enrichment analysis (GSEA) to identify the functional differences. Immune infiltration analyses were conducted using ESTIMATE, CIBERSORT, and ssGSEA. In addition, we evaluated the expression of the targets of immune checkpoint inhibitors (ICIs) and calculated the tumor mutation burden (TMB) of the tumor samples. Weighted gene co-expression network analysis (WGCNA) was used to identify the genes related to both ALKBH5/YTHDF1 expression and immunity. GSE39582 was utilized for external validation of immunological features between the two clusters.



Results

Cluster 2 had high expression of ALKBH5 and lesser so of YTHDF1, whereas Cluster 1 had just the reverse. Cluster 1 had a higher N stage and pathological stage than Cluster 2. The latter had stronger immune infiltration, higher expression of targets of ICIs, more TMB, and a larger proportion of deficiency in mismatch repair-microsatellite instability-high (dMMR-MSI-H) status than Cluster 1. Moreover, WGCNA revealed 14 genes, including PD1 and LAG3, related to both the expression of ALKBH5/YTHDF1 and immune scores.



Conclusions

ALKBH5 and YTHDF1 influence immune contexture and can potentially transform cold tumors into hot tumors in patients with COAD.





Keywords: colon adenocarcinoma, ALKBH5, YTHDF1, immune contexture, m6A modification



Introduction

Colorectal cancer (CRC) ranks third in incidence, and its mortality ranks second in both sexes worldwide (1). Approximately 70–80% of patients with early stage CRC are eligible for surgery, and the five-year survival rate of these patients is approximately 90%. However, the five-year survival rate of patients with distant CRC (stage IV) is as low as 10–15% (2, 3).

Colon adenocarcinoma (COAD) is the main type of CRC that originates from adenomatous lesions and evolves into cancer due to the accumulation of genetic mutations (4). Recently, a study has shown that mutations can generate new antigens, which can be recognized by the immune system (5). Moreover, immunotherapy has proven to be effective in treating advanced carcinomas (6). Nevertheless, immunotherapy has limitations in some patients with microsatellite instability (MSI) and most patients with microsatellite stability (MSS) (7). Therefore, identification of novel immunotherapy markers and uncovering the underlying mechanisms of immune checkpoints would be important.

N6-methyladenosine (m6A) is the most abundant RNA modification that occurs in both coding and non-coding RNAs, and is a crucial post-transcriptional regulator in various cancers (8–11). Proteins involved in m6A modification may be divided into three categories: writer (catalyzes the occurrence of m6A modification), eraser (catalyzes the removal of m6A modification), and reader (recognizes and binds m6A modification) (12). Although tumor-intrinsic carcinogenic processes are vital, the impact of m6A modification on tumor and immunity is also worth attention. In recent years, some studies have suggested that targeting of dysregulated m6A regulators with small molecule inhibitors has potential in treating cancer. Given the functional importance of m6A modification in various cancers, targeted treatment against m6A regulators may be applicable in the clinic, in combination with chemotherapy or immunotherapy, to improve cancer therapy (13).

ALKBH5 plays the role of eraser in m6A modification and has been proven to regulate suppressive immune cell accumulation in melanoma (14, 15). In pancreatic ductal adenocarcinoma, ALKBH5 inhibits tumorigenesis by decreasing m6A modification of WIF-1 RNA and mediating the Wnt signaling pathway (16). On the other hand, YTHDF1 is a reader in m6A modification that can improve the efficiency of mRNA translation (17). It regulates the expression of lysosomal proteases in an m6A-dependent manner to control anti-tumor immunity and improve the efficacy of immunotherapy. Deficiency of YTHDF1 can enhance the therapeutic effect of PD-L1 checkpoint blockade (18).

To comprehensively understand the role of ALKBH5 and YTHDF1 in tumor immunity, we analyzed the transcriptome profiling data of colon adenocarcinoma from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO). We divided patients into two clusters based on the expression of ALKBH5 and YTHDF1 and compared their differences in clinical characteristics, biological pathways, immune infiltration, immune checkpoint expressions, and mutational landscapes using bioinformatics methods. Our results indicated that Cluster 2, with high expression of ALKBH5 and low expression of YTHDF1, had more immune infiltration, immune checkpoint inhibitor expression, and tumor mutation burden than Cluster 1, hence suggesting that Cluster 2 might respond better to immunotherapy. ALKBH5 and YTHDF1 may remarkably influence the immune contexture of colon adenocarcinoma.



Materials and Methods


Data Sources and Preprocessing

Transcriptome profiling data (HTSeq-Counts and HTSeq-FPKM) with clinical information were downloaded from TCGA-COAD project by R (version 4.0.2) with R package TCGAbiolinks (19). Cases that contained intact clinical information (age, sex, T stage, N stage, M stage, and prognostic information) were included. Level 3 HTSeq-FPKM of 435 primary solid tumor samples were treated by log2(FPKM+1) transformation for further analyses, and HTSeq-Counts were used for differential analysis.

Simple nucleotide variation data (MuTect2) of 376 patients with COAD were collected using R package maftools (20). Due to the lack of mutation information for some patients with COAD, we only included 376 patients in the analysis involving mutational landscape. Waterfall plots were used to show the genetic mutation of patients using the R package ComplexHeatmap (21). Tumor mutation burden (TMB) was calculated based on simple nucleotide variation, defined as the number of mutations per megabase.

Expression profiling by GSE39582 array was downloaded from the Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/gds/) (22). The dataset with 566 colon cancer tissues was used to verify the immune characteristics of patients with colon cancer.



Immune Infiltration Analysis

ESTIMATE is a method that determines the fractions of stromal and immune cells based on gene expression signatures in tumor samples. It was applied to evaluate the tumor microenvironment (TME) of each patient with COAD, along with stromal score (stromal content), immune score (extent of immune cell infiltration), ESTIMATE score (synthetic mark of stroma and immune), and tumor purity by R package estimate (23).

CIBERSORT is a means of computing cell composition based on the expression profiles. This deconvolution algorithm was used to calculate the proportion of 22 immune cells in each patient with COAD (24). The sum of 22 immune cell type fraction in each sample was 1.

By applying the single-sample gene set enrichment analysis (ssGSEA) method from R package GSVA (25), we calculated the extent of infiltration of 28 immune cell types according to the expression levels of genes in 28 published gene sets for immune cells (26).



Consensus Clustering Based on ALKBH5 and YTHDF1

Expression of ALKBH5 and YTHDF1 was extracted and clustered coherently using the R package ConsensusClusterPlus (27). The samples were divided into two clusters. We used the R package CMScaller to identify the consensus molecular subtypes (CMS) of each sample (28). CMS is a robust classification system for CRC. Every CMS has distinct features: CMS1 (immune), CMS2 (canonical), CMS3 (metabolic), and CMS4 (mesenchymal) (29). A Sankey diagram was used to indicate the relationship between the two clusters and CMS.



Gene Set Enrichment Analysis

GSEA was performed using the R package clusterProfiler to discover the significant functional difference between the two clusters (30). Significant pathway enrichment was identified by the normalized enrichment score (|NES| >1), P value <0.05, and FDR q value <0.05.



Differential Expressed Genes

Expression profiling data (HTSeq-Counts) were compared to identify the DEGs of two clusters using the R package DESeq2 (31). The threshold values were |log2FoldChange | >1 and adjusted P value <0.05.



Weighted Gene Co-Expression Network Analysis

We performed WGCNA on DEGs using the R package WGCNA (32). To ensure that the constructed co-expression network approached scale-free distribution, we chose 5 as the soft power. We obtained nine modules and calculated their correlation with cluster, stromal score, immune score, ESTIMATE score, and tumor purity. Subsequently, we acquired 14 genes according to the calculation of module membership (MM) and gene significance (GS).



Functional Enrichment Analysis

Gene Ontology (GO) analysis was applied to understand the functions of 14 selected DEGs using the R package clusterProfiler (30). We then constructed a protein–protein interaction (PPI) network using the STRING database (33). Next, we analyzed the Spearman’s correlation of gene–gene, gene–ESTIMATE, and gene–ssGSEA using the R package corrplot.



Specimen Collection and Real-Time Quantitative PCR

Twelve pairs of CRC tissues and their adjacent tissues were collected from the First Hospital of China Medical University with informed consent and approval from the Institutional Ethics Board of the First Hospital of China Medical University.

Total RNA was extracted using TRIzol reagent (Invitrogen). cDNA was synthesized using the PrimeScript RT Reagent Kit (TaKaRa). The SYBR Prime Script RT-PCR kit (TaKaRa) was used to perform RT-qPCR according to the manufacturer’s protocol.

The primer sequences were as follows: ALKBH5-F, 5′-CGGCGAAGGCTACACTTACG-3′; ALKLBH5-R, 5′-CCACCAGCTTTTGGATCACCA-3′; YTHDF1-F, 5′-ACCTGTCCAGCTATTACCCG-3′; YTHDF1-R, 5′-TGGTGAGGTATGGAATCGGAG-3′; GAPDH-F, 5′-CGGATTTGGTCGTATTGGG-3′; GAPDH-R, 5′-CTGGAAGATGGTGATGGGATT-3′.



Statistical Analysis

All statistical analyses were conducted by R (4.0.2) and SPSS (25.0) software. Figure panels were pieced together by Adobe Illustrator (CC 2019). Box plot analyses were performed using the Wilcoxon rank-sum test. Correlation analysis was performed using the Spearman’s coefficient. Chi-square test was used to compare the clinical characteristics between the two clusters (Fisher’s exact test was used when required). Multivariate logistic regression analysis was used to evaluate the clinical characteristics affecting the clusters. Survival curves were constructed using the Kaplan–Meier method (log-rank test). All hypothetical tests were two-sided, and a P value <0.05 was considered significant.




Results


Identification of Immune-Related m6A Regulators and Consensus Clustering of Patients

First, we calculated four indices of ESTIMATE in each sample to assess the fractions of stromal and immune cells. In order to explore the role of m6A modification in tumor immunity of patients with COAD, 21 m6A regulators were identified, and correlation between the expression of m6A regulators and results of ESTIMATE was evaluated (Figure 1A). Considering the highest absolute value of correlation with immune score, ALKBH5 and YTHDF1 were included in subsequent analyses. Next, Wilcoxon rank-sum test was conducted between tumor and normal tissues using RNA-seq data of TCGA-COAD; the tumor tissues were found to have lower ALKBH5 expression and higher YTHDF1 expression than normal tissues (Figures 1B, C). We thereafter performed a consensus clustering on 435 TCGA-COAD samples according to the expression matrix of ALKBH5 and YTHDF1, and divided the samples into two clusters (Figure 1D and Supplementary Figure 1). The heatmap shows Cluster 1 (n = 217) to have low expression of ALKBH5 and high expression of YTHDF1 while Cluster 2 (n = 218) had low expression of YTHDF1 and high expression of ALKBH5. Since the two genes showed opposite trends in the two clusters, Spearman’s correlation between ALKBH5 and YTHDF1 was investigated, and a weak, negative correlation (R = −0.30, P = 1.34e-10) was found (Figure 1E). To understand the features of the two clusters better, we evaluated the CMS of each sample and drew a Sankey diagram to indicate their relationship (Supplementary Figure 2).




Figure 1 | Identification of m6A regulators related to immune score and clustering of TCGA-COAD patients based on ALKBH5 and YTHDF1. (A) Association between m6A regulators and results of ESTIMATE. (B) Comparison of ALKBH5 expression between tumor and normal tissues. (C) Comparison of YTHDF1 expression between tumor and normal tissues. (D) TCGA-COAD patients are divided into two clusters according to ALKBH5 and YTHDF1. (E) Association between ALKBH5 and YTHDF1 expression. The P values are labeled using asterisks (***P < 0.001).





Evaluation of Clinical Characteristics

To identify the differences in clinical characteristics between the two clusters, we drew a survival curve first, and found no significant difference in prognosis between the two clusters (Supplementary Figure 3). Associated analysis showed Cluster 1 to have higher N stage, higher pathological stage, and lesser age than Cluster 2 (Table 1). Moreover, multivariate logistic regression analysis showed age, T stage, and N stage to be independent factors affecting clustering (Table 2).


Table 1 | Clinical features of two clusters.




Table 2 | Multivariate Logistic Regression for clustering (Cluster 2 vs. Cluster 1).





Identification of Immune-Related Pathways by GSEA

GSEA was performed to understand the functional differences between the two clusters. All differentially expressed genes (Cluster 2 vs. Cluster 1) were included in the GSEA. We identified many significant pathways related to immunity in the enrichment of MSigDB Collection (c5.cp.v7.0.symbols.gmt), including adaptive immune response, cell killing, humoral immune response, positive regulation of cytokine production, T cell activation, and T cell proliferation (Figure 2A).




Figure 2 | Comparison of immune characteristics between two clusters. Comparison of functional enrichment (A), stromal score (B), immune score (C), ESTIMATE score (D), tumor purity (E), proportion of immune cells (F) and expression of immune cells (G) between two clusters. The P values are labeled using asterisks (ns, no significance, *P < 0.05, **P < 0.01, ***P < 0.001).





Comparison of Immune Infiltration

ESTIMATE, CIBERSORT, and ssGSEA were performed to understand the differences in immunological function better. Cluster 2 had higher stromal, immune, and ESTIMATE scores, and lower tumor purity than Cluster 1 in the ESTIMATE analysis (Figures 2B–E). Furthermore, CIBERSORT analysis demonstrated that Cluster 2 to have a higher proportion of CD8 T cells (Figure 2F). ssGSEA showed 25 immune cell subtypes (such as activated B cells, activated CD4 T cells, activated CD8 T cells, activated dendritic cells, natural killer cells, and natural killer T cells) to be highly expressed in Cluster 2 (Figure 2G). A heatmap was prepared to show the overall conditions of the 28 immune cell subtypes in the two clusters (Supplementary Figure 4). Results indicated that Cluster 2 tended to have a stronger immune infiltration than Cluster 1, especially regarding CD8 T cells.



Evaluation of Sensitivity to Immunotherapy

To evaluate the sensitivity of patients with COAD to immunotherapy, we identified some targets of immunomodulatory drugs in clinical trials for metastatic colorectal cancer. We then compared the expression of these immunomodulatory targets between the two clusters and found most of the immunomodulatory targets (PD1, PDL1, PDL2, CTLA4, CD80, CD86, LAG3, TIM3, TIGHT, OX40, GITR, 4-1BB, ICOS, CD27, and CD70) to be expressed significantly higher in Cluster 2 (Figures 3A–D). The results suggested that Cluster 2 may show better response to immunotherapy than Cluster 1.




Figure 3 | Comparison of immunomodulatory drugs’ targets in clinical trials for metastatic colorectal cancer between two clusters. The P values are labeled using asterisks (ns, no significance, **P < 0.01, ***P < 0.001).





Comparison of Genetic Mutation

Different genetic mutations can influence the efficacy of immunotherapy differently; therefore, we evaluated the mutational conditions in COAD. Landscapes of mutation profiles between the two clusters are shown in Figures 4A, B. Cluster 2 had higher TMB and more numbers of MLH1, MSH2, MSH6, PMS2, POLE, and POLD1 mutations than Cluster 1 (Figures 4C, D), which once again indicated that the effect of immunotherapy may be better in Cluster 2.




Figure 4 | Comparison of mutational landscapes between two clusters. Mutational landscape of Cluster 1 (A) and Cluster 2 (B). (C) Comparison of tumor mutation burden (TMB) between two clusters. (D) Comparison of gene mutation related to mismatch repair and POLE proofreading domain between two clusters. The P values are labeled using asterisks (***P < 0.001).





WGCNA and Identification of Hub Genes Related With m6A and Immunity

We obtained 978 DEGs (721 upregulated and 257 downregulated) between the two clusters, and results were visualized using a volcano plot (Figure 5A). The genes were then considered for the WGCNA (Figures 5B, C). To identify a module related to both m6A and immunity, we performed a correlation between modules and traits (Figure 5D). The blue module was selected owing to its correlation with m6A (R = 0.32, P = 6e-12) and immunity (R = 0.85, P = 3e-124). Thereafter, we obtained 14 hub genes (WARS, SLC2A5, UBASH3B, NKG7, GNLY, GZMH, LAG3, GZMA, HAPLN3, CTSW, PDCD1, CCL4, RARRES3, and KIR2DL4) from the blue module based on MM >0.7 and GS >0.25 (Figure 5E).




Figure 5 | Identification of module genes associated with both clustering and immunity in the WGCNA. (A) Volcano plot of differential analysis. (B) Analysis of network topology for soft powers. (C) Gene dendrogram and module colors. (D) Heatmap between module eigengenes and cluster, ESTIMATE results. (E) Scatter plot of module eigengenes in the blue module.





Functional Enrichment of Hub Genes and Their Correlation With Immune Infiltration

To determine the biochemical functions of the 14 hub genes, we performed a GO enrichment analysis (Figure 6A). The most significant GO term was negative regulation of immune system. We also conducted PPI analysis and checked correlations across the genes (Figures 6B, C). Spearman’s correlation analysis between genes and immune infiltration (ESTIMATE and ssGSEA) showed most of the genes to be significantly correlated with immunity (Figures 6D, E).




Figure 6 | Analysis of 14 hub genes. (A) The GO analysis of hub genes. (B) PPI network of hub genes. (C) Correlation between hub genes. (D) Correlation between hub genes and results of ESTIMATE. (E) Correlation between hub genes and expression of immune cells (ssGSEA).





GEO Validation of Immune Characteristics Between Two Clusters

First, we divided 566 colon cancer samples from GSE39582 into two clusters in the same way as performed in TCGA (Figure 7A) and found the distribution of ALKBH5 and YTHDF1 expression in the two clusters to be quite similar to that in TCGA. We also calculated the Spearman’s correlation coefficient for ALKBH5 and YTHDF1 (R = −0.36, P = 1.24e-18) (Figure 7B). The expression of immunomodulatory targets and extent of immune infiltration (ESTIMATE, CIBERSORT, and ssGSEA) were evaluated in the same manner (Figures 7C–L). Cluster 2 was clearly more active regarding the immune system than Cluster 1.




Figure 7 | GSE39582 validation of immune contexture between two clusters. (A) GSE39582 patients are divided into two clusters according to ALKBH5 and YTHDF1. (B) Association between ALKBH5 and YTHDF1 expression in GSE39582. (C–K) Comparison of stromal score (C), immune score (D), ESTIMATE score (E), tumor purity (F), targets of immunomodulatory drugs (G–J), proportion of immune cells (K) and expression of immune cells (L) between two clusters. The P values are labeled using asterisks (ns, no significance, *P < 0.05, **P < 0.01, ***P < 0.001).





Verification of Expression Levels of ALKBH5 and YTHDF1 in CRC and Adjacent Tissues

We tested the expression levels of ALKBH5 and YTHDF1 in 12 CRC tissues and paired adjacent tissues using RT-qPCR. Results indicated CRC tissues to have lower expression of ALKBH5 and higher expression of YTHDF1 than the paired adjacent tissues (Figure 8).




Figure 8 | Verification of ALKBH5 and YTHDF1 expression in CRC tissues using RT-qPCR. The P values are labeled using asterisks (ns, no significance, *P < 0.05, ***P < 0.001).






Discussion

ALKBH5 is expressed at low levels in colon cancer; its overexpression inhibits cell metastasis in vivo and cell invasion in vitro, thus suggesting it as a tumor suppressor (34). A recent study has reported that the expression and function of ALKBH5 in different types of cancer are variable (35). Although ALKBH5 has been proven to correlate with the response to anti-PD1 therapy in melanoma, the association between ALKBH5 expression and response to immunotherapy in patients with COAD still remains unclear (15). YTHDF1 is highly expressed and enhances stem cell-like activity in CRC (36). The high expression of YTHDF1 could lead to low immune cell abundance, since high stemness indices represent a low immune cell fraction and low PD-L1 expression (37). The expression of ALKBH5 and YTHDF1 in patients with COAD in our study was consistent with those in previous studies. In addition, we found a negative correlation between ALKBH5 and YTHDF1, suggesting that their functions may have a cross-talk or interaction upon m6A modification. A previous study had reported that ALKBH5 suppresses tumor progression in non-small cell lung cancer in a YTHDF1-dependent manner (38). Moreover, their relevance to the immune score in the ESTIMATE analysis was just the opposite. Therefore, both ALKBH5 and YTHDF1 may participate in the regulation of m6A modification, which can in turn influence immune infiltration and response to immunotherapy in patients with COAD.

We applied consensus clustering to divide patients with COAD from TCGA into two clusters: Cluster 1 (ALKBH5: low expression; YTHDF1: high expression) and Cluster 2 (ALKBH5: high expression; YTHDF1: low expression). Moreover, we investigated the relationship between the two clusters and the CMS. We found CMS2 to be mostly classified into Cluster 1, whereas CMS1 and CMS3 were mostly classified into Cluster 2. There was no difference in CMS4. CMS1 represented microsatellite instability immune type with hypermutation, MSI, and strong immune activation; CMS2 represented canonical type with remarkable WNT and MYC activation; CMS3 represented metabolic type with epithelial and evident metabolic dysregulation (29). From the perspective of CMS, we inferred Cluster 2 to possibly possess more immune infiltration than Cluster 1. We then evaluated their clinical characteristics and discovered Cluster 1 to have a higher N stage than Cluster 2, which may have resulted from the inhibition of metastasis by ALKBH5.

To further investigate the functional differences between the two clusters, we used TCGA-COAD data for GSEA and found some immune-related pathways, such as adaptive immune response, cell killing, cytokine production, and T cell activation to be enriched in Cluster 2. This suggested that Cluster 2 may act more actively in immune response than Cluster 1.

Next, we compared the immune characteristics of the two clusters using the ESTIMATE, CIBERSORT, and ssGSEA methods. In the ESTIMATE analysis, Cluster 2 was proven to possess higher stromal, immune, and ESTIMATE scores than Cluster 1, thereby implying that Cluster 2 had a vibrant tumor immune microenvironment. In the CIBERSORT analysis, we found the proportion of CD8 T cells and M1 subtype macrophages to be significantly elevated in Cluster 2. Previous studies had demonstrated CD8 T cells to have the strongest effect on patient prognosis in most tumor-infiltrating immune cell subtypes (39). In the ssGSEA analysis, 25 immune cell subtypes showed significantly higher expression in Cluster 2, including CD8 T cells, T helper cells (CD4), dendritic cells (DCs), natural killer (NK) cells, natural killer T (NKT) cells, and macrophages. Tumor-infiltrating T cells have a major impact on the clinical attributes of CRC. High infiltration of CD8 T cells can predict the response to drugs and improve survival in patients with CRC and hepatic metastases (40). A previous study had illustrated that patients with high expression of Th1 have a prolonged prognosis, whereas those with high expression of Th17 have poor prognosis in CRC. In addition, the effect of Th1 seemed to surpass the effect of Th17 on survival (41). DCs have been reported as key antigen-presenting cells that promote anti-tumor immunity by activating T cells (42). Moreover, conventional type 1 dendritic cells are known to be recruited into the tumor microenvironment following stimulation by NK cells (43). The latter have cytotoxic capacity in anti-tumor immunity, and their extensive infiltration leads to a favorable outcome in CRC (44). NKT cells could reinvigorate the exhausted CD8 T cells in an anti-PD-1-resistant tumor model, hence playing a pivotal role in anti-tumor immunity (45). A previous study had shown that high NKT cell infiltration to be an independent favorable prognostic factor in CRC (46). Macrophages are conventionally divided into M1 (proinflammatory; anti-tumor) and M2 (anti-inflammatory; tumor-promoting) subtypes. According to the results of CIBERSORT analysis, Cluster 2 had a higher proportion of M1 subtype macrophages than Cluster 1, which suggested that Cluster 2 could easily achieve anti-tumor Th1-type responses while Cluster 1 tended to establish a tolerogenic microenvironment (47). Based on our study of immune contexture, Cluster 2 had more extensive immune cell infiltration than Cluster 1. Therefore, Cluster 2 may have more immunological competence and be more likely to benefit from immunotherapy.

Previous studies reported that programmed cell death 1 (PD1), programmed cell death 1 ligand 1 (PDL1), and cytotoxic T lymphocyte antigen 4 (CTLA4) are approved as targets of immune checkpoint inhibitors (ICIs) by the FDA (48). In addition, lymphocyte activation gene-3 (LAG3), T cell immunoglobulin-3 (TIM3), and T cell immunoglobulin and ITIM domain (TIGIT) are regarded as co-inhibitory receptor targets (49). In this study, we compared two clusters of immunomodulatory drugs, which have been included in clinical trials for metastatic CRC (48). Most of these targets were found to be significantly high in expression in Cluster 2.

Next, we analyzed the mutational landscapes of the two clusters, and found a remarkable difference between them. We found Cluster 2 to have more TMB than Cluster 1. TMB may affect the generation of immunogenic peptides and thereby influence the response to immunotherapy (50). Furthermore, CRC can be categorized into two groups based on microsatellite instability (MSI) and mismatch repair (MMR), namely dMMR-MSI-H and pMMR-MSI-L. The signature of dMMR-MSI-H in patients with CRC is a specific biomarker for evaluating the response to immunotherapy. In addition to the hypermutation caused by dMMR-MSI-H, POLE proofreading domain mutation also leads to a remarkable hypermutation, which may result in excellent prognosis (48). Our study suggested that Cluster 2 possesses a higher mutation rate of MMR-related genes (MLH1, MSH2, MSH6, and PMS2) and POLE/POLD1 than Cluster 1, hence implying that Cluster 2 would show better effect of immunotherapy.

We next performed WGCNA to identify the blue module that differed between the two clusters in relation to both ALKBH5/YTHDF1 and immune score. Based on MM and GS, we obtained 14 genes from this module, including PD1 (PDCD1) and LAG3. An explicit synergistic interaction between PD1 and LAG3 has already been reported, and they have been shown to mediate T cell exhaustion together (51); this probably occurs in Cluster 2. Therefore, we speculated that Cluster 2 could acquire a better response to immunotherapy than Cluster 1 by evaluating the extent of infiltration extent of immune cells, expression of ICIs, and mutational burden; this difference might result from m6A modification mediated by ALKBH5 and YTHDF1.

Based on the immunological features, Cluster 2 was considered to have a hot tumor, whereas Cluster 1 tended to be have a cold tumor (52). Since our RT-qPCR results verified the expression of ALKBH5 and YTHDF1 in 12 pairs of cancer and normal tissues, we inferred Cluster 1 to represent the overall immunological characteristics of COAD, thus showing poor immune response. ALKBH5 and YTHDF1 could possibly play a potential role in the transformation of cold to hot tumor in COAD.

Although the comprehensive analysis improved our understanding of the relationship between ALKBH5/YTHDF1 and immunity, and we used 566 patients with GSE39582 as the external validation set, there are still some limitations in the current study. First, it was a retrospective study. Therefore, a prospective study should be conducted in future in order to avoid analysis bias associated with retrospective studies. Moreover, the study was performed based on TCGA and GEO; we could not illustrate the expression of ALKBH5 and YTHDF1 from the protein level or demonstrate the direct mechanisms of ALKBH5/YTHDF1 in anti-tumor immunity. So further studies to unravel the direct mechanisms should be performed.



Conclusion

By clustering patients of TCGA-COAD and GSE39582 based on the expression of ALKBH5 and YTHDF1, we demonstrated Cluster 2 (ALKBH5: highly expressed; YTHDF1: lowly expressed) to have more infiltration of immune cells, expression of ICI targets, TMB, and proportion of dMMR-MSI-H than Cluster 1 (ALKBH5: lowly expressed; YTHDF1: highly expressed), thereby suggesting that Cluster 2 acquired better response to immunotherapy. Our findings illustrated that ALKBH5 and YTHDF1 have potential in tumor immunity and provided novel insights into the relationship between m6A modification and immunity.
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Supplementary Figure 1 | Heatmap corresponding to the consensus matrix for k = 2 using consensus clustering.

Supplementary Figure 2 | Relationship between the two clusters and the consensus molecular subtypes (CMS).

Supplementary Figure 3 | Survival analysis of 2 clusters. 

Supplementary Figure 4 | Heatmap shows overall condition of 28 immune cells subtypes between 2 clusters.
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Histone deacetylase inhibitors (HDACIs) are antitumor drugs that are being developed for use in clinical settings. HDACIs enhance histone or nonhistone acetylation and promote gene transcription via epigenetic regulation. Importantly, these drugs have cytotoxic or cytostatic properties and can directly inhibit tumor cells. However, how HDACIs regulate immunocytes in the tumor microenvironment, such as myeloid-derived suppressor cells (MDSCs), has yet to be elucidated. In this review, we summarize the effects of different HDACIs on the immunosuppressive function and expansion of MDSCs based on the findings of relevant studies.




Keywords: acetylation, histone deacetylases, inhibitors, myeloid-derived suppressor cells, immunosuppression



Introduction

Myeloid-derived suppressor cells (MDSCs) are heterogeneous cells derived from bone marrow that can suppress the immune response (1, 2). MDSCs are produced in large quantities under pathological conditions, such as inflammation and cancer. The accumulation of MDSCs is a complex and gradual phenomenon that is regulated by many factors (3). MDSCs are composed of two major types of cells: the granulocytic or polymorphonuclear type (PMN-MDSCs), which are similar to neutrophils in phenotype and morphology, and the monocytic type (M-MDSCs), which are similar to monocytes in phenotype and morphology. In most types of cancer, PMN-MDSCs account for more than 80% of all MDSCs, while M-MDSCs are direct promoters of tumor metastasis (4). In mice, MDSCs are more common in tumors of the bone marrow, spleen, liver and other organs. PMN-MDSCs and M-MDSCs are defined as CD11b+Ly6G+Ly6Clo and CD11b+Ly6G-Ly6Chi, respectively. In humans, MDSCs are most common in the blood and tumors of various organs. In peripheral blood mononuclear cells, PMN-MDSCs are defined as CD11b+CD14-CD15+ or CD11b+CD14-CD66b+, while M-MDSCs are defined as CD11b+CD14+HLA-DR-/loCD15-. Lin-HLA-DR-CD33+ cells are a group of mixed MDSCs containing more immature progenitor cells that have been proposed to be defined by ‘early-stage MDSCs’ (e-MDSCs). However, the same type of cells have yet to be identified in mice (5). The signals driving the development of MDSCs occur in two partially overlapping stages (6). In the first stage, the expansion and regulation of bone marrow cells occur in the bone marrow and spleen, while the second stage is characterized by the transformation of neutrophils and monocytes into pathologically activated MDSCs, which primarily occurs in peripheral tissues (7). Several factors participate in MDSC-mediated immunosuppression, including arginase-1 (Arg-1), inducible nitric oxide synthase 2 (iNOS), transforming growth factor β (TGF-β), interleukin-10 (IL-10), cyclooxygenase 2 (COX2) and indoleamine 2,3-dioxygenase (IDO) (8, 9). Although MDSCs are involved in the suppression of different cells in the immune system, T cells are the primary targets of MDSCs. Both PMN-MDSCs and M-MDSCs can reduce the production of L-arginine through the expression of Arg-1 and iNOS, thereby inhibiting the function of T cells (10, 11). Furthermore, M-MDSCs and PMN-MDSCs also take advantage of different immunosuppressive mechanisms. M-MDSCs use NO and produce related cytokines to inhibit the ability of T cells to eliminate antigens (12), while PMN-MDSCs primarily inhibit the immune response in an antigen-specific manner. The induction of antigen-specific T cell tolerance is one of the primary characteristics of PMN-MDSCs (13, 14), and reactive oxygen species (ROS) production is crucial for this activity (8). In recent years, an understanding of the clinical importance of MDSCs has emerged. An initial study monitored MDSCs from cancer patients and analyzed the total MDSC population. The results showed that the number of peripheral blood MDSCs was positively correlated with the tumor stage and tumor burden of colorectal, breast, thyroid and nonsmall cell lung cancers (3, 15–21). In melanoma and hepatocellular carcinoma, both PMN-MDSCs and M-MDSCs were shown to be associated with a poorer prognosis (3, 22, 23). In nonsolid tumors, M-MDSC numbers were associated with reduced survival in multiple myeloma, Hodgkin’s lymphoma, non-Hodgkin’s lymphoma, and diffuse large B-cell lymphoma (24–26). Therefore, therapeutics targeting MDSCs have become an important means of tumor immunotherapy by inhibiting their differentiation, expansion and activity.

Immune checkpoint inhibitors, such as anti-PD-1 and anti-CTLA-4, have shown success in eradicating cancer by enhancing immune activation, but primary and secondary resistance are still problems (27). Epigenetic treatments for cancer include histone deacetylase inhibitors (HDACIs), DNA methyltransferase inhibitors (DNMTIs) and histone methyltransferase inhibitors (HMTIs), which can stimulate tumor cells and improve the antitumor response by host immune cells. Epigenetic treatments can improve the response of tumor patients to immune checkpoint blockade therapy (28). DNMTIs have been reported to be effective in the treatment of hematological malignancies in clinical studies (29), while HMTIs have been shown to play a role in the treatment of multiple myeloma (30). However, some DMNTIs and HMTIs have not shown clinical efficacy. HDACIs are a different class of small molecule drugs that can have a wide range of effects on tumor cells, including cell cycle arrest, apoptosis, cell differentiation, autophagy and antiangiogenesis (31). HDACIs can inhibit HDACs, and because these drugs have a more pronounced effect on the proliferation of malignant cells than nonmalignant cells, there is increasing interest in developing these drugs, especially as antitumor treatments. In recent studies, many researchers have found that HDACIs also have significant effects on host immunosuppressive cells. As MDSCs are important immunosuppressive cells in the tumor microenvironment (32), it is worth investigating the regulatory effects of HDACIs these cells.



Acetylation

Lysine acetylation is an evolutionarily conserved posttranslational modification that occurs in prokaryotes and eukaryotes. In general, two different types of protein acetylation occur in cells. In humans, 80-90% of proteins undergo cotranslational acetylation at the Nα end of the nascent polypeptide chain (43–45). The other common type of protein acetylation occurs at the ϵ-amino group of lysine. Acetylation was first discovered in histones (46). Subsequently, researchers observed acetylation modifications on nonhistones and identified histone acetyltransferases (HATs) and histone deacetylases (HDACs). In the past decade, advances in proteomics based on mass spectrometry have greatly expanded the classification of endogenous acetylated proteins, provided an objective perspective for the study of acetylation, and provided new insights into the scope and regulation of nonhistone acetylation. To reflect the degree of nonhistone acetylation, HATs and HDACs were renamed lysine acetyltransferases (KATs) and lysine deacetylases (KDACs), respectively (47) (ordinarily, the terms HATs and HDACs are used). Acetylation is a dynamic and reversible process involving both KATs and KDACs. KATs are responsible for covalently attaching an acetyl group to the lysine residue of a protein and are figuratively called “writers”, while KDACs mediate the removal of this acetyl group and are called “erasers”. Acetylation is the addition of acetyl groups to lysine residues in a protein that occurs in the presence of acetyl transferase. Acetylation is an important type of posttranslational modification for acetyl-CoA metabolism and cell signal transduction. In addition, acetylation is a widespread regulatory mechanism mediated by posttranslational modification in the subcellular organelles of the nucleus or cytoplasm and is involved in many processes, such as transcription, chemotaxis, metabolism, cell signal transduction, stress response, proteolysis, cell apoptosis, and neuron development (47). Evidence has shown that acetylation is one of the most important modifications used to alter protein activity and precisely regulate and control cellular functions.



Histone Deacetylases

HDACs can mediate the deacetylation of histones and nonhistone proteins and are a class of proteases that play important roles in chromosome structural modifications and gene expression regulation (48). Under normal conditions, the acetylation of histones is beneficial for the dissociation of DNA and dense histone octamers, allowing the nucleosome structure to relax so that various transcription factors and cooperative transcription factors can bind to specific DNA binding sites and activate gene transcription. The deacetylation of histones has the opposite effect (49). In addition to regulating histone modification, HDACs also regulate the posttranslational acetylation of many nonhistones, including transcription factors, chaperones, and signaling molecules, leading to changes in protein stability, protein-protein interactions, and protein-DNA interactions (50). There are four classes of HDACs. Class I includes HDAC1, HDAC2, HDAC3 and HDAC8. Class II is further divided into IIa and IIb, with HDAC4, HDAC5, HDAC7 and HDAC9 belonging to class IIa, while class IIb includes HDAC6 and HDAC10. Class III is composed of sirtuin1-7, and class IV includes HDAC11 only. Classes I, II and IV enzymes are zinc ion dependent, while class III members are zinc ion independent (51). It is worth noting that nearly half of all deacetylases have weak or no deacetylase activity or target other types of acylation (47).



Histone Deacetylase Inhibitors

HDACIs can inhibit the deacetylation of histones or nonhistone proteins and have direct inhibitory effects on tumor cells. Inhibiting HDACs can regulate the balance between proapoptotic and antiapoptotic proteins, leading to the death of tumor cells (52). While HDACIs have direct inhibitory effects on tumor cells, they can also regulate various components of the host immune system (53). Some researchers have found that the treatment of cancer patients with HDACIs can reduce the number of lymphocytes, indicating that HDACIs are immunocytotoxic (54, 55). On the other hand, some researchers have shown that HDACIs promote immune activity and can enhance cancer immunotherapy (56–58). Theoretically, targeted inhibition of HDACs is closely associated with adverse outcomes after trauma and can optimize treatment outcomes while reducing complications (59). Many isotype-specific HDACIs are now available and are undergoing clinical trials as antitumor agents (60). HDACIs can be structurally classified into at least four categories (hydrochlorates, cyclic peptides, fatty acids, and benzoamides) and can also be classified according to their HDAC specificity. Broad-spectrum HDACIs include panobinostat, belinostat, resminostat and trichostatin A. Butyrate and valproate inhibit class I and IIa HDACs. Romidepsin, entinostat (ENT) and mocetinostat are considered class I specific, and tubacin is HDAC6 specific (51). Due to the zinc ion-dependent nature of the domains of class I, II and IV HDACs, inhibitors occupying the zinc ion-binding site of the catalytic center will inhibit the activity of these enzymes. These HDACIs contain a pharmacophore, a cap structure, a linking unit and a zinc ion-binding group to chelate cations in the catalytic region of the target HDACs (27). Trichostatin A, vorinostat, belinostat, dacinostat, panobinostat and givinostat are HDACIs. Recent studies have shown that HDACIs also have crucial effects on host immunosuppressive cells, with MDSCs being important immunosuppressive cells in the tumor microenvironment (Table 1).


Table 1 | Effects of HDACIs on MDSCs.





Effects of HDACIs on MDSCs


Entinostat

ENT is a specific inhibitor of class I HDACs that targets immunosuppressive cells in the tumor microenvironment (61). ENT has been reported to have immunoregulatory activity (62) and has been used in the clinical treatment of breast and nonsmall cell lung cancers (63, 64). The clinical drug development of ENT focuses on the resistance mechanism of breast cancer to endocrine therapy and HER2-targeted drugs (63). Importantly, ENT can inhibit tumor cell proliferation, which can induce mitochondrial damage and lead to apoptosis. ENT increases the sensitivity of lung cancer cells to tumor necrosis factor-related apoptosis-inducing ligands and downregulates the expression of the antiapoptotic genes Bcl-2 and XIAP (64).

Using lung and renal cell carcinoma models, Orillion A and colleagues observed that the total number of MDSCs in tumors increased in the presence of ENT alone but only slightly increased after treatment with ENT combined with anti-PD-1. In addition, there was also a decline in immunosuppressive functions, showing that ENT can inhibit the levels of Arg-1, iNOS and COX2, thereby reducing the immunosuppressive effects of MDSCs (62). After treatment with ENT, the tumor-free survival of HER/neu transgenic breast cancer and Panco2 metastatic pancreatic cancer mouse models was significantly improved. ENT combined treatment with anti-PD-1 and anti-CTLA-4 was shown to inhibit the VEGF, ErbB and mTOR pathways in PMN-MDSCs as well as the activity of STAT3 and the activity of Arg-1 (33). Tomita et al. reported that the number of circulating PMN-MDSCs and M-MDSCs decreased in samples from breast cancer patients treated with ENT combined with an aromatase inhibitor (65). However, the immunosuppressive activity of PMN-MDSCs could specifically be reduced by ENT treatment, and there was no effect on M-MDSCs (66). The microenvironment before tumor metastasis has been shown to be established through the activities of M-MDSCs, suggesting that the number of M-MDSCs and niche-promoting molecules in the lung tissue before tumor metastasis can be reduced by low-dose 5-azacytidine (100 nM) and low-dose ENT (50 nM) treatment. Interestingly, the gene set related to the chemokine axis and immune cell migration was observed to be significantly altered by low-dose ENT treatment, and the expression of CCR2 in M-MDSCs in the bone marrow and lung was significantly downregulated after low-dose ENT treatment (34). CCR2 is a key regulator of the migration of M-MDSCs from the bone marrow to the tumor environment, suggesting that the transport of M-MDSCs to the premetastatic lung may be affected by low-dose ENT therapy at least partially through the downregulation of CCR2 (67, 68). In short, ENT can inhibit the function of PMN-MDSCs and the metastasis of M-MDSCs (Figure 1).




Figure 1 | Effects of entinostat on MDSCs. Entinostat inhibits the VEGF, ErbB and mTOR pathways in PMN-MDSCs, thereby inhibiting the activity of STAT3, which in turn reduces the activities of Arg-1, iNOS and COX2. Entinostat therapy inhibits the transport of M-MDSCs from bone marrow to the tumor environment by downregulating CCR2 expression.





Valproic Acid

Valproic acid (VPA) is an anticonvulsant drug (69) and an HDACI (70, 71) that targets HDAC class I enzymes (HDAC1, 2 and 3). In vitro experiments by Xie Z et al. showed that VPA treatment can reduce the proportion of PMN-MDSCs, inhibit the immunosuppressive function of MDSCs in a dose-dependent manner and also reduce the level of Arg-1 by inhibiting IL-4Rα expression, thereby weakening the immunosuppressive function of MDSCs (35). In a recent study, VPA was shown to downregulate CCR2 expression in M-MDSCs, and the tumor invasion ability of these cells was also reduced (36). In addition, VPA was shown to decrease the immunosuppressive effects of MDSCs on CD8+ T cells and NK cells, and the ability of these cells to kill tumors was also enhanced (36). Moreover, treatment with VPA combined with an anti-PD-L1 antibody blocked the immunosuppressive functions of MDSCs by activating IRF1/IRF8 (72).



Mocetinostat

Mocetinostat is a selective inhibitor of class I/IV HDAC, proteins involved in the epigenetic silencing of immunoregulatory genes in tumors and immune cells. The target gene promoters of mocetinostat are occupied by class I HDACs, and an increase in active histone markers is observed after mocetinostat treatment (37). Briere D and colleagues suggested that the number of MDSCs and Tregs could be reduced by mocetinostat treatment, with an increase in CD8+ T cells observe in a tumor-bearing mouse model of colorectal cancer (37). However, the exact mechanism of action of mocetinostat remains unclear.



Vorinostat

Vorinostat (SAHA) is a nonspecific inhibitor of class I and class II HDACs and was the first HDACI drug approved by the Food And Drug Administration for clinical use in patients with cutaneous T cell lymphoma (73). Vorinostat can also reduce acute graft-versus-host disease (GVHD) after allogeneic bone marrow transplantation by inhibiting the production of proinflammatory cytokines such as TNF-α, IL-1 and IFN-γ (73).

MDSCs were shown to be induced by both GM-CSF and vorinostat-induced tumor pressure in vitro, which can mediate MDSC apoptosis and contradicts the results of other researchers, possibly because different concentrations of vorinostat were used (38). In a spontaneous transgenic mouse melanoma model, treatment with vorinostat resulted in a significant delay in disease onset, downregulation of chemokine (c-c motif) ligand 2 (CCL2) and the recruitment of MDSCs (74). Kroesen M and colleagues showed that the number of M-MDSCs in the tumor microenvironment of 9464D tumor-bearing mice could be reduced by vorinostat treatment. Thus, vorinostat can create a permissible tumor microenvironment for tumor-directed mAb therapy by increasing the number of macrophage effector cells expressing high levels of Fc receptors (75).



CG-745

CG-745 is a specific inhibitor of class I and class IIb HDACs that exhibits anticancer effects on pancreatic, colorectal and nonsmall cell lung cancers (56). Kim YD and colleagues analyzed the distribution of immune cells in the tumor microenvironment and spleen and reported that CG-745 could inhibit M2 macrophage polarization and reduce the number of MDSCs (40). Therefore, the cytotoxicity of PBMCs and IFN-γ expression in Jurkat T cells could be increased by CG-745. H3 acetylation, which is an important factor during the differentiation of naïve CD8+ T cells into memory T cells, was also induced (76).



ACY241

ACY241 is a specific inhibitor of HDAC6 that inhibits multiple myeloma when used in combination with immunoregulatory drugs and proteasome inhibitors (41). After treatment with ACY241, the number of MDSCs in patients with multiple myeloma was shown to significantly decrease. Bcl6 expression in CD8+ T cells may be enhanced by ACY 241 through activation of the AKT/mTOR/NF-κB signaling pathway in CD8+ T cells, thereby enhancing CD8+ T cell activity (41).



Trichostatin A

Trichostatin A (TSA) is a natural antifungal metabolite produced by Streptomyces and is a broad-spectrum HDACI with no effect on HDAC8 (77). Rosboroug BR et al. observed that after GM-CSF-induced mouse bone marrow cells were treated with TSA (0.1-10 nM) and vorinostat (10-500 nM), CD11b+ GR1+ cells and MDSCs were strongly amplified (39). After TSA treatment of experimental autoimmune encephalomyelitis, PMN-MDSCs were present in reduced numbers in secondary lymphoid organs and migrated into the spinal cord without affecting monocytes, while the disease symptoms improved (42). Additionally, the numbers of Tregs and MDSCs were reduced in Her2/CT26 tumor-bearing mice treated with TSA (78).




Conclusion

In general, most HDACIs inhibit class I or class II HDACs. Among these molecules, the regulatory effects of entinostat on MDSCs have been reported the most often, probably because entinostat has been put into clinical use. In summary, entinostat inhibits the VEGF, ErbB and mTOR pathways in PMN-MDSCs, thereby inhibiting the activity of STAT3, which in turn reduces the activity of Arg-1, iNOS and COX2. Entinostat also inhibits the transport of M-MDSCs from bone marrow to the tumor environment by downregulating CCR2. Other HDACIs have antitumor effects by reducing the number of MDSCs, but the specific mechanism of action varies. Interestingly, increased concentrations of vorinostat can amplify the number of MDSCs. Why different concentrations of vorinostat lead to different results is worth further research. At the same time, these results suggest that different doses of HDACIs may have different effects, demonstrating that studies of HDACIs must involve strict control of the drug dose. HDACIs have been shown to be effective antitumor agents in clinical studies, but their success has been limited. In addition, these inhibitors can produce side effects, such as platelet reduction, nausea, vomiting, anorexia and fatigue.

In recent years, research on MDSCs has gradually increased, and some researchers regard MDSCs as targets of tumor therapy. Therefore, it is necessary to explore the regulatory effects of HDACIs on MDSCs, which may improve their therapeutic effects toward tumors.
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The role of DNA methylation of breast cancer-infiltrating immune cells has not been fully explored. We conducted a cohort-based retrospective study analyzing the genome-wide immune-related DNA methylation of 1057 breast cancer patients from the TCGA cohort and GSE72308 cohort. Based on patients’ overall survival (OS), a prognostic risk score system using 18 immune-related methylation genes (IRMGs) was established and further validated in an independent cohort. Kaplan–Meier analysis showed a clear separation of OS between the low- and high-risk groups. Patients in the low-risk group had a higher immune score and stromal score compared with the high-risk group. Moreover, the characteristics based on 18-IRMGs signature were related to the tumor immune microenvironment and affected the abundance of tumor-infiltrating immune cells. Consistently, the 18-IRMGs signatures showed similar influences on immune modulation and survival in another external validation cohort (GSE72308). In conclusion, the proposed 18-IRMGs signature could be a potential marker for breast cancer prognostication.
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Introduction

The biological behavior and clinical outcome of breast cancer are highly heterogeneous (1, 2). The molecular properties of breast cancer cells have been extensively studied to identify subgroups of patients having different treatment responses and prognosis for targeted therapy based on biomarkers (3–5). However, the tumor microenvironment is a complex mixture of malignant and non-malignant cells including immune cells which can affect the behavior and clinical outcomes of breast cancer. Up to date, the classification of the tumor microenvironment and its impact on prognosis are still poorly understood.

Immune cells from the microenvironment of breast cancer play an important role in determining tumor progression. Single-cell RNA sequencing of breast cancer has confirmed that there is a complex mixture of immune T cell subtypes in tumors (6, 7). Besides, a large number of transcriptomics analyses have been used to explore the immune microenvironment of breast cancer, which indicated that patients with different expression of genes involving multiple immune cells had different survival rates (8–11). Most of the previous research methods to decipher the characteristics of tumor immune microenvironment infiltration were based on the transcriptome (8, 9). DNA methylation, RNA and protein levels can be used as prognostic markers (12). But these markers have their own advantages and disadvantages. For example, DNA methylation and RNA sequencing results can be obtained by high-throughput chip or sequencing (13), which is more efficient and economical. However, high-throughput protein detection is time-consuming and expensive, and has not been widely used. However, few studies have explored the impact of immune cell infiltration on cancer from the perspective of DNA methylation patterns.

DNA methylation has established its role as the main epigenetic driving force in cancer progression and development (14–19). However, its contribution to defining the characteristics of the tumor microenvironment is still poorly understood. It has recently been shown that DNA hypomethylation promotes immune escape in corresponding tumors (15, 20, 21). Furthermore, DNA methylation patterns that predict the response of non-small cell lung cancer to immune checkpoint blockade (ICB) treatment have been revealed (22). DNA methylation patterns are also closely related to cell lineage and high levels of DNA methylation are often detected in blood and skin lineage. Finally, DNA methylation is associated with cellular and cell-free DNA derived from peripheral blood cells (23–25), and has been introduced as a complementary method for classifying the central nervous system (CNS) tumors (26). However, DNA methylation has not been widely used to determine the immune environment that occurs in the microenvironment of breast cancer.

Here, we identified DNA methylation markers, establishing an 18 immune-related methylation genes (IRMGs) signature, which could reflect multiple tumor-related immune cell subpopulations and divided the tumors into two clusters with different clinical and molecular characteristics, which were then validated in an independent dataset. This proposed signature could effectively predict the immune activity of the breast cancer microenvironment and the clinical prognosis of the patients.



Materials and Methods


Study Population

Breast cancer datasets from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) were downloaded and the workflow is illustrated in Figure 1. GSE72308 contained a set of data obtained from methylation array analysis, which has been used to evaluate the characteristics of immune response based on DNA methylation in breast cancer and other cancers (27). Only patients who met the following criteria were selected: (1) confirmed pathological diagnosis of invasive breast cancer; (2) available DNA methylation and overall survival (OS) data. Patients without active follow-up and transcriptomic data in the TCGA were excluded. In this study, molecular subtypes classified based on immunohistochemical detection in TCGA and GSE72308 were used for analysis. The number of patients in different molecular subtypes in TCGA are: Basal (n=193), HER (n=282), LumA (n=581), LumB (n=219), Normal (n=143).The number of patients in different molecular subtypes in GSE72308 are: Basal (n=65), HER2 (n=56), LumA (n=52), LumB (n=63).This study was based on the analysis of the TCGA and GSE72308 cohort, and was therefore deemed exempt from institutional review board approval by The Sun Yat-sen University Cancer Center, and informed consent was waived. We conducted this study in accordance with the ethical standards of the World Medical Association Declaration of Helsinki.




Figure 1 | The workflow of this study. A group of IRMGs related to the prognosis of breast cancer was identified in the TCGA and GSE72308 data cohort. Using the LASSO Cox regression model, a new immune methylation cluster was constructed in the TCGA cohort, and its key role in breast cancer immune status and the prognosis was validated in the GSE72308 cohort. IRMGs, immune-related methylation genes; TCGA, The Cancer Genome Atlas; GEO, Gene Expression Omnibus; LASSO, least absolute shrinkage and selection operator; KM, Kaplan-Meier.





Data Acquisition and Generation of Immune Methylation Profiles

First, we downloaded a list of immune-related genes (Supplementary List 1) from the Immunology Database and Analysis Portal (ImmPort, https://www.immport.org). A total of 1826 immune-related genes for subsequent analysis. Subsequently, we downloaded the methylation data of breast cancer patients from the TCGA and GSE72308 databases. The TCGA methylation profile was obtained from the Xena database (https://xenabrowser.net/). The GSE72308 methylation profile was obtained from the GEO database (https://www.ncbi.nlm.nih.gov/geo/). Finally, the DNA methylation sites of the aforementioned immune-related genes (1812 genes downloaded from ImmPort) were screened in the TCGA and GSE72308 methylation profile. The DNA methylation sites of these immune-related genes are defined as IRMGs.

Besides, the expression profiles of the TCGA cohort were downloaded from the TCGA data portal (https://portal.gdc.cancer.gov/repository). Then we extracted the DNA methylation quantitative index β values [βvalue=methylation signal/(methylation signal + non-methylation signal)]of these genes and the corresponding RNA expression profiles. Subsequently, the correlation between DNA methylation level and RNA expression level was analyzed one by one.

The ensemble IDs were mapped to gene symbols according to the annotation of Homo_sapiens.GRCh38.91.chr.gtf from the ENSEMBLE website. The “limma” package in R was used for gene expression normalization using the scale method (28). The average RNA expression was calculated for duplicates, and genes with low abundance were discarded.



Development of the DNA Methylation-Based Immune Profiling

The Univariate Cox regression was used to determine the immune-related methylation genes (IRMGs) associated with OS. The Least Absolute Shrinkage and Selection Operator (LASSO) Cox regression model was further applied to determine the key features and corresponding coefficients for the model construction (29). The LASSO Cox regression was performed using the “glmnet” package of the R software, and the ideal coefficient was estimated based on the partial likelihood deviation with ten-fold cross-validation (30). The optimal log λ was -4.37. To quantify the comprehensive impact of immune methylation status, a new score was calculated based on the features selected by the LASSO model.

First, we obtained IRMGs significantly related to the prognosis of TCGA and GSE72308 cohorts through the univariate cox regression analysis of IRMGs on overall survival. Then, IRMGs with a proper correlation between expression and DNA methylation level (r>0.2 and P<0.05) were selected and added to the LASSO cox regression model for modeling to calculate the score and standardization through the obtained coefficients using the following formula:

	



Tumor Microenvironment and Function Analysis

The Cell-type Identification By Estimating Relative Subsets Of RNA Transcripts (CIBERSORT) analysis was used to identify immune cell types. The expression matrix was uploaded using the online analysis platform (https://cibersort.stanford.edu), and the proportion of infiltrating immune cells was estimated by the LM22 signature with 1000 permutations (31). Subsequently, the criterion of P<0.05 was used to select qualified samples. The xCell analysis was performed following its guidelines (https://xcell.ucsf.edu) (32). Immune and stromal scores were further estimated via the Estimation of Stromal and Immune cells in MAlignant Tumor tissues using Expression data (ESTIMATE) algorithm with the “estimate” package in R to quantify the immune and stromal components (33). The MCP-counter scores of immune-related active cells and fibroblasts were evaluated using the “MCPcounter” package in R (34). The cluster Profiler package of the R software was used for GO analysis (35). According to previous research, the “fGSEA” software package in R (version 4.0.1) was used to perform GSEA analysis to explore pathway enrichment between the low- and high-risk groups (36).



Statistical Analysis

The Univariate Cox regression was used to identify prognostically relevant IRMGs with a cutoff value of P<0.05. Crucial signatures involved in immune-related methylation clusters were identified using the LASSO Cox regression model. The optimal cut-off value for survival analysis was determined using the “survminer” package in R, and the OS of different subgroups were compared using the Kaplan-Meier method with the log-rank test. For the Kaplan-Meier analysis, the cut-off values for the score-high and score-low groups were based on the median score. The follow-up time was 6 years. Time-dependent receiver operator characteristic (ROC) analyses were performed using the “timeROC” package in R (34). Spearman’s correlation test was used for Score-related analysis. All statistical analyses were performed using the R software (Version 4.0.1). A P value of <0.05 was considered statistically significant, and all P values were two-tailed.




Results


DNA Methylation-Based Immune Profiling of Breast Cancer

To explore the pattern of immune infiltration based on DNA methylation in breast cancer, we first compiled the TCGA methylation profile and GSE72308 methylation profile (Figure 1) to identify the corresponding IRMGs. A population of 769 and 288 patients from the TCGA and GSE72308 were included in this study. The IRMGs data from the TCGA and GSE72308 were subjected to univariate Cox proportional hazard regression analysis, of which a total of 226 IRMGs (Supplementary List 2) were found significantly related to the OS of breast cancer patients (P<0.05) in both cohorts and were identified as candidate markers (Figures 2A–C). Subsequently, 61 IRMGs (Supplementary List 3) were significantly correlated with corresponding mRNA expression (|r|>0.2, P<0.05) and were selected for the prognosis prediction model. Based on these, the LASSO Cox regression model was used to construct a prognostic model for the OS stratification of the patients from the TCGA data set (N=769). First, we determined the penalty value [log(lambda)=-4.37] according to the lowest point of the Figure 2E curve, and drew a vertical line at the position of log(Lambda)=-4.37 in Figure 2D. Each curve in Figure 2D represented a variable, and the curve that intersected with vertical line at the position of log(Lambda)=-4.37 was the final included in the model. The ordinate corresponding to the variable was the regression coefficient of the variable. In the regression equation, the regression coefficient represented the contribution of the variable.




Figure 2 | Identification of prognostic IRMGs in breast cancer. (A) Venn plot shows that the 61 IRMGs identified in the two cohorts were associated with mRNA expression. (B, C) Bar graph showing the hazard ratio of IRMG in the TCGA cohort and GSE72308 cohort. The bars represent 95%CI. The Univariate Cox regression was used for data analysis. (D, E) The LASSO Cox regression model was constructed from the 61 signature IRMGs, and the adjustment parameter (λ) was calculated based on the partial likelihood deviation with ten-fold cross-validation. The optimal log λ value is -4.37, as shown by the vertical black line in the curve. According to the best fit contour, an 18-IRMGs signature was determined. IRMGs, immune-related methylation genes; TCGA, The Cancer Genome Atlas; GEO, Gene Expression Omnibus; LASSO, least absolute shrinkage and selection operator.



18 IRMGs were selected according to the method of partial likelihood deviance, and the corresponding coefficients were generated with the best logλ of -4.37. Supplementary List 4 shows the positions of these 18 IRMGs in the corresponding genes. The hazard ratio model consisting of 18 methylation sites(cg06735472, cg20862496, cg02172616, cg09108314, cg09369954, cg03779097, cg27460943, cg16633817, cg19901994, cg16265078, cg10942339, cg03240473, cg19266578, cg00668559, cg12697789, cg14993712, cg25562664, cg00743540) was selected as the best prognostic model for predicting OS (Figures 2D, E). The genes corresponding to these 18 methylation sites were SLURP1(cg240862496), IL17RD(cg00743540), NFKBIE(cg00668559), OPRL1(cg19266578), NR3C2(cg27460943), ZC3HAV1L(cg14993712), EED(cg02172616), TXLNA(cg09369954), FGF2(cg09108314), EED(cg16265078), TLR3(cg12697789), FAM3B(cg06735472), NR1I2(cg25562664), ROBO2(cg16633817), PTK2B(cg19901994), OPRL1(cg03779097), MICB (cg10942339)and UMODL1(cg03240473). Figure 3 shows the correlation coefficient and P value between the IRMGs selected by the LASSO model and their corresponding mRNA expression.




Figure 3 | The correlation between IRMGs identified in the LASSO model using the TCGA cohort and their corresponding mRNA expression levels.



Kaplan-Meier analysis further confirmed the prognostic value of each of these 18 IRMGs (Supplemental Figure 1). Patients with higher methylation levels of cg03240473, cg19266578, cg00668559, cg12697789, cg14993712, cg25562664, and cg00743540 had poorer prognosis, while patients with higher methylation levels of cg06735472, cg20862496, cg02172616, cg09108314, cg09369954, cg03779097, cg27460943, cg16633817, cg19901994, cg16265078, cg10942339 had better prognosis; which was consistent with the results of the Lasso Cox regression analysis. The methylation values of the 18 IRMGs in TCGA and the corresponding HR and 95%CI are shown in Figures 4A, B. Among the 18 IRMGs, 11 IRMGs was associated with improved prognosis while 7 with poor prognosis.




Figure 4 | (A) Distribution of methylation levels of the 18-IRMGs signature in the TCGA cohort; (B) Multivariate Cox regression analysis results of the 18-IRMGs signature corresponding to OS in the TCGA cohort. (C) Distribution of risk scores in the TCGA cohort; (D) Comparison of risk scores of different molecular subtypes in the TCGA cohort (****: p<=0.0001, ns: p>0.05); (E) The distribution of patients in different risk scores according to survival status and survival time. IRMGs, immune-related methylation genes; OS, overall survival; TCGA, The Cancer Genome Atlas; Her2, human epidermal growth factor receptor 2.



The risk score of the TCGA training cohort was calculated using the coefficients obtained by the above-mentioned LASSO algorithm. The risk score distribution of the 18 immune methylation markers in the TCGA training cohort is shown in Figure 4C. The risk scores of different molecular subtypes were significantly different, with HER2 positive scores being the highest, followed by the basal-like subtype and luminal B subtype. The risk score of these three subtypes was significantly higher than that of luminal A (Figure 4D). However, there was no significant correlation between the risk score and tumor size, lymph node metastasis, TNM stage, and age. The distribution of risk scores based on different survival time and survival status (alive or dead) is shown in Figure 4E. From this, we can observe that the patients who died (red dots) are more distributed in the high-risk group. Second, patients in the low-risk group had a longer survival time.



The 18-IRMGs Signature Was Significantly Associated With Molecular Characteristics and Immune Features

We first analyzed the enriched pathways of the 18-IRMGs signature through biological function enrichment analysis. The results showed that genes were significantly enriched in immune-related pathways of GO categories (Figure 5A), including humoral immune response, immunoglobulin production, T cell receptor complex, and immunoglobulin complex. Furthermore, Gene Set Enrichment Analysis (GSEA) analysis revealed 12 important pathways related to the 18-IRMGs signature, including adaptive immune response, T cell receptor complex, immunoglobulin complex, antigen binding, B cell receptor signaling pathway, lymphocyte-mediated immunity, neutrophil-mediated immunity, and more (Figure 5B). To study the effect of the 18-IRMGs signature on the immune microenvironment of breast cancer, we evaluated the immune score and stromal score between the high- and low-risk groups. The results showed a significant difference in immune score and stromal score between the high-risk and low-risk groups (Figures 5C, D). The immune score and stromal score of the low-risk group were significantly higher than that of the high-risk group (P<0.05).




Figure 5 | 18-IRMGs signature related immune characteristics and immune cells. (A) GO analysis of the group based on18-IRMGs signature. (B) GSEA is related to immune-related signals based on the 18-IRMGs signature. (C, D) ESTIMATE immune score and stromal score between groups based on IMI (**: p<=0.01, ****: p<=0.0001). (E) Comparison of infiltrating immune cells (CIBERSORT) between the two risk groups. (F) Comparison of infiltrating immune cells (MCP counter) between the two risk groups. (G) Correlation between risk scores and immune-related genes in the TCGA cohort. IRMGs, immune-related methylation genes; GO, Geneontology; GSEA, Gene Set Enrichment Analysis; ESTIMATE, Estimation of Stromal and Immune cells in MAlignant Tumor tissues using Expression data; CIBERSORT, Cell-type Identification By Estimating Relative Subsets Of RNA Transcripts.



Further, the ratio of 22 immune cell types between the two subgroups was analyzed. We first used the CIBERSORT algorithm to estimate the proportion of immune cells in the TCGA cohort (Figure 5E), and found that the low-risk group had a higher percentage of anti-tumor immune cells, including gamma delta (γδ) T cells (P<0.05), CD4+ memory T cells (P<0.01), mast cells (P<0.01), and resting dendritic cells (P<0.01). In addition, patients in the high-risk group showed a higher proportion of immunosuppressive cells, such as M0 macrophages. Although we observed that the level of activated dendritic cells in the high-risk group was higher than that in the low-risk group, the absolute level in both groups was very low, even far lower than other types of immune cells. The effect of such a low level of activated dendritic cells may be almost negligible. Then, the MCP-counter algorithm was used to estimate the proportion of immune cells in the TCGA cohort (Figure 5F). Consistent with the above results, patients in the low-risk group also demonstrated a higher percentage of anti-tumor immune cells, including T cells, CD8+ T cells, cytotoxic T cells, B lineage, myeloid dendritic cells, and neutrophils. In addition, the risk score was negatively correlated with the mRNA expression of immune checkpoints CD27, CD40, ENTPD1, PDCD1, CD274, HAVCR2, CD33, CD4, TBX21, CD8B, and PRF1, but positively correlated with the expression of NOS2 (Figure 5G). We also observed that the risk score was mainly negatively correlated with the expression of immune checkpoints related to T cells.



Prognostic Value of the 18-IRMGs Signature

The development of convenient tools for early diagnosis and treatment guidance of diseases remains a critical clinical issue. To further clarify the prognostic and prognostic value of the 18-IRMGs signature in breast cancer, ROC analysis, and the Kaplan-Meier method were used to assess the prognosis in the TCGA cohort.

First, the overall survival of patients with different risk scores was compared. In the TCGA cohort, patients in the low-risk group had a better OS than those in the high-risk group (Figure 6A). A time-related ROC analysis was performed and the area under the curve (AUC) was calculated at different time points based on the availability of data (Figures 6B–D). The results suggested that the corresponding AUCs of the ROC analysis for 1-, 3-, and 5-year follow-up in the TCGA cohort were 0.788, 0.771, and 0.721, respectively (Figures 6B–D). This indicated that the 18-IRMGs signature had good prognostic value in both short-term and long-term follow-up.




Figure 6 | The potential indicator value of 18-IRMGs signature in the prognosis of TCGA breast cancer. (A) Kaplan-Meier plot of OS between the two risk groups in the TCGA cohort. The log-rank test was used for data analysis. (B–D) Time-dependent ROC analysis (1, 3, and 5 years) based on 18-IRMGs signature in breast cancer patients in the TCGA cohort. IRMGs, immune-related methylation genes; OS, overall survival; ROC, receiver operating characteristic; TCGA, The Cancer Genome Atlas; AUC, area under the curve.





Validation of the 18-IRMGs Signature for Breast Cancer Survival Prediction in an Independent Cohort

The GSE72308 was used as the independent external validation cohort (N=288). First, the methylation values of the 18 IRMGs and risk score distribution of all the patients in the GSE72308 cohort are shown in Figures 7A, B. Consistent with the TCGA cohort, in the GSE72308 cohort, it was also observed that the HER2 positive subtype had the highest risk score, followed by basal-like subtypes and luminal B subtypes. The risk scores of these three subtypes were significantly higher than the luminal A subtype (Figure 7C). Similarly, high- or low-risk patients were grouped according to the median risk score. The results showed that the 18-IRMGs signature performed well, and compared with the high-risk group, the OS of patients in the low-risk group was significantly longer (P<0.05) (Figure 7H). The ROC curve over time shows that the 18-IRMGs signature had good accuracy, with 0.839 for 1 year-AUC, 0.712 for 3 years-AUC, and 0.723 for 5 years-AUC (Figures 7D–F). The distribution of risk scores of breast cancer patients from the GSE72308 cohort based on different survival time and survival status (alive or dead) was also shown in Figure 7G.




Figure 7 | Validation of the prognostic value of 18-IRMGs signature for OS in the GSE72308 cohort. (A) Distribution of methylation levels of 18 IRMGs in the GSE72308 cohort; (B) Distribution of risk scores in the GSE72308 cohort; (C) Comparison of risk scores of different molecular subtypes in the GSE72308 cohort (***: p<=0.001, ****: p<=0.0001); (D–F) Time-dependent ROC analysis (1, 3, and 5 years) based on 18-IRMGs signature in breast cancer patients in the GSE72308 cohort; (G) The distribution of patients of different risk scores according to survival status and survival time; (H) Kaplan-Meier plot of OS between the two risk groups in the GSE72308 cohort. The log-rank test was used for data analysis. IRMGs, immune-related methylation genes; OS, overall survival; ROC, receiver operating characteristic; AUC, area under the curve; Her2, human epidermal growth factor receptor 2.






Discussion

In this study, we provided new insights into the heterogeneity of the tumor immune microenvironment of breast cancer and confirmed that the specific characteristics of immune methylation have an important prognostic value. We analyzed the relationship between DNA methylation and tumor immunity of breast cancer through the IRGMs set, and identified two immune methylation clusters significantly related to patient survival, which was then validated in an independent cohort. These demonstrated the relationship between immune methylation characteristics and corresponding immune cell infiltration in the tumor microenvironment and patient prognosis.

Some recent studies have suggested that there are abnormal methylation events in breast tumors, and specific DNA methylation patterns may be closely related to breast cancer immune microenvironment, molecular subtypes, and recurrence. Dedeurwaerder et al. (37) conducted DNA methylation analysis on 248 breast tissues and found that DNA methylation analysis can reflect the cell type composition of the tumor microenvironment, especially the T lymphocyte infiltration of the tumor. What they found also strongly proved that DNA methylation can indeed help better understand the complex relationship between tumor cells and the immune microenvironment. Holm et al. (38) used an array-based methylation assay to analyze the methylation status of 807 cancer-related genes in 189 fresh frozen primary breast tumors and 4 normal breast tissue samples. They found that basal-like, luminal A and luminal B subtypes of breast cancer have specific methylation characteristics, suggesting that methylation may play an important role in the development of breast cancer. Kamalakaran et al. (39) found that the DNA methylation pattern in luminal breast cancer is different from non-luminal subtypes, and the DNA methylation pattern can be independent of other clinical variables to identify the risk of recurrence.

Based on the TCGA data set of 769 breast cancer samples that met the inclusion criteria, the current study has identified prognostic immune methylation features with potential clinical applicability. The risk score obtained from the 18-IRMGs signature effectively divided breast cancer patients into high-risk and low-risk groups. In the TCGA cohort, the OS of the high-risk group was shorter than that of the low-risk group (p<0.001) and also demonstrated good prognostic performance (AUC of 1, 3, and 5 years are 0.788, 0.771, and 0.721, respectively). Besides, the results of the univariate Cox regression (Figure 4B) and Kaplan-Meier (Supplementary Figure 1) for 18 individual immune methylation sites showed that each immune methylation site could also distinguish high-risk and low-risk patients. This indicated that a single immune methylation site may play a role in prognostic prediction, and the combination of 18 methylation sites provided better prognostication ability. Based on our existing knowledge, the prognostic value of related multiple immune methylation signatures in breast cancer has not been reported. Therefore, this study provides new insights on the combination of epigenetic biomarkers helping to improve the risk stratification and survival prediction of breast cancer patients.

Considering that ideal prognostic markers can also effectively stratify risk in other independent cohorts, we used the GSE72308 cohort to further evaluate the practicality of the 18-IRMGs signature. It performed well in distinguishing the low-risk and high-risk groups of the GEO cohort, and the prediction accuracy of the GSE72308 cohort was consistent with the TCGA cohort (1-year-AUC=0.839, 3-years-AUC =0.712, and 5-years-AUC=0.723).

The blockade of immune checkpoints such as PD-1, PD-L1, and CTLA-4 has shown impressive results in a series of solid cancers (especially melanoma and non-small cell lung cancer). Currently, there are many ongoing and planned trials of these drugs in breast cancer. However, only a small percentage of breast cancer patients respond to immune checkpoint blockade(ICB) treatment, and the identification of ICB response biomarkers and drug resistance modifiers is a key challenge. DNA methylation plays a vital role in cell lineage regulation and can be used as a specific molecular marker for immune response measurement. The role of DNA methylation in the immune response to cancer is becoming increasingly important and it is currently considered to be closely related to the efficacy of immunotherapy for melanoma and other tumors. Recently, Duruisseaux M et al. (22) found that a microarray DNA methylation signature could predict the efficacy of anti-PD-1 therapy in stage IV NSCLC patients. Similarly, Kim et al. also found that methylation patterns could predict the clinical benefit of immunotherapy in lung cancer (40). In the present study, our proposed 18-IRMGs signature was found to be significantly related to the prognosis of breast cancer patients.

Further analyses showed that the characteristics based on 18-IRMGs signature were related to the tumor immune microenvironment and affected the abundance of tumor-infiltrating immune cells. The stromal cell score and the immune score of the high-risk group were significantly lower than the low-risk group. Further analysis showed that in the low-risk group, the infiltration level of quiescent mast cells, CD4 memory T cells, mast cells, gamma delta T cells and resting dendritic cells was higher than the high-risk group. In contrast, the infiltration level of macrophages M0 cells in the high-risk group were higher than those in the low-risk group. Although we observed that the activated dendritic cells in the high-risk group was higher than that in the low-risk group, the absolute level in both groups was very low, even far lower than other types of immune cells. The effect of such a low level of activated dendritic cells may be almost negligible. In general, the significant difference in survival rate between the two groups may be related to the difference in the immune microenvironment of the two groups. This finding is consistent with the results of previous studies, which showed that patients with low immune scores had a worse survival than patients with high immune scores.

Undeniably, our research had several limitations. First, despite the identification and validation of the 18-IRMGs signature, additional prospective external verification is required in a multicenter cohort to confirm the study findings. Second, it is necessary to further study the regulatory mechanism of DNA methylation in tumor immune microenvironment(TIME) to reshape TIME and improve precision immunotherapy for breast cancer. Third, there is no data on DNA methylation in breast cancer patients receiving immunotherapy, so it is unclear whether they could also be used as a marker for predicting ICB efficacy. Fourth, this study mainly used two independent databases (GSE72308 and TCGA data sets) to analyze the relationship between IRMG and immune activity. The results of this study have not been verified by extensive in vitro experiments. Fifth, we did not find any significant correlation between TNM staging and the 18-IRMGs signature, suggesting that the two are independent of each other in judging prognosis.



Conclusion

In summary, we identified and validated an 18-IRMGs signature that was significantly associated with OS in independent cohorts. The proposed 18-IRMGs signature demonstrated promising accuracy in stratifying breast cancer patients based on their survival differences and could be used as a guide to assess the need for adjuvant therapy. In addition, the 18-IRMGs signature was closely related to the tumor immune microenvironment and may be used to select patients who respond to immunotherapy.
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Supplementary List 3 | The 61 IRMGs were used in prognostic prediction models.

Supplementary List 4 | The positions of the 18 IRMGs in the corresponding genes.



Abbreviations

IRMGs, immune-related methylation genes; OS, overall survival; ROC, receiver operating characteristic; ICB, immune checkpoint blockade; CNS, central nervous system (CNS); TCGA, The Cancer Genome Atlas; GEO, Gene Expression Omnibus; IRGs, immune-related genes; LASSO, least absolute shrinkage and selection operator; CIBERSORT, Cell-type Identification By Estimating Relative Subsets Of RNA Transcripts; AUC, area under the curve; TIME, tumor immune microenvironment; GO, Geneontology; GSEA, Gene Set Enrichment Analysis; Her2, human epidermal growth factor receptor 2.



References

1. Srivastava, S, Koay, EJ, Borowsky, AD, De Marzo, AM, Ghosh, S, Wagner, PD, et al. Cancer Overdiagnosis: A Biological Challenge and Clinical Dilemma. Nat Rev Cancer (2019) 19(6):349–58. doi: 10.1038/s41568-019-0142-8

2. Ding, S, Chen, X, and Shen, K. Single-Cell RNA Sequencing in Breast Cancer: Understanding Tumor Heterogeneity and Paving Roads to Individualized Therapy. Cancer Commun (Lond) (2020) 40(8):329–44. doi: 10.1002/cac2.12078

3. Harbeck, N, and Gnant, M. Breast Cancer. Lancet (2017) 389(10074):1134–50. doi: 10.1016/S0140-6736(16)31891-8

4. Guan, X, Ma, F, Li, C, Wu, S, Hu, S, Huang, J, et al. The Prognostic and Therapeutic Implications of Circulating Tumor Cell Phenotype Detection Based on Epithelial-Mesenchymal Transition Markers in the First-Line Chemotherapy of HER2-Negative Metastatic Breast Cancer. Cancer Commun (Lond) (2019) 39(1):1. doi: 10.1186/s40880-018-0346-4

5. Waks, AG, and Winer, EP. Breast Cancer Treatment: A Review. JAMA (2019) 321(3):288–300. doi: 10.1001/jama.2018.19323

6. Wagner, J, Rapsomaniki, MA, Chevrier, S, Anzeneder, T, Langwieder, C, Dykgers, A, et al. A Single-Cell Atlas of the Tumor and Immune Ecosystem of Human Breast Cancer. Cell (2019) 177(5):1330–45.e18. doi: 10.1016/j.cell.2019.03.005

7. Jackson, HW, Fischer, JR, Zanotelli, V, Ali, HR, Mechera, R, Soysal, SD, et al. The Single-Cell Pathology Landscape of Breast Cancer. Nature (2020) 578(7796):615–20. doi: 10.1038/s41586-019-1876-x

8. Zheng, S, Zou, Y, Liang, JY, Xiao, W, Yang, A, Meng, T, et al. Identification and Validation of a Combined Hypoxia and Immune Index for Triple-Negative Breast Cancer. Mol Oncol (2020) 14(11):2814–33. doi: 10.1002/1878-0261.12747

9. Zheng, S, Zou, Y, Xie, X, Liang, JY, Yang, A, Yu, K, et al. Development and Validation of a Stromal Immune Phenotype Classifier for Predicting Immune Activity and Prognosis in Triple-Negative Breast Cancer. Int J Cancer (2020) 147(2):542–53. doi: 10.1002/ijc.33009

10. Ali, HR, Chlon, L, Pharoah, PD, Markowetz, F, and Caldas, C. Patterns of Immune Infiltration in Breast Cancer and Their Clinical Implications: A Gene-Expression-Based Retrospective Study. PloS Med (2016) 13(12):e1002194. doi: 10.1371/journal.pmed.1002194

11. Yi, L, Wu, G, Guo, L, Zou, X, and Huang, P. Comprehensive Analysis of the PD-L1 and Immune Infiltrates of M(6)A RNA Methylation Regulators in Head and Neck Squamous Cell Carcinoma. Mol Ther Nucleic Acids (2020) 21:299–314. doi: 10.1016/j.omtn.2020.06.001

12. Gu, L, Frommel, SC, Oakes, CC, Simon, R, Grupp, K, Gerig, CY, et al. BAZ2A (TIP5) Is Involved in Epigenetic Alterations in Prostate Cancer and its Overexpression Predicts Disease Recurrence. Nat Genet (2015) 47(1):22–30. doi: 10.1038/ng.3165

13. Wang, Q, Gu, L, Adey, A, Radlwimmer, B, Wang, W, Hovestadt, V, et al. Tagmentation-Based Whole-Genome Bisulfite Sequencing. Nat Protoc (2013) 8(10):2022–32. doi: 10.1038/nprot.2013.118

14. Gu, L, Wang, L, Chen, H, Hong, J, Shen, Z, Dhall, A, et al. CG14906 (Mettl4) Mediates M(6)A Methylation of U2 snRNA in Drosophila. Cell Discovery (2020) 6:44. doi: 10.1038/s41421-020-0178-7

15. Fleischer, T, Tekpli, X, Mathelier, A, Wang, S, Nebdal, D, Dhakal, HP, et al. DNA Methylation at Enhancers Identifies Distinct Breast Cancer Lineages. Nat Commun (2017) 8(1):1379. doi: 10.1038/s41467-017-00510-x

16. Feinberg, AP, Koldobskiy, MA, and Göndör, A. Epigenetic Modulators, Modifiers and Mediators in Cancer Aetiology and Progression. Nat Rev Genet (2016) 17(5):284–99. doi: 10.1038/nrg.2016.13

17. Fleischer, T, Frigessi, A, Johnson, KC, Edvardsen, H, Touleimat, N, Klajic, J, et al. Genome-Wide DNA Methylation Profiles in Progression to in Situ and Invasive Carcinoma of the Breast With Impact on Gene Transcription and Prognosis. Genome Biol (2014) 15(8):435. doi: 10.1186/s13059-014-0435-x

18. Klughammer, J, Kiesel, B, Roetzer, T, Fortelny, N, Nemc, A, Nenning, KH, et al. The DNA Methylation Landscape of Glioblastoma Disease Progression Shows Extensive Heterogeneity in Time and Space. Nat Med (2018) 24(10):1611–24. doi: 10.1038/s41591-018-0156-x

19. Sina, AA, Carrascosa, LG, and Trau, M. DNA Methylation-Based Point-Of-Care Cancer Detection: Challenges and Possibilities. Trends Mol Med (2019) 25(11):955–66. doi: 10.1016/j.molmed.2019.05.014

20. Briand, J, Nadaradjane, A, Bougras-Cartron, G, Olivier, C, Vallette, FM, and Cartron, PF. Diuron Exposure and Akt Overexpression Promote Glioma Formation Through DNA Hypomethylation. Clin Epigenet (2019) 11(1):159. doi: 10.1186/s13148-019-0759-1

21. Das, D, Ghosh, S, Maitra, A, Biswas, NK, Panda, CK, Roy, B, et al. Epigenomic Dysregulation-Mediated Alterations of Key Biological Pathways and Tumor Immune Evasion are Hallmarks of Gingivo-Buccal Oral Cancer. Clin Epigenet (2019) 11(1):178. doi: 10.1186/s13148-019-0782-2

22. Duruisseaux, M, Martínez-Cardús, A, Calleja-Cervantes, ME, Moran, S, Castro de Moura, M, Davalos, V, et al. Epigenetic Prediction of Response to Anti-PD-1 Treatment in Non-Small-Cell Lung Cancer: A Multicentre, Retrospective Analysis. Lancet Respir Med (2018) 6(10):771–81. doi: 10.1016/S2213-2600(18)30284-4

23. Houseman, EA, Accomando, WP, Koestler, DC, Christensen, BC, Marsit, CJ, Nelson, HH, et al. DNA Methylation Arrays as Surrogate Measures of Cell Mixture Distribution. BMC Bioinf (2012) 13:86. doi: 10.1186/1471-2105-13-86

24. Moss, J, Magenheim, J, Neiman, D, Zemmour, H, Loyfer, N, Korach, A, et al. Comprehensive Human Cell-Type Methylation Atlas Reveals Origins of Circulating Cell-Free DNA in Health and Disease. Nat Commun (2018) 9(1):5068. doi: 10.1038/s41467-018-07466-6

25. Shao, F, Yang, X, Wang, W, Wang, J, Guo, W, Feng, X, et al. Associations of PGK1 Promoter Hypomethylation and PGK1-Mediated PDHK1 Phosphorylation With Cancer Stage and Prognosis: A TCGA Pan-Cancer Analysis. Cancer Commun (Lond) (2019) 39(1):54. doi: 10.1186/s40880-019-0401-9

26. Capper, D, Jones, D, Sill, M, Hovestadt, V, Schrimpf, D, Sturm, D, et al. DNA Methylation-Based Classification of Central Nervous System Tumours. Nature (2018) 555(7697):469–74. doi: 10.1038/nature26000

27. Jeschke, J, Bizet, M, Desmedt, C, Calonne, E, Dedeurwaerder, S, Garaud, S, et al. DNA Methylation-Based Immune Response Signature Improves Patient Diagnosis in Multiple Cancers. J Clin Invest (2017) 127(8):3090–102. doi: 10.1172/JCI91095

28. Ritchie, ME, Phipson, B, Wu, D, Hu, Y, Law, CW, Shi, W, et al. Limma Powers Differential Expression Analyses for RNA-Sequencing and Microarray Studies. Nucleic Acids Res (2015) 43(7):e47. doi: 10.1093/nar/gkv007

29. Tibshirani, R. The Lasso Method for Variable Selection in the Cox Model. Stat Med (1997) 16(4):385–95. doi: 10.1002/(SICI)1097-0258(19970228)16:4<385::AID-SIM380>3.0.CO;2-3

30. Friedman, J, Hastie, T, and Tibshirani, R. Regularization Paths for Generalized Linear Models via Coordinate Descent. J Stat Softw (2010) 33(1):1–22. doi: 10.18637/jss.v033.i01

31. Newman, AM, Liu, CL, Green, MR, Gentles, AJ, Feng, W, Xu, Y, et al. Robust Enumeration of Cell Subsets From Tissue Expression Profiles. Nat Methods (2015) 12(5):453–7. doi: 10.1038/nmeth.3337

32. Aran, D, Hu, Z, and Butte, AJ. xCell: Digitally Portraying the Tissue Cellular Heterogeneity Landscape. Genome Biol (2017) 18(1):220. doi: 10.1186/s13059-017-1349-1

33. Yoshihara, K, Shahmoradgoli, M, Martínez, E, Vegesna, R, Kim, H, Torres-Garcia, W, et al. Inferring Tumour Purity and Stromal and Immune Cell Admixture From Expression Data. Nat Commun (2013) 4:2612. doi: 10.1038/ncomms3612

34. Blanche, P, Dartigues, JF, and Jacqmin-Gadda, H. Estimating and Comparing Time-Dependent Areas Under Receiver Operating Characteristic Curves for Censored Event Times With Competing Risks. Stat Med (2013) 32(30):5381–97. doi: 10.1002/sim.5958

35. Yu, G, Wang, LG, Han, Y, and He, QY. Clusterprofiler: An R Package for Comparing Biological Themes Among Gene Clusters. OMICS (2012) 16(5):284–7. doi: 10.1089/omi.2011.0118

36. Hänzelmann, S, Castelo, R, and Guinney, J. GSVA: Gene Set Variation Analysis for Microarray and RNA-Seq Data. BMC Bioinf (2013) 14:7. doi: 10.1186/1471-2105-14-7

37. Dedeurwaerder, S, Desmedt, C, Calonne, E, Singhal, SK, Haibe-Kains, B, Defrance, M, et al. DNA Methylation Profiling Reveals a Predominant Immune Component in Breast Cancers. EMBO Mol Med (2011) 3(12):726–41. doi: 10.1002/emmm.201100801

38. Holm, K, Hegardt, C, Staaf, J, Vallon-Christersson, J, Jönsson, G, Olsson, H, et al. Molecular Subtypes of Breast Cancer Are Associated With Characteristic DNA Methylation Patterns. Breast Cancer Res (2010) 12(3):R36. doi: 10.1186/bcr2590

39. Kamalakaran, S, Varadan, V, Giercksky Russnes, HE, Levy, D, Kendall, J, Janevski, A, et al. DNA Methylation Patterns in Luminal Breast Cancers Differ From Non-Luminal Subtypes and Can Identify Relapse Risk Independent of Other Clinical Variables. Mol Oncol (2011) 5(1):77–92. doi: 10.1016/j.molonc.2010.11.002

40. Kim, JY, Choi, JK, and Jung, H. Genome-Wide Methylation Patterns Predict Clinical Benefit of Immunotherapy in Lung Cancer. Clin Epigenet (2020) 12(1):119. doi: 10.1186/s13148-020-00907-4



Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Yang, Zhou, Kong, Wei, Ye, Zhang, Zhong, Li, Lu, An and Xiao. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




REVIEW

published: 19 July 2021

doi: 10.3389/fimmu.2021.701006

[image: image2]


B7-H3/CD276: An Emerging Cancer Immunotherapy


Wu-Tong Zhou 1 and Wei-Lin Jin 1,2*


1 Institute of Nano Biomedicine and Engineering, Shanghai Engineering Center for Intelligent Diagnosis and Treatment Instrument, Department of Instrument Science and Engineering, Key Laboratory for Thin Film and Microfabrication Technology of Ministry of Education, School of Electronic Information and Electronic Engineering, Shanghai Jiao Tong University, Shanghai, China, 2 Institute of Cancer Neuroscience, Medical Frontier Innovation Research Center, The First Hospital of Lanzhou University, The First Clinical Medical College of Lanzhou University, Lanzhou, China




Edited by: 

Mingzhu Yin, Central South University, China

Reviewed by: 

Wenping Ma, Capital Medical University, China

Lisa Sevenich, Georg Speyer Haus, Germany

*Correspondence: 
Wei-Lin 
Jin
 ldyy_jinwl@lzu.edu.cn
 weilinjin@yahoo.com

Specialty section: 
 This article was submitted to Cancer Immunity and Immunotherapy, a section of the journal Frontiers in Immunology


Received: 27 April 2021

Accepted: 05 July 2021

Published: 19 July 2021

Citation:
Zhou W-T and Jin W-L (2021) B7-H3/CD276: An Emerging Cancer Immunotherapy. Front. Immunol. 12:701006. doi: 10.3389/fimmu.2021.701006



Immunotherapy aiming at suppressing tumor development by relying on modifying or strengthening the immune system prevails among cancer treatments and points out a new direction for cancer therapy. B7 homolog 3 protein (B7-H3, also known as CD276), a newly identified immunoregulatory protein member of the B7 family, is an attractive and promising target for cancer immunotherapy because it is overexpressed in tumor tissues while showing limited expression in normal tissues and participating in tumor microenvironment (TME) shaping and development. Thus far, numerous B7-H3-based immunotherapy strategies have demonstrated potent antitumor activity and acceptable safety profiles in preclinical models. Herein, we present the expression and biological function of B7-H3 in distinct cancer and normal cells, as well as B7-H3-mediated signal pathways in cancer cells and B7-H3-based tumor immunotherapy strategies. This review provides a comprehensive overview that encompasses B7-H3’s role in TME to its potential as a target in cancer immunotherapy.
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Introduction

Immunotherapy that results in remarkable and durable responses across many different tumor types in patients by promoting antitumor immune responses has revolutionized the treatment of cancer over the past decade (1). Cancer immunotherapies based on immune evasion mechanisms, which are represented by B7-H1/PD-1 pathway targeting (anti-PD therapy), have achieved higher objective response rates in patients with considerably fewer immune-related adverse events than immune enhancement, indicating that normalization cancer immunotherapy has come of age with the strenuous efforts expended to enhance clinical efficacy. The concept of immune normalization emphasizes the importance of specifically correcting immune deficiencies to restore natural antitumor immune capacity (2). The B7 superfamily provides the second signal of the T-cell activation process, which is necessary to ensure an appropriate immune response; several members of the B7 superfamily, which is represented by B7-H1/PD-1, have been implicated in immune deficiency in the tumor microenvironment (TME) (3–5). The B7 superfamily can be divided into three groups in accordance with the signals that they transduct during T-cell activation: I) costimulatory, II) coinhibitory, and III) costimulatory/inhibitory (6).

B7 homolog 3 protein (B7-H3), also known as CD276, is an immune checkpoint molecule and a costimulatory/coinhibitory immunoregulatory protein that plays a dual role in the immune system (7). It was first cloned in 2001 from a cDNA library that was derived from human dendritic cells (DCs) (8). The human B7-H3 gene is located on chromosome 15, and the murine B7-H3 gene has been mapped to chromosome 9 (3). The human B7-H3 protein exists either as a transmembrane or soluble isoform. Transmembrane B7-H3 is a type I transmembrane protein that contains 316 amino acids and has a molecular weight of ~45–66 kDa (8, 9). It is composed of an extracellular domain, a transmembrane domain, and a short intracellular domain. The extracellular domain in murine B7-H3 (2IgB7-H3, B7-H3 VC) is composed of a single pair of immunoglobulin variable domain and constant domain and human B7-H3 (4IgB7-H3, B7-H3 VCVC) is composed of two pairs due to exon duplication (10, 11). Soluble B7-H3 (sB7-H3), which is cleaved from the surface by a matrix metallopeptidase (MMP) or produced through the alternative splicing of the intron, has also been detected in human sera (12, 13). The B7-H3 protein has also been found in the secretome, including exosomes and other extracellular vesicles (14). Asuthkar et al. found that B7-H3 induces greater exosome secretion and stimulates increased exosome size in D283 medulloblastoma cells (15).

TREM-like transcript 2 (TLT-2) has been identified as a potential receptor of B7-H3 (16). However, TLT-2 may not be the only receptor of B7-H3 considering that B7-H3 has many contradictory roles. In contrast to other immune checkpoints, B7-H3 not only influences innate and adaptive immunity but also regulates the aggressiveness of cancer cells through various nonimmunological pathways (17). Various anti-B7-H3 approaches have been studied in preclinical and clinical trials and have demonstrated their feasibility for clinical application (18).



B7-H3 Is Highly Expressed in Different Types of Human Cancers

In most normal human tissues, B7-H3 mRNA is expressed widely, whereas the B7-H3 protein is relatively rarely present; the difference between the mRNA and protein expression patterns of B7-H3 suggests that B7-H3 has a tight post-transcriptional regulation mechanism (19). Evidence suggests that miR-124 may cause translational repression by playing a tumor suppressor role and targeting the 3ʹ-UTR of B7-H3 (20). Furthermore, miR-29 overexpression can inhibit B7-H3 expression levels, which play a crucial role in promoting medulloblastoma angiogenesis (21). Besides, B7-H3 expression is negatively regulated by miR-128 in colorectal cancer (CRC) (22).

We obtained datasets on the differential expression of B7-H3 in distinct cancers from the Oncomine online database (Figure 1) and B7-H3 transcripts across all tumor samples and paired normal tissues from the Gene Expression Profiling Interactive Analysis (GEPIA) online database (Figure 2). We could find that CD 276 is highly expressed in both mRNA and protein level in tumor cells.




Figure 1 | B7-H3 differential expression datasets in distinct cancers. P-value equals 0.05, fold change equals 2, red indicates high expression, and the darker the color, the higher the expression, blue indicates vice versa (only comparisons within the same row). Gray and blank means no data. Cell color is determined by the best gene rank percentile for the analyses within the cell (Note: an analysis may be counted in more than one cancer type). www.oncomine.org.






Figure 2 | The gene expression profile across all tumor samples and paired normal tissue (dot plot). Labels upward the figure show different types of tumor marked different color, red show statistic data have significant difference, black show statistic data have no significant difference; The X axis is the number of tumor samples (T) in red and normal samples (N) in green for each tumor. The Y axis is transcripts per million (TPM). gepia.cancer-pku.cn



B7-H3 has been extensively studied in various cancers, including but not limited to breast cancer, lung cancer, ovarian cancer, brain tumor, gastric cancer, and squamous cell carcinoma (Table 1). Its presence has been correlated with worsened prognosis, poor survival, and recurrence rate. B7-H3’s capability to confer enhanced invasive and migratory properties has been further studied by using in vitro cancer models and is highlighted below.


Table 1 | Expression and diverse roles of B7-H3 in multiple types of human cancers.




B7-H3 in Breast Cancers

Breast cancer is the most frequently diagnosed cancer in women worldwide and the second leading cause of cancer deaths among women (31, 32). A study on American Joint Committee on Cancer stages I to III primary breast cancers and normal breast specimens found that B7-H3 was expressed in 32 out of 82 primary breast tumors and compared with normal breast tissue, B7-H3 expression in primary tumors had a significant correlation with increased tumor size and lymph vascular invasion (33). By utilizing immunohistochemistry (IHC), Yu et al. discovered that the positive rate of B7-H3 was 56.8% (42/74) in 74 specimens of breast cancer tissues and was higher than 43.2% (32/74) in 74 specimens of adjacent tissues (23).



B7-H3 in Lung Cancers

B7-H3 has been studied in non-small cell lung cancer (NSCLC). NSCLC is one of the cancers with the highest morbidity and mortality worldwide (34). Studies have shown that B7-H3 molecules are closely related to the invasion, metastasis, proliferation, and prognosis of NSCLC tumors (35). Yonesaka et al. evaluated B7-H3 expression levels in NSCLC tumors by using IHC and found that 74% of the tumor samples expressed B7-H3 with a staining pattern of 1+, 2+, or 3+ (24). Moreover, Wang et al. found that CD276 silencing inhibited cell invasion and migration by reducing integrin-associated protein expression (35). These studies indicated that in NSCLC, the presence of B7-H3 contributes to the capability of malignant neoplasms to progress and metastasize.



B7-H3 in Ovarian Cancers

B7-H3 has also attracted interest in the field of ovarian cancer research. By applying IHC, Zang et al. found that B7-H3 expression was present in 96 out of 103 (93%) ovarian tumors (25). Notably, in the ovarian TME, stromal cells express B7-H3 at higher levels than tumor cells (36). Cai et al. assessed the expression of B7 checkpoint molecules in OvCa and found that B7-H3, but not PD-L1, was highly expressed and that the high expression of B7-H3 was associated with dysfunction in tumor-infiltrating T cells (37).



B7-H3 in Brain Cancers

Multiple studies have shown that B7-H3 is present in a range of brain cancers. Different types of gliomas have different B7-H3 expression levels. Weak B7-H3 expression was found in oligodendroglioma and choroid plexus papilloma specimens. B7-H3 was expressed at moderate-to-high levels in medulloblastoma, ependymocytoma, glioblastoma, anaplastic astrocytoma, glioblastoma multiforme, and diffuse intrinsic pontine glioma (3, 38). The differential expression of B7-H3 in different types of gliomas requires further study. A previous study showed that all 16/21 meningioma specimens presented high B7-H3 expression with strong membrane staining in almost 100% of tumor cells and that B7-H3 expression in the five remaining meningioma tissues was moderate to high (26). B7-H3 expression was detected in 75%–90% of the tumor tissues in six out of eight cases, and extremely low levels of B7-H3 were detected in normal brain tissues (27). Wang et al. revealed that 2IgB7-H3, but not 4IgB7-H3, was specifically expressed in gliomas; they also demonstrated for the first time that 2IgB7-H3 was a valuable biomarker for the diagnosis of glioma (39). Proctor et al. found that B7-H3 was the most prevalent and abundant inhibitory immune checkpoint protein quantified in meningioma (26).



B7-H3 in Other Cancers

Li et al. demonstrated that B7-H3 promoted gastric cancer cell migration and invasion and that its upregulation enhanced tumor infiltration depth (28). Wang et al. found that B7-H3 was involved in the progression of esophageal squamous cell carcinoma and the tumor escape of immunosurveillance (29). Varki et al. discovered that in patients who were positive for HIV and had cutaneous squamous cell carcinoma, the significantly higher B7-H3 expression levels of tumor cells in immunocompetent patients than in immunosuppressed individuals was largely driven by reduced B7-H3 expression (30). Besides, Tetzlaff et al. found that B7-H3 expression in Merkel cell carcinoma (MCC)-associated endothelial cells correlates with locally aggressive primary tumor features and increased vascular density (40).



B7-H3 in Normal Cells

Human B7-H3 protein is not expressed constitutively on monocytes, B, T, or NK cells but can be induced on these cell types (8, 11). Phorbol myristate acetate plus ionomycin can induce the surface expression of B7-H3 on T, B, and NK cells (11). Anti-IgM also promotes B7-H3 expression on murine B cells. Anti-CD40 can induce B7-H3 expression on murine macrophages and B cells. LPS stimulates B7-H3 protein expression on murine DC and macrophages. In murine DCs, B7-H3 mRNA expression is stimulated by IFN-γ but is suppressed by IL-4 (41). B7-H3 expression can be induced by the granulocyte–macrophage-colony-stimulating factor LPS on monocytes and by IFN-γ on DCs (8, 11). B7-H3 also has functions in somatic cells. B7-H3 is highly expressed on osteoblasts during embryogenesis and is crucial for osteoblastic differentiation and bone mineralization (42).

B7-H3 is overexpressed in numerous tumor types. It is not expressed or expressed at low levels in either lymphoid cells or lymphocytes but exhibits increased expression when induced. These expression patterns imply that B7-H3 may play an important role in tumor development and cancer immunity.




The Signaling Pathways Mediated by B7-H3 in a Distinct Manner

The high expression of B7-H3 in tumor tissues has aroused researchers’ interest in the role of B7-H3 in the TME. A large body of experimental evidence indicates that B7-H3 can affect the progression of tumors through immune-dependent and nonimmune pathways.


Immune-Dependent Direction


Co-Stimulatory Role

B7-H3 has been suggested to play conflicting molecular roles in the immune system. B7-H3 was originally identified as a co-stimulatory molecule. In the presence of the anti-CD3 antibody, human B7-H3 protein increases the proliferation of CD4+ and CD8+ T-cells and enhances cytotoxic T-cell activity (8). CRC-bearing mouse models treated with adenoviral B7-H3 showed suppressed tumor growth and reduced secondary metastasis occurrence with significantly higher frequencies of IFN-γ-producing CD8+ T cells and higher IL-12 levels than the control group mice (43, 44).



Co-Inhibitory Role

In addition to its co-stimulatory role, B7-H3 plays a co-inhibitory role in antitumor immunity. Several current studies have shown that B7-H3 inhibits the proliferation of CD4+ and CD8+ T-cells and reduces the production of IL-2 and IFN-γ possibly through the suppression of NF-κB, the nuclear factor of activated T-cells, and activator protein-1-mediated signaling pathways (41, 45) (Figure 3). During T-cell activation, B7-H3 potently and consistently inhibits of T-cell proliferation and IFN-γ, IL-13, IL-10, and IL-2 production (Figure 3). In addition to its inhibitory effect on T-cells, B7-H3 inhibits NK cell activity. 4Ig-B7-H3-transfected CHO-K cells avoided NK-cell-mediated cytotoxicity with an unclear receptor (11, 46). Recently, Wang et al. found that cancer stem cells (CSCs) utilize B7-H3 to evade immune surveillance during head and neck squamous cell carcinoma initiation, development, and metastasis (47). The suppressive immune microenvironment shaped by B7-H3 helps cancer avoid immune destruction (48).




Figure 3 | Roles of B7-H3 in TME. B7-H3 can affect the progression of tumors through immune-dependent and nonimmune pathways.






Non-Immune Direction

In addition to its role in immunological pathways, B7-H3 has nonimmunological protumorigenic functions, such as the promotion of migration and invasion, antiapoptosis, cell viability, chemoresistance, and endothelial-to-mesenchymal (EMT) transition. In tumor cells, it also participates in reprogramming metabolism through vital intracellular signal transduction pathways.


PI3K/AKT

Many articles have reported that the PI3K/AKT signaling pathway which is activated by phosphorylation is involved in the invasion of cancer cells (49–51) and participates directing immune cell differentiation and function (52). Li et al. found that B7-H3 overexpression promoted the migration and invasion of human bladder cancer cells and that B7-H3 knockdown suppressed the expression of MMP2 and MMP9 via the PI3K/AKT/STAT3 signaling pathway (53) (Figure 3). Nunes-Xavier et al. used API-2 (triciribidine, an AKT inhibitor) and RAD-001 (everolimus, a mTOR inhibitor) to target the PI3K/AKT/mTOR pathway and discovered that the inhibition of cell viability and proliferation in B7-H3 knockdown tumor cells was enhanced relative to that in their counterparts (54) (Figure 3). Jiang et al. found that B7-H3 upregulated Smad1 expression via the PI3K/AKT pathway, downregulated β-catenin and E-cadherin expression, and increased vimentin and N-cadherin expression, indicating that B7-H3 promoted EMT in colorectal cancer (55) (Figure 3). The expression of MMP2, MMP9 and EMT formation can contribute to mechanical microenvironment shaping in TME (48).



NF-κB

NF-κB transcription factors are activated as a response to a variety of signals (56). Wang et al. revealed that B7-H3 knockdown obviously reduced the phosphorylation levels of AKT, NF-κB, and STAT3 in HCT116 and RKO cells and that the NF-κB pathway had a major effect on B7-H3-induced VEGFA expression in CRC cells (57). Xie et al. proved that sB7-H3 first upregulated TLR4 expression, then activated NF-κB signaling, and finally promoted IL-8 and VEGF expression and demonstrated for the first time that sB7-H3 promoted the invasion and metastasis of pancreatic carcinoma cells through the TLR4/NF-κB pathway (58) (Figure 3).



Ras/Raf/MEK/MAPK

MAPK pathways regulate various cellular processes through four major pathways as defined by their MAPK effector: ERK1/2, ERK5, JNKs, and p38 MAPK (59). Flem-Karlsen et al. found that the knockdown of B7-H3 increased the in vitro and vivo sensitivity of melanoma cells to the chemotherapeutic agents dacarbazine and cisplatin in parallel with a reduction in p38 MAPK phosphorylation; they also observed the increased expression of dual-specific MAP kinase phosphatase (MKP) DUSP10 (a MKP known to dephosphorylate and inactivate p38 MAPK) in B7-H3 knockdown cells, indicating that B7-H3-mediated chemoresistance in melanoma cells is driven through a mechanism involving the DUSP10-mediated inactivation of p38 MAPK (60) (Figure 3).



JAK2/STAT3

The JAK/STAT signaling pathway is a critical controller of cellular survival and proliferation and is involved in cell antiapoptosis (61). The JAK2/STAT3 pathway activates some apoptosis suppressors, including survivin, Mcl-1, Bcl-xL, and Bcl-2, that block caspase cascades and apoptosis initiation in tumor cells (62). The direct inhibition of effector caspases 3 and 7 by survivin results in the suppression of apoptosis (63). Mcl-1, Bcl-2, and Bcl-xL inhibit the release of Cytochrome c (Cyt.c), thus preventing Cyt.c from reaching the threshold necessary for caspase cascades (64) (Figure 3). Several studies have demonstrated that B7-H3 performs an antiapoptotic role in tumorigenesis via the JAK2/STAT3 pathway. Liu et al. discovered that the knockdown of B7-H3 abrogated the phosphorylation of STAT3 through the inactivation of JAK2 and led to the downregulation of the direct target genes of STAT3 and to the reduction in survivin. By contrast, the overexpression of B7-H3 increased the phosphorylation of JAK2 and STAT3, indicating that the JAK2/STAT3 pathway contributes to B7-H3-mediated drug resistance (65) (Figure 3). Li et al. found that shRNA-mediated B7-H3 silencing inhibited AKT, ERK, and JAK2/STAT3 phosphorylation in the N87 gastric cancer cell line (28). Zhang et al. demonstrated that the overexpression of B7-H3 induced resistance to apoptosis in colorectal cancer cell lines by upregulating the JAK2-STAT3 signaling pathway; this effect thus potentially provides new approaches to the treatment of colorectal cancer (66). Recently, Lu et al. showed that B7-H3-mediated colon cancer cell resistance to the cytotoxicity of Vδ2 T cells involved a molecular pathway comprising STAT3 activation and decreased ULBP2 expression (67). However, how B7-H3 activates the downstream JAK2/STAT3 pathway remains unknown, and its underlying mechanism remains a point of conjecture (68). Other novel mechanisms that remain undiscovered must be explored in future investigations.



Glucose Metabolic Signaling Pathway

B7-H3 also plays a crucial role in glucose metabolic reprogramming. Cancer cell metabolism is characterized by an increase in glycolysis and lactate production even in the presence of abundant oxygen; this phenomenon is known as the Warburg effect or aerobic glycolysis (69). Aerobic glycolysis confers a growth advantage to cancer cells by providing energy and biosynthetic building blocks (70). Lim et al. demonstrated that B7-H3 regulated glucose metabolism through ROS-mediated HIF1a stabilization, which contributed to B7-H3-enhanced tumor growth; B7-H3 suppresses NRF2 transcriptional activity, which in turn reduces transcription of the antioxidant enzymes SOD1, SOD2, and PRX3; B7-H3-induced ROS then stabilized HIF1α, thus increasing the expression of the glycolytic enzymes LDHA and PDK1, an effect that promoted pyruvate conversion into lactate while inhibiting pyruvate flux through the TCA cycle (71) (Figure 3), contributing to tumor metabolism microenvironment shaping (48). Moreover, in CRC cells, B7-H3 mediated the activation of STAT3 and the subsequent expression of HK2 to promote glycolysis (72).





B7-H3-Based Tumor Immunotherapy Strategies

Immunotherapy is a novel individualized treatment strategy wherein the immune system is activated or suppressed to amplify or diminish an immune response. It has been developed rapidly for the treatment of various forms of cancer in recent years. Immune-based therapies are gaining attention due to improvements in their clinical outcomes. The abnormal expression of B7-H3 is a possible biomarker and a promising immune checkpoint target for multiple cancer immunotherapy approaches, especially its expression on cancer initiating cells (CICs), since their eradication is a requirement for an anti-tumor therapy to be effective (73). Recent advances in molecular biology and antibody engineering have enabled targeting B7-H3 on the basis of multiple mechanisms. Information about clinical trials can be seen in Table 2.


Table 2 | Summary of the clinical trials on anti B7-H3 antibodies for hematologic and solid tumor malignancies.




Targeting B7-H3 With Blocking mAbs

Blocking mAbs can partially or completely neutralize inhibitory ligand-to-receptor interactions, thus allowing effector functions (18). The use of blocking mAbs against the immune checkpoints CTLA-4, programmed cell death protein 1 (PD-1), and PD-1 ligand 1 (PD-L1) has demonstrated significant clinical success in patients with a variety of cancers (74–76). This successful experience can be applied to B7-H3 as well. B7-H3 blocking with mAbs has been shown to increase CD8+ T-cell and NK-cell tumor infiltration, reduce tumor growth, and prolong survival in mouse models of hematopoietic cancers, ovarian cancer (37), melanoma (77) and CRC (78). However, the translation of this strategy into the clinical setting has been hampered by the lack of human B7-H3-specific blocking mAbs.



Targeting B7-H3 Through ADCC

Antibody-dependent cell-mediated cytotoxicity (ADCC) refers to the binding of the antibody Fab to malignant cells. Moreover, Fc can bind to FcR on the surfaces of killer cells to mediate the direct killing of target cells. Loo et al. developed MGA271, a B7-H3-reactive, Fc-engineered mAb that mediates potent antitumor activity in vitro and in tumor xenografts; this characteristic, together with the favorable safety profile of MGA271 in cynomolgus monkey toxicology studies, supports its exploration in the treatment of B7-H3-positive cancers (79) (Figure 4).




Figure 4 | Tumor immunotherapy strategies based on B7-H3. (A) Targeting B7-H3 with blocking mAbs; (B) Targeting B7-H3 through ADCC; (C) Targeting B7-H3 through ADC therapies; (D) Targeting B7-H3 with CD3-engaging BsAbs; (E) BiKEs and TriKEs; (F) Targeting B7-H3 with small-molecule inhibitors; (G) Targeting B7-H3 with CAR T cells and CAR-NK cells; (H) Synergistic options with anti B7-H3 therapies.





Targeting B7-H3 Through Antibody–Drug Conjugates Therapies

Antibody–drug conjugates (ADCs) combine the target specificity of a mAb with cytotoxic agents to deliver the cytotoxic agents to a tumor and improve therapeutic indexes. Scribner et al. developed MGC018, an anti-B7-H3 ADC that incorporated an aduocarmycin-based DNA alkylating payload via a cleavable valine–citrulline linker. MGC018 exhibited potent antitumor activity in a range of human tumor xenografts, mediated bystander killing, and showed a favorable safety profile in cynomolgus monkeys (80).



Targeting B7-H3 With CD3-Engaging Bispecific Antibodies

Bispecific antibodies (BsAbs) are another option that is beginning to pick up steam in the area of tumor immunotherapy. BsAbs are artificially generated antibodies that are composed of the fragments of two distinct Abs and combining two specificities. One arm can bind to the CD3 component of the TCR complex on T cells, whereas the other arm recognizes a tumor-specific antigen, such as B7-H3. In this way, T cells are recruited to the tumor site and activated to kill cancer cells (81). The anti-CD3 antibody that is chemically conjugated with the anti-B7-H3 mAb antibody has been clinically approved (82). The anti-CD3 × anti-B7-H3 bispecific antibody (B7-H3 Bi-Ab) was then used to direct activated T cells to kill tumor targets (83). The activated T cell armed with B7-H3 Bi-Ab exhibited increased specific cytotoxicity and cytokine production and suppressed B7-H3-positive cancer growth in the SCID–Beige murine model.



Bi and Tri-Specific Killer Engagers

Bispecific killer engagers (BiKEs) or trispecific killer engagers (TriKEs) form an antigen-specific immunological synapse between NK and tumor cells, thereby triggering NK-cell-mediated tumor cell lysis. BiKEs consist of an anti-CD16 scFv linked to an scFv that is specific for a tumor-expressed antigen, and TriKEs comprise the two scFvs mentioned above and a cytokine, most frequently IL-15 (84). Vallera et al. generated a B7-H3/IL-15 TriKE that used the scFv of the B7-H3-specific mAb 376.96; when deployed against PDAC, this TriKE resulted in a significant reduction in tumor load in vitro and in murine models (85). The same group had bioengineered a second-generation TriKE with human IL-15 as a modified crosslinker between an anti-B7-H3 scFv and a humanized camelid anti-CD16 single domain antibody. The latter allowed the improved function of IL15, thus enhancing the activation and proliferation of NK cells and the killing of ovarian cancer cells in vitro and in murine models (86).



Targeting B7-H3 With Small-Molecule Inhibitors

In addition to conventional therapeutic mAbs, small-molecule inhibitors have also begun to capture interest in the immune-oncology field (87). Small-molecule inhibitors are low-molecular-weight organic compounds (dinucleotides and peptides) that bind to specific biological targets, blocking specific antigen-antibody binding. They are readily used because of their advantages, including cheap manufacturing costs, ease of delivery due to their oral administration route, excellent tissue distribution due to their size, and short half-lives, over antibodies. A small-molecule inhibitor can be designed on the basis of the FG loop of the IgV domain of B7-H3 that is involved in T-cell activation to target this specific ligation area (88). Small molecule immunotherapy can provide an alternative treatment modality either alone or complementary to or synergistic with extracellular checkpoint mAbs to address low clinical response and drug resistance. The future research should continue to focus on discovery of novel small molecules with distinct chemo-types and higher potency (89).



Targeting B7-H3 With Chimeric Antigen Receptor T Cells and Chimeric Antigen Receptor NK Cells

Chimeric antigen receptor (CAR) T-cell technology is another effective way to target B7-H3 for immunotherapy. Autologous T cells or NK cells are engineered with a CAR that targets a tumor antigen and adoptively transferred to patients to kill cancer cells. Thus far, this technology has been successfully applied only in hematologic cancers. Although this area of research is challenging, efforts are being made to translate CAR-T cell therapy into the treatment of solid tumors (18). B7-H3-redirected CAR-T cells can effectively control GBM growth (90, 91) and are highly active against atypical teratoma-like rhabdomyoma in vitro and in xenograft murine models (92). Majzner et al. reported a CAR-T cell system directed at B7-H3 with strong activity against a wide array of xenograft pediatric cancer models, including liquid, solid, and central nervous system (CNS) tumors; they also demonstrated that, as has emerged for many CAR therapeutics, CAR T cell activity is dependent on antigen density (38). Furthermore, Yang et al. developed a tandem CAR T cell system that exhibited enhanced antitumor activity and tumor control in several preclinical models (93). Tang et al. presented the results of the first-in-human clinical study on B7-H3-targeted CAR T cells for the treatment of recurrent anaplastic meningioma and provided evidence that the local delivery of B7-H3-targeted CAR T cells could suppress tumor progression without off-tumor toxicity or serious side effects, thus indicating the tolerability, safety, and potential efficacy of this therapy (94). Recently, NK-cells have been used to generate CAR-NK cells, which controlled the growth of human NSCLC cells grafted in murine models and prolonged survival (95). Lei et al. reported that a pan-histone deacetylase inhibitor can enhance the antitumor activity of B7-H3-specific CAR T cells in solid tumors (96).



Synergistic Options With Anti–B7-H3 Therapies

With the successful experience of traditional immunotherapy, Combination therapy for improving the effect of immunotherapy and the survival rate of patients through combination of different immunotherapies has attracted increasing attention. Recent studies have shown that the combination of a variety of chemotherapeutics with checkpoint inhibitors exerts great synergistic effects that enhance the prospects of their full utilization in standard clinical practice.

Combination therapy involving multiple immune checkpoint inhibitors is emerging rapidly as a means for cancer treatment. Larkin et al. found that in patients with PD-L1-negative tumors, the combination of Nivolumab (PD-1 blockade) and ipilimumab (CTLA-4 blockade) was more effective than either agent alone (97). Xu et al. developed anti-B7-H3/PD-1 bispecific fusion proteins that simultaneously engaged the tumor-associated marker B7-H3 and the immune-suppressing ligand PD-L1 and enhanced ADCC to promote potent and highly selective tumor killing (98). Yonesaka et al. discovered that anti-B7-H3 immunotherapy combined with anti-PD-1/PD-L1 antibody therapy is a promising approach for the treatment of B7-H3-expressing NSCLCs (24).

B7-H3 gene silencing and combination drug therapy can also improve the rate of tumor elimination. Zhang et al. demonstrated that in U937 cells, B7-H3-targeting shRNA significantly enhanced sensitivity to chemotherapeutic drugs (99). Liu et al. examined the role of B7-H3 in paclitaxel resistance in several metastatic breast cancer cell lines; their results indicated that the B7-H3-shRNA-induced knockdown of the B7-H3 protein in these cells resulted in increased sensitivity to paclitaxel (65). Both studies showed that silencing B7-H3 significantly enhanced tumor cell chemosensitivity and drug-induced apoptosis, thus providing a rationale for the potential synergistic effects between the B7-H3 blockade and chemotherapy or targeted therapy for patients with a variety of cancers.

Radiation is an additional avenue that can be considered for application in a future clinical setting in combination with B7-H3 targeting. Twyman-Saint Victor et al. demonstrated that PD-L1 on melanoma cells allowed tumors to escape anti-CTLA4-based therapy, and the combination of radiation, anti-CTLA4, and anti-PD-L1 promoted response and immunity through distinct mechanisms (100). 8H9 is distinct from other B7-H3–specific antibodies in that it binds to the FG loop of B7-H3, a region that is critical to its immunologic function (101).

Given the multiple steps involved in anticancer immunity, the potential to enhance cancer immunotherapy via rational combinations by modulating different biological steps in immunity simultaneously or in rapid sequence is quite broad (102). Besides immunotherapies, some non-immunotherapies such as surgical treatment (103), radiofrequency ablation (104), interventional therapy (105), electric field treatment (106) should been also taken into consideration.




Conclusions and Outlook

B7-H3 is a novel immune checkpoint from the B7 family. In this review, we analyzed the transcription and expression levels of B7-H3 in different tumors by utilizing bioinformatics tools, provided a comprehensive view of B7-H3’s role in the TME, and summarized different B7-H3-based cancer immunotherapy strategies along with their corresponding clinical trials. The prospect of B7-H3 as a target for cancer immunotherapy which stems from its special expression patterns on tumor cells and the safety profile has stimulated the progress of B7-H3-targeting therapeutic strategies. The success of immunotherapies such as targeting PD-1 and CTLA4, also provide researchers’ example and direction to develop new immunotherapy that target B7-H3. However, the unknown identity of the B7-H3 receptor greatly hinders the development of B7-H3 antagonists. Improving the understanding of B7-H3-mediated molecular processes for the regulation of tumorigenesis will open new avenues for developing novel therapeutic strategies for human cancers. Notably, organoids have attracted increasing attention in tumor research in recent years given their advantageous capability to reproduce tissue structure and organ function. The future trend of tumor immunotherapy involves studying cell therapy in different organoids on the basis of the new immune checkpoint B7-H3. To develop the diagnostic and therapeutic potential of B7-H3 completely, its expression in serum, pre-malignant lesions, tumor-associated vasculature, CSC, CIC, metastases and recurrence requires further investigation. Future studies aiming to delineate the precise cellular and molecular mechanisms based on B7-H3-mediated tumor promotion will provide further insights into the cell biology of tumor development and cancer immunotherapy.
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RNA processing converts primary transcript RNA into mature RNA. Altered RNA processing drives tumor initiation and maintenance, and may generate novel therapeutic opportunities. However, the role of RNA processing factors in gastric cancer (GC) has not been clearly elucidated. This study presents a comprehensive analysis exploring the clinical, molecular, immune, and drug response features underlying the RNA processing factors in GC. This study included 1079 GC cases from The Cancer Genome Atlas (TCGA, training set), our hospital cohort, and two other external validation sets (GSE15459, GSE62254). We developed an RNA processing-related prognostic signature using Cox regression with the least absolute shrinkage and selection operator (LASSO) penalty. The prognostic value of the signature was evaluated using a multiple-method approach. The genetic variants, pathway activation, immune heterogeneity, drug response, and splicing features associated with the risk signature were explored using bioinformatics methods. Among the tested 819 RNA processing genes, we identified five distinct RNA processing patterns with specific clinical outcomes and biological features. A 10-gene RNA processing-related prognostic signature, involving ZBTB7A, METTL2B, CACTIN, TRUB2, POLDIP3, TSEN54, SUGP1, RBMS1, TGFB1, and PWP2, was further identified. The signature was a powerful and robust prognosis factor in both the training and validation datasets. Notably, it could stratify the survival of patients with GC in specific tumor-node-metastasis (TNM) classification subgroups. We constructed a composite prognostic nomogram to facilitate clinical practice by integrating this signature with other clinical variables (TNM stage, age). Patients with low-risk scores were characterized with good clinical outcomes, proliferation, and metabolism hallmarks. Conversely, poor clinical outcome, invasion, and metastasis hallmarks were enriched in the high-risk group. The RNA processing signature was also involved in tumor microenvironment reprogramming and regulating alternative splicing, causing different drug response features between the two risk groups. The low-risk subgroup was characterized by high genomic instability, high alternative splicing and might benefit from the immunotherapy. Our findings highlight the prognostic value of RNA processing factors for patients with GC and provide insights into the specific clinical and molecular features underlying the RNA processing-related signature, which may be important for patient management and targeting treatment.
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Introduction

Gastric cancer (GC) is the third leading cause of cancer-related mortality and the fifth most frequently diagnosed malignancy worldwide (1), with almost 1,000,000 estimated new cases and 800,000 deaths each year (1, 2). Due to the lack of early symptoms, most patients with GC are usually diagnosed at an advanced stage (3). Despite effective treatment, relapse and metastasis are common in advanced GC, causing a fairly low 5-year survival rate (<20%) (4). To date, the tumor-node-metastasis (TNM) staging system remains the gold standard for predicting prognosis and guiding GC treatment decisions (5). However, the high heterogeneity leads to different outcomes among patients with the same TNM stage and treatments (6). Therefore, it is imperative to investigate the in-depth molecular mechanisms involved in GC occurrence and development to identify novel prognostic biomarkers and potential therapeutic targets.

RNA processing, connecting genotype to phenotype, is a process that converts the primary transcript RNA into mature RNA (7). RNA processing regulates activities as diverse as tissue-specific gene expression, apoptosis, and maturation of the immune response, among many others (8). Altered RNA processing functionally drives tumor initiation and maintenance, and may generate novel therapeutic opportunities (9). Given that dysregulated expression of RNA processing factors can contribute to abnormalities in a series of RNA processing phases, such as mRNA transport, editing, and decay (9), systematic examination of the role of RNA processing factors in GC is necessary.

RNA processing factors also function in intron removal and regulate alternative splicing events (ASEs) of individual genes (10). Aberrant selective RNA processing, especially alternative splicing, could cause a series of consequences, from changing the stability to adding or deleting structural domains and modifying the interactive relationship between proteins (11). Recently, we demonstrated that aberrant ASEs play an essential role in GC occurrence and development (12, 13). However, to date, the relationship between the dysregulated RNA processing factors and the aberrant ASEs has not been clearly elucidated.

In the present study, we systematically explored the expression profile of RNA processing factors and their prognostic values in 1079 patients with GC. We used three different GC cohorts, including RNA sequencing (RNA-seq) data and microarray data, to construct and validate the RNA processing-related prognostic signature. We constructed a composite prognostic nomogram to facilitate clinical practice by integrating this RNA processing-related signature with age and tumor stage. Then, we analyzed the association between the signature and clinical outcomes, genetic variants, pathway activation, immune heterogeneity, and drug response features. Besides, we profiled the ASEs underlying GC stratified by this risk signature and identified the corresponding functions.



Materials and Methods


Gastric Cancer Dataset Source

We obtained 214 fresh frozen tumor specimens and clinical data from patients with GC who underwent gastrectomy as primary treatment at the Harbin Medical University (HMU) Cancer Hospital to construct the HMU-GC cohort. All samples were collected after written informed consent had been obtained from the patients. The study was approved by the HMU Cancer Hospital Institutional Review Board. RNA isolation, library construction, and mRNA sequencing were performed by Novogene (Beijing, China). The data were deposited in the Gene Expression Omnibus (GEO) repository (PRJNA718168).

We also systematically searched public gene expression data and complete clinical annotation in GEO and The Cancer Genome Atlas (TCGA) database. GC cohorts that: 1) had <150 patients; 2) lacked raw CEL files; 3) lacked basic clinical information (sex, age, TNM stage); or 4) lacked survival information were removed from further evaluation. Finally, four eligible GC cohorts, our HMU-GC cohort and three public datasets (GSE15459, GSE62254, TCGA-STAD), were included in the study for further analysis.



Data Preprocessing

For microarray data from the GEO database, the raw CEL files were downloaded. To calculate absolute mRNA expression levels, we used the RMA (Robust Multi-array Average) method provided through the affy package to obtain background-adjusted, quantile-normalized, and probe-level data-summarized values for all probe sets (14, 15). For high-throughput sequencing data from the HMU-GC and TCGA-STAD datasets, raw read count values were transformed into transcripts per kilobase million (TPM) values, which are more similar to those generated from microarrays and are more comparable between samples (16). Batch effects from non-biological technical biases were corrected using the ComBat algorithm in the sva package (17).

The Affymetrix probe ID from the microarray data was annotated to gene symbols according to the GPL570 platform. For multiple probes that mapped to one gene, the mean expression value was considered. The Ensembl ID for mRNAs from high-throughput sequencing data was transformed to gene symbols via the biomaRt package (18). The mRNAs with TPM values of <1 in over 90% of samples were considered transcriptional noise and filtered out.



Collection of RNA Processing Factors

RNA processing factors, defined as genes that participate in any process involved in the conversion of ≥1 primary RNA transcripts into ≥1 mature RNA molecules, were first collected from the gene ontology (GO) term (GO:0006396) in the AmiGO database (19). RNA processing factors with sufficiently reliable expression, shared among the eligible GC cohorts, were retained for further analyses.



Unsupervised Clustering for RNA Processing Factors

Unsupervised clustering analysis was performed via hierarchical consensus clustering to identify the distinct RNA processing patterns based on the expression of RNA processing factors to classify patients for further analysis. The optimal number of clusters and their stability were determined by the consensus clustering algorithm. The above steps were performed using the ConsensusClusterPlus package, and 1000 repetitions were conducted to guarantee the stability of classification (20).

Gene set variation analysis (GSVA) was performed with the GSVA package (21), using the hallmark gene sets downloaded from MSigDB (22) to generate enrichment scores for each pathway per sample. Subsequently, we compared the GSVA enrichment score to explore the differences in biological functions and pathways among the distinct clusters. The overall survival (OS) of patients in the different RNA processing clusters was compared with Kaplan-Meier survival analysis with log-rank testing.



Identification of the RNA Processing-Related Prognostic Signature

Univariate Cox proportional hazards regression analysis was first performed on the expression matrix of RNA processing factors to estimate the relationship between RNA processing factors and prognosis (OS) in the TCGA-STAD cohort. RNA processing factors with p-value < 0.1 were selected as the potential prognosis-related RNA processing factors.

As the discovery cohort, the TCGA-STAD cohort was randomized into two subsets based on 5-fold sampling to enhance the robustness of this prognostic signature. The training set included 4-fold GC samples, and the internal testing set included the remaining 1-fold GC samples. The least absolute shrinkage and selection operator (LASSO) penalty was performed in the discovery cohort to build an optimal prognostic signature with the minimum number of RNA processing factors. Ten-fold cross-validation was conducted to tune the optimal value of the penalty parameter λ, which yields the minimum partial likelihood deviance. Finally, a set of RNA processing factors, the RNA processing-related prognostic signature, and their non-zero coefficients were identified.

The risk score for the signature was calculated for each sample based on the following formula:

	

where Coefi is the coefficient and Ei is the normalized expression value of each selected gene by log2 and z-score transformations. Patients were dichotomized into high-risk and low-risk groups using the cohort-specific median risk score as the cut-off. The performance of risk groups determined by the risk score was assessed based on the restricted mean survival (RMS) time difference between the high-risk and low-risk groups (23). Kaplan-Meier curves were generated for survival rates, with difference detection based on log-rank testing.



Development and Verification of a Composite RNA Processing–Clinical Prognostic Nomogram

Based on the multivariate analyses results, we integrated age, TNM stage, and the RNA processing-related prognostic signature to generate a composite prognostic model by applying a Cox proportional hazard regression in the TCGA-STAD cohort. The corresponding coefficients derived from the TCGA-STAD cohort were then used in the other two validation sets (HMU and GEO) for further validation. The prognostic value of the composite prognostic model was compared with the TNM staging system in terms of the concordance index (C-index), revealed by the RMS curve (24). The RMS represents the life expectancy at 60 months for patients with different risk scores. Finally, a nomogram was generated for model visualization and clinical application. The performance of the nomogram was evaluated by time-dependent receiver operator characteristic (ROC) analysis, calibration curve, and decision curve analysis (DCA) (25).



Construction of Regulatory Network Between RNA Processing Factors and ASEs

The corresponding alternative RNA splicing data of the TCGA-STAD cohort were downloaded from the TCGA SpliceSeq database (26). Splicing events in the dataset were divided into seven categories: exon skip (ES), retained intron (RI), alternate promoter (AP), alternate terminator (AT), alternate donor site (AD), alternate acceptor site (AA), and mutually exclusive exons (ME). To generate a reliable set of ASEs, we implemented a series of stringent filters, which included “percentage of samples with PSI value ≥ 75%” and “average PSI value ≥ 0.05”. Only ASEs meeting the above criteria were included for further analysis. Each splicing event was quantified by the percent spliced in (PSI) value (27), representing the ratio of included transcript reads in the total transcript reads.

To investigate the potential functions of RNA splicing, we performed enrichment analysis for all differential spliced genes in GC samples with lower risk (first quartile) and higher risk (fourth quartile) scores. These differential spliced genes were mapped to the Search Tool for the Retrieval of Interacting Genes/Proteins (STRING) database to observe the protein–protein interaction relationship (28). The protein interaction network was constructed to explore the potential impact of RNA splicing on protein-protein interactions in GC.

The potential association of the differential PSI values of ASEs between GC samples with lower and higher risk scores were predicted using RNA processing factors with significant expression levels. We calculated the Pearson’s correlation for each RNA processing factor-ASE pair. The RNA processing factor-ASE pair with absolute correlation coefficients > 0.5 and Benjamini-Hochberg adjusted p-value < 0.05 were considered significant. The potential regulatory network was visualized with Cytoscape (29).



Immunohistochemical Analysis

Protein expression data were obtained from the Human Protein Atlas (HPA) database, the largest and most comprehensive database for evaluating protein distribution in human tissues (30). The protein expression of the selected RNA processing factors in normal and GC tissues was determined using the immunohistochemical staining images.



Bioinformatics Analyses

GO and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses were utilized for gene set functional annotation. The functional enrichment of risk score-associated genes was investigated in gene set enrichment analysis (GSEA) using the clusterProfiler package (31, 32). We also performed GSVA to determine the functional differences between the risk groups. The mutation landscape was created with the maftools package with the initial removal of 100 FLAGS (frequently mutated genes) (33, 34). The presence of infiltrating stromal and immune cells in tumors was estimated with the estimate package (35). The population abundance of tissue-infiltrating immune and stromal cell populations was assessed with the MCPcounter package (36).

The gene module associated with the RNA processing-related prognostic signature was identified using weighted correlation network analysis (WGCNA) according to the protocol and recommendations of the WGCNA package (37). A scale-free topology fitting index (R2) > 0.85 was set as the threshold to construct the weighted gene co-expression network. A minimum cluster size of 30 and a merge threshold function of 0.25 were chosen as the thresholds for identifying co-expressed gene modules. A biweight midcorrelation coefficient (r) ≥ 0.3 and p-value < 0.05 were set as the thresholds for determining gene modules associated with the prognostic signature.

Based on three public drug sensitivity databases, GDSC (Genomics of Drug Sensitivity in Cancer) (38), CTRP (Cancer Therapeutics Response Portal) (39), and PRISM (40), the pRRophetic package was applied for predicting chemotherapeutic response by using ridge regression to estimate the area under the dose–response curve (AUC) value for each sample (41, 42). The prediction accuracy was evaluated by 10-fold cross-validation based on each training set. Lower AUC values indicated increased sensitivity to treatment. Seven common chemotherapeutic agents (5-fluorouracil, cisplatin, oxaliplatin, capecitabine, paclitaxel, docetaxel, irinotecan) were selected for predicting the chemotherapeutic response (43). Furthermore, we predicted the relationship between the RNA processing-related prognostic signature and immunotherapy response using the Tumor Immune Dysfunction and Exclusion (TIDE) web tool (http://tide.dfci.harvard.edu/) (44). Patients with higher TIDE scores have a higher chance of antitumor immune escape, thereby exhibiting a lower immunotherapy response rate.



Statistical Analyses

All statistical tests were performed with R statistical software (v4.0.2) using Mann-Whitney testing for continuous data and Fisher’s exact testing for categorical data. Correlation between two continuous variables was measured by Pearson’s correlation coefficient. The hazard ratio (HR) and 95% confidence intervals (CI) were estimated by a Cox regression model using the survival package. Survival analysis was carried out using Kaplan–Meier methods. The statistical significance of differences was determined using log-rank testing. The RMS curve and RMS time difference were estimated with the survRM2 package. The time-dependent AUC was computed using the timeROC package. The C-index was compared with the compareC packages. For all statistical analyses, a two-tailed p-value < 0.05 was considered significant.




Results


Overview of RNA Processing Factors in GC

A total of 1079 patients diagnosed with GC from four independent datasets (GSE15459, GSE62254, HMU-GC, TCGA-STAD) were ultimately included in this study. First, 929 genes, annotated as RNA processing factors in the GO term (GO:0006396), were acquired from the AmiGO database (Supplementary Table 1). After low-expression genes had been filtered out, 819 genes were present in all datasets (Supplementary Table 2). The entire workflow of this study, including the filtration of RNA processing factors, development and validation of a prognostic signature, the construction of a composite processing-clinical prognostic nomogram and, the analyses of signature-associated alteration of the ASEs and RNA expression profiles, are delineated in Supplementary Figure 1.



Identification of the Five Distinct RNA Processing Patterns

Patients with qualitatively different RNA processing patterns were classified using a meta-cohort (GSE15459, GSE62254, HMU-STAD, TCGA-STAD). Five distinct patterns were eventually identified using unsupervised hierarchical clustering (Figures 1A, B): 385 cases in cluster 1, 171 cases in cluster 2, 206 cases in cluster 3, 174 cases in cluster 4, and 143 cases in cluster 5. Prognostic analysis of the five main RNA processing subtypes showed significant survival differences (log-rank test, p < 0.01; Figure 1C). Patients in clusters 2 and 3 had better prognosis than those in clusters 1 and 5 (Figure 1C).




Figure 1 | Identification of the five distinct RNA processing patterns. (A) Heatmap showing consensus clustering analysis for the five defined RNA processing patterns. (B) Scatter plots showing principal component analysis (PCA) of the five distinct RNA processing patterns. (C) Kaplan–Meier survival analysis of OS for patients with the five distinct RNA processing patterns. (D) Heatmap showing GSVA scores of the hallmark gene sets for the five defined RNA processing patterns.



We performed GSVA to explore the biological processes among these distinct RNA processing patterns. These five RNA processing subtypes showed significant enrichment of specific biological processes (Figure 1D). Clusters 2 and 3, correlated with good prognosis, were markedly enriched in the proliferation-specific pathways, such as the activation of the G2M checkpoint, E2F targets, and MYC targets pathway. Cluster 4, characterized by moderate prognosis, represented enriched pathways associated with metabolism activation, including the xenobiotic metabolism, bile acid metabolism, and estrogen response pathways. Clusters 1 and 5, associated with poor prognosis, were prominently related to stromal activation pathways, involving the epithelial–mesenchymal transition (EMT), transforming growth factor (TGF)-beta, and angiogenesis pathways. All these analyses suggest that RNA processing factors play an important role in GC occurrence and progression.



Identification of the RNA Processing-Related Prognostic Signature

Of the 819 RNA processing factors, 105 were associated with OS (Supplementary Table 3). Among these 105 factors, 51 factors (HR >1) were considered risk-associated, while the remaining 54 factors (HR <1) were considered protection-associated. We performed KEGG and GO functional enrichment analyses to study the more specific biological functions of these prognosis-related RNA processing factors. The results indicated that these factors were correlated with such key biological functions as RNA modification, regulation of RNA splicing, RNA transport, and spliceosome (Figure 2A).




Figure 2 | Identification of the RNA processing-related prognostic signature. (A) Scatter plots showing functional enrichment analyses for the 105 OS-related RNA processing factors. (B, C) LASSO regression analysis of the 105 OS-related RNA processing factors. (D) The 10 genes included in the signature. Corresponding coefficients and HRs are depicted by horizontal bars and dots, respectively. (E–G) Kaplan–Meier OS curves with difference detection by log-rank test for patients from the training and validation datasets.



To stratify the clinical outcomes of patients with the RNA processing factors readily and efficiently, we applied the LASSO Cox regression algorithm to the 105 factors in the TCGA training set. A total of 10 factors with non-zero coefficients were identified (Figures 2B, C). These LASSO-selected features were used to build the RNA processing-related signature (Figure 2D). The corresponding risk scores were computed for both the training and the validation datasets, according to the following formula:

	

We divided patients in all three datasets into high-risk and low-risk groups using their respective median risk score as the cutoff. Kaplan-Meier survival analysis determined that patients with low-risk scores had significantly longer OS than those with high-risk scores (TCGA training set: p < 0.001, HR = 0.455, 95% CI: 0.324-0.638; HMU validation set: p = 0.002, HR = 0.487, 95% CI: 0.304-0.778; GEO validation set: p < 0.001, HR = 0.633, 95% CI: 0.491-0.817; Figures 2E–G). Significant RMS time differences were also observed between the low-risk and high-risk groups at different time points; the RMS time differences increased as the follow-up duration was extended (Table 1). For example, the RMST differences between the two groups were 1 (TCGA), 4 (HMU), and 0 (GEO) months for OS at the first year of follow-up, which reached 11 (TCGA), 9 (HMU), and 7 (GEO) months at the fifth year.


Table 1 | RMS time (RMST) between the two risk groups at different time points.



We performed univariate and multivariate Cox regression analyses in the training and validation datasets to investigate the prognostic value of the RNA processing-related signature. The signature was the only prognostic factor in all three datasets (univariate cox analysis: p < 0.05; Table 2). After adjusting for other prognostic factors (age and TNM stage), the signature remained a significant independent prognostic factor in the HMU and TCGA cohorts (Table 2). Furthermore, we performed subgroup analyses according to age, sex, and TNM stage to explore the interaction effect between the signature and clinical characteristics. Subgroup analyses showed no statistically significant tests of interaction (Table 3), suggesting the robustness of this signature for different clinical features.


Table 2 | Univariate and multivariate Cox analyses of the RNA processing-related signature.




Table 3 | Subgroup analysis of the RNA processing-related signature.





Identification of the Composite Prognostic Nomogram

In addition to the RNA processing-related signature, clinical characteristics, including age and TNM stage, might also be independent prognostic factors, suggesting their complementary value (Table 2). We integrated the signature with these significant clinical variables to further improve the prognostic accuracy, using the coefficients generated from the multivariate Cox regression model in the discovery cohort (TCGA cohort) and derived a composite prognostic model. A nomogram was then established for model visualization and clinical application (Figure 3A). The composite nomogram achieved significant improvement for assessing survival relative to the clinical model involving age and TNM stage (Figure 3B). The composite nomogram also performed better than the RNA processing-related signature and the clinical model for predicting GC prognosis (Figure 3C). The calibration curve detected an optimal prediction between the nomogram prediction and actual observations (Figure 3D).




Figure 3 | Identification of the composite prognostic nomogram. (A) Composite nomogram prediction of 1-year, 3-year, and 5-year OS. (B, F, J) RMS curves for the composite prognostic nomogram and clinical model in the training and validation datasets. (C, G, K) Time-dependent ROC curves for the nomogram, signature model, and clinical model at different time points in the training and validation datasets. (D, H, L) Calibration curves of observed and predicted probabilities for the nomogram in the training and validation datasets. (E, I, M) DCA curves for the nomogram in the training and validation datasets.



Finally, we compared the clinical net benefit of the composite nomogram with that of the other two models through DCA curves. The composite nomogram demonstrated a larger net benefit than the RNA processing-related signature and basic clinical model within most of the above threshold probabilities (Figure 3E), indicating that the nomogram had the best clinical utility for predicting prognosis in patients with GC. All these findings were verified in the HMU (Figures 3F–I) and GEO validation datasets (Figures 3J–M), suggesting the reliability and stability of our composite nomogram.



Function Analysis of Genes Correlated With the RNA Processing-Related Prognostic Signature

Given that RNA processing factors are the main factors controlling the life cycle of RNAs in eukaryotes, we subsequently evaluated the RNA expression profile influenced by the RNA processing-related prognostic signature. In this case, we correlated the signature risk score with all robustly expressed mRNAs, generating a pre-ranked list sorted by the Pearson correlation coefficient, and further performed GSEA. The results indicated that invasion, metastasis, and immune hallmarks, such as EMT, myogenesis, angiogenesis, hypoxia, inflammatory response, interferon-gamma response, and complement, were significantly enriched in GC samples with higher risk scores. In contrast, proliferation and metabolism hallmarks, such as G2M checkpoint, MYC targets, oxidative phosphorylation, fatty acid metabolism, and glycolysis, were significantly enriched in GC samples with lower risk scores (Figure 4A).




Figure 4 | Function analysis of genes correlated with the RNA processing-related prognostic signature. (A) GSEA of the hallmark gene sets for risk scores based on pre-ranked Pearson’s correlation coefficients of risk score-associated mRNAs. (B) Clustering dendrogram of the top 5000 mRNAs with dissimilarity based on the topological overlap together with assigned module colors. (C) Module–trait relationships. Each row shows a module eigengene; each column corresponds to a clinical trait. Each cell contains the corresponding correlation (upper number) and p-value (lower number). (D–F) Functional enrichment analysis of the hallmark gene sets for the brown (D), yellow (E), and turquoise (F) modules.



Furthermore, we used WGCNA to obtain the signature-related modules according to the approximate scale-free features. The top 5000 most variant genes, measured by the median absolute deviation (MAD), were selected for the WGCNA. We chose nine as the optimal soft threshold power to calculate the adjacency matrix, which was the lowest threshold to enable the scale-free R2 to reach 0.85 (Supplementary Figure 2). We constructed a cluster dendrogram with the adjacency matrix; five color modules (blue, brown, turquoise, yellow, grey) were identified (Figure 4B). Genes that could not be included in any module were placed in the grey module and removed for the downstream analysis.

Next, we correlated the eigengene of the selected traits and modules to evaluate the module–trait relationships. Three modules (brown, turquoise, yellow) were highly significantly associated with the signature risk score (|R| > 0.3). The yellow and turquoise modules were positively correlated with the signature risk score. The brown module was negatively correlated with the signature risk score (Figure 4C). All modules also showed significant correlations between gene significance and module membership (Supplementary Figure 3), implying that the genes in these modules might play an essential biological role associated with the RNA processing-related prognostic signature.

We then performed functional enrichment analysis of the genes in each module to explore the biological functions of the signature-related modules. Consistent with the GSEA results, genes in the brown module were significantly enriched in the proliferation- and metabolism-related pathways (Figure 4D). For yellow module genes, the top enriched terms were allograft rejection, interferon-gamma response, and inflammatory response, suggesting that the yellow module is involved in the immune response (Figure 4E). Genes in the turquoise module were associated with the development of malignant phenotypes, focusing on invasion and metastasis processes (Figure 4F). These findings imply that the RNA processing-related prognostic signature reflects the expression alterations of genes involved in multiple vital hallmarks (invasion, metastasis, proliferation, metabolism, immune response) in GC.



Expression and Clinical Features Underlying the RNA Processing-Related Prognostic Signature

All 1079 GC samples were pooled to explore the expression and clinical features of the RNA processing-related prognostic signature. All 10 LASSO-selected factors were significantly differentially expressed between the two risk groups (Figures 5A, B). Risk-associated genes showed higher expression levels in patients with high risk scores. In comparison, protection-associated genes showed higher expression levels in those with low risk scores (Figures 5A, B). Moreover, the immunohistochemical analysis via the HPA determined that most protection-associated genes showed lower protein expression levels in GC samples than in adjacent normal tissues; the protein products of the risk-associated genes showed an opposite trend (Figure 5C).




Figure 5 | Identification of expression and clinical features underlying the RNA processing-related prognostic signature. (A) Heatmap showing the expression patterns of 10 prognosis-associated RNA processing factors for the entire 1079-sample GC set sorted by the signature risk score in ascending order. (B) Differential expression of the 10 prognosis-associated RNA processing factors between the low-risk and high-risk groups. P values were obtained by the Mann-Whitney test. The asterisks represented the statistical P-value (****P < 0.0001). (C) Histogram showing the distribution of TNM stage between the low-risk and high-risk groups. (D) Histogram showing the distribution of the five distinct RNA processing patterns between the low-risk and high-risk groups. (E) Immunohistochemical analysis of the protein expression of the 7 prognosis-associated RNA processing factors in the HPA database.



Moreover, we found that advanced tumor stage (stage III and IV) was significantly enriched in the high-risk group (p < 0.001; Figures 5A, D). A higher percentage of clusters 1 and 5, featuring poor prognosis and stromal activation, was enriched in the high-risk group (p < 0.001; Figures 5A, E). These results suggest that the identified RNA processing factors might be involved in GC occurrence and development and could serve as potential therapeutic targets.



Genetic Variants, Pathway Activation, and Immune Heterogeneity Underlying the RNA Processing-Related Prognostic Signature

Genomic data, including mutation profile and somatic copy number alteration (SCNA) data from the TCGA-STAD dataset, were first analyzed to explore the possible mechanisms underlying the RNA processing-related prognostic signature. A significantly higher tumor mutation burden (TMB) was detected in the low-risk group than in the high-risk group (Figure 6A). More mutations caused more neoantigens in cases with lower risk scores (first vs. fourth quartile; Figure 6B) (45). After filtering out genes with low-frequency mutations (5% of GC samples), we found 25 significantly mutated genes between the two groups (Figure 6C). All these significantly mutated genes were enriched in the low-risk group, and were involved in the UV response down pathway (adjusted p = 0.014). Subsequently, investigation of the data related to SCNA events revealed distinct chromosomal alteration patterns between the low-risk and high-risk groups (Figure 6D). A significantly greater fraction of genome gained was detected in the low-risk group (Figure 6E).




Figure 6 | Identification of genetic variants underlying the RNA processing-related prognostic signature. (A) Violin plot for the TMB between the low-risk and high-risk groups. (B) Violin plot for the number of neoantigens between the lower-risk and higher-risk groups. (C) Waterfall plot of the top 25 mutant genes in the low-risk and high-risk groups. (D) SCNA profiles with gains (red) and losses (blue) between the lower-risk and higher-risk groups. (E) Differential analysis of the fraction (%) of the genome altered, lost, and gained between the lower-risk and higher-risk groups. P values were obtained by the Mann-Whitney test. The asterisks represented the statistical P-value (*P < 0.05).



GSVA confirmed significant differences in biological functions between the high-risk and low-risk groups (Figure 7A). Consistent with the above results, stromal activation pathways, such as the EMT, TGF-beta, and angiogenesis pathways, were significantly enriched in the high-risk group (Supplementary Table 4). The immune-related pathways, such as the complement, interferon-alpha response, and interferon-gamma response pathways, were also significantly enriched in the high-risk group (Figure 7A and Supplementary Table 4).




Figure 7 | Identification of immune heterogeneity underlying the RNA processing-related prognostic signature. (A) The differential analysis of GSVA scores between the low-risk and high-risk groups. The height and color represent the -log10(FDR). (B) Heatmap showing the immune cell infiltration between the high-risk and low-risk groups. (C) Differential expression of immune scores and stromal scores between the low-risk and high-risk groups. P values were obtained by the Mann-Whitney test. The asterisks represented the statistical P-value (ns, not statistical; **P < 0.01; ****P < 0.001). (D) Differential expression of immune and stromal cells between the low-risk and high-risk groups. P values were obtained by the Mann-Whitney test. The asterisks represented the statistical P-value (ns, not statistical; **P < 0.01; ****P < 0.001). (E) Tumor-infiltrating lymphocyte infiltration between the low-risk and high-risk groups determined by hematoxylin–eosin (H&E) whole-slide images. Red represents a positive TIL patch; blue represents a tissue region with no TIL patch, while black represents no tissue.



As the high-risk group had marked enrichment of the stromal and immune activation pathways, we explored the relationship between the tumor microenvironment status and the RNA processing-related signature to characterize their immune heterogeneity. We found that both the stromal and immune scores, representing stromal and immune cell infiltration in tumor tissue, respectively, were significantly higher in the high-risk group (Figures 7B, C). The MCP-counter algorithm also determined a higher proportion of immune and stromal cells in the high-risk group (Figures 7B, D). Further, based on the pathology whole-slide images, samples with high risk scores had a higher percentage of tumor-infiltrating lymphocytes (including T cells, B cells, and natural killer cells) than those with low risk scores (Figure 7E) (46). These results indicate that the activation of stromal and immune components in the tumor microenvironment and the activated oncogenic pathways based on the proposed signature likely contribute to the worse prognosis in high-risk patients.



RNA Splicing Events Underlying the RNA Processing-Related Prognostic Signature

RNA processing factors dominate RNA splicing activities. Our outcomes showed that prognosis-associated RNA processing genes are closely correlated with RNA splicing-related activities (Figure 8A). Accordingly, we also comprehensively characterized ASEs in GC samples with different risk scores. Tens of thousands of seven ASE types were detected in each GC sample (Figure 8A). The proportion of these ASE types in the GC samples varied widely, from 0.5% to approximately 43% (Figure 8A). Although all GC samples shared similar ASE type patterns, the total number of detected ASEs gradually decreased along with the increasing risk score (p < 0.001, R = -0.18). Moreover, ASEs were significantly higher in GC samples with lower risk scores (first quartile, n = 94) compared to those with higher risk scores (fourth quartile, n = 94) (Supplementary Figure 4).




Figure 8 | Identification of the RNA splicing landscape underlying the RNA processing-related prognostic signature. (A) Proportions of ASEs in 375 TCGA samples sorted by increased risk score. Bars indicate the proportion of each ASE type. Dark blue dots indicate the number of ASEs in each sample. The risk scores in ascending order are shown in the top panel. (B) Heatmaps showing the expression levels of RNA processing factors (top panel) and PSI value of ASEs with significant differences between lower-risk and higher-risk groups (bottom panel). (C) Representative ASEs with differential PSI values between lower-risk and higher-risk groups. (D) Network plot showing the correlation between RNA processing factors and ASEs with significant differences between lower-risk and higher-risk groups.



We further identified differentially expressed RNA processing genes (absolute fold change > 1.2, false discovery rate [FDR] < 0.05) and ASEs with significantly different PSI values (absolute fold change > 1.5, FDR < 0.05) in GC samples with lower risk (first quartile, n = 94) and higher risk (fourth quartile, n = 94) scores (Figure 8B). We identified 358 ASEs from 327 genes, including 240 upregulated ASEs from 217 genes and 118 downregulated ASEs from 118 genes (Supplementary Table 5). For these ASEs with markedly different PSI values, we found that the frequency of all ASE types was significantly altered compared to the background ASEs (Supplementary Figure 5), suggesting that the presence of altered ASEs might be associated with GC prognosis.

We found that genes involved in the aberrant RNA splicing in GC (CD44), the RAS oncogene family (RAB5C, RANN), the TNF-α/NF-κB signaling pathway (e.g., NR4A2, TANK, PFKFB3), and the zinc finger protein family (e.g., ZNF74, ZNF671, ZNF106) were differentially spliced among GC samples with lower and higher risk scores (Figure 8C). We performed GO analysis of all differentially spliced genes to explore the role of alternative splicing underlying the RNA processing-related signature. These spliced genes were mainly related to cell–matrix adhesion and mesenchymal cell differentiation for biological process; cell projection membrane and cell–substrate junction for cellular component; and cadherin binding and guanyl nucleotide exchange factor activity for molecular function (Table S6). Our analysis indicates that differential ASEs participate in many cancer-related pathways, suggesting that ASEs are a critical mechanism underlying the prognostic value of RNA processing factors in GC.

RNA splicing might inevitably affect their protein characteristics. Therefore, we constructed a protein interaction network based on the spliced genes, presenting the interactive relationship in normal conditions and uncovering the potential influence of ASEs at protein level. After removing the isolated nodes, 228 genes were mapped in the protein interaction network. These spliced genes were closely linked to each other (Supplementary Figure 6). From the whole protein interaction network, we identified six individual modules using the MCODE algorithm (47) (Supplementary Figure 7). Module enrichment analysis showed that most modules had biological functions with module specificity (Supplementary Table 7).

We explored the potential regulatory network among the significantly altered RNA processing genes and ASEs. A network with 549 pairwise correlations that ultimately involved 16 RNA processing genes and 119 ASEs was constructed (Figure 8D). Almost all ASEs followed the same expression trend as the RNA processing genes (Supplementary Figure 8). Most RNA processing genes were correlated with more than one ASE, and some played opposite roles in regulating different ASEs (Figure 8D). Besides, we found that different RNA processing genes competed for the same ASEs, partly explaining the diversity of splice isoforms created by only a few RNA processing factors.



Drug Response Features Underlying the RNA Processing-Related Signature

Given that genetic variants, pathway activation, immune heterogeneity, and splicing features were significantly different according to the RNA processing-related signature, we investigated the relationship between the prognostic signature and drug response to encourage personalized treatment decisions. As described earlier, the low-risk group presented a significantly higher TMB and neoantigens count than the high-risk group (Figures 6A, B), suggesting that the patients with low risk scores might benefit from immune checkpoint inhibitor treatment. Consistent with the idea, the TIDE algorithm determined that patients with low risk scores (45.56%, 246/540) might be more likely to respond to immunotherapy than those with high risk scores (33.58%, 181/539) (p < 0.001, odds ratio [OR] = 1.654, 95% CI: 1.284–2.134) (Figures 9A, C and Supplementary Figure 9).




Figure 9 | Identification of drug response features underlying the RNA processing-related signature. (A) Heatmap showing the TIDE scores and AUC values for patients with GC with different risk scores. (B) Differential analysis of the selected chemotherapeutic agents for patients with GC with higher and lower risk scores in the PRISM, CTRP, and GDSC databases. P values were obtained by the Mann-Whitney test. The asterisks represented the statistical P-value (*P < 0.05; **P < 0.01; ****P < 0.001). (C) Violin plots of TIDE scores for patients with GC in the high-risk and low-risk groups. (D) Heatmap showing the Spearman correlation coefficient between the AUC values and the risk scores for the selected chemotherapeutic agents.



We used two approaches to identify the drug response relationship between the selected chemotherapeutic agents and the identified signature. The analyses were performed using GDSC, CTRP, and PRISM-derived drug response data. First, differential drug response analysis between the higher-risk (first quartile) and lower-risk (fourth quartile) groups was conducted to identify chemotherapeutic agents with significantly different AUC values (|mean difference| > 0.01, p < 0.05). Next, Pearson correlation analysis between the AUC value and the risk score was performed to select agents with a significant correlation coefficient (|R| > 0.1, p < 0.05). Finally, we determined that patients with low-risk scores were more sensitive to two CTRP-derived compounds (5-fluorouracil and paclitaxel), and patients with high-risk scores were more sensitive to two GDSC-derived compounds (irinotecan and cisplatin) (Figures 9A, B, D).




Discussion

In this study, we found that the general expression pattern of RNA processing factors correlates with specific clinical outcomes and hallmark features of GC. RNA processing factors that were significantly associated with the prognosis of patients with GC were also identified. We then constructed a 10-gene RNA processing-related prognostic signature to predict the prognosis of stratified patients with GC. The identified signature was integrated with clinical features to establish the composite prognostic nomogram, which reliably demonstrated accurate prognostic predictions for the patients. Finally, we identified the clinical outcomes, genetic variants, pathway activation, immune heterogeneity, alternative splicing landscape, and drug response features associated with the prognostic signature.

GC is a highly heterogeneous malignant tumor. Some patients with GC within the same TNM stage have differing responses to treatment and prognosis (6). Therefore, further stratification of patients with GC with definite TNM subgroups is urgently needed. RNA plays a crucial role in cell biological functions by passing genetic information from DNA to protein and regulating various biological processes (48). Dysregulation of RNA profiles is closely related to the malignant progression and prognosis of GC. The RNA expression profile and RNA fate are highly dependent on the RNA processing factors responsible for precise temporal and spatial coordinating gene expression (49). Here, we highlight the stratification ability of RNA processing factors in GC.

In the present study, we identified five distinct RNA processing patterns, characterized by different biological behaviors and prognoses (Figure 1). We confirmed the prognostic value of a signature built with 10 RNA processing genes in each cohort (Figure 2 and Table 1). The risk score of the RNA processing-related signature was a stable, independent prognosis factor in both the training and validation datasets (Tables 2, 3). Moreover, we established a composite nomogram by integrating the RNA processing-related signature with traditional stratifying factors (age and TNM stage). The composite nomogram showed improved prognostic accuracy, better predictive efficiency, and larger net benefits than the signature alone and the prognostic model of the traditional stratifying factors in each cohort (Figure 3). These results indicate that the signature is a powerful tool for predicting the prognosis of patients with GC stratified by TNM classification.

The RNA processing-related signature reflects the expression alterations of genes involved in multiple vital hallmarks in GC. We found that genes that correlated negatively with the signature were significantly enriched in the pathways associated with proliferation and metabolism. In contrast, genes with expression that related positively to the signature’s risk score were significantly enriched in the invasion, metastasis, and immune biological processes (Figure 4). Among the 10 survival-related genes included in the signature, the risk-associated genes PWP2 and TGFB1 have been suggested to be associated with GC invasion and metastasis (50, 51), and ZBTB7A, a protection-associated gene, plays a tumor-suppressive role in GC cells (52). METTL2B was found to be RNA methyltransferases and play important roles in tumorigenesis (53). CACTIN involved in the regulation of innate immune response (54), contributing to the regulation of transcriptional activation of NF-kappa-B target genes in response to endogenous proinflammatory stimuli (55). TRUB2 was a component of a functional protein-RNA module, which was required for intra-mitochondrial translation (56). POLDIP3 was involved in regulation of translation, enhancing translational efficiency of spliced over non-spliced mRNAs (57). TSEN54 participated the complex process for identification and cleavage of the splice sites in pre-tRNA. SUGP1 and RBMS1 were involved in RNA binding, playing a role in pre-mRNA splicing. These outcomes indicate that our study protocol can identify novel carcinogenesis-associated RNA processing genes that might serve as potential therapeutic targets. Future studies of these prognostic factors could identify novel mechanisms underlying RNA processing in GC.

We also determined that genetic variants, immune heterogeneity, and the alternative splicing landscape were also significantly different between the high-risk and low-risk groups. The low-risk group had significantly higher TMB, more neoantigens, and greater fraction of genome gained than the high-risk group (Figure 6). Consistent with the GSEA result, the stromal and immune activation pathways were markedly enriched with increased risk scores (Figure 4). The ESTIMATE and MCP-counter algorithms and the pathology whole-slide images also suggested a higher proportion of immune and stromal cells in the high-risk group (Figure 7).

Currently, genome-wide analyses have begun to reveal the roles of ASEs correlated with GC progression and prognosis (12, 13). Abnormal ASEs of individual genes participate in several tumorigenic processes, such as proliferation, apoptosis, hypoxia, angiogenesis, immune escape, and metastasis (58, 59). For example, CD44 splice variants participate in GC carcinogenesis, progression, and metastasis (60, 61). By revealing the ASE landscape in GC, we identified 358 ASEs correlated with GC prognosis. We also observed that CD44 was differentially spliced in the lower-risk and higher-risk groups (Figure 8). Moreover, we identified the potential regulatory network between the altered RNA processing genes and the differential ASEs.

Further, we investigated the relationship between the signature and drug response to promote personalized treatment decisions. To date, immune checkpoint inhibitors have been approved for GC treatment. However, the response rate is relatively low (10–26%) (62–64). Therefore, it is critical to find new biomarkers for appropriate patient selection for immunotherapy. We determined that patients with low risk scores might benefit from immune checkpoint inhibitor treatment (Figure 9), suggesting that this RNA processing-related signature could be a predictive biomarker for immunotherapy in GC.

Chemotherapy remains the mainstay in GC treatment (43). We found that patients with low-risk scores might be more sensitive to 5-fluorouracil and paclitaxel, both cell cycle-nonspecific drugs. 5-Fluorouracil is an anti-cancer antimetabolite that inhibits tumor cell proliferation via DNA damage. Paclitaxel stabilizes microtubules and interferes with mitotic spindle formation, which leads to the inhibition of cancer cell proliferation. As mentioned above, the proliferation- and metabolism-related pathways were markedly enriched with decreased risk scores. The activation of these pathways, such as G2M checkpoint, DNA repair, and mitotic spindle, might be responsible for the higher sensitivity to 5-fluorouracil and paclitaxel.

On the other hand, patients with high-risk scores might be more sensitive to irinotecan and cisplatin, cell cycle-nonspecific anti-cancer drugs. Such drugs are not affected by the cell cycle phase and act upon rapidly dividing cancer cells for destruction. Therefore, GC characterized with a mesenchymal phenotype might be more sensitive to irinotecan and cisplatin. Whether a genetic variant, pathway activation, immune heterogeneity, splicing features, or chemotherapy and immunochemotherapy response feature, all the results aid understanding of the roles of RNA processing in GC. Our signature may further aid the design of a more reasonable and effective treatment regimen, contributing to precision therapy for individual patients with different risk levels.

This study has several strengths. First, we analyzed a large sample of 1079 patients with GC using either RNA-seq or microarray data, suggesting that our outcomes are likely highly reliable, robust, and independent of specific expression quantitative platforms. Second, the present study includes both our own RNA-seq dataset and public datasets, indicating the possibility of future verification of our risk signature in additional cohorts. Third, we used RMS time to demonstrate the clinical utility of the RNA processing-related signature. It is equivalent to the area under the Kaplan-Meier curve from the beginning of the study through that time point. The RMST difference means gain or loss in the event-free survival time between the groups during this period. As such, using the average survival time can be more easily understood by clinical communities. Meanwhile, RMST difference is valid and interpretable whether or not the proportional hazards assumption is violated (65). Despite these strengths, our study has its limitations as well. First, we used only two clinical characteristics (age and TNM stage) to construct the composite nomogram; additional clinical factors, such as Lauren subtype, microsatellite instability status, chemotherapy, surgery, and radiotherapy information, are warranted to refine the model. Second, further ex vivo, in vitro, and in vivo experiments regarding these prognosis-related RNA processing factors are required to validate our in silico results. Finally, the response of immunotherapy and chemotherapy should be further verified by clinical data in other cohorts.

In summary, our study highlights the prognostic value of RNA processing genes in GC and reveal an RNA processing-related prognostic signature for further improving the prognosis prediction of patients with GC with definite TNM subgroups. The clinical outcomes, genetic variants, pathway activation, immune heterogeneity, splicing features, and drug response features underlying the signature were also identified. Our findings provide a basis for understanding the roles of RNA processing and indicate the potential clinical implications of RNA processing factors in GC.
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Glucocorticoids (GCs) are widely used immunosuppressive drugs for autoimmune diseases, although considerable gaps exist between current knowledge of the mechanisms of GCs and their conclusive immune-regulatory effects. Here we generated a single-cell transcriptional immune cell atlas based on prednisone-treated or untreated experimental autoimmune uveitis (EAU) mice. Immune cells were globally activated in EAU, and prednisone partially reversed this effect in terms of cell composition, gene expression, transcription factor regulation, and cell-cell communication. Prednisone exerted considerable rescue effects on T and B cells and increased the proportion of neutrophils. Besides commonly regulated transcriptional factors (Fosb, Jun, Jund), several genes were only regulated in certain cell types (e.g. Cxcr4 and Bhlhe40 in T cells), suggesting cell-type-dependent immunosuppressive properties of GC. These findings provide new insights into the mechanisms behind the properties and cell-specific effects of GCs and can potentially benefit immunoregulatory therapy development.
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Introduction

Despite the expansion of novel immunosuppressants in the recent decades, glucocorticoids (GCs) remain the most widely used anti-inflammatory and immunosuppressive agents in clinical medicine. They are indispensable for achieving rapid disease control, especially of severe autoimmune diseases (1–4). However, the use of GCs is mostly based on historical experiences and knowledge from case series. For decades, the clinical application of GCs has exceeded our current knowledge of their immunosuppressive effects. Thus, there is an urgent need for research on the regulatory properties of GCs and their effects on the immune system.

Cytosolic GC receptors serve as the main mediators of the immunosuppressive and anti-inflammatory effects of GCs (5). Upon GC binding, they translocate into the nucleus, activate the expression of anti-inflammatory proteins, and inhibit the production of pro-inflammatory proteins (2). Recent studies have also indicated other potential pathways associated with GCs, such as the regulatory properties of GC receptors without GC binding and even the receptor-independent effects of GCs (2, 6). Moreover, growing evidence suggests that the underlying mechanisms of GCs are cell type-dependent (7, 8). Due to this complexity, it is necessary to comprehensively depict the effects of GCs on the immune system from multiple perspectives and characterize the transcriptional modifications across different immune cell subpopulations.

Autoimmune diseases mainly affecting the central nervous system (CNS) include multiple types of diseases and affect millions of people (9). These diseases usually involve responses to self-antigen exposure and aberrant activation of the immune system. They are also chronic, painful, debilitating, and potentially life-threatening, thereby significantly affecting the quality of life. Among them, autoimmune uveitis, which mainly affects the vascular organs of the eye (iris, ciliary body, and choroid), is considered one of the principal causes of preventable blindness worldwide (10). It not only presents as an isolated entity or a part of a systemic autoimmune disease affecting CNS, but also allows direct observation of the inflammatory condition of the central nervous system, serving as a satisfactory model for CNS autoimmune disease studies. Moreover, GCs serve as the first-line systemic treatment for patients with sight-threatening uveitis, despite the lack of a comprehensive and in-depth understanding of their immunosuppressive properties (4, 10, 11).

To explore the effect of GCs on the immune system in the context of CNS autoimmune states, we developed experimental autoimmune uveitis (EAU) mouse models and performed single-cell profiling of the lymph node transcriptome (12, 13). We analyzed approximately 35,000 single cells of lymph nodes sampled from normal and EAU mice without additional treatment or prednisone. We investigated the effects of EAU and prednisone on the mouse immune system in the context of cell type composition, cell type-specific gene expression, transcription factor (TF) regulation, and intercellular communication. These showed widespread alterations in EAU, most strongly affecting CD4+ T cells. Interestingly, prednisone partly countered such alterations. Our results not only support the well-established participation of T cells and monocytes/macrophages in the onset of uveitis and effects of prednisone, but also comprehensively reveal the transcriptional modifications of the immune cell subsets at the single-cell level.



Materials and Methods


EAU Model Induction and EAU Clinical Score

To induce EAU, the mice were injected subcutaneously with an emulsion, consisting of 2 mg/mL of human IRBP1-20 (GPTHLFQPSLVLDMAKVLLD, GiL Biochem, Shanghai, China) and complete Freund’s adjuvant (BD Difco, San Jose, CA, USA) containing 2.5 mg of Mycobacterium tuberculosis strain H37Ra (BD Difco, San Jose, CA, USA) in a 1:1 volume ratio, were injected to mice (13). Additionally, 0.25 µg pertussis toxin (List Biological Laboratories, Campbell, California, USA) was dissolved in PBS, and injected on the same day and 2 days after immunization.

Funduscopic examination of EAU progress with the Micron IV fundus camera (Phoenix Co., Campbell, CA, USA) was performed, and the clinical findings were graded from 0 to 4 scoring based on observable infiltration and vasculitis in the retina (14). The clinical score was assessed in a blinded manner as followed: 0: Normal retina; 0.5/trace: minimal vasculitis; 1: Mild vasculitis; multiple, peripheral, and focal lesions; 2: Severe vasculitis (large size, thick wall, infiltrations); diffuse chorioretinal lesions and/or infiltrations; linear lesions; 3: Pattern of linear lesions; large confluent chorioretinal lesions; subretinal hemorrhages; 4: Large retinal detachment.



Treatment of Mice

Prednisone (Selleck Chemicals, Houston, TX, USA) was dissolved in DMSO (0.1%, Sigma). Mice with EAU induction were orally administered with prednisone (10 mg/kg/day) or vehicle control (0.1% DMSO) for 2 weeks after immunization (15). Each groups included six mice.



Lymph Node Collection and Single-Cell Suspension Preparation

Cervical dLNs isolated from the neck of mice were isolated into single cells by filtration through a with 20-μm strainer (352235, Falcon). After washing twice with PBS, the cells viability analyzed by Trypan blue in each sample exceeded 85%.



Flow Cytometric Analysis

After staining with live/dead dye (Thermo Fisher Scientific, Waltham, MA, USA), the cells were stained with surface markers: anti-mouse CD4 (GK1.5, catalog 100434, BioLegend), anti-mouse CD138 (Syndecan-1) (clone 281-2), anti-mouse CXCR5 (clone L138D7), anti-mouse PD-1 (clone 29F.1A12), anti-mouse CD90.2 (Thy-1.2) (clone 53-2.1), anti-human/mouse CD45R (B220) (clone RA3-6B2), anti-mouse F4/80 (clone BM8), anti-mouse CD11c (clone HL3) and analyzed via flow cytometry (BD LSRFortessa). After stimulation of 5 ng/ml phorbol myristate acetate (Sigma), 1 μg/ml brefeldin A (Sigma), and 0.5 mg/ml ionomycin (Sigma) at 37°C for 4 hours, and then fixation for 30 minutes and permeabilization for 1 hour at room temperature, the cells were stained with intracellular antibodies for 4°C overnight: anti-mouse IL-17A (TC11-18H10.1, catalog 506930, BioLegend), anti-mouse IFN-γ (XMG1.2, catalog 505808, BioLegend). The results were evaluated with FlowJo software (version 10.0.7, Tree Star, Ashland, OR, USA).



Single-Cell RNA Sequencing

We mix cells from cervical lymph nodes which from three group (normal, EAU treated with vehicle and EAU treated with prednisone) and each group includes three mice. After that, three mix samples respectively from three groups are used to be sequenced. Before sequencing, we did not select immune cells via flow cytometry.


scRNA-Seq Data Processing

We used the Chromium Single Cell 5′ Library (10× Genomics chromium platform; Illumina NovaSeq 6000), Gel Bead and Multiplex Kit, and Chip Kit to acquire barcoded scRNA-seq libraries. Preparation of single-cell RNA libraries were performed with the Chromium Single Cell 5′ v2 Reagent (10× Genomics, 120237) kit. The quality of the libraries was tested with FastQC software. Demultiplexing and barcoding of the sequences from the 10× Genomics scRNA-seq platform alignment to the mm10 reference and quantification of sequencing reads for each sample were performed using CellRanger (Version 4.0.2, 10× Genomics) with default parameters.



scRNA-Seq Quality Control

For quality control, the Seurat package (version 3.1, https://github.com/satijalab/seurat) was used. Cells were filtered out if they showed greater than 15% of mitochondrial genes and fewer than 300 or greater than 10,000 detected genes. Genes not detected is also not include in analysis.



scRNA-Seq Analysis

For the scRNA-seq data analysis, we used Seurat package for normalization, dimensionality reduction, clustering as well as DEG analysis. We log-normalized the data with the ‘NormalizeData()’ before clustering and reduction and scaled the data with the top 2000 most variable genes by using the ‘FindVariableFeatures()’ script. The clustering and dimensionality method were used with the ‘FindClusters()’ at an appropriate resolution to identify significant clusters, which uses a shared nearest neighbor parameter optimized for each combined dataset modularity optimization-based clustering algorithm. 2-t-SNE clustering was performed using the ‘RunTSNE()’ function. DEGs were determined using the ‘FindAllMarkers()’ function. A disease-related DEG dataset was established (p value < 0.05, |Log2 fold-change| > 0.25).



GO Analysis

All GO enrichment analysis was performed using Metascape (www.metascape.org) (78) to visualize functional patterns in the gene clusters. Statistical analysis was used for GO and pathway enrichment analyses of the DEGs.



Transcription Factor-Target Gene Network Analysis

Based on the gene regulation identified in our scRNA-seq data, we utilized the GENIC3 R packages (version 1.6.0) (16), as well as the RcisTarget database (version 1.4.0) (17) of the SCENIC (version 1.1.2.2) (18) workflow to predict the transcription factor and their downstream genes. We used GENIE3 to computerize the genetic regulatory networks from our expression data, including EAU DEGs, prednisone DEGs or rescue DEGs, for each cell type. We further used RcisTarget databases to recognize the enriched transcription factor-binding motifs and those potential downstream genes (regulons). Figures showed the transcription factor targets with high-confidence annotation, with the Cytoscape software (version 3.7.1) (19).



Cell-Cell Communication Analysis

The intercellular communication was predicted with CellPhoneDB software (version 1.1.0) (www.cellphonedb.org) (20). We selected and analyzed the ligand-receptor pairs expressed in at least 10% of cells of a given type. The interaction was considered nonexistent if either the ligand or the receptor was undetectable. We compared the average expression of ligand-receptor pairs in different cell types, and selected pairs with p < 0.05 for further computerization of intercellular communication.




Statistical Analysis

GraphPad Prism Software was used to data analysis. The values are represented as the mean ± SD. Statistical analysis was performed using an unpaired, two‐tailed Student’s t-test or one-way ANOVA. p values above 0.05 were considered as not significant, NS; *, p < 0.05; **, p < 0.01; ***, p < 0.001; and ****, p < 0.0001.




Results


Construction of Lymph Node Single-Cell Atlases of Normal and EAU mice

We first developed EAU mouse models by immunizing mice with the retinal protein interphotoreceptor retinoid-binding protein, and prepared non-treated mice as normal controls (see Methods). The EAU mice were evenly matched and randomized into two groups: (1) EAU group with no additional treatment and (2) prednisone group treated with prednisone (Figure 1A). After 14 days, the clinical scores of EAU mice were significantly increased compared to those of normal controls, indicating the onset of autoimmune uveitis in the mouse models (Figure 1B). In contrast, prednisone significantly reduced the inflammatory symptoms of EAU, as revealed by fundus photography and the clinical scores (Figure 1B).




Figure 1 | study design and unbiased classification of immune cells by scRNA-seq. (A) research design. Cervical lymph nodes of EAU mice, prednisone-treated EAU mice, and normal subjects were studied. Cervical lymph nodes cells which from three group (normal, EAU treated with vehicle and EAU treated with prednisone) and each group includes three mice, were mixed. Three mix samples respectively from three groups are used to be sequenced without selection of immune cells via flow cytometry. IRBP, interphotoreceptor retinoid-binding protein. PTX, pertussis toxin. (B) Left: fundus photography of EAU and prednisone-treated EAU mice. Right: the clinical scores of EAU or prednisone-treated mice. Each group contains six mice. White Arrows indicate inflammatory exudation and vascular deformation. The P-values are exact two-sided generated by students’ t test. ***p < 0.001. (C) Flowchart of the scRNA-seq process. (D) t-SNE embedding shows different cell types in lymph nodes. (E) Heatmap of marker genes for each type of cells. (F) Heatmap of marker genes for subtypes of T cells. (G) Heatmap of marker genes for subtypes of B cells.



To explore the underlying mechanisms of action of prednisone and the transcriptomes of lymph nodes of EAU mice, we generated single-cell RNA transcriptional profiles of immune cells from normal, EAU, and prednisone-treated EAU mice by isolating the lymph nodes of these mice and performing single-cell RNA sequencing. After the quality control process, we acquired 35000 high-quality immune cells for further analysis (see Methods) (Figure 1C). Then, we processed the sequencing data through integration, normalization, and clustering. We first identified six major cell types: (1) T cells, (2) B cells, (3) monocytes and conventional dendritic cells (cDCs), (4) macrophages, (5) neutrophils, and (6) plasmacytoid dendritic cells (pDCs), based on their corresponding marker genes (Figures 1D, E and Supplementary Figure 1A). We further differentiated cDCs and monocytes based on the expressions of Ly6c2, Ccr2, Ccl22, and Fscn1 (Supplementary Figures 1B, C). To analyze T cell subsets in detail, T cells were subdivided into nine subsets with distinct properties (Figure 1F and Supplementary Figures 2A, B). The Th1 and Tfh clusters were further re-clustered based on the expressions of Cxcr6 and Tcf7 (Supplementary Figures 2C–E). Additionally, B cells were subdivided into three subpopulations: (1) naïve B cells, (2) germinal B cells, and (3) plasma B cells (Figure 1G and Supplementary Figures 1D, E).

Taken together, we constructed an integrative transcriptional atlas containing multiple immune cell subpopulations and established a cellular profile to further understand the effects of EAU and prednisone on the immune system.



Prednisone Affects Cell Type Composition

To depict the alterations in cell type composition in EAU and due to prednisone treatment, we investigated the changes in cell type proportions in healthy, EAU, and prednisone-treated EAU mice (Figure 2A). In EAU mice, the proportions of Th1, Th17, Tfh, and proliferating T cells were increased, while the proportions of Treg cells and two CD8+T cell subsets were reduced (Figure 2A). B cell subsets were assumed to participate in disease progression, since the proportions of germinal and plasma B cells were also increased in EAU mice (Figure 2A). The proportions of myeloid leukocytes, including monocytes, pDCs, macrophages, and neutrophils, were also higher in EAU mice than in normal controls.




Figure 2 | The proportions of immune cells of EAU and prednisone-treated mice. (A) Pie charts of proportions of each type of cells in three group. The Log2FC values of the proportion were shown on the right. Normal, normal subject; EAU, experimental autoimmune uveitis mouse group; Prednisone, prednisone-treated mouse group. (B–E) Flow cytometry indicates the proportion of Th17 (B), Th1 (C), Tfh (D) and plasma B cells (E), which was performed once with a cohort of 6 mice. (F–I) Bar plots show the proportions of Th17 (F), Th1 (G), Tfh (H) and plasma B cells (I) in normal controls, EAU mice treated with vehicle, and prednisone-treated EAU mice. Each group contains six mice. The P-values are exact two-sided generated by students’ t test. ****p < 0.0001.



In the prednisone group, we observed widespread rescue effects of prednisone on nearly all immune cell types, especially the lymphocyte subpopulations (Figure 2A). These rescue effects were highly evident among CD4+T cells, particularly Th1, Th17, and Tfh cells, indicating that prednisone may inhibit the differentiation of Th1, Th17, and Tfh cells (Figure 2A). Furthermore, we validated the changes in the proportions of these three cell types using flow cytometry (Figures 2B–D). We observed profound rescue effects of prednisone on Th1, Th17, and Tfh cells, consistent with the previous findings (Figures 2F–H). The alterations in the proportions of germinal and plasma B cells were reversed using prednisone treatment, suggesting that prednisone influences both humoral and cellular immunity to achieve its clinical benefit (Figure 2A). The proportion of plasma B cells was further validated using flow cytometry (Figures 2E, I).



Prednisone Reverses EAU-Associated Gene Expression Alteration in Lymph Nodes

To delineate the transcriptional changes caused by EAU and prednisone, we identified differentially expressed genes (DEGs) between normal and EAU mice (EAU DEGs) and between EAU and prednisone-treated EAU mice (prednisone DEGs) (Figure 3A). Based on these genes, we further distinguished “rescue DEGs”, which refer to EAU DEGs that exhibited opposite regulatory tendencies after prednisone treatment (Figure 3A). We found that prednisone exerted considerable influence on the immune system of EAU mice, with 46 out of 139 upregulated EAU DEGs and 7 out of 62 downregulated EAU DEGs rescued by prednisone (Figure 3A).




Figure 3 | Prednisone partly reversed the EAU-associated gene expression. (A) Venn diagrams of the numbers of EAU, prednisone and rescue DEGs. The overlapping parts indicate the numbers of downregulated rescue DEGs (top) and upregulated rescue DEGs (bottom). (B) Bar plots of the proportion of rescue DEGs compared to EAU DEGs. The dotted line indicates average proportion of rescue DEGs/EAU DEGs. (C) Venn diagram shows the downregulated DEGs in each cell types. Key genes were labeled on the top. (D–F) GO analysis of downregulated rescue DEGs in T cells (D), B cells (E), monocytes, pDCs, macrophages and NK cells (F).



To characterize the cell type-specific gene regulation profiles, we attributed EAU and rescue DEGs to eight major cell types: (1) T cells, (2) B cells, (3) natural killer (NK) cells, (4) monocytes, (5) cDCs, (6) pDCs, (7) macrophages, and (8) neutrophils (Figure 3B). T and B cells were the most strongly affected subsets based on their high rescue DEGs-to-EAU DEGs ratios (Figure 3B). Macrophages, pDCs, and NK cells, which may also serve as targets of prednisone, exhibited slightly smaller rescue DEGs-to-EAU DEGs ratios compared to those of T and B cells (Figure 3B).

To further explore the possible mechanisms of the immunosuppressive properties of prednisone, we analyzed the commonly and specifically rescued genes in the eight cell types, as shown in the Venn diagram (Figure 3C). The most commonly rescued genes were those that encode activator protein 1 (AP-1) transcription factor components, including Fosb (freq = 5), Fos (freq = 2), Jun (freq = 4), and Jund (freq = 4), and heat shock protein components, particularly Hsp90aa1 (freq = 4) (Figure 3C and Supplementary Figure 4A). Glucocorticoids have been reported to downregulate the expression of several AP-1 components and reduce the DNA-binding ability of the AP-1 components to their cognate DNA motifs (1). Overall, these factors may play central roles in the immunosuppressive properties of prednisone to inhibit highly pro-inflammatory transcriptional signatures across different immune cell subsets in EAU.

In addition to widely regulated genes, we identified genes that were specifically rescued in different cell subsets. We found that Cxcr4, which plays a central role in cell homing and retention, was rescued in both T and B cells (21, 22). Hif1a was specifically rescued in T cells, while several Ighg family members were rescued in B cells. As for the genes in the non-lymphoid cells, both Cxcl2 (rescued in monocytes and neutrophils) and Cxcl10 (rescued only in monocytes) possibly contributed to the progression of uveitis by recruiting T cells and DCs (Figure 3C). Interestingly, in macrophages, we identified a specifically rescued gene, Irgm1, which is an important molecular regulator that promotes the disruption of the blood-brain barrier to initiate inflammation (23) (Figure 3C).

To better understand the effects of EAU and prednisone in the context of potential cellular functions, we performed Gene Ontology (GO) analysis on EAU, prednisone, and rescue DEGs in different cell subsets (Figures 3D–F and Supplementary Figures 3A–D). In EAU, T cells and monocytes exhibited significant alterations towards the “activation” side (Supplementary Figure 3A). Moreover, cDCs and B cells may participate in several immune processes in EAU, as they showed upregulated expressions of genes involved in inflammation, cytokine production, antigen presentation, and cell proliferation (Supplementary Figure 3A). Upon prednisone treatment, the activation of T cells and monocytes was robustly suppressed, with enrichment in “regulation of cytokine production” and “lymphocyte activation” (in T cells), as well as “myeloid leukocyte migration”, “leukocyte chemotaxis” and “inflammatory response” (in monocytes) (Supplementary Figure 3B).

Regarding the rescue effect of prednisone on T cells, we identified categories closely associated with Th17, including “IL-17 signaling pathway”, “Th17 cell differentiation”, “proinflammatory lymphocyte activation”, and “inflammatory response” (Figure 3D). We not only identified these categories, which were globally rescued in CD4+ and CD8+ T cells, but also found specifically rescued categories in CD4+ T cells, including “apoptotic signaling pathway” and “HSP90 chaperone cycle for steroid hormone receptors” (Supplementary Figure 3C). More specifically, the category “IL-17 signaling pathway” was rescued in Th17 cells, while “MAPK signaling pathway” and “inflammatory response” were rescued in Tfh cells (Supplementary Figure 3D). The rescued effect of prednisone on B cells was associated with “humoral immune response”, “B cell-mediated immunity” and “regulation of B cell activation” (Figure 3E). In addition, the rescued DEG of myeloid leukocytes showed functional enrichment of “inflammatory response” (monocytes), “regulation of cell activation” (macrophages), “antigen processing and presentation” (pDC), and “cell killing” (NK cells) (Figure 3F).



EAU and Prednisone Affect Cell Type-Specific Gene Expression

To accurately explore the cell type-specific EAU, prednisone, and rescue DEGs, we further classified the DEGs into subpopulations defined in each cell type, generating gene regulatory networks across 18 types of immune cells. In Figure 4A, the sizes of the subpopulation circles suggest that both EAU and prednisone exhibit cell type-specific gene regulation effects.




Figure 4 | Gene expression networks show cell-type-specific regulation among different cell types. (A) Network plots show the EAU, prednisone and rescue DEGs in each types of cells. The color of the internal nodes indicates cell types, and the gray edge represents DEGs. The lines between them attribute the DEGs to each cell types. (B) Bar plots show the number of rescue DEGs and EAU DEGs, and the rescue/EAU DEGs in each subtypes. The dotted line indicates average proportion of rescue DEGs/EAU DEGs. (C, D) Bar plots indicate the frequency of upregulated (C) and downregulated (D) rescue DEGs.



In EAU, gene expression in plasma B cells was most strongly affected, suggesting the spontaneous production of autoantibodies. As expected, Th1 and Th17 cells were the top two T cell subsets influenced by EAU, indicating the central role of activated CD4+T cells in EAU (Figures 4A, B) (24). Autoimmunity also had a considerable effect on myeloid leukocytes, including monocytes, macrophages, neutrophils, and DCs (Figure 4A). Moreover, prednisone alone significantly affected myeloid cells (monocytes, macrophages, neutrophils, and pDCs) and T cells. Not surprisingly, Th1, Th17, and Treg cells were the top three affected T cell subsets based on their large DEG numbers.

Strikingly, we identified the largest number of DEGs in the Treg subpopulation, although the numbers of EAU DEGs and prednisone DEGs of Treg cells were relatively small compared to those of other cell subsets (Figure 4A). The rescue DEGs-to-EAU DEGs ratio further supported this observation, indicating an unexpected rescue effect of prednisone on Treg cells (Figure 4B). We also observed a considerable rescue effect on Th17 and Tfh cells and an unexpectedly strong rescue effect in naïve CD4+ T cells, naïve CD8+ T cells, and effector CD8+ T cells (Figure 4B). In contrast, given the relatively large numbers of EAU and prednisone DEGs in B cells and myeloid cell subsets, the rescue effect seemed weak in these cell subsets, suggesting that the underlying mechanisms of action of prednisone may not involve directly countering the effects of EAU, but distinctly regulating these types of cells (Figure 4B).

Notably, Id3, Limd2, Tspan32, and Vim were downregulated in EAU and upregulated by prednisone in more than four cell types (Figure 4C). The rescued genes that were upregulated in EAU and downregulated by prednisone included genes encoding AP-1 components (Fosb, Jund, Jun, and Fos), immunoglobulins (Ighg1 and Igkc), heat shock proteins (Hsp9011a, Hspa1a, Hspa1b, and Hspa8), and chemokine receptors (Cxcr4) (Figure 4D). Overall, these results provide a global assessment of the effects of EAU and prednisone on the immune system of mice at the single-cell level.



EAU and Prednisone Reprogram Transcriptional Regulatory Networks

Given the strong effect of EAU and prednisone on TFs as previously shown, we applied SCENIC to the transcriptional atlases and determined the critical TFs regulating EAU and prednisone DEGs in different cells types. Similarly, we defined “rescue TFs” as the TFs that were dysregulated in EAU and rescued by prednisone (Figure 5A). Interestingly, autoimmunity had a significant impact on mainly monocytes and cDCs, while prednisone alone had a widespread effect on nearly all cell types (Figure 5B). Although both the numbers of EAU and prednisone TFs were relatively small in T and B cells, both cell types were significantly influenced by rescue effects, which were likely due to the anti-inflammatory effects of prednisone on transcriptional regulatory networks (Figure 5B).




Figure 5 | Changes of the transcription factors of EAU and prednisone-treated EAU mice. (A) Venn diagrams show the numbers of EAU, prednisone and rescue TFs. The overlapping parts indicate the numbers of upregulated or downregulated TFs. (B) Rose diagrams show the numbers of EAU, prednisone and rescue DEGs in each cell types. (C, D) Networks show the downregulated (C) and upregulated (D) EAU or prednisone TFs in each cell types. The circles indicate TFs. The gray edge indicates the downstream DEGs. The line between them indicates rescue TFs. (E) The upregulated rescue TFs in each cell types. (F) Bar plots indicate the frequency of downregulated rescue TFs.



Furthermore, TFs regulated by EAU and prednisone were attributed to different types of immune cells, along with their theoretical downstream DEGs (Figures 5C, D). Our results showed that rescued TFs included AP-1 components (Jund, Jun, Junb, and Fos), leucine zipper (Cebpb and Cebpd), interferon regulatory factors (Irf1, Irf5, and Irf8), and amphoterin elements (Hmgb1 and Hmgb2) (Figures 5C, D). The central roles of the AP-1 family are further indicated in Figures 5E, F, where two AP-1 components (Jund and Jun) not only appeared most frequently in the rescue list, but were also rescued in T cells, B cells, and DCs, which are essential in the pathogenesis of uveitis. In addition, the TFs Hmgb2, Bhlhe40, and Cebpb rescued in T and B cells may also play important roles in prednisone treatment. Focusing on the central CD4+ T cell subsets (Tfh, Th17, and Treg cells), we further identified TFs that may play key roles in both the effects of EAU and prednisone. In addition to AP-1 members, Cebpb and Hif1a were rescued in all three subsets. These findings provide evidence for the mechanisms of EAU pathogenesis and prednisone treatment (Supplementary Figure B).

Taken together, these data reveal that EAU-associated TF regulatory networks were strongly affected by prednisone and that AP-1 components were the TFs most frequently affected by EAU and prednisone.



Prednisone Alleviates Aberrant Intercellular Communication in EAU

The close communication between different types of immune cells forms the basis for effective immune responses, making it necessary to explore the intercellular interactions between immune cells. Thus, we explored the intercellular communication in EAU and upon prednisone treatment by determining the number of ligand-receptor pairs between different immune cell types and within the same cell type, indicating autocrine signaling (Figure 6 and Supplementary Figures 4C–E).




Figure 6 | Alteration of the intercellular interactions between different cell types in EAU and prednisone-treated EAU mice. (A) Networks of the alteration of the intercellular interactions between eight different types of cells in the EAU mice/normal controls (EAU/normal) and prednisone-treated EAU mice/EAU mice (prednisone/EAU) comparison. The lines indicate intercellular communication, the thickness of which corresponded to the number of intercellular ligand-receptor pairs. Abbreviations for each type of cells are the same as that in Figure 5. (B) Network plots show the rescue effect of prednisone in terms of cell-cell communication, similar to (A). Ligand-receptor pairs are rescued when they appear only in the EAU mice, not in the normal controls or prednisone-treated EAU mice. (C) Functional enrichment analysis of the rescued pairs. (D) The frequency (Freq) of rescued intercellular interaction pairs in eight types of cells. (E) Same as (A), network plots indicate intercellular interaction alteration in 17 types of cells in EAU/normal or prednisone/EAU comparison. (F) Same as (B), network plots show the rescue effect of prednisone in terms of cell-cell communication. (G) The frequency (Freq) of rescued intercellular interaction pairs in 17 types of cells.



We observed globally enhanced cell-cell communication in EAU mainly among myeloid cells, but not among T cells, probably because of the complex or even reversed transcriptional alterations in different T cell subsets (Figure 6A). Prednisone enhanced NK cell-associated communication and inhibited monocyte-associated communication (Figure 6A). The rescue effect, based on computational cell-cell communication, was primarily observed in macrophages, monocytes, and neutrophils (Figure 6B). We observed a strong impact of EAU and prednisone and a rescue effect on monocytes, macrophages, and neutrophils, indicating that these cells were highly sensitive to the changes in the immune system and presence of prednisone.

Then, we performed functional and pathway enrichment analyses on the rescued pairs to further examine the effects of prednisone. The erased pairs referred to the ligand-receptor pairs appear only in the EAU mice, not in the normal controls or prednisone-treated EAU mice (Figure 6C). Functionally, the eliminated interaction pairs were mostly associated with cell-cell adhesion and migration, inflammatory response, T cell activation and proliferation, and humoral immune response (Figure 6C). The most frequently rescued interaction pairs included the pro-inflammatory pair TNF-TNFRSF1A and B cell stimulatory pairs CD28-CD86 and CCL4-CCR5, which regulate immune cell migration (Figure 6D) (25, 26).

Furthermore, to better explore the changes in lymphocyte subsets, we reconstructed the cell-cell communication networks (Figure 6E). In EAU, the communication status of monocytes, macrophages, neutrophils, and T cells (Treg, Th17, and Mki67+ proliferating T cells) were significantly changed (Figure 6E). Prednisone seemed to have a complex influence on the communication networks, exhibiting both enhancing and inhibitory effects on all subsets (Figure 6E). As for the eliminated pairs, we observed widespread rescue effects on several CD4+ T cell subsets, including Treg, Th17, Tfh, Th1, and Mki67+ proliferating T cells (Figure 6F). The rescue effect on monocytes was also considerable, suggesting that monocytes may also play an important role in both the pathogenesis of uveitis and treatment with prednisone. In detail, eliminated interaction pairs that appeared frequently included CCL4-CCR5, CTLA4-CD86, CXCL10-CXCR3, and TNF-TNFRSF1 (Figure 6G), implying that prednisone may inhibit immune cell adhesion/migration, suppress inflammation, and control aberrant immune cell inactivation (25). Overall, abnormal intercellular communication patterns in EAU, especially those that mediate migration and inflammation, were shown to be alleviated by prednisone.




Discussion

Here, we presented an integrative and comprehensive immune cell atlas of EAU and prednisone-treated EAU mice at the single-cell level. We studied the transcriptional changes in EAU in terms of cell type composition, gene regulation, transcriptional regulation, and intercellular communication, providing clues about the processes involved in EAU. Comparative analysis of the transcriptional features in EAU and prednisone-treated EAU mice revealed the underlying mechanisms by which prednisone achieves rapid autoimmune disease control. Our results depict the immune cell atlases in EAU and upon prednisone treatment and provide resources for further research.

In EAU, a classical model of autoimmune diseases within CNS, retinal autoantigens drive the development of retinal inflammation, which involves nearly all types of immune cells and multiple organs beyond the eye (12, 13, 24). High-dimensional assays and computational tools have allowed large-scale and comprehensive research on CNS autoimmune disease processes. Despite extensive investigation on CNS inflammatory diseases, including rheumatoid arthritis, multiple sclerosis, and experimental autoimmune encephalomyelitis, using bioinformatic methods, the transcriptional features of autoimmune uveitis have not been explored via high-throughput approaches (27). Moreover, a limited number of high-dimensional studies have focused on the EAU mouse model, which is the most important model for investigating the pathogenesis of uveitis and its associated therapies (13). Recently, several studies have revealed the transcriptional modifications in retinal endothelial cells and emphasized their potential roles in disease onset (28). However, most of these studies were based on bulk RNA sequencing and depicted only the average transcriptional changes in autoimmune states (24, 28–30). In the current study, we depicted lymph node immune modifications in EAU from multiple aspects. Consistent with the current understanding and clinical features of EAU, we found an increase in the proportions of Th1 and Th17 cell and a decrease in the proportion of Treg cells (31). Specifically, our results, which showed that Th1, Th17, and Treg cells were the top three most significantly modified T cells in EAU, were consistent with those of previous studies (24). Previous studies have indicated that monocytes/macrophages cause pathogenic consequences, while dendritic cells manage antigen presentation in autoimmune states (31–33). Similarly, our results showed that myeloid clusters, including monocytes, macrophages, and cDCs, were strongly affected in EAU and that cell-cell communication was globally enhanced, as the hypersensitive immune system was activated by autoantigens.

GCs are currently the most widely used immunosuppressive agents for the control of severe autoimmune diseases and are the first-line systemic treatment for patients with sight-threatening uveitis (10). Despite their extensive clinical application in autoimmune uveitis, the underlying mechanisms by which GCs repress inflammatory gene expression remain poorly understood.

Thus, we conducted a comparative analysis of the transcriptomes of EAU mice and prednisone-treated EAU mice (12, 13). In our data, we showed that prednisone may induce anti-inflammatory effects by regulating immune cell composition, particularly of Th1, Tfh, Th17, and Mki67+ proliferating T cells. Among all immune cell subpopulations distinguished in the lymph nodes, CD4+ T cell subsets (Th1, Treg, Tfh, and Th17 cells) and myeloid cells were most strongly subjected to the rescue effects or prednisone, suggesting that these cells were the main responders to prednisone treatment (34). GCs have been reported to downregulate the constituent transcription factor AP-1 components Jun and Fos and reduce the DNA-binding ability of the AP-1 components to their cognate DNA motifs (2). Hsp90, an important GC receptor chaperone protein, is thought to be the key regulator of GC effects (35). Consistently, we found commonly rescued AP-1 components and Hsp90aa1 in more than four types of immune cells. Analysis of the transcriptional regulatory networks further supported these findings. In addition, we also found the rescued genes Id3, Tspan32, and Vim in more than four types of cells, extending the transcriptional effects of prednisone and EAU. These three genes have been reported to be involved in lymphocyte development, Th cell immune response regulation, and lymphocyte/neutrophil apoptosis, respectively (36–39). Based on computational transcriptional regulatory networks, the TFs Cebpb and Bhlhe40, which were rescued in two types of cells, may also play a central role in the rescue effects of GCs.

Interestingly, we also identified cell type-specific rescued genes, indicating the complex modifications to immune cell transcriptomes due to prednisone. Chemokine genes, including Cxcl2 (neutrophils and monocytes), Ccl3 (NK cells), and Cxcl10 (monocytes), and chemokine receptors, particularly Cxcr4 (T and B cells), were found to correlate with the role of prednisone in regulating immune cell migration (25). Additionally, Hif1a, which is linked to the induction of Foxp3 and promotion of Treg differentiation, was specifically rescued in T cells (40). In macrophages, Irgm1, which is related to the disruption of the blood-brain barrier in the initiation of inflammation, was specifically rescued (23). The rescue effects of prednisone were further depicted from the perspective of cell-cell communication, highlighting the important migration-managing roles of myeloid cell subsets (34, 41, 42). Our findings corresponded to those of previous studies, which demonstrated monocyte/macrophages as the main effector cells in cell mediator release and inflammatory infiltration.

Taken together, our results provide single-cell expression landmarks that aid in systematically annotating immune cell types, identifying sets of genes and key TFs that are differentially regulated in EAU and by prednisone, and constructing cell-cell communication networks modulated in EAU and by prednisone. Our data help elucidate the complex processes involved in EAU and the mechanisms of action of GCs.
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Primary intracerebral hemorrhage (ICH) is a significant cause of morbidity and mortality throughout the world. ICH is a multifactorial disease that emerges from interactions among multiple genetic and environmental factors. DNA methylation plays an important role in the etiology of complex traits and diseases. We used the Illumina Infinium Human Methylation 850k BeadChip to detect changes in DNA methylation in peripheral blood samples from patients with ICH and healthy controls to explore DNA methylation patterns in ICH. Here, we compared genomic DNA methylation patterns in whole blood from ICH patients (n = 30) and controls (n = 34). The ICH and control groups showed significantly different DNA methylation patterns at 1530 sites (p-value < 5.92E-08), with 1377 hypermethylated sites and 153 hypomethylated sites in ICH patients compared to the methylation status in healthy controls. A total of 371 hypermethylated sites and 35 hypomethylated sites were in promoters, while 738 hypermethylated sites and 67 hypomethylated sites were in coding regions. Furthermore, the differentially methylated genes between ICH patients and controls were largely related to inflammatory pathways. Abnormalities in the DNA methylation pattern identified in the peripheral blood of ICH patients may play an important role in the development of ICH and warranted further investigation.
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Introduction

ICH is a significant healthcare and financial burden on society and the families of patients. In Western populations, approximately 10% of all strokes are due to ICH (1), whereas 18.8%-55.4% of all strokes are due to ICH in China (2). ICH is a complex disease caused by environmental and genetic factors (3). Several studies have shown changes in gene expression in the brain following ICH (4, 5). However, the mechanism by which ICH causes these changes remains unknown. There has been recent increasing interest in the roles of epigenetic mechanisms and the interaction between the genome and environment in human diseases (6). Studies have confirmed that epigenetic modifications affect the regulation of gene expression and development, and epigenetics is predicted to be an important part of future genetic studies of ICH (7). However, there are few reports on epigenetic mechanisms in ICH.

DNA methylation refers to the formation of a covalent bond between the 5’ carbon atom of the cytosine of a DNA CpG (5’-cytosine guanine-3’) dinucleotide and a methyl group by DNA methyltransferase, forming 5-methylcytosine (8). DNA hypermethylation can directly inhibit transcription or indirectly inhibit gene expression through transcriptional silencing (9). Methylated DNA in the human genome is an epigenetic marker of paramount importance for normal development. Changes in DNA methylation are associated with cardiovascular and cerebrovascular diseases, such as coronary heart disease, atherosclerosis, and cerebral infarction (10–12). Hypertension is the most important risk factor for ICH (13). Recent studies have found that the overall DNA methylation level of the peripheral blood of patients with essential hypertension was lower than that of the peripheral blood of healthy people (14). Furthermore, an epigenetic study showed that the level of global DNA hydroxymethylation in mouse brains was decreased after ICH (15). While DNA methylation has been linked to gene silencing, DNA hydroxymethylation is associated with actively transcribed genes (16). Therefore, we hypothesized that changes in DNA methylation play an important role in the development of ICH. DNA methylation exhibits strong tissue specificity, and studies of methylation patterns in peripheral blood samples from patients with many neurological diseases, such as Down Syndrome (17) and Parkinson’s disease (18), have indicated that peripheral blood biomarkers are easily used in clinical practice. However, whether DNA methylation is changed in ICH injury remains unknown. In this study, we identified altered genome-wide DNA methylation patterns in whole blood from patients with ICH for the first time.



Materials and Methods


Subjects

This case-control study recruited consecutive Han Chinese patients with acute ICH diagnosed at the Department of Neurology in Xiangya Hospital in Changsha, between August 2016 and October 2017. The inclusion criteria were as follows: diagnosis of ICH confirmed by computed tomography (CT) and/or magnetic resonance imaging (MRI); typical areas exhibiting ICH, especially hematoma in the basal ganglia; a clear history of hypertension; 18 years of age or older; and signed informed consent. Cases of mixed cerebrovascular disease (postinfarct hemorrhage or infarct after hemorrhage); ICH caused by arteritis, trauma, drug, tumor, cerebrovascular malformation, cerebral amyloid angiopathy, sinus thrombosis or aneurysm; and patients more than 2 weeks after the onset of ICH were excluded (19, 20). Age- and sex-matched healthy control subjects who had a routine physical check-up for the purpose of health maintenance at Xiangya Hospital were enrolled in the study. The control subjects had no symptoms or history of stroke, autoimmune disease, peripheral atherosclerotic disease, coronary artery disease or hematological disease. Finally, 30 patients and 34 controls were enrolled in the study following the procurement of written informed consent from all subjects. All research protocols were approved by the Ethics Committee of Central South University (No.201503225).

Information related to gender, age, body mass index (BMI), systolic blood pressure (SBP), diastolic blood pressure (DBP), fasting blood glucose (FBG), total cholesterol, triglyceride characteristics, high-density lipoprotein cholesterol, low-density lipoprotein cholesterol was recorded on admission. The hematoma volumes on admission to hospital were determined from base-line computed tomography scans (SOMATOM® Definition Flash; Siemens Healthcare, Erlangen, Germany) by the ABC/2 method for all patients. ICH patients and/or their caregivers were contacted and interviewed at 6 months after index ICH by telephone. We defined favorable outcome as achieving and retaining during entire follow-up an mRS ≤ 3.



Whole Blood DNA Extraction

Whole blood DNA was extracted from the blood samples of patients and control subjects using a commercial kit (Beijing Adly Biological Company, Beijing, China) according to the manufacturer’s instructions. One microliter of DNA was diluted 10 times with distilled water and shaken evenly, and the DNA concentration (µg/µl) was measured using a NanoDrop spectrophotometer; DNA samples with an OD260/280 ratio from 1.7 to 2.0 were used for further experimentations. The integrity of all DNA samples was assessed by agarose gel electrophoresis and ethidium bromide staining. The main band of the sample electrophoresis is clear, not less than 10kb, no obvious degradation.



BeadChip DNA Methylation Assay

An Illumina Human Methylation 850k BeadChip Kit was used to determine the pattern and extent of DNA methylation in the samples. DNA samples were processed by a series of steps according to the manufacturer’s protocols: DNA denaturation, whole genome amplification, fragmentation, precipitation, resuspension and hybridization. Signals (grayscale) from the final hybridization products were captured with the iScan system (Illumina, Inc.). The extent of methylation was determined by the β value, which was calculated as β= max (signal B, 0)/[max(signal A, 0)+ max (signal B, 0)+ 100]. The β values range from 0–1, indicating completely unmethylated to totally methylated DNA (21).



Validation of Methylation by Pyrosequencing

After analysis by Methylation 850k BeadChip, 6 CpG loci methylated to different extents (cg08909806, cg26620021, cg20460771, cg24507266, cg05799811, cg26934362) were selected. Then, we selected blood samples from 15 ICH cases and 15 sex- and age-matched control cases for bisulfite conversion of the target region using a PyroMark PCR kit (Qiagen, 59104). Pyrosequencing was performed using primers designed by PyroMark Assay Design 2.0 software (Qiagen, CA, USA). Pyrosequencing was performed using PyroMark Q96/48 ID (Qiagen, CA, USA).



Data and Bioinformatics Analyses

BeadStudio Methylation Module v3.2 software (Illumina, Inc.) (http://www.illumina.com) was used to analyze differential DNA methylation sites. Differential methylation sites with p-value<5.92 E-08 according to the Bonferroni correction method were screened to reduce the occurrence of class II statistical errors and ensure the accuracy of the research results. The R (https://www.r-project.org/, version 4.1.0) was used to perform all data analysis. Methylation of gene promoters was defined as methylation in the TSS1500 (upstream), TSS200 (upstream), 5’ UTR and first exon regions. Methylation involving CpG island structures was defined as methylation of a CpG island or the N-shore, S-shore, N-shelf and S-shelf regions, with shores occurring 0–2 kb from a CpG island and shelves occurring 2–4 kb from a CpG island. Differentially methylated genes were selected using the DAVID bioinformatics database (http://david.abcc.ncifcrf.gov/home.jsp/). Pathways enriched in differentially methylated genes were determined using the Gene Ontology (GO) (http://geneontology.org/) and KEGG (http://www.genome.jp/kegg/) databases, and GO terms and KEGG pathways with a Bonferroni corrected p-value of less than 0.05 were reported. Used Pearson’s chi-squared test to compare the distribution of hypomethylation and hypermethylation sites with all probes. The relationship between DNA methylation and clinical outcomes/hematoma volumes was analyzed by Pearson correlation analysis. Measured data are expressed as the mean ± SD. Differences in counted data were statistically analyzed with the chi-square test, and differences in measured data were analyzed by Student’s t-test. p-value < 0.05 indicated statistical significance.




Results


Characteristics of Cases and Controls

The total sample population of 64 individuals comprised 30 (aged 41–75 years, the mean age is 54.7) unrelated patients diagnosed with ICH and 34 (aged 33–74 years, the mean age is 54.9) age- and sex-matched unrelated controls (Table 1).


Table 1 | Demographic and clinical characteristics of ICH and control group.





Overall Changes in Blood Genomic DNA Methylation in Patients With ICH

To assess differences in methylation between the ICH cases and the control group, we conducted genome-wide analysis of DNA methylation in samples from these groups using the Illumina Infinium Human Methylation 850k BeadChip, which allows methylation-specific hybridization to an array of 844668 DNA methylation sites spanning the entire human genome. β-values for sites exhibiting differential DNA methylation between controls (n = 34) and patients with ICH (n= 30) are reported. Statistical analysis showed a total of 1530 loci showing differential DNA methylation between the two groups (defined using cutoff p-values < 5.92 E-08) (Figure 1). These substantially methylated sites appear to be randomly distributed on 22 chromosomes (Figure 2). Of these differential methylation sites, 1377 sites were hypermethylated, and 153 sites were hypomethylated (yielding a ratio of 9) compared to the methylation status of those sites in the control samples (Figure 3). The 10 methylation sites with the most significant differences in methylation level are listed in Table 2.




Figure 1 | Volcano plot for differential DNA methylation analysis of ICH group and control group. The x-axis shows the DNA methylation difference (delta β), the y-axis shows the – log10 p-value of each CpG site. The dashed line indicates statistically significant (P <5.92 E-08). Red represents hypermethylation sites, blue represents hypomethylation sites, and gray represents no significant.






Figure 2 | Differential methylation site (P <5.92 E-08) circos diagram. The distribution of 1530 differential DNA methylation sites on 22 chromosomes, the outer layer is the physical location of the chromosome; the middle layer is the chromosome segment; the inner layer is the methylation of the site, red indicates hypermethylation, and green indicates hypomethylation.






Figure 3 | Heat map generated from clustering-analysis of microarray data illustrating differentially methylated DNA sites in blood whole genome in the ICH patient group (n = 30) relative to the control group (n = 34). Blue and red represent levels of hypomethylation and hypermethylation, respectively, whereas white indicates no change in methylation, relative to control.




Table 2 | Top ten hyper- and hypo- methylated sites in whole blood genome in ICH.



Biological information was available for 1157 sites of the 1530 positive sites, and there were 5 sites that overlap with genetic variant regions (22). Further analysis of DNA functional domains among the hypermethylated sites revealed 414 sites located in noncoding regions (27%), 738 sites in coding regions (47%), 377 sites in promoters (24%) and 34 in the termini of 3’ untranslated regions (UTRs) (2%). Among the hypomethylated sites, 45 sites were in noncoding intergenic regions (28%), 76 sites were in coding regions (46%), 36 sites were in promoters (22%), and 7 (4%) were in the end of a 3’ UTR. There was no significant difference in the distribution of hypomethylation and hypermethylation sites compared with all probes on the 850k Illumina array (Figure 4).




Figure 4 | Analysis of differentially methylated DNA sites in reference to genomic structure domains in ICH. (A) The distribution of hypermethylation sites, (B) the distribution of hypomethylation sites. (C) Compared the distribution of hypomethylation and hypermethylation sites with all probes on the Illumina array.



Among the 1530 positive sites, 406 were in promoter regions (Figure 5), and among these sites, 371, accounting for 91.38% of the total, were hypermethylated, and 35, accounting for 8.62% of the total, were hypomethylated. Among the 406 methylation sites in promoter regions, 42 were located in a CpG island, 46 were in a north (N)-shore, 59 were in a south (S)-shore, 227 were in an open area, 14 were in a north (N)-shelf, and 18 were in a south (S)-shelf.




Figure 5 | Heat map generated from clustering-analysis of microarray data illustrating differentially methylated DNA sites in the promoter region.





Validation of Methylation by Pyrosequencing

Because previous studies found a good correlation between percent methylation determined by Illumina array and pyrosequencing (23), we randomly selected 6 differential DNA methylation sites for cross-validation with pyrosequencing. Data on both the differential DNA methylation sites and the mean signals for these sites collected by Illumina Infinium Human Methylation 850k BeadChip and pyrosequencing were analyzed. Data on individual sites from Illumina 850k BeadChip array and pyrosequencing were highly correlated, and the means of the differential DNA methylation sites ranged from 0.899 to 0.971 (p-value<0.001) (Figures 6A–F).




Figure 6 | (A–F) Methylation chip and pyrosequencing correlation scatter plot Shown are degrees of methylation in 6 CpG loci (cg08909806, cg26620021, cg20460771, cg24507266, cg05799811, cg26934362) reported by Illumina Infinium Human Methylation 850k BeadChip (Y axis, ratio) and pyrosequencing (X axis, percentage) assays. Blue and red dots in each panel plot values of methylation at a given site among individual patients with ICH (n=15) and controls (n=15).





Ontological Profiling of Differentially Methylated Genes in the Blood of Patients With ICH

The 1157 sites with available biological data corresponded to 949 genes. The corresponding biological functions of these genes were obtained from the Database for Annotation, Visualization, and Integrated Discovery (DAVID) database. All genes were enriched in 69 cellular component (CC) terms, and gene enrichment in the following 7 terms was significant (Bonferroni corrected p-value<0.05): (1) GO:0005829, cytosol; (2) GO:0005925, focal adhesion; (3) GO:0015629, actin cytoskeleton; (4) GO:0016020, membrane; (5) GO:0005737, cytoplasm; (6) GO:0005886, plasma membrane; and (7) GO:0016023, cytoplasmic, membrane-bounded vesicle. Among 179 biological process (BP) terms, the following 4 terms were significantly enriched in differentially methylated genes (Bonferroni corrected p-value<0.05): (1) GO:0007165, signal transduction; (2) GO:0043547, positive regulation of GTPase activity; (3) GO:0035556, intracellular signal transduction; and (4) GO:0016477, cell migration. Among the molecular function (MF) terms, 63 terms were enriched in the differentially methylated genes, and 1 of these terms was significantly enriched (Bonferroni corrected p-value<0.05): GO:0005515, protein binding (Figure 7).




Figure 7 | Partial GO pathway enrichment analysis bubble chart. The vertical axis indicates the name of the GO pathway, the horizontal axis is the enrichment factor, and the size of the circle indicates the number of differential methylation-related genes involved in the pathway, The color response of each channel takes p value of – log10.





Genomic Network Profiling of Differential Methylated Genes in the Blood of Patients With ICH

Through bioinformatics assessment against the Kyoto Encyclopedia of Genes and Genomes (KEGG) database (http://www.genome.jp/kegg/), a total of 90 genomic networks/pathways were predicted to exhibit biological interplay between/among differentially methylated genes in ICH, and the 5 following networks/pathways were significant (Bonferroni corrected p-value<0.05): (1) hsa04660, T cell receptor signaling pathway; (2) hsa04650, natural killer (NK) cell-mediated cytotoxicity; (3) hsa04662, B cell receptor signaling pathway; (4) hsa04071, sphingolipid signaling pathway; and (5) hsa05205, proteoglycans in cancer (Table 3).


Table 3 | Differential methylation-associated gene KEGG pathway TOP5 in ICH.





The Relationship Between DNA Methylation Patterns and Clinical Outcomes, Hematoma Volumes, Immunological Homeostasis

The top 10 methylation sites correlated with clinical outcomes and hematoma volumes were showed in the Table 4. In order to explore the role of immunological homeostasis in the ICH methylation pattern, we screened out the DNA methylation sites in the promoter region related to clinical prognosis, and found the DNA methylation sites involved in immunological homeostasis, including cg24270157(IL15), cg23343408 (TLR5), which are negatively correlated with the mRS scores (Figure 8).


Table 4 | Top 10 methylation sites correlated with clinical outcomes and hematoma volumes.






Figure 8 | The DNA methylation sites involved in immunological homeostasis and mRS correlation scatter plot. degrees of methylation in cg24270157, cg23343408 are negatively correlated with the 3 months mRS score (R=-0.58, R=-0.59), red dots indicate the favorable outcome patients and the blue means poor outcome.






Discussion

This is the first report to identify an altered DNA methylation pattern in the whole blood of ICH patients. Using the Illumina Infinium Human Methylation 850k BeadChip, 844668 DNA methylation sites were tested. Differentially methylated sites with a Bonferroni corrected p-value < 0.05 were considered significant. We identified 1530 differential DNA methylation sites, among which 1377 sites were significantly hypermethylated, and 153 sites were hypomethylated (yielding a ratio of 9) in ICH patients relative to their methylation in the healthy control group. The methylation of sites around promoters has the strongest inhibitory effect on transcription (24). In this study, among the 1530 positive sites, 406 were located in promoter regions; among these 406 sites, 371 were hypermethylated, and 35 were hypomethylated in patients with ICH, suggesting predominantly increased methylation at these sites. Such changes could enhance the expression of the corresponding genes. This study identified the genome-wide DNA methylation pattern of peripheral blood from patients with ICH and found that the main differences in methylation between ICH patients and normal controls are hypermethylation.

The bioinformatics profile of our data indicates that the differentially methylated regions are correlated to 949 known functional genes. The top ten hypermethylated and top ten hypomethylated genes (Table 2), such as S1PR1 (sphingosine-1-phosphate receptor), the expression of which can improve the clinical outcome of ICH, are related to the pathophysiology of ICH (25). The levels of 5-hydroxymethylcytosine in the CpG-rich regions of the AKT2(serine/threonine kinase 2), PDPK1 (3-phosphoinositide dependent protein kinase 1)and VEGF (ascular endothelial growth factor) genes were significantly decreased and at their minimum levels, suggesting the coordinated upregulation of proinflammatory/anti-inflammatory signaling pathways and neuronal signaling systems in ICH mouse brains; furthermore, changes in the expression of these genes contribute to cell death after ICH (15). This confirms the involvement of epigenetic mechanisms such as DNA hydroxymethylation in pathological changes following ICH. Our current data revealed the hypermethylation of the promoters of the AKT2 and PDPK1 genes in ICH patients relative to their methylation in the control group. Studies have shown that increased expression of the TSPO (translocator protein) gene after ICH may be an intrinsic mechanism that prevents an increase in the inflammatory response (26). The polymorphism rs10940495 in the IL6ST (interleukin 6 signal transducer) gene is associated with functional outcome 6 months after ICH (27), transforming growth factor beta 1(TGF-β1) modulates microglia-mediated neuroinflammation after ICH and promotes functional recovery (28). The relationship between these genes and ICH needs further research.

KEGG pathway analysis showed that these genes form interconnected networks involved in the T cell receptor signaling pathway, NK cell (natural killer cell)-mediated cytotoxicity, the B cell receptor signaling pathway, the sphingolipid signaling pathway and other networks. The T cell receptor signaling network, which is a proinflammatory signaling pathway, contains three major signaling pathways, the Ca2+, mitogen-activated protein kinase (MAPK) kinase and nuclear factor-κB (NF-κB) signaling pathways, that mobilize transcription factors that are critical for gene expression and for T cell growth and differentiation (29). The MAPK family is divided into three subfamilies: p38 MAPKs, extracellular signal-regulated kinases (ERK1/2) and c-Jun amino-terminal kinases (JNKs). Activation of the MAPK pathway protects against ICH-induced secondary brain injury (30). In the present study, genes in the MAPK pathway (RAF1, MAPK1 and MAP2K2) were differentially methylated in ICH patients relative to their methylation status in the control group.

NF-κB signaling pathways plays a key role in immunological homeostasis (31). Previous research indicated a relationship between NF-kB and the pathobiology of perilesional cell death after ICH. In our study, it was found that the methylation pattern of partially DNA methylation sites located in the promoter region was negatively correlated with the follow-up mRS scores of ICH. And these methylation site-associated genes (IL15, TLR5) are related to NF-kB signaling pathways (32, 33). We speculate that hypomethylation of the promoter region of these genes may affect their expression and participate in immunological homeostasis of ICH, which is worth-study in the future.

The PI3K/Akt signaling pathway can suppress the Ca2+ signaling pathway by glycogen synthase kinase-3β (GSK-3β) in the T cell receptor signaling networks, and statins can increase brain-derived neurotrophic factor (BDNF) and VEGF expression, which activated the PI3K/Akt-mediated signaling signaling pathway and improved neurological function in an autologous ICH model (34). Among the various cytokines that mediate inflammatory reactions in ICH, the proinflammatory cytokines IL, tumor necrosis factor-α (TNF-α) and VEGF play important roles (35–37). In addition, altered methylation in the T cell receptor signaling networks may change the corresponding inflammatory pathways in ICH.

In the present study, genes connected with the NK pathway (KLRK1, TGFβ1, ITGAL) were differentially methylated in ICH patients relative to their methylation status in the control group. KLRK1, the receptor for UL16-binding proteins, is expressed on primary NK cells (38), and TGFβ1 expression dramatic reduces surface KLRK1 expression associated with impaired NK cytotoxicity (39). Previous studies suggest that polymorphisms and haplotypes in the TGFβ1 gene are associated with cerebral infarction and ICH (40, 41). Therefore, far more research on the relationship between changes in the methylation of KLRK1 and TGFβ1 with ICH are needed. ITGAL gene, which encodes CD11a, is important in adhesive interactions between T cells and other cells of the immune system in the NK pathway. Furthermore, ITGAL gene promoter methylation and chromatin structure may contribute to the tissue-specific expression of CD11a (42). However, the relationship between changes in ITGAL methylation and ICH is unclear.

There are several limitations to this study. First, we used DNA from peripheral blood leukocytes, representing groups of different cells with different epigenetic profiles. The purpose of this study is to find out some potential epigenetic bio-marks of ICH, future research on more specific types of samples (such as NK-cells, CD8+ T-cells, Neutrophils), which by sorting of subsets by flow cytometry, may provide us with more detailed results. Secondly, the sample size needs to be increased to improve the reliability of the research in the future. Studies have found that primary damage following ICH is mainly the result of the mass effect of hematoma (43). Secondary damage in the brain following ICH occurs through the induction of hematoma toxicity, oxidative stress, cerebral edema and inflammation. Genes associated with the differentially methylated sites identified in this study are primarily involved in inflammatory pathways. DNA methylation is speculated to be involved in the inflammatory response-related mechanism of ICH, which provides new ideas for epigenetic research on ICH. Therefore, further evidence to support proteomics-related studies is still needed.



Conclusion

We identified 1530 differentially methylated sites between patients with ICH and normal controls for the first time with the Human Methylation 850k BeadChip. Some of the differentially methylated sites identified in the present study are associated with promoters and genes (such as RAF1, MAPK1, MAP2K2, AKT2, KLRK1, TGFβ1, ITGAL) important for the biological and metabolic regulation of many different inflammatory pathways. Therefore, DNA methylation may play an important role in the pathogenesis of ICH. We hope that future research will combine genomics and proteomics studies to further elucidate the mechanism of DNA methylation in ICH.
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Background

Epigenetic regulations of the tumor microenvironment (TME) and immunotherapy have been investigated in recent years. Nevertheless, the potential value of mitochondrial ribosomal RNA (mt-rRNA) modification in regulation of the TME and immunotherapy remains unknown.



Methods

We comprehensively investigated the mt-rRNA-modification patterns in glioma patients based on nine regulators of mt-rRNA. Subsequently, these modification patterns were correlated systematically with immunologic characteristics and immunotherapy. An “mt-rRNA predictor” was constructed and validated in multiple publicly available cohorts to provide guidance for prognosis prediction and immunotherapy of glioma patients.



Results

Two distinct patterns of mt-rRNA modification were determined based on the evidence that nine regulators of mt-rRNA correlated significantly with most clinicopathologic characteristics, immunomodulators, TME, immune-checkpoint blockers (ICBs), and prognosis. Patients with mt-rRNA subtype II presented significantly poorer overall survival/progression-free survival (OS/PFS), but higher tumor mutational burden (TMB), more somatic mutations, and copy number variation (CNV). These two mt-rRNA subtypes had distinct TME patterns and responses to ICB therapy. An mt-rRNA predictor was constructed and validated in four glioma cohorts. The subtype with high mt-rRNA score, characterized by increased TMB, infiltration of immune cells, and activation of immunity, suggested an immune-activated phenotype, and was also linked to greater sensitivity to immunotherapy using anti-programmed cell death protein 1 (PD-1) but resistance to temozolomide.



Conclusions

Regulators of mt-rRNA modification have indispensable roles in the complexity and diversity of the TME and prognosis. This novel classification based on patterns of mt-rRNA modification could provide an effective prognostic predictor and guide more appropriate immunotherapy/chemotherapy strategies for glioma patients.
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Introduction

Gliomas are the most common primary intracranial tumors of the central nervous system. Of the subtypes of gliomas, glioblastomas are the most malignant and deadliest (1–3). The previous treatment options for gliomas (maximal resection, adjuvant chemotherapy with temozolomide, and radiotherapy) have failed to achieve satisfactory results (4). Developments in epigenetics and immunology have enabled molecular-targeted therapies and immunotherapies for gliomas. However, most of these potential new therapies are being tested in clinical trials and have not been found to significantly lengthen the survival of patients suffering from glioma (5, 6). Therefore, the exploration of novel therapeutic strategies on glioma is a long-term and arduous task.

More than 170 types of RNA modifications have been reported. These modifications are present in all living organisms and have indispensable roles in biological activities, with post-transcriptional modifications of ribosomal RNA accounting for a large proportion (7). Mammalian mitochondria possess their ribosomes. The latter consist of two subunits (large and small), which synthesize the 13 key proteins of the oxidative-phosphorylation system (8–10). Hence, homeostasis of the biogenesis and modification of mitochondrial ribosomes are essential for cellular metabolism and mitochondrial translation. Abnormal mitochondrial ribosome modification can lead to the interruption of mitochondrial protein synthesis and impedes assembly of the components of the mitochondrial respiratory chain, which usually leads to metabolic-related diseases (11, 12). With the development of cryo-electron microscopy, nine modifications of mt-rRNA have been identified. All corresponding modifying enzymes have been described to explore their effects on the biogenesis and function of mitochondria (9, 10, 12, 13). The prominent modification of mammalian mt-rRNA involves catalysis by methyltransferases consisting of TRMT2B (modifies the nucleotide m5U429), METTL15 (modifies the nucleotide m4C839), NSUN4 (modifies the nucleotide m5C841), TFB1M (modifies the nucleotide A936/7), TRMT61B (modifies the nucleotide m1A947), MRM1 (modifies the nucleotide Gm1145), MRM2/FTSJ2 (modifies the nucleotide Um1369), MRM3/RNMTL1 (modifies the nucleotide Gm1370) and RPUSD4 (modifies the nucleotide Ψ1397) (11, 12, 14–16). Deeper understanding of these regulators could aid the determination of the function and mechanism of mt-rRNA modification in post-transcriptional regulation. Accumulating evidence indicates that expression disorders and genetic variations of mt-rRNA regulators are associated with developmental defects, apoptosis, cardiomyopathy, metabolic disorders, progression of malignant tumors, and immunomodulatory abnormalities (17–19).

Immunotherapy is represented by immune-checkpoint blockade. It has been studied extensively in recent years as novel and satisfactory therapy for malignant tumors. Unfortunately, immunotherapy cannot extend the survival of patients (20, 21). Numerous studies have revealed that the microenvironment of tumor cells, rather than the genetic and epigenetic variations of tumor cells, plays an essential part in the occurrence and malignant progression of tumors (22). Further study of the tumor microenvironment (TME) has revealed its important role in tumor progression, immune escape, and immunotherapy response. Anti-programmed cell death protein 1 (PD-1) and its ligand (PD-L1) are the most studied and most efficacious immune-checkpoint blockers (ICBs). They mainly regulate the immune response of T cells in the TME so as to avoid anti-tumor immune reactions, and then attack the tumor (21, 23). Anti-PD-1 has been used in the treatment of melanoma, non-small-cell lung cancer, and colon cancer, but its clinical efficacy against glioma is not high. Several studies have revealed that the relatively high immunosuppressive microenvironment and low tumor mutational burden (TMB) may lead to immunotherapy failure (24–26). Therefore, the selection of suitable immunotherapy for glioma patients through comprehensive analyses of transcriptional regulations, genetic variations, and the immune microenvironment of gliomas may be challenging.

In this study, we analyzed the expression patterns and immunological value of the regulators of mt-rRNA modification. Based on the features of nine mt-rRNA regulators, we identified two patterns of mt-rRNA modification in glioma patients which had distinct functional annotations, clinicopathologic characteristics, and survival outcomes. Subsequently, integrated analyses revealed significant differences in genomic variation, the TME, and ICB expression levels between the two subtypes of patients, and determined the different responses to immunotherapy. Therefore, we constructed an “mt-rRNA predictor” that could distinguish the two mt-rRNA subtypes of glioma patients and verified it in four independent cohorts of glioma patients. This mt-rRNA predictor could provide a selection strategy for screening glioma patients who elicit a positive response to immunotherapy or temozolomide therapy. In this way, we aimed to provide novel ideas for survival prediction and better targeted therapy for glioma patients according to the classification of mt-rRNA modification patterns.



Materials and Methods

The flowchart of this work is shown as Figure 1.




Figure 1 | Overview of this study. (A) Data sources and analytic software used in this study. (B) Comprehensive analyses of nine regulators of mt-rRNA modification. (C) Identification of the patterns of mt-rRNA modification. (D) Comparisons of genomic variations between two patterns of mt-rRNA modification. (E) Correlations between the patterns of mt-rRNA modification and immunologic elements and immunotherapy. (F) Construction and validation of a mt-rRNA predictor and the prognostic role of this mt-rRNA predictor in glioma. (G) Role of this mt-rRNA predictor in predicting the response to ICB immunotherapy and temozolomide chemotherapy. Significance: ns, P > 0.05, *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.




Acquisition and Preprocessing of Datasets From Glioma Patients

Data on RNA-sequencing, somatic mutations, and copy number, as well as the matched clinical data of glioma patients, were obtained from The Cancer Genome Atlas (TCGA; https://portal.gdc.cancer.gov/), Chinese Glioma Genome Atlas (CGGA; www.cgga.org.cn/) and Gene Expression Omnibus (GEO; www.ncbi.nlm.nih.gov/geo/) databases. After excluding patients with incomplete clinical information, 1136 glioma samples (TCGA, n = 602; CGGA, n = 286; microarray data (GSE16011), n = 248) were gathered for further analyses. Subsequently, transcripts per kilobase million (TPM) values of RNA-sequencing data, robust multichip averaging analysis (RMA)-processed values of microarray data (GSE16011), RNA-sequencing data (RSEM value), and real-time reverse transcription-quantitative polymerase chain reaction (RT-qPCR) data (SAHNU cohort) of clinical samples were log2-transformed and normalized to make the gene-expression profiles of different platforms comparable. The clinical information of the 1136 public glioma patients is displayed in Supplementary Table S1. Furthermore, the somatic-mutation data and frequencies of genes (in mutation annotation format) were analyzed using “maftools” within R (R Institute for Statistical Computing, Vienna, Austria; www.r-project.org/). Amplification or deletion of copy number variation (CNV) data were identified using the GISTIC algorithm (27). Moreover, the half-maximal inhibitory concentration (IC50) of Temozolomide in glioma patients and matched RNA-sequencing data were downloaded from the Genomics of Drug Sensitivity in Cancer (GDSC) database (www.cancerrxgene.org/) (28).

Frozen specimens of glioma used in the present study were obtained from patients who underwent surgery at The Second Affiliated Hospital of Nanchang University (SAHNU) from 2015 to 2020. Clinical information was obtained through electronic medical records. Overall survival (OS) data were not available because information based on telephone follow-up were missing. Thirteen samples of high-grade glioma (World Health Organization (WHO) grade III, IV), 12 samples of low-grade glioma (WHO grade II), and eight samples of non-neoplastic brain tissue (NBT; collected from surgery of people with intractable epilepsy, and which were used as controls) were employed. The clinical information of these 33 patients is also displayed in Supplementary Table S1.



Ethical Approval of the Study Protocol

The study protocol was approved by the medical ethics committee of the Second Affiliated Hospital of Nanchang University (Nanchang, China) and was undertaken in accordance with the Helsinki Declaration 1964 and its later amendments. Written informed consent was acquired from each glioma patient.



Immunohistochemistry

The immunohistochemistry of pathologic specimens of the nine regulators of mt-rRNA modification were downloaded from The Human Protein Atlas (www.proteinatlas.org/). Meanwhile, the quantity and intensity of Staining as well as the information of patients were acquired online.



Immunological Features of the TME in Glioma

The immunological features of the TME in glioma were evaluated: expression of immunomodulators; abundances of immune cells and stromal cells; infiltration level of tumor-infiltrating immune cells (TIICs); ICBs expression level. First, we obtained the composition of 122 immunomodulators (immune stimulators, major histocompatibility complex molecules, chemokines, and receptors) from the research of Charoentong et al., and collected 28 ICBs with therapeutic potential from the work of Auslander and colleagues (29, 30). The ESTIMATE algorithm was utilized to evaluate the abundance of immune cells and stromal cells, as well as the tumor purity based on the expression profiles of glioma patients (31). Four types of scores were generated by the ESTIMATE algorithm: positively reflecting the abundance of stromal cells (stromal score), positively reflecting the abundance of immune cells (immune score), positively reflecting nontumor composites (ESTIMATE score), and tumor purity. We also calculated the infiltration level of 22 types of TIICs in the TME based on the expression profiles of glioma samples using a deconvolution method according to linear support vector regression (CIBERSORT) (32). Thereafter, the enrichment score of 29 “immune signatures” (including the types, functions, and molecular pathways of TIICs and the immune activity of tumors) were quantified using single-sample gene-set enrichment analysis (ssGSEA) according to the method described by Xu and colleagues (33).



Unsupervised Clustering of mt-rRNA Regulator-Based Classification of Glioma Patients

The expression levels of nine regulators of mt-rRNA modification were extracted from the TCGA dataset for further classifying (34). Unsupervised clustering analysis based on a machine-learning algorithm (k-means) was undertaken to identify distinct patterns of mt-rRNA modification according to the expression profiles of nine mt-rRNA regulators, and we classified glioma patients for further evaluation. The number of clusters and their stability was determined comprehensively by the steps mentioned above as well as 1000-times repetitions, the relative change in the area under the cumulative distribution function (CDF) curve, and the consensus “heatmap” based on the “ConsensusClusterPlus” package in R (35). We further explored the correlation between clinicopathologic features and mt-rRNA subtypes of glioma patients. Survival analyses using the Kaplan–Meier method were used to investigate the prognosis of glioma patients with different mt-rRNA subtypes: OS and PFS.



TMB and CNV Between Two mt-rRNA Subtypes

Maftools and GenVisR were run to analyze and visualize the mutation types and frequencies of genes between two mt-rRNA subtypes (36, 37). The TMB is the total number of nonsynonymous mutations and is an emerging biomarker for the response to immunotherapy. The TMB was compared among different subtypes of mt-rRNA-modification patterns. In addition, significant amplifications and deletions in the whole genome were identified and visualized further using “RCircos” within R (38).



Functional Annotation and Gene Set Variation Analysis

We wished to explore the significantly enriched molecular pathways of the different subtypes of mt-rRNA-modification patterns. Hence, we undertook GSVA (a non-parametric and unsupervised method) using the R package “GSVA “based on the gene sets of “c2.cp.kegg.v6.2.symbols”, which we downloaded from the Molecular Signatures Database (MSigDB) database (www.gsea-msigdb.org/gsea/msigdb/) (39). The KEGG pathways with an adjusted P < 0.05, |log2 fold change (FC)| > 0.1 and false discovery rate (FDR) < 0.05 were considered significant between the two mt-rRNA subtypes.



Prediction of ICB Therapy Response

Tumor Immune Dysfunction and Exclusion (TIDE; http://tide.dfci.harvard.edu/) is an algorithm used to determine the characteristics of T-cell dysfunction by testing how the expression of each gene in a tumor interacts with the level of cytotoxic T lymphocyte (CTL) invasion to affect the survival of patients and response to immunotherapy (40). We predicted the clinical response of glioma patients to immunotherapy using the TIDE algorithm based on the expression profiles in each cohort. Subsequently, the clinical response to ICB therapy was also predicted with the subclass mapping (https://cloud.genepattern.org/gp/) method (41). Bonferroni-corrected P < 0.05 was considered to be a significant response or non-response to therapy using anti-PD1 or anti-CTLA4 with the cutoff FDR < 0.05.



Construction and Validation of the mt-rRNA Predictor

The total of 1136 glioma patients were classified into a training set (TCGA) and three validation sets (CGGA, GSE16011, SAHNU). First, in the training set, we undertook univariate Cox analysis of these mt-rRNA regulators using the R package “survival”. Subsequently, the least absolute shrinkage and selector operation (LASSO) algorithm was utilized to select optimal-candidate differentially expressed mt-rRNA regulators with the best discriminative capability in the training set. Then, we constructed an mt-rRNA predictor based on the expression profiles of mt-rRNA regulators weighted using the multivariate Cox regression coefficient as follows:

	

where Coefi is the coefficient and Expi is the expression of mt-rRNA-modification regulators. The coefficient of each regulator was also obtained to calculate the mt-rRNA score in the validation sets. Specifically, glioma patients were classified into low-score and high-score subtypes based on the median mt-rRNA score. The prognostic importance of the mt-rRNA predictor was assessed between the two subtypes using the Kaplan–Meier method, and the prediction efficiency was tested further with receiver operating characteristic (ROC) curves. Moreover, univariate and multivariate Cox regression analyses were carried out to explore the prognostic value of the mt-rRNA predictor with multiple clinical and molecular pathologic characteristics. Similar methods were used to verify the predictive performance of mt-rRNA predictor in the validation sets.



Chemotherapeutic Response to TMZ

Temozolomide is first-line chemotherapy for glioma patients. We obtained the IC50 of temozolomide in glioma specimens and RNA-sequencing data from the largest publicly available pharmacogenomics database (GDSC) and normalized them by log2-transformation for further analyses. Glioma specimens treated with temozolomide were divided into two groups according to the median mt-rRNA score.



Quantitative Real-Time Polymerase Chain Reaction of the SAHNU Cohort

We used methods we described previously to measure mRNA expression of regulators of mt-rRNA modification in glioma specimens (42). Briefly, total RNA was extracted from brain tissue and reverse-transcribed into complimentary-DNA. Next, relative mRNA expression of genes was normalized to that of GAPDH, and we evaluated the fold change using the 2−ΔΔCT method. The primer sequences used for RT-qPCR were obtained from RiboBio (Guangzhou, China) and were as follows: MRM2 forward 5’-GTGATTCTGAGCGACATGGC-3’, reverse 5’-ATGACTCTTTCCTGCTGGCT-3’; TRMT2B forward 5′-TCAAGAGTCCTAAATGCACAACC-3′, reverse 5′-CCAGGAGTCATCTCTACAATGC −3′.



Statistical Analyses

Correlations between variables were assessed using Spearman or Pearson correlation analyses. Variables with a normal distribution were analyzed by the unpaired Student’s t-test. Variables with a non-normal distribution were analyzed by the Mann–Whitney U-test. For comparisons of categorical variables, the Kruskal–Wallis test and one-way ANOVA were used for non-parametric and parametric methods, respectively. The Kaplan–Meier method was employed to calculate the survival curve of categorical variables, whereas the log-rank test was used to estimate significance. According to the method of Hoshida and colleagues, the Bonferroni correction was applied to correct nominal P-values in the subgroup analysis of ICB immunotherapy. Statistical analyses were carried out using R 3.6.5, and P < 0.05 (two-sided) was considered significant.




Results


The Value of Nine mt-rRNA Modification Regulators in Gliomas

Considering the possible biological functions of mt-rRNA-modification enzymes in gliomas, we conducted a comprehensive study on these regulators in TCGA cohort. As shown in a heatmap, the expression of most regulators of mt-rRNA modification was associated significantly with the WHO grade (Supplementary Figure S1A). Measurement of expression of each dysregulated mt-rRNA-modification regulator showed MRM1, TRMT2B, TFB1M, MRM3, NSUN4, TRMT61B, and MRM3 to be correlated significantly with each WHO grade (Figure 2B). Moreover, we observed protein expression of MRM1, MRM3, TRMT2B, and NSUN4 to be significantly different between low- and high-grade gliomas, whereas other regulators could not be obtained due to lack of data (Supplementary Figures S1B–D). Afterwards, we undertook survival analyses (OS and PFS) using the GEPIA2 website. Glioma patients were stratified into low- and high-expression groups based on the median expression of each regulator of mt-rRNA modification, respectively. Survival analyses using the Kaplan–Meier method indicated that these regulators of mt-rRNA modification were prognostic biomarkers in OS and PFS (P < 0.01 for all) (Supplementary Figure S2A), except for METTL15 (Supplementary Figure S2B). Furthermore, we observed that the genomic alterations (somatic mutations and CNVs) of the nine regulators of mt-rRNA modification were very rare (≤1.2% for all) (Supplementary Figure S3A) in gliomas using the “cBioPortal” of TCGA. All these results suggested that the aberrant expression of mt-rRNA regulators has the potential to be a prognostic biomarker, which is not generated by genetic mutations.




Figure 2 | Value of regulators of mt-rRNA modification in gliomas. (A) Correlation between nine regulators of mt-rRNA modification and 122 immunomodulators. (B) Expression of each dysregulated mt-rRNA-modification regulator. (C) Correlation between nine mt-rRNA-modification regulators and 29 immune signatures. Significance: ns P > 0.05, *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.



Correlation analyses aimed at exploring the immunological value of regulators of mt-rRNA modification are critical in determining the potential of immunotherapy. Our findings revealed that MRM2, NSUN4, TFB1M, and TRMT2B were correlated significantly with most immunomodulators in glioma, whereas MRM1 and RPUSD4 were correlated negatively (Figure 2A). Enrichment of immune signatures in the TME of glioma was also estimated using the ssGSEA algorithm, and the appearance of most of the regulators of mt-rRNA modification was correlated with levels of TIIC infiltration (Figure 2C). Furthermore, expression of regulators of mt-rRNA modification was associated with major moieties associated with immune checkpoints in glioma, especially PD-L1, PD-1, CD80, CD274, TIM3, and IDO1 (Supplementary Figure S3B). In summary, the above results suggested that the aberrant expression of mt-rRNA regulators in gliomas was TME-specific, which indicates the potential value of mt-rRNA regulators as targets for tumor immunotherapy.



Identification of Two Subtypes With Distinct Functional Annotations, Clinicopathological Features, and Clinical Outcomes

Glioma patients were classified into qualitatively different patterns of mt-rRNA modification based on the expression levels of nine regulators of mt-rRNA modification using the ConsensusClusterPlus algorithm. According to the relative change in the area under the CDF curve and the consensus heatmap, k = 2 seemed to be an adequate selection (Figure 3A and Supplementary Figures S3C, D). Hence, two distinct subtypes were identified: mt-rRNA modification 1 (RM1, n = 377, 62.6%) and mt-rRNA modification 2 (RM2, n = 225, 37.4%). Prognostic analysis for the two subtypes revealed that RM1 had a particularly significant survival advantage over RM2 in OS and PFS (Figures 3B, C). Subsequently, the clinicopathologic features of glioma patients with the two subtypes were compared (Figure 3D and Supplementary Table S2). The proportion of surviving patients (83%), younger in age at the diagnosis (53%), and 1p19q-codeletion status (38%) in RM1 were significantly higher than that for RM2 (surviving patients, 33%; younger in age at the diagnosis, 16%; 1p19q-codeletion status, 4%). Moreover, patients with the RM2 subtype had a higher WHO grade (P < 0.0001). However, there was no difference in gender between the two subtypes (Figure 3E).




Figure 3 | Comparisons of clinicopathologic features between two subtypes of mt-rRNA modification in TCGA cohort. (A) Consensus clustering matrix for the optimal number, k = 3. (B, C) Kaplan–Meier analyses for patients with the two subtypes of mt-rRNA modification. (D) Correlation between subtypes of mt-rRNA modification and clinicopathologic features. (E) Comparisons of OS status, gender, WHO grade, 1p19q codeletion, and age between two types of mt-rRNA modification. Significance: ***P < 0.001.



GSVA was conducted to explore the molecular pathways and potential mechanisms related to the two subtypes of mt-rRNA modification of glioma patients. We identified 135 differentially enriched molecular pathways: 36 pathways enriched in RM1 and 99 pathways enriched in RM2 (Supplementary Table S3). RM1-subtype tumors were correlated mainly with the tumor metabolism-related mechanisms (e.g., PROPANOATE_METABOLISM and BUTANOATE_METABOLISM) and pathway (e.g., “MTOR_SIGNALING_PATHWAY”). RM2-subtype tumors were correlated mainly with the genesis and development of tumors (e.g., “focal adhesion and apoptosis”), cancer-related signaling pathways (e.g., “P53 signaling pathway”, “cell cycle and chemokine signaling pathway”), and immune responses (e.g., “T and B cell receptor signaling pathway”, “antigen processing and presentation”, and “natural killer cell-mediated cytotoxicity”) (Figure 4A).




Figure 4 | Functional annotation and genomic variations of two subtypes of mt-rRNA modification. (A) Heatmap of the top-20 differentially enriched molecular pathways between two types of mt-rRNA modification (yellow = high score and purple = low score). (B) Left: Circos plots illustrating the amplification and deletion of two subtypes. Right: Significant difference in CNV frequencies between two subtypes. (C, D) The waterfall plots illustrate the top-10 somatic mutations in tumors for two subtypes. (E) The different TMB between the two subtypes. (F) Comparisons of IDH, TP53, EGFR, PTEN, and ATRX mutations between two subtypes.





Differences in Genomic Variation Between the Two Subtypes

Considering the indispensable role of genomic variation in the infiltration pattern of immune cells and regulation of tumor immunity, we undertook analyses of CNV and somatic mutation to explore the distinct genomic alterations in the different subtypes of mt-rRNA modification. The frequency of CNV, both amplification (P < 0.001) and deletion (P < 0.001), in patients with RM2, was significantly higher than that in patients with RM1 (Figure 4B). Afterwards, a “waterfall” map of somatic mutations showed that each subtype of mt-rRNA modification had specific mutated genes (Figures 4C, D). The proportion of RM2-subtype patients with mutations of IDH1 (20%), ATRX (7%), EGFR (21%), and PTEN (17%) was significantly different from those with the RM1 subtype (P < 0.01 for all), whereas there was no significant difference in the mutation frequency of TP53 (Figure 4F). Moreover, patients tended to bear a higher TMB in the RM2 subtype than that in the RM1 subtype (P < 0.0001) (Figure 4E). Taken together, these findings suggested that glioma patients with a different subtype of mt-rRNA modification could have differences in response to immunotherapy.



Distinct Immunological Characteristics and Immunotherapy of the Two mt-rRNA Modification Subtypes

To investigate the immunologic characteristics of glioma patients, we first used the ESTIMATE algorithm to reveal the TME compositions of the two subtypes of mt-rRNA modification. Compared with patients with the RM1 subtype, patients with the RM2 subtype possessed higher stromal, immune, and ESTIMATE scores, accompanied by lower tumor purity (P < 0.0001 for all) (Figure 5A). Afterwards, the CIBESORT algorithm was used to quantify the TIIC abundance of glioma patients. Most subsets of CD4+T cells and macrophages as well as neutrophils infiltrated in the RM2 subtype, whereas activated natural killer (NK) cells, mast cells, monocytes, and eosinophils infiltrated in the RM1 subtype (Figure 5B). These analyses suggested that the RM2 subtype was associated with higher levels of TIIC infiltration and lower tumor purity, which could have implications for immunotherapy.




Figure 5 | Different TME characteristics and response to immunotherapy of two subtypes in TCGA cohort. (A) Comparisons of immune score, stromal score, tumor purity, and ESTIMATE score between two subtypes. (B) Difference in the abundance of TIICs between two subtypes. (C, D) Different levels of ICBs between two subtypes. (E) Different proportions of responders and non-responders to immunotherapy between two subtypes. (F) Prediction of response to ICBs (PD1 and CTLA4) therapy in different subtypes. Significance: ns P > 0.05, < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.



Most immune-checkpoint molecules were significantly different between the two subtypes, among which expression of PD1, CTLA, and their ligands (PD-L1, PD-L2, CD80 and CD86, P < 0.0001 for all) was significantly higher in the RM2 subtype (Figure 5C). Moreover, we also investigated the correlation between the marker of M2-type (MRC1/CD206 and CSF1R/CD115) and different mt-rRNA subtypes. It revealed that the expression of MRC1 was significantly lower in the RM2 subtype, while CSF1R represented no difference (Figure 5D). The results indicated that macrophages were mainly polarization toward the M1-type state (which markers are CD80 and CD86) in the RM2 subtype. Based on these results, we used the TIDE algorithm to predict the potential response to immunotherapy in glioma patients. The number of immunotherapy responders with the RM2 subtype was nearly twice that of immunotherapy responders with the RM1 subtype (61% vs. 32%, P < 0.01) (Figure 5E). Then, subclass mapping was utilized to predict the response of the two subtypes of mt-rRNA modification to ICB therapy (anti-PD1 and anti-CTLA4). Patients with the RM2 subtype were more sensitive to anti-PD1 treatment (Bonferroni P = 0.0096) (Figure 5F).



Identification and Validation of a mt-rRNA Regulator Predictor

We used bulk RNA-sequencing data from four independent glioma cohorts (TCGA, CGGA, GSE16011, and SAHNU databases) to explore the value of these mt-rRNA regulators for clinical application. First, in the training set, we found eight mt-rRNA regulators to be correlated significantly with OS (P < 0.01), which was consistent with our predictions using the GEPIA2 website (Figure 6A). Among these genes, MRM2, MRM3, NUSN4, TFB1M, TRMT2B, and TRMT61B acted as protective factors, whereas MRM1 and RPUSD4 acted as risk factors. Hence, the LASSO Cox regression algorithm was employed to the relevant patterns of mt-rRNA modification via expression of the most critical eight regulators in the TCGA cohort, which acted as the training set (Supplementary Figures S3E, F). Two regulators of mt-rRNA modification (MRM2 and TRMT2B) were selected to construct the model of risk prediction. The formula used for calculation of the mt-rRNA score was: mt-rRNA score = 0.108 × (MRM2 expression) + 0.125 × (TRMT2B expression). According to the median mt-rRNA score, glioma patients were divided into a low-risk subtype and a high-risk subtype in TCGA, CGGA, GSE16011, and SAHNU cohorts. Afterwards, we explored the association and demographic features between the mt-rRNA score and each clinicopathologic feature (Figure 6B and Supplementary Table S4). The mt-rRNA score was significantly different between glioma patients stratified by OS status, WHO grade, 1p19q codeletion, and IDH status, but not by gender in the training set (Figure 6C). Similar results were observed in the validation sets, CGGA cohort, and GSE16011 cohort (Supplementary Figures 4A, B). In addition, we explored relative mRNA expression of MRM2 and TRMT2B using RT-qPCR. Results revealed that MRM2 and TRMT2B were differentially expressed between NBTs, low-grade glioma tissues, and high-grade glioma tissues (Supplementary Figure 5B). We also found the mt-rRNA score to be correlated significantly with WHO grade (P = 0.004) and age (P = 0.008) in the SAHNU cohort (Supplementary Figure 5A, C).




Figure 6 | Prognostic value of a mt-rRNA predictor in gliomas. (A) Prognostic value of nine regulators of mt-rRNA modification in TCGA cohort. (B) Correlation between the mt-rRNA predictor and clinicopathologic features. (C) Comparisons of OS, WHO grade, 1p19q codeletion, IDH mutation, and gender between two risk subtypes of mt-rRNA. (D–F) Kaplan–Meier analyses of the mt-rRNA predictor with OS in TCGA, CGGA, and GSE16011 cohorts. (G–I) AUC of ROC curves for predicting 1-, 3-, 5-, and 7-year OS in TCGA, CGGA, and GSE16011 cohorts, respectively. Significance: ns P > 0.05, ***P < 0.001.



Moreover, glioma patients with the low-risk subtype presented significantly better OS (P < 0.0001) (Figure 6D) and PFS (P < 0.0001; Supplementary Figure 5D) in the training set. ROC analyses revealed the predictive efficiency at 1, 3, 5, and 7 years (area under the ROC curve (AUC >0.75 for all) for distinguishing the low-risk subtype and high-risk subtype in the training set (Figure 6G and Supplementary Figure S5E). Consistently, the mt-rRNA predictor had excellent performance in discriminating the outcomes (Figures 6E, F) for glioma patients as evaluated in the two validation sets, with powerful predictive efficiency (AUC >0.7 for both) (Figures 6H, I). We also explored the prognostic value of the mt-rRNA predictor for different WHO grades. Survival analyses using the Kaplan–Meier method demonstrated that patients with lower-grade glioma and glioblastoma (GBM) patients with low-risk scores presented significantly better OS in the CGGA and GSE16011 cohorts (Supplementary Figures S6C, D), data which were consistent with the results in TCGA cohort (Supplementary Figure S6A). However, there was no difference in PFS between glioblastoma patients stratified by the mt-rRNA score in the TCGA cohort (Supplementary Figure S6B). Univariate and multivariate Cox regression analyses for the three cohorts revealed significant associations between the mt-rRNA predictor and OS/PFS in TCGA, CGGA, and GSE16011 cohorts (P < 0.05 for all) (Supplementary Figure S7A–D), which indicated that the mt-rRNA predictor was an independent prognostic indicator. Taken together, these results indicated that the mt-rRNA predictor calculated using the mt-rRNA score could predict the prognosis and clinicopathologic features of glioma patients accurately.



The High-Risk Subtype Exhibited Greater Sensitivity to Immunotherapy but Was Resistant to Temozolomide

First, TME patterns were also estimated in the CGGA and GSE16011 cohorts using the same method. Similar to the results of TCGA (Figure 7A), the stromal, immune, and ESTIMATE scores were significantly higher and the tumor purity was lower in the high-risk subtype (P < 0.05 for all), which indicated the high abundance of stromal cells and immune cells and low tumor purity in the high-risk subtype (Supplementary Figures S8A, C). CIBERSORT analyses further revealed that memory resting T cell CD4, resting NK cells, and most macrophage subsets were infiltrated significantly in the high-risk subtype, whereas activated NK cells and mast cells were abundant in the low-risk subtype. (Figure 7B and Supplementary Figures S8B, D). Subsequently, we also investigated the relationship between the expression of immune-checkpoint molecules and mt-rRNA score in the three cohorts. We found most of the immune-checkpoint molecules were associated with the mt-rRNA score (Supplementary Figures S7A–C). For the well-known ICBs, the expression of PD1 and its ligands PD-L1 and PD-L2 was correlated significantly with the mt-rRNA score, but the correlation between CTLA4 and the mt-rRNA score was poor (Figure 7C). These ICBs were also expressed differently between the two subtypes in the validation sets (Supplementary Figures S9D, E), with the exception of the ligands of CTLA4 in the GSE16011 cohort (Supplementary Figure S9E). Moreover, patients tended to bear a higher TMB in the high-risk subtype than that in the low-risk subtype (P < 0.0001, Figure 7D).




Figure 7 | Different TME characteristics, immunotherapy, and response to temozolomide therapy of two risk subtypes of mt-rRNA in TCGA cohort. (A) Comparisons of immune score, stromal score, tumor purity, and ESTIMATE score between high-risk and low-risk subtypes. (B) Different abundance of TIICs between high-risk and low-risk subtypes. (C) Correlation analyses between the mt-rRNA score and ICBs. (D) Comparison of the TMB between high-risk and low-risk subtypes. (E) Different IC50 of temozolomide between two subtypes in the GDSC database. (F) Comparison of the mt-rRNA score between the responder group and non-responder group. (G) Different proportions of responders and non-responders to immunotherapy between two subtypes. (H) Prediction of response to ICBs (PD1 and CTLA4) therapy in high-risk and low-risk subtypes. Significance: ns P > 0.05, *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.



On the basis of the above findings, the TIDE algorithm was employed to predict the response to ICB therapy of glioma patients in the three cohorts. The mt-rRNA score of responders and non-responders was significantly different (P < 0.0001 for all) (Figure 7F and Supplementary Figures S10A, D). Moreover, the proportion of responders to ICB therapy who had the high-risk subtype was significantly higher than the proportion of responders to ICB therapy who had the low-risk subtype (P < 0.0001 for all) (Figure 7G and Supplementary Figures S10B, E). Subclass mapping demonstrated that glioma patients with the high-risk subtype were more sensitive to anti-PD1 therapy in the TCGA, CGGA, GSE16011 cohort, with Bonferroni P = 0.007, 0.032, and 0.046, respectively (Figure 7H and Supplementary Figures S10C, F).

Considering that temozolomide chemotherapy is the first-line treatment for glioma, we explored the response of patients with the two subtypes of mt-rRNA risk to temozolomide therapy based on the GDSC database. The log-IC50 of temozolomide in patients with the low-risk subtype was significantly lower than that of cases with the high-risk subtype. Hence, glioma patients with the high-risk subtype were more resistant to temozolomide than those with the low-risk subtype (Figure 7E).




Discussion

In this study, we conducted comprehensive analyses of the correlation between the patterns of mt-rRNA modification and efficacy of immunotherapy and chemotherapy in glioma, proposed a predictor to distinguish subtypes based on the mt-rRNA regulator, and verified this predictor with available RNA-sequencing data and related clinical information from four independent cohorts. First, we integrated the expression of 122 immunomodulators, 29 immune signatures calculated with the ssGSEA, clinical outcomes, clinicopathologic characteristics, genomic variations, and the nine mt-rRNA regulators of glioma patients in the TCGA database, and studied the relationship between them. Then, the TME and composition of TIICs were evaluated by ESTIMATE and CIBERSORT algorithms, respectively. We divided glioma patients into two subtypes of mt-rRNA-modification patterns based on the expression profiles of nine mt-rRNA regulators and clarified the association between the two subtypes and clinicopathologic parameters. Glioma patients with RM2 could achieve better therapeutic effects through immunotherapy (especially anti-PD-1 therapy) as predicted by the TIDE algorithm. In addition, patients in this group had longer OS and PFS. To make the method more clinically practical for glioma patients, the two most critical prognostic genes for mt-rRNA regulation were identified and defined as mt-rRNA predictors to distinguish different mt-rRNA subtypes by using the LASSO algorithm. The forecasted effect of this predictor was verified further in the CGGA, GSE16011, and SAHNC cohorts.

In recent years, immunotherapy for tumors has been studied extensively using ICBs, tumor-cell immunotherapy, and antitumor vaccines. However, the immunotherapy effect in phase-III clinical trials for glioblastoma has not been satisfactory (24, 43). Several factors can determine the efficacy of immunotherapy in glioma patients. Taking anti-PD-1/PD-L1 treatment as an example, the TMB, mismatch repair, expression of PD-L1 (CD274), and TICC composition can affect efficacy (25, 44, 45). When investigating immunotherapy in phase-III clinical trials for glioblastoma, patients are not screened for these parameters, and such undifferentiated treatment may be the reason for the poor efficacy of immunotherapy. Hence, comprehensive analyses of the role of these factors will help to enhance understanding of the immune response to gliomas and guide more efficacious immunotherapy strategies.

Increasing evidence has demonstrated that RNA modifications have indispensable roles in inflammation, innate immunity, and anti-tumor activities, among which the most extensive and in-depth research has been on m6A. Bo Zhang and colleagues demonstrated that modification of m6A methylation is involved in the regulation of the microenvironment of gastric cancer, and has a guiding role in immunotherapy (46). Jianyang Du and coworkers revealed that m6A regulators had different modification patterns and characteristics of immunity in low-grade glioma (47). Most studies have focused on m6A modification, the overall TME characterization mediated by mt-rRNA modification and its regulators is not recognized.

In this work, based on nine mt-rRNA regulators, we revealed two distinct subtypes of mt-rRNA modification with significantly different TME characterization. RM2 was characterized by the activation of immunity and related enriched pathways, which corresponded to an immune-activated phenotype. RM1 was characterized by infiltration of innate immune cells (eosinophils, NK cells, and mast cells), which corresponded to an immune-excluded phenotype (48, 49). Meanwhile, patients with this pattern of mt-rRNA modification showed a matching survival advantage. Recent studies have suggested that tumors with immune-excluded phenotype also show infiltration of immune cells because the latter remain in the matrix around the tumor cell “nests” rather than penetrating the parenchyma of tumor cells (50, 51). Moreover, we revealed a significant correlation between the subtypes and TMB, including several common somatic mutations (TP53, PTEN, and EGFR) in gliomas (52). mt-rRNA modification played an important part in formation of the “immune landscape” of the TME, which suggests that mt-rRNA modification may affect the therapeutic efficacy of ICBs. Glioma patients with the RM2 subtype had a significantly better response to anti-PD-1 immunotherapy. We created an mt-rRNA predictor that could be used to characterize cell infiltration in the TME, TMB, and clinicopathologic features of glioma patients. This mt-rRNA predictor could act as an independent prognostic biomarker for predicting clinical outcomes as well as the efficacy of PD-1 immunotherapy and temozolomide chemotherapy through the mt-rRNA score.

However, our study still had two main limitations. First, we obtained only 33 glioma specimens with pathologic data, but no clinical outcomes, to verify the results of our study. We need to collect more glioma samples and obtain the corresponding clinical outcomes from our center in the future. Second, our conclusions are based only on the analysis and prediction of transcriptome data in publicly available databases, the relationship between mt-rRNA modification and immunotherapy responsiveness needs to be tested in the future immunotherapy cohort.



Conclusions

In conclusion, according to patterns of mt-rRNA modification, glioma patients can be divided into two distinct subtypes which have a notably different prognosis and response to immunotherapy. Our study provides a potential strategy for “individualized” tumor immunotherapy in the future. We constructed a mt-rRNA predictor which made subgrouping based on mt-rRNA regulators and precision immunotherapy clinically feasible.
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Background

Hypoxia-related genes are demonstrated to correlate with the prognosis of various cancers. However, the role of hypoxia-related long non-coding RNAs (HRLs) in lower-grade glioma (LGG) remains unclear.



Methods

A total of 700 LGG samples were extracted from TCGA and CGGA databases. Pearson correlation analysis was used to identify HRLs. Lasso analysis was adopted to construct the HRL signature. TIDE algorithm was used to predict responses to immune checkpoint inhibitors. Cell proliferation was estimated by cell counting kit-8 assay, colony formation assay, and EdU assay.



Results

We identified 340 HRLs and constructed a novel risk signature composed of 19 HRLs. The risk score exhibited potent value in predicting the prognosis of LGG patients and was significantly associated with the prognosis of LGG patients. Moreover, HRL signature could distinguish patients with similar expression levels of immune checkpoints and might predict the efficacy of immune checkpoint inhibitors. Additionally, hypoxia-related pathways and immune pathways were enriched in high-risk group, and high risk score indicated low tumor purity and high immune infiltration. Two major HRLs, LINC00941 and BASP1-AS1, could significantly affect the proliferation of glioma cells.



Conclusions

Our study constructed a novel HRL signature that could predict the prognosis and immunotherapy response of LGG patients. HRLs could be novel biomarkers to predict the prognosis of LGG patients and potential targets for LGG treatment.





Keywords: lower-grade glioma, hypoxia, long non-coding RNA, immune microenvironment, immune infiltration



Introduction

Glioma is the most common type of brain cancer (1). The World Health Organization (WHO) has classified gliomas into four grades, in which the higher grade indicates the higher malignancy. Patients with grade II glioma have a median overall survival (OS) of about 11 years, and those with grade III glioma have a median OS of approximately 3 years (2, 3). Since glioblastoma (grade IV glioma) has a superior malignancy and a poor prognosis, the Cancer Genome Atlas (TCGA) classified grade II and III gliomas as lower-grade glioma (LGG). Although great progress has been made to develop novel therapeutics against cancer, few drugs have been approved for LGG treatment, and the prognosis of LGG patients remains poor (4). Therefore, there is a clear urgent to develop novel biomarkers to predict the prognosis of LGG patients and find potential targets for the treatment of LGG.

Hypoxia has been implicated to promote the progression of tumors with the induction of hypoxic tumor context (5). The occurrence and development of tumors often accompanies with several adaptive alternations such as angiogenesis, proliferation, and so on, where hypoxia can promote the aggressiveness of tumors (6). In glioblastoma, extensive tissue hypoxia is commonly detected, and it can facilitate the formation of glioma stem-like cells, which is closely associated with tumor recurrence (7). Besides, hypoxia-related genes are demonstrated to correlate with the prognosis of glioma patients (8, 9). Therefore, hypoxia is crucial for glioma development.

In recent years, long non-coding RNA (lncRNA) have emerged to play diverse roles in various biological processes (10). These lncRNAs can modulate transcriptional and post-transcriptional of genes and regulate the expression of tumor suppressors or initiators, which confers the occurrence and progression of cancer (11). In gliomas, lncRNA has been implicated to be associated with the proliferation, invasion, and prognosis of glioma cells (12–15). However, no research has comprehensively revealed the role of hypoxia-related lncRNAs (HRLs) in LGG.

A previous study indicated that hypoxia-related signature was associated with the prognosis and immune microenvironment of glioma patients (8). However, the role of HRLs in LGG remained unclear. Herein, our study extracted data from TCGA and Chinese Glioma Genome Atlas (CGGA) databases to identify candidate HRLs and constructed related signature, aiming to explore its prognostic value in LGG patients and its association with LGG immune microenvironment.



Materials and Methods


Data Extraction

A total of 700 grade II and III glioma samples were included in our study. The RNA-seq and clinical data were extracted from CGGA (http://www.cgga.org.cn/) and TCGA (https://portal.gdc.cancer.gov/) databases. In this study, TCGA-LGG dataset (n=522) was defined as the training cohort, whereas CGGA dataset (n=178) was the validation cohort. The characteristics of glioma samples in this study were summarized in Table 1. Moreover, IMvigor210 dataset, a cohort of atezolizumab (anti-PD-L1 monoclonal antibody) for the treatment of urothelial carcinoma, was extracted to evaluate the predictive value of HRL signature for the efficacy of immunotherapy (16).


Table 1 | Characteristics of the training cohort and validation cohort.





Identification of HRLs

The 26 hypoxia-related genes were reported by previous studies (17, 18). A total of 14,488 and 13,895 lncRNAs were identified in the TCGA and CGGA datasets, respectively. Those lncRNAs whose expressions closely corelated with the expression of 26 hypoxia-related genes (|R|>0.5 and p<0.01) were identified as HRLs.



Bioinformatic Analyses

To evaluate the involvement of biological processes of each sample, gene set variation analysis (GSVA) was conducted to quantify the involvement of Gene Ontology pathways in each LGG sample (19). As for gene set enrichment analysis (GSEA), differentially expressed genes between two groups were identified. Those with false discovery rate (FDR) ≤0.05 were selected for GSEA analysis. Gene sets of hallmarks were obtained from the Molecular Signatures Database (MSigDB). Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analyses were conducted by “clusterprofiler” R package. The nomogram and calibration curves were constructed and visualized using “rms” and “regplot” R packages. Tumor Immune Dysfunction and Exclusion (TIDE) algorithm was used to predict the responses of glioma patients to immune checkpoint inhibitors (ICIs) (20).



Estimation of Immune Microenvironment

Estimation of Stromal and Immune cells in Malignant Tumor tissues using Expression data (ESTIMATE) analysis was conducted to calculate the tumor purity of each sample by “estimate” R package (21). The infiltration of immune cells was estimated by single-sample Gene Set Enrichment Analysis (ssGSEA) and Tumor Immune Estimation Resource (TIMER), and Cell-type Identification by Estimating Relative Subsets of RNA Transcripts (CIBERSORT) algorithms (22–24).



Construction of Risk Signature

The risk signature was constructed using the least absolute shrinkage and selection operator (LASSO) analysis. The risk score was calculated by the following algorithm:

	



Subgroup Analysis

For subgroup analysis, LGG patients were divided into different groups based on the following variables: grade (grades II or III), age (≤45 years old or >45 years old), and IDH status (mutant or wildtype).



Construction of Competing Endogenous RNA Network

The potential target miRNAs of LINC00941 and BASP1-AS1 were predicted using ENCORI online webtool (http://starbase.sysu.edu.cn/). Then, the potential target mRNAs of these miRNAs were predicted using microT-CDS (http://diana.imis.athena-innovation.gr/DianaTools/index.php?r=microT_CDS/index) and mirDIP online webtools (http://ophid.utoronto.ca/mirDIP/). Pearson correlation analysis was conducted to screen genes co-expressed with LINC00941 or BASP1-AS1 in the TCGA dataset with r>0.4 and p<0.001. These genes were intersected with predicted mRNAs to define potential mRNA targets of LINC00941 or BASP1-AS1. Finally, the lncRNA-miRNA-mRNA network was constructed using Cytoscape 3.8.0.



Cell Culture and Cell Transfection

Given the fact that there were no widely used LGG cell lines, and glioblastoma and LGG belonged to gliomas, we used two glioblastoma cells (DBTRG-05MG and U251 MG) in this study to explore the effect of HRLs on gliomas. DBTRG was cultured in RPMI-1640 medium with 10% fetal bovine serum (FBS, ExCell Bio, China), and U251 was cultured in DMEM medium with 10% FBS (ExCell Bio, China). Specific siRNAs targeting LINC00941 and BASP1-AS1 were designed and synthesized by GenePharma. Lipofectamine 3000 (Invitrogen, USA) was used for cell transfection.



Extraction of Total RNA and Quantitative Real-Time PCR

Total RNA was extracted using TRIzol reagent (Invitrogen, USA). The PrimeScript RT reagent Kit (RR047A, Takara) was used to synthesize cDNA. The TB Green Fast qPCR Mix (RR430S, Takara) was used for qPCR. GAPDH was used as the reference gene. Primers used in this study were as follows: GAPDH: F, CAGGAGGCATTGCTGATGAT; R, GAAGGCTGGGGCTCATTT. LINC00941: F, ACCACTACACTCAGCCAAATAC; R, GGCTATCAACTGTCTCCTTTAGAC. BASP1-AS1: F, AGCACCGGGACACAGAATAG; R, TTTGCGGGAAGGTAAAATTG.



Cell Counting Kit-8 Assay

In each well of 96-well plate, 2×103 cells were inoculated and maintained in culture medium for 0, 24, 48, and 72 h. Then, 10 μl CCK-8 reagent (DOJINDO, Japan) was added into each well, and the optical density of 450 nm was estimated.



Colony Formation Assay

In each well of six-well plate, 800 cells were seeded and maintained in culture medium for 14 days. After the fix with 4% paraformaldehyde, cells were stained with 0.1% crystal violet.



5-Ethynyl-2’-Deoxyuridine Assay

A total of 1×105 cells was seeded in 20 mm round coverslip. The EdU Cell Proliferation Assay Kit (Ribobio, China) was used for EdU assay and the processes were conducted according to the manufacturer’s instructions.



Statistical Analysis

Statistical analyses and visualization were mainly performed using R version 3.6.0 and GraphPad Prism version 8.0.1. Student’s t test and one-way ANOVA analysis were used to estimate the differences between two groups and more than two groups. Kaplan-Meier analysis was conducted to compare the survival differences between two groups of patients. Multivariate Cox analysis was used to evaluate the prognostic value of risk score. The correlation of gene expression was determined by Pearson correlation analysis. Time-dependent receiver operating characteristic (ROC) curve analysis was adopted to estimate the predictive value of risk score. Two-sided p ≤ 0.05 was regarded as statistically significant.




Results


Identification of HRLs in the TCGA and CGGA Datasets

To preliminarily explore the role of hypoxia and lncRNAs in LGG, we screened HRLs in the TCGA dataset. A total of 14,488 lncRNAs and 26 hypoxia-related genes were identified and selected for our study (Figure 1A). Pearson correlation analysis identified 399 HRLs (|R|>0.5 and p<0.01) in the TCGA dataset (Table S1). After the intersection with lncRNAs in the CGGA dataset, 340 HRLs were identified. With the application of univariate Cox analysis and Lasso analysis, 19 HRLs were selected for further analysis (Figure 1B). Among these lncRNAs, four lncRNAs (AL391834.1, LINC00836, BASP1-AS1, and AL023806.1) played protective roles in LGG, whereas the other 15 lncRNAs were risk factors (p<0.05) (Figure 1C). Kaplan-Meier analysis further validated the prognostic values of these lncRNAs in the two datasets (p<0.05) (Figure S1). The correlation between 19 selected HRLs and 26 hypoxia-related genes were shown by the heatmap (Figure 1D). These results indicated that identified lncRNAs were correlated with hypoxia and were prognostic biomarkers of LGG.




Figure 1 | Identification of HRLs in the TCGA and CGGA datasets. (A) Flow chart of the whole study. (B) Lasso analysis of prognostic HRLs with minimum lambda value. (C) Univariate Cox analysis of 19 selected HRLs. (D) Heatmap of the correlation between hypoxia-related genes and HRLs. *p < 0.05, **p < 0.01.





Risk Signature Based on HRL Correlated With the Prognosis and Clinical Features in LGG

Then we constructed the HRL signature to further characterize the role of HRLs in LGG. With the application of Lasso analysis, the coefficient of 19 HRLs was determined, in which the coefficient of four lncRNAs (AL391834.1, LINC00836, BASP1-AS1, and AL023806.1) was negative and that of the other lncRNAs was positive (Figure 2A). The risk score of each LGG patients was calculated according to the coefficient and expression of 19 HRLs. Risk score was significantly associated with the expression of hypoxia-related genes (Figure S2). Then, LGG patients were divided into high-risk and low-risk groups based on the medium value of risk score (Figures 2B, C). Patients whose survival time was relatively short and status was censored were enriched in high-risk group (Figures 2B, C). The area under curve (AUC) of risk score in predicting 1-, 3-, and 5-year survival of LGG patients was 0.862, 0.874, and 0.805, respectively, in the TCGA dataset, whereas those were 0.835, 0.860, and 0.845, respectively, in the CGGA dataset (Figure 2D). Four protective lncRNAs (AL391834.1, LINC00836, BASP1-AS1, and AL023806.1) were highly expressed in low-risk group, whereas other lncRNAs were highly expressed in high-risk group (Figures 2E, F). Regarding several well-known biomarkers of glioma, risk score was significantly elevated in grade III glioma compared with grade II one (p<0.05) (Figure 2G). In the meantime, risk score was significantly lower in IDH mutant and 1p19q co-deleted gliomas (p<0.05) (Figures 2H, I). However, as for the methylation of MGMT promoter, risk score did not share the consistent trend in the TCGA and CCGA dataset, where risk score was significantly elevated in MGMT unmethylated glioma in the TCGA dataset (p<0.05) but not in CCGA dataset (p>0.05) (Figure 2J). These findings suggested that the constructed risk signature based on the expression of HRLs was associated with clinical features of LGG and could predict the survival time of LGG patients.




Figure 2 | Construction of risk signature based on the expression of HRLs. (A) The coefficient of 19 HRLs for the construction of risk signature. (B, C) The risk score and survival time of each sample in the TCGA (B) and CGGA (C) datasets. (D) Time-dependent ROC analysis of risk score in predicting 1-, 3-, and 5-year survival. (E, F) The expression of 19 HRLs in each sample from low risk to high risk in the TCGA (E) and CGGA (F) datasets. (G–J) The risk score in different grades (G), IDH status (H), 1p19q status (I), and MGMT status (J) of gliomas in the two datasets. ****p < 0.0001; ns, no significance.





Risk Score Was an Independent Risk Factor for LGG Patients

To further verify the prognostic value of risk signature, we constructed a nomogram model, whose C-indexes were 0.857 and 0.772 in the TCGA and CGGA datasets, respectively (Figure 3A). Moreover, a calibration plot for probability of survival exhibited satisfactory concordance with the prediction of 3-year and 5-year OS in the TCGA dataset (Figure 3B). Then we conducted a subgroup analysis to verify the prognostic value of HRL signature in different subgroups of LGG patients. Results showed that LGG patients with high risk score had poor prognosis (p<0.05) (Figure 3C). As for grade II and III gliomas, high risk score indicated worse prognosis (p<0.05) (Figures 3D, E). Similarly, in IDH mutant or wildtype LGG patients, those in low-risk group had longer survival time (p<0.05) (Figures 3F, G). Moreover, when patients were divided into young (age ≤45 years old) and old (age >45 years old) groups, the prognostic value of risk score was consistent (p<0.05) (Figures 3H, I). Furthermore, multivariate Cox analysis revealed that risk score and grade were independent risk factors for LGG patients in the TCGA and CGGA datasets (p<0.05) (Table 2). These results indicated that risk score was a potent marker to predict the prognosis of LGG patients.




Figure 3 | Risk signature was associated with the prognosis of LGG patients. (A) Nomogram model of grade, age, and risk score in the TCGA dataset. (B) Calibration curve model to verify the predictive value of risk score regarding 3-year and 5-year survival. (C) Kaplan-Meier analysis of high-score and low-score in LGG patients. (D, E) Kaplan-Meier analysis of high-score and low-score patients in grade II (D) and grade III (E) gliomas. (F, G) Kaplan-Meier analysis of high-score and low-score patients in IDH wildtype (F) and IDH mutant (G) gliomas. (H, I) Kaplan-Meier analysis of high-score and low-score patients ≤45 years old (H) or >45 years old (I) in diffuse gliomas.




Table 2 | Multivariate analysis of risk signature in the training and validation cohorts.





Risk Stratification Correlated With the Efficacy of Immunotherapy

Since immunotherapy was a promising therapeutic approach in cancer treatment, we explored the association between risk stratification and the efficacy of ICIs. The expression of several immune checkpoints including PD-1, PD-L1, CTLA-4, TIM-3, B7-H3, IDO1, and LAG3 was significantly elevated in high-risk group compared with the low-risk group in the TCGA and CGGA datasets (p<0.05) (Figures 4A, B). Patients with low risk score and low PD-1 expression had significantly better prognosis than those with high risk score and low PD-1 expression (p<0.05) (Figure 4C), and patients with low risk score and high PD-1 had prolonged survival than those with high risk score and high PD-1 (p<0.05) (Figure 4C). Similarly, the stratification based on HRL signature and immune checkpoints was associated with significant survival difference in LGG patients. Patients with low risk score tended to have better prognosis no matter when the immune checkpoints (PD-L1 and CTLA-4) were highly or lowly expressed (p<0.05) (Figures 4D, E). With the application of TIDE algorithm, we found that TIDE score was significantly elevated in high-risk group, which indicated that patients in high-risk group had worse responses to immunotherapy compared with low-risk group (p<0.05) (Figure 4F). Thereafter, we extracted the data from IMvigor210 dataset, a cohort of atezolizumab for the treatment of urothelial carcinoma, to investigate the correlation between HRL signature and immunotherapeutic efficacy. Due to the limited number of lncRNA in IMvigor210 dataset, only 11 out of 19 HRLs were identified, and risk score was calculated based on the coefficient and expression of 11 HRLs. Results showed that HRL signature was significantly correlated with the survival of urothelial carcinoma patients receiving atezolizumab treatment (p<0.05) (Figure 4G). However, in the IMvigor210 cohort, patients with high risk score had a better prognosis, which might be due to the different roles of HRLs in different types of cancer. Nevertheless, these findings suggested that HRL signature might be a potential biomarker to predict the therapeutic response of immune checkpoint inhibitors.




Figure 4 | Risk stratification correlated with the efficacy of immunotherapy. (A, B) The expression of several immune checkpoints in high-risk and low-risk groups in the TCGA (A) and CGGA (B) datasets. (C–E) Kaplan-Meier analyses of overall survival among four patient groups stratified by the HRL signature and PD-1 (C), PD-L1 (D), and CTLA-4 (E). (F) TIDE score of high-risk and low-risk groups in TCGA dataset. (G) Kaplan-Meier analysis of urothelial carcinoma patients stratified by HRL signature in IMvigor210 cohort. *p < 0.05, ***p < 0.001.





High-Risk Group Exhibited Distinct Immune Characteristics

Further we explored the potential pathways that were associated with the prognosis of patients in high-risk and low-risk groups. GSVA analysis revealed that hypoxia inducible factor 1 (HIF-1) signaling pathway and immune-related pathways including lymphocyte activation, interleukin-mediated signaling pathway, and antigen processing and presentation were highly enriched in high-risk group (Figures 5A, B). Differentially expressed genes between high-risk and low-risk groups were screened in the TCGA and CGGA datasets (Figure S3). GSEA analysis showed that genes highly expressed in the high-risk group were enriched in hypoxia-related pathway (Figure 5C). Meanwhile, these genes were involved in antigen processing and presentation as well as interleukin secretion in GO pathways (Figure 5D); in KEGG terms, these genes were associated with antigen processing and presentation, T cell differentiation, and B cell receptor signaling pathway (Figure 5E). Therefore, risk stratification based on risk scores was associated with hypoxia-related pathways, and the high-risk group exhibited highly activated immune characteristics.




Figure 5 | Risk stratification exhibited distinct immune characteristics. (A, B) GSVA analysis of hypoxia and immune pathways in high-risk and low-risk groups in the TCGA (A) and CGGA (B) datasets. (C) Differentially expressed genes between high-risk and low-risk groups were enriched in hypoxia-related pathways. (D, E) GSEA analysis of differentially expressed genes between high-risk and low-risk groups in GO (D) and KEGG (E) terms.





High Risk Score Indicated Low Tumor Purity and High Immune Infiltration

Since tumor immune microenvironment was implicated to be associated with the prognosis of LGG patients (25, 26), we also explored the correlation between risk signature and immune microenvironment in LGG. The risk score was significantly positively associated with the stromal score, immune score, and ESTIMATE score (p<0.05) (Figures 6A–C). Then tumor purity was calculated according to the algorithm based on ESTIMATE score (21), and high risk score notably indicated low tumor purity (p<0.05) (Figure 6D). The infiltration of immune cells was estimated by the conduct of ssGSEA and TIMER algorithms, which contained 28 and six immune cells, respectively. Immune cells such as macrophages, activated T cells, activated B cells, and activated dendritic cells were enriched in high-risk group of samples (Figures 6E, F). Besides, risk score was significantly correlated with the abundance of dendritic cell, macrophage, and CD4+ T cells (p<0.05) (Figures 6G, H). In addition, CIBERSORT algorithm revealed that the abundance of B cells, macrophages (M1 and M2 subtypes), and naïve CD4+ T cells were highly infiltrated in high-risk group (p<0.05) (Figures 6I, J). These results suggested that risk signature was associated with immune infiltration, and high risk score implied low tumor purity, which might account for its risk role in the prognosis of LGG patients.




Figure 6 | Risk signature was associated with tumor purity and immune infiltration. (A–D) The association between risk score and stromal score (A), immune score (B), ESTIMATE score (C), and tumor purity (D). (E, F) The abundance of 28 immune cells estimated by ssGSEA algorithm in high-risk and low-risk groups in TCGA (E) and CGGA (F) datasets. (G, H) The correlation between risk score and six immune cells estimated by TIMER algorithm in TCGA (G) and CGGA (H) datasets. (I, J) The abundance of 22 immune cells estimated by CIBERSORT algorithm in high-risk and low-risk groups in TCGA (I) and CGGA (J) datasets. *p < 0.05, **p < 0.01, ***p < 0.001, ns, no significance.





Two Prognostic HRLs Were Associated With Prognosis and Immune Infiltration

To investigate the role of HRLs in LGG, we selected two HRLs (LINC00941 and BASP1-AS1), which had the largest absolute coefficient in risk signature, for further analysis. In the TCGA and CGGA datasets, low expression of LINC00941 and high expression of BASP1-AS1 indicated favorable prognosis in LGG patients (p<0.05) (Figures 7A, B). Moreover, the expression of LINC00941 was significantly elevated in grade III glioma than grade II one, whereas that of BASP1-AS1 exhibited opposite expression pattern (p<0.05) (Figures 7C, D). Similarly, LINC00941 was highly expressed in IDH wildtype glioma, and BASP1-AS1 was highly expressed in IDH mutant glioma (p<0.05) (Figures 7E, F). Therefore, LINC00941 and BASP1-AS1 were significantly associated with the prognosis and clinical features of LGG patients. Besides, we found that LINC00941 was significantly negatively correlated with tumor purity (r=−0.19, p<0.05) whereas BASP1-AS1 was positively associated with tumor purity (r=0.51, p<0.05) (Figure 7G). LINC00941 was significantly positively associated with the infiltration of B cell, CD8+ T cell, neutrophil, macrophage, and dendritic cell (|r|>0.1, p<0.05), whereas BASP1-AS1 was negatively associated with the infiltration of B cell, CD4+ T cell, neutrophil, macrophage, and dendritic cell (|r|>0.25, p<0.05) (Figures 7H–M). Therefore, LINC00941 and BASP1-AS1 were significantly associated with the prognosis and immune infiltration in LGG.




Figure 7 | LINC00941 and BASP1-AS1 were associated with the prognosis and immune infiltration in LGG. (A, B) Kaplan-Meier analysis of LINC00941 and BASP1-AS1 in LGG patients of TCGA (A) and CGGA (B) datasets. (C, D) The expression of LINC00941 (C) and BASP1-AS1 (D) in grade II and III gliomas. (E, F) The expression of LINC00941 (E) and BASP1-AS1 (F) in IDH wildtype and IDH mutant gliomas. (G) The correlation between LINC00941 and BASP1-AS1 with tumor purity. (H–M) The correlation between LINC00941 and BASP1-AS1 with the abundance of B cell (H), CD4+ T cell (I), CD8+ T cell (J), neutrophil (K), macrophage (L), and dendritic cell (M). *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.





LINC00941 and BASP-AS1 Exerted Diverse Effects on the Proliferation of Glioma Cells

Then we performed in vitro experiments to verify the pathogenic role of LINC00941 and BASP1-AS1 in glioma cells. Three siRNAs were transfected in U251 and DBTRG cells to inhibit the expression of LINC00941 and BASP1-AS1, in which si-LINC00941#1 and si-LINC00941#2 as well as si-BASP1-AS1#1 and si-BASP1-AS1#3 were selected with the relatively high efficiency (p<0.05) (Figures 8A, B). The inhibition of LINC00941 significantly reduced the proliferation of glioma cells, whereas the inhibition of BASP1-AS1 significantly promoted their proliferation rates (p<0.05) (Figures 8C, D). Colony formation assay indicated that the knockdown of LINC00941 markedly decreased the colony number, whereas the knockdown of BASP1-AS1 exerted reversed effects (p<0.05) (Figures 8E, F). Moreover, EdU assay revealed that the proliferation of glioma cells was suppressed by the inhibition of LINC00941 and promoted by the inhibition of BASP1-AS1 (Figures 8G, H). Therefore, two prognostic HRLs, LINC00941 and BASP1-AS1, were associated with the proliferation of glioma cells and were potential therapeutic targets for glioma.




Figure 8 | LINC00941 and BASP1-AS1 exerted opposite effects on the proliferation of glioma cells. (A, B) The expression of LINC00941 (A) and BASP1-AS1 (B) after the transfection of three specific siRNAs. (C, D) CCK-8 assay of U251 and DBTRG cells after the knockdown of LINC00941 (C) and BASP1-AS1 (D). (E, F) Colony formation assay of U251 and DBTRG cells after the knockdown of LINC00941 (E) and BASP1-AS1 (F). (G, H) EdU assay of U251 and DBTRG cells after the knockdown of LINC00941 (G) and BASP1-AS1 (H). **p < 0.01, ***p < 0.001.





Bioinformatic Analysis of Molecular Mechanisms Underlying LINC00941 and BASP1-AS1

The discovery of ceRNA provided a novel insight into the pathogenic role of lncRNA in cancers. Therefore, we applied bioinformatic analyses to explore the potential miRNA and mRNA targets of LINC00941 and BASP1-AS1. Since lncRNA tended to elevate the expression of mRNA by acting as ceRNA, we screened co-expressed mRNAs of LINC00941 and BASP1-AS1 in the TCGA dataset. After the intersect with predicted miRNA and mRNA targets, the ceRNA network of LINC00941 and BASP1-AS1 was constructed (Figures 9A, B). Enrichment analysis revealed that LINC00941-targeting mRNAs were associated with cellular senescence and ion channel activity, whereas BASP1-AS1-targeting mRNAs were enriched in membrane potential, synaptic activity, and ion channel activity (Figures 9C, D). Differentially expressed genes were screened between high and low expression of LINC00941 or BASP1-AS1 groups (Figures S3C, D). GSEA revealed that epithelial mesenchymal transition (EMT), K-ras signaling, reactive oxygen species pathway, and TNF-α signaling pathway were highly enriched in high-LINC00941 group, whereas myc and Wnt/β-catenin were enriched in low-LINC00941 group (Figure 9E). Meanwhile, Hedgehog and K-ras signaling pathways were enriched in high-BASP1-AS1 group, and EMT, IL-6/JAK/STAT3, Interferon-α, and TNF-α signaling pathways were enriched in low-BASP1-AS1 group (Figure 9F). Therefore, these results indicated that LINC00941 and BASP1-AS1 might affect the proliferation of glioma cells by regulating ion channel activity via modulating EMT and TNF-α signaling pathway.




Figure 9 | Bioinformatic analysis of molecular mechanisms underlying LINC00941 and BASP1-AS1. (A, B) Competing endogenous RNA network of LINC00941 (A) and BASP1-AS1 (B). (C, D) Enrichment analysis of targeting mRNAs of LINC00941 (C) and BASP1-AS1 (D). (E, F) Gene set enrichment analysis of differentially expressed genes between high- and low-expression of LINC00941 (E) and BASP1-AS1 (F).






Discussion

Hypoxia and lncRNA have been implicated to be critical factors to promote the progression of glioma (27, 28). In our study, we identified 340 HRLs and constructed a novel risk signature composed of 19 HRLs. The risk score exhibited potent value in predicting the prognosis of LGG patients and was significantly associated with the prognosis of LGG patients. Moreover, HRL signature could distinguish patients with similar expression levels of immune checkpoints and might predict the efficacy of ICIs. Additionally, hypoxia-related pathways and immune pathways were enriched in high-risk group, and high risk score indicated low tumor purity and high immune infiltration. In vitro experiments revealed that two major HRLs, LINC00941 and BASP1-AS1, could significantly affect the proliferation of glioma cells, in which EMT and TNF-α signaling pathway might be the underlying mechanism. Our study revealed a novel HRL signature to predict the prognosis of LGG patients. LINC00941 and BASP1-AS1 could be potential targets for LGG treatment.

Hypoxia microenvironment induced by tumor cells could facilitate the progression of tumors. Multiple studies revealed that hypoxia-related genes were associated with the prognosis of patients with pancreatic cancer, lung adenocarcinoma, head and neck cancer, bladder cancer, and other malignancies (18, 29–31). In high-risk bladder cancer, a signature composed of 24 hypoxia-related genes could significantly predict the prognosis and benefit from radiotherapy (31). Another 28-gene hypoxia signature also exhibited potent ability to predict the prognosis of bladder cancer patients (32). Moreover, a 26-gene hypoxia signature was shown to predict the benefit from hypoxia-modifying treatment in laryngeal cancer (17). When combination with immune genes, head and neck cancer patients were classified into three groups, in which those with low-hypoxia and high-immune characteristics had relatively favorable prognosis (18). In our study, 26 hypoxia-related genes were selected to screen HRLs, in which GNAI1 and PGAM1 were significantly associated with almost all HRLs. Kaplan-Meier analysis revealed that GNAI1 and PGAM1 were protective factors for LGG patients. Besides, GNAI1 and PGAM1 were positively associated with the expression of BASP1-AS1, whose high expression indicated favorable prognosis in LGG. Meanwhile, the expression of GNAI1 and PGAM1 was negatively associated with that of LINC00941 or LINC01224, which were risk factors for LGG patients. Therefore, GNAI1 and PCAM1 might be potential tumor suppressor in LGG. Further, we constructed a 19-lncRNA hypoxia signature and calculated risk score of LGG patients. Further analyses revealed that risk score had a potent accuracy in predicting the survival of LGG patients. Besides, high risk score indicated poor prognosis in different subgroups of LGG patients. When other clinical features were taken into consideration, risk score remained to be an independent risk factor for LGG patients. Therefore, our study revealed a novel HRL signature that could be used to predict the prognosis of LGG patients.

ICIs have shown promising efficacy in clinical care of various cancers (33, 34). However, since different patients exhibited diverse responses to ICIs, the discovery of predictive biomarkers would benefit cancer patients receiving ICIs. Although PD-L1 has been proposed to be a biomarker that is positively associated with the efficacy of ICI, the single biomarker is insufficient for cancer patients (35, 36). TIDE algorithm was developed by Jiang et al. to predict the responses to ICIs through characterizing dysfunctional T cells and infiltrated cytotoxic T lymphocytes (CTLs) level (20). In our study, we found that immune checkpoints were highly expressed in high-risk group stratified by HRL signature. HRL signature could distinguish patients with similar expression levels of immune checkpoints. Moreover, patients with low risk score and low immune checkpoints expression had significantly prolonged survival, which indicated that low risk score was associated with better response to ICIs. Since high TIDE score indicated poor response to ICI, our study revealed that the TIDE score was significantly decreased in the low-risk group, which was consistent with our hypothesis. Therefore, HRL signature might facilitate the application of ICI for the treatment of glioma. In IMvigor210 cohort, HRL signature was significantly associated with the prognosis of urothelial carcinoma patients, and high risk score indicated favorable prognosis. According to our results, the high-risk group had high immune infiltration and well responses to immunotherapy, which might account for the favorable prognosis of high-risk group in IMvigor210 cohort.

Recently, immune microenvironment was shown to play a critical role in cancer development (37–40). Multiple studies have demonstrated the immunosuppressive context surrounding glioma cell (41). Glioma cells would promote the expression of immune checkpoints such as programmed cell death 1 ligand (PD-L1) to induce immune escape (42). Besides, glioma cells would activate tumor-associated macrophages and regulatory T (Treg) cells, which suppressed the activities of cytotoxic T cells (43). HIF-1α was reported to regulate the functions and differentiations of myeloid-derived suppressor cells (44), which were a major component of immune-suppressive network. Besides, HIF-1α could increase the expression of PD-L1 by binding to its hypoxia response elements (45). Therefore, hypoxia microenvironment would mediate immune-suppressive effects and facilitate the progression of tumor cells. In this study, we found that high-risk group was associated with HIF-1α and immune-related pathways. Genes highly expressed in high-risk group was enriched in hypoxia and immune processes. Besides, high-risk group had a high infiltration of dendritic cell, macrophage, and T cells, which might be due to its hypoxia characteristics. However, it should be noted that the direct effect of HRLs on immune infiltration required additional experiments, and high immune infiltration was a characteristic of high-risk group rather than a result caused by HRLs. It seemed to be contradictory that the high immune infiltration indicated favorable prognosis in head and neck cancer whereas it indicated poor prognosis in LGG (18, 25, 26). Nevertheless, high infiltration of cytotoxic immune cells could suppress the development of tumor cells and result in favorable prognosis. In contrast, high infiltration of immunosuppressive immune cells such as M2 subtype macrophage and myeloid-derived suppressor cell would promote the progression of tumor and lead to poor prognosis. Therefore, immune-activating strategies such as ICIs remain to be promising therapeutics for glioma.

A previous study reported that immune infiltration-related lncRNA signature could predict responses to ICIs in non-small cell lung cancer patients, indicating the potential crosstalk between immune infiltration and immunotherapy response (46). Jiang et al. suggested that CTL-high tumors tended to evade from immune surveillance through inducing T cell dysfunction, which was defined as “non-responders” in TIDE algorithm (20). In our study, ssGSEA algorithm revealed that activated CD8+ T cell was highly enriched in high-risk group, which indicated a poor response to ICIs and was consistent with the elevated TIDE score in high-risk group.

Numerous studies have reported the role of lncRNA as biomarkers or potential therapeutic targets in cancers and other diseases (47, 48). Signatures composed on lncRNAs also exhibited promising value in predicting the prognosis and recurrence of cancers. Zhou et al. identified a six-lncRNA signature that could efficiently predict the risk of tumor recurrence in patients with colon cancer (49). Besides, signatures composed of immune-related lncRNA was shown to indicate the prognosis of patients with hepatocellular carcinoma, breast cancer, lung adenocarcinoma, and esophageal squamous cell carcinoma (50–53). In glioma, lncRNA signature was implicated to be a promising biomarker of tumor progression (54). However, to our limited knowledge, no study had reported the role of HRLs in the prognosis and immune microenvironment of gliomas. Our study constructed a 19-HRL signature that was associated with the prognosis the LGG patients. Besides, two major HRLs of the risk signature, LINC00941 and BASP1-AS1, were selected as the representation of HRL signature. Bioinformatic analyses indicated that LINC00941 and BASP1-AS1 were significantly associated with the prognosis and immune infiltration in LGG. In vitro experiments revealed that the inhibition of LINC00941 could significantly suppress the proliferation of glioma cells, whereas the inhibition of BASP1-AS1 exerted reversed effects. Previous studies indicated that ion channel was associated with the progression and prognosis of glioma (55, 56). Moreover, cell senescence was reported to correlate with the proliferation and migration of glioma (57, 58). Through the construction of ceRNA network, we found that LINC00941 and BASP1-AS1 might affect the proliferation of glioma cells via regulating ion channel activities and cell senescence. In addition, in high-LINC00941 and low-BASP1-AS1 group, EMT and TNF-α signaling pathways were highly enriched. Since EMT and TNF-α were found to be highly involved in the progression of glioma (59, 60), the increased level of LINC00941 and the decreased level of BASP1-AS1 might account for the promoted proliferation of glioma cells through activating EMT and TNF-α signaling pathway. Therefore, LINC00941 and BASP1-AS1 could be potential targets for glioma treatment.



Conclusions

To sum up, our study constructed a novel HRL signature that could predict the prognosis and was associated with immune infiltration of LGG. HRLs could be novel biomarkers to predict the prognosis and potential targets for LGG treatment.
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Natural killer (NK) cells are lymphocytes primarily involved in innate immunity and exhibit important functional properties in antimicrobial and antitumoral responses. Our previous work indicated that the enhancer of zeste homolog 2 (Ezh2) is a negative regulator of early NK cell differentiation and function through trimethylation of histone H3 lysine 27 (H3K27me3). Here, we deleted Ezh2 from immature NK cells and downstream progeny to explore its role in NK cell maturation by single-cell RNA sequencing (scRNA-seq). We identified six distinct NK stages based on the transcriptional signature during NK cell maturation. Conditional deletion of Ezh2 in NK cells resulted in a maturation trajectory toward NK cell arrest in CD11b SP stage 5, which was clustered with genes related to the activating function of NK cells. Mechanistically, we speculated that Ezh2 plays a critical role in NK development by activating AP-1 family gene expression independent of PRC2 function. Our results implied a novel role for the Ezh2-AP-1-Klrg1 axis in altering the NK cell maturation trajectory and NK cell-mediated cytotoxicity.
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Introduction

Natural killer (NK) cells are lymphocytes belonging to innate immunity with effector functions, including roles as cytolytic effectors and potent producers of cytokines (1–3). In the bone marrow (BM) of mice, the NK cell lineage derives from common lymphoid progenitors (CLPs) through the acquisition of CD122 expression (4). After acquiring NK1.1 and CD49b surface expression, murine NK cells can further develop to maturity (4, 5). NK cell maturation in vivo follows the pathway CD11blowCD27high (CD27 single positive, CD27 SP) → CD11bhighCD27high (CD11b CD27 double positive, DP) → CD11bhighCD27low (CD11b single positive, CD11b SP) (6). CD11bhigh NK cells display potent effector functions compared with CD27high NK cells (6). Klrg1 is a marker of terminal maturation acquired by NK cells (7, 8). Interestingly, Scott et al. found that Klrg1 is a C-type lectin-like inhibitory receptor with an immune receptor tyrosine-based inhibitory motif in its cytoplasmic domain during the activation of mouse NK cells (9). Masayuki et al. found that Klrg1 binds to members of the classical cadherin family and inhibits NK cell cytotoxicity (10). The Klrg1+ ILC2 pool has recently been shown to be impaired in mice deficient in BATF, a member of the AP-1 superfamily (11), implying a potential role of the AP-1 superfamily in the regulation of the Klrg1+ lymphocyte population.

Ezh2 is the catalytic subunit of polycomb repressive complex 2 (PRC2) (12) and has been traditionally known to mediate histone H3K27 trimethylation, a hallmark of silent chromatin (13). However, Ezh2 also promotes gene expression in cancer cells without being dependent on its methyltransferase activity. Ezh2 activates gene expression based on a transactivation domain (TAD) capable of interacting with components of the active transcription machinery (14). Shi B et al. found that Ezh2 physically binds to estrogen receptor α (ERα), β-catenin, and mediators to transactivate promoters of downstream genes in MCF-7 ER-positive breast cancer cells (15). In addition, Jung et al. also showed that the PRC2-independent interaction between Ezh2 and PAF (PCNA-associated factor) mediates activation of β-catenin target genes in colon cancer cells (16). We previously reported that deletion or inhibition of Ezh2 in hematopoietic stem and progenitor cells (HSPCs) enhanced NK cell commitment and cytotoxicity against tumor cells (17). However, whether Ezh2 regulates NK cell development and function at a later stage and how Ezh2 exerts its biological activity remain elusive.

In this study, NK cell maturation was divided into six detailed stages at the transcriptome level from early CD27 SP stage 1 to Klrg1 high stage 6. We further showed that altered NK-mediated cytotoxic function is intrinsically associated with altered developmental processes. Furthermore, Ezh2-/- NK cells followed a maturation trajectory toward arrest in CD11b SP stage 5. We found that the Klrg1 high stage corresponded to a late population to the CD11b SP stage. Itgam is clustered with genes known to enhance NK cell cytotoxic function through a pseudotemporal expression pattern (18–20), while Klrg1 shows the opposite orientation (21–24). Furthermore, we found that the transcriptional levels of AP-1 family members were consistently downregulated in Ezh2-deficient NK cells. Motifs distributed across promoters of genes from the AP-1 superfamily are most similar to the estrogen-related receptor (ERR) family binding site. In conclusion, our results implied a novel role for the Ezh2-AP-1-Klgr1 axis in altering the NK cell maturation trajectory and enhancing NK cell-mediated cytotoxicity.



Materials And Methods


Mice

Ezh2fl/fl mice were purchased from the Jackson Laboratory (Bar Harbor, ME, USA). Ncr1iCre mice were purchased from Beijing Biocytogen (Beijing, China). To generate Ezh2 deletion in NK cells, Ezh2fl/fl mice were crossed with Ncr1iCre mice to obtain Ezh2fl/fl;Ncr1iCre mice (Ezh2ΔNK). All mice were housed in a specific pathogen-free facility for use according to the guidelines for experimental animals at Capital Medical University. All animals used were C57BL/6 mice aged 6 to 8 weeks.



NK Cell Separation, Library Construction, and Sequencing

Spleens were mechanically disrupted in PBS, and single-cell suspensions were prepared as described previously (17). For cell sorting, bulk spleen cells were used to isolate CD45+CD3-CD19-NKp46+NK1.1+ cells for scRNA-seq experiments by the BD FACSAria III instrument, and the purity was generally above 95%. Library construction was performed using a BD Rhapsody™ Single-Cell Analysis System following a standard protocol provided by the manufacturer (BD Biosciences) (25). RNA sequencing was performed on an Illumina HiSeq 2500 machine with a sequencing depth of at least 50,000 reads per cell.



ScRNA-seq Data Analysis

Sequenced reads were aligned to the GRCm38 murine transcriptome, and then the expression of transcripts in each cell was quantified using the BD™ Rhapsody Whole Transcriptome Assay Analysis Pipeline. Downstream analyses were implemented using R (v4.0.2) and the package iCellR. Low-quality cells were excluded in the initial quality control (QC) step by removing cells with fewer than 500 genes expressed or more than 2,400 genes. We also removed cells with mitochondrial transcript contents greater than 5%. As a result, 2,584 Ezh2-/- NK cells and 2,612 WT NK cells were retained, and 2,584 WT NK cells were selected to achieve equal group numbers for further analysis. The function norm.date (norm.method = “ranked.glsf”, top.rank = 500) was applied for data normalization.



Dimension Reduction, Unsupervised Clustering, Cell Type Prediction, and Developmental Trajectory Inference

Variable genes were selected by the make.gene.model function (dispersion.limit = 1.5, base.mean.rank = 500, no.mito.model = T, mark.mito = T, interactive = F). Ribosomal genes were removed. Then, the variable genes were used for PCA implemented with the run.pca function. Next, we selected PCs 1–10 as input for tSNE and UMAP analyses or 1–20 for KnetL analysis. Cells were clustered with iCellR’s iclust function. Marker genes were identified by the findMarkers function (fold.change = 1.5, padjval = 0.1), and then top markers were determined (marker.genes, topde = 10, min.base.mean = 0.05, filt.ambig = F). Cell type prediction was performed by the cell.type.pred function (immgen.data = “uli.rna”, gene = maerker.genes, plot.type = “point.plot”, top.cell.types =10) based on the ImmGen Ultra Low Input (ULI) RNA-seq dataset. Pseudotime was generated with Monocle v2 to infer the potential lineage differentiation trajectory based on the iCellR object.



Identification of DEGs, Pathway Enrichment, Network Construction, and Molecular Complex Detection

DEG analysis was carried out in iCellR. We used the iCellR function run.diff.exp to identify DEGs between Ezh2fl/fl and Ezh2ΔNK cells within each stage. DEGs with padj < 0.05 were taken for further analysis. Identification of pathway and network enrichment and the MCODE algorithm were executed using Metascape (26) (http://metascape.org/). Accordingly, p-values were calculated based on the accumulative hypergeometric distribution, and q-values were calculated using the Banjamini–Hochberg procedure to account for multiple comparisons. Kappa scores were used as the similarity metric when performing hierarchical clustering on the enriched terms, and subtrees with a similarity > 0.3 were considered a cluster.



Gene Motif Analysis

The putative promoter sequence was obtained from mm10 of the UCSC genome and then submitted to the Multiple Expectation Maximization for Motif Elicitation (MEME) de novo motif detection tool (meme mocular_complex.txt -dna -oc. -nostatus -time 14400 -mod zoops -nmotifs 10 -minw 6 -maxw 50 -objfun classic -revcomp -markov_order 0) and the Tool for Motif to Motif comparison (TOMTOM) (tomtom -no-ssc -oc. -verbosity 1 -min-overlap 5 -mi 1 -dist pearson -evalue -thresh 10.0 -time 300 query_motifs db/JASPAR/JASPAR2018_CORE_vertebrates_nonredundant.memedb/MOUSE/uniprobe_mouse.meme) for comparison with known motifs.



Coexpression Network Construction

The WGCNA package of R software was applied to uncover correlations among genes. The gene expression matrix for each condition was extracted from iCellR. The power of β was set with the pickSoftThreshold function. The following analysis proceeded according to the official document provided by Dr. Jeremy Miller (https://horvath.genetics.ucla.edu/html/CoexpressionNetwork/JMiller/).




Results


NK Cells Were Separated Into Six Developmental Stages

Our previous research showed that Ezh2 is a negative regulator of NK cell differentiation and function (17). However, the role of Ezh2 in regulating NK cell maturation remains unclear. To determine the role of Ezh2 in NK cell maturation, we sorted NK cells from the spleens of Ezh2fl/fl and Ezh2ΔNK mice to study the developmental heterogeneity of NK cells at the single-cell level using the BD Rhapsody single-cell gene expression system. A mean of 1,446 genes per cell among WT NK cells and 1,333 among Ezh2-/- NK cells were detected from 5,168 cells (2,584 in each condition). The KNN-based network graph drawing layout (KNetL) analysis showed higher resolution in unbiased clustering than t-distributed stochastic neighbor embedding (t-SNE) or uniform manifold approximation and projection (UMAP) analyses (Figure S1). KNteL analysis showed 13 distinct clusters from both mouse strains based on transcript signatures of WT and Ezh2-/- NK cells (Figure 1 and Figure S2). The distributions of Cd27, Itgam, and Klrg1 followed a counterclockwise pattern in the KNetL plot. Each cluster was independently compared to the ImmGen Ultra Low Input (ULI) RNA-seq dataset, which contained a total of 157 cell types, using a hypergeometric test. The top 10 predicted cell type for each cluster was then exhibited (Figure S3). All clusters were predicted to be likely NK cells and retained for further analysis. We found that Cluster 1 showed the highest Cd27 expression and little Itgam expression; thus, this cluster was considered indicative of stage 1 (early CD27 SP NK cells). CD11b expression was initiated in Cluster 2 and Cluster 5 and then defined as corresponding to stage 2 (late CD27 SP NK cells). Stage 3 (early DP NK cells) and stage 4 (late DP NK cells) NK cells were identified based on the expression densities of Itgam and Cd27 (Figure S4). Initiation of Klrg1 expression occurred in stage 4. Cd27 expression was mostly lost since stage 5 (CD11b SP NK cells), which consisted of Clusters 6, 8, and 10. Clusters within stage 5 undergo a process of diminishing Cd27 expression, increasing Itgam expression, and steady but relatively moderate expression of Klrg1 in the order of Cluster 10 → Cluster 6 → Cluster 8 (Figure S4). Clusters 11, 12, and 13 corresponded to stage 6 terminal CD27-CD11bhighKlrg1high NK cells (Klrg1 high NK) (Figure 1B and Figure S4). We identified 57 marker genes across stages, and these genes separated the stages into two tendencies (Figure 1C). Stages 1–3 demonstrated higher transcriptional levels of Ltb, Emb, Thy1, Xcl1, Tcf7, Cxcr3, Ccr2, and Ctla2a, while stages 3–6 showed augmented levels of Ly6c2, Cma1, Gzma, Itgam, Klrg1, Rap1b, and Klra9. (Figure 1C). Of note, we found that initiation of Klrg1 transcription might be a late molecular event for Itgam (Figure 1D). In conclusion, we merged unbiased clusters into six stages—early CD27 SP, late CD 27 SP, early DP, late DP, CD11b SP, and Klrg1 high—based on the transcriptional levels of the conventional surface markers of NK cell development.




Figure 1 | Transcriptional levels of conventional surface markers across the single-cell transcriptional profile. (A) Expression of Cd27, Itgam, and Klrg1 across 13 clusters defined by KnetL. The color key indicates iCellR imputed gene expression values. (B) Merging strategy based on the expression of Cd27, Itgam, and Klrg1 across 13 clusters. (C) Heatmap of the top 10 marker genes within the six stages (left) and gene list (right). (D) Boxplots demonstrate the expression of Cd27 and Klrg1 in each newly merged NK stage.





Differential Cytotoxic Functions in Ezh2-Deficient NK Cells Were Intrinsically Associated With Alteration in the Developmental Process

To understand the differential gene expression pattern between WT and Ezh2-/- NK cells across six stages, we first determined the DEGs in two conditions within each stage (Table S1). A meta-analysis workflow (27) was used to combine DEGs between WT and Ezh2-deficient NK cells (Figure 2A). Interestingly, stage 2 and stage 5/6 shared many genes, implying that transcriptional alterations in stage 2 may have a cumulative effect in later stages. DEGs of CD11b SP stage 5 were enriched for terms related to natural killer cell-mediated cytotoxicity (ko34650) (Figure 2B). To further understand the biological processes that may influence NK cell cytotoxic function, a subset of enriched terms was selected and rendered as a network plot, where terms with a similarity > 0.3 were connected by edges. We selected the terms with the best p-values from each of the 20 clusters under a constraint of no more than 15 terms per cluster and no more than 250 terms in total. The enrichment network showed that the natural killer cell-mediated cytotoxicity term shared a close relationship with terms related to positive regulation of tumor necrosis factor production and osteoclast differentiation (Figure 2C). Of note, genes enriched in the osteoclast differentiation term, such as Id2 (28), Ccl3 (24), and Tyrobp (29), have been reported to also promote NK cell development (Figure 2D). These results suggested that the differential cytotoxic functions of NK cells may share intrinsic connections with an altered development process.




Figure 2 | Enriched pathway network of DEGs between WT and Ezh2-/-NK cells. (A) Overlap between gene lists, where purple curves link identical genes. (B) Heatmap of enriched terms across input gene lists colored by p-values. (C) Network of enriched terms colored by cluster ID, where nodes sharing the same cluster ID are typically close to each other. (D) Gene lists of indicated pathways and processes.





Maturation Trajectory of Ezh2-/- NK Cells Arresting in CD11b SP Stage 5

To explore the differential development process between WT NK cells and Ezh2-deficient NK cells, we used Monocle2 pseudotime analysis to simulate the maturation trajectory based on the marker gene in Figure 1. Cells from each of the six stages were assigned to the pseudotime trajectory with five states and two trajectories (Figure 3A). The pseudotime progression indicated the maturation order (Figure 3B). WT NK cells took advantage in trajectory 1, and Ezh2-/- NK cells dominated trajectory 2 (Figures 3C, F). The root point of trajectory 1 (up, state 1,5) is obvious upright as stage 1 mostly resided here. Based on this root point, the pseudotime dictated that the up-left side of trajectory 1 corresponded to the most mature population, which was dominated by stage 6. The cells in stage 2 to stage 5 spread across the trajectory from right to left. Trajectory 1 shows a classical process of NK cell maturation (Figures 3D, E). However, trajectory 2 (down, state 3, 4) seemed to skip stage 1 in the down-right. Interestingly, while stages 2, 3, 4, and 5 also spread from down-right state 4 to down-left state 3 in trajectory 2, stage 6 (Klrg1 high) was likely to be aborted in down-left side state 3 since stage 5 (CD11b SP) dominated this root (Figures 3D, E).




Figure 3 | The heterogeneity of relative maturity between WT and Ezh2ΔNK mice. (A) The relative maturity along the developmental trajectory is displayed across pseudotime. (B) Distribution of five developmental states defined by monocle along the pseudotime trajectory. (C) Distribution of all conditions along the pseudotime trajectory. (D) Distribution of all NK stages along the pseudotime trajectory. (E) Heatmap of normalized cell numbers of each NK stage in the pseudotime trajectory states. (F) The compositions of WT and Ezh2-/- NK cells in five states. (G) Heatmap showing clustering genes by pseudotemporal expression pattern.



Differential cytotoxic functions in Ezh2-deficient NK cells shared intrinsic connections with altered development processes (Figure 2). Thus, pseudotime-dependent genes were clustered by pseudotemporal expression patterns. Itgam and Klrg1 were separately grouped into Cluster 5 and Cluster 6, indicating that they followed differential kinetic trends. Of note, Gzma, Gzmb, Prf1, and Irf8 were clustered with Itgam (Figure 2), which is associated with NK cell antitumor function (18–20). Fcgr2b, Fgl2, Cx3cr1, and Klra9 (Ly49C) were grouped into Cluster 6 with Klrg1 (Figure 2). The expression of Fcgr2b, Fgl2, and Ly49C is known to impair the cytotoxic function of NK cells (21–23). Cx3cr1+ NK cells have been reported to show less proliferation potential than Cx3cr1- NK cells (30). These results indicate that CD11b SP NK cells may gain a cytotoxic capacity exceeding that of Klrg1-high NK cells. Therefore, these results suggested that deletion of Ezh2 may restrain the terminal Klrg1-high NK cell pool and lead to enhanced cytotoxicity.



Ezh2-Deficient NK Cells Exhibited a Lower Transcriptional Level of Members of the AP-1 Family

Interestingly, the frequencies of Klrg1+ NK cells were the same in Ezh2ΔNK mice compared with WT mice by flow cytometry (data not shown), although robust expansion of the CD27-CD11b+ NK pool was observed. To further explain this phenomenon, we identified a densely connected network of protein–protein interactions in DEGs using MCODE. Two key modes of densely connected network components were identified. MCODE1 is composed of Fos, Junb, Jund, and Jun (AP-1 superfamily), while Dusp1, Hspa1a, and Hspa1b (HSF-1 family) constitute MCODE2 (Figure 4A). The expression patterns of the indicated genes across stages between conditions were described. The genes were mostly downregulated in Ezh2-/- NK cells across six stages compared with WT NK cells (Figure 4B), which seems to contradict reports indicating that Ezh2 is a negative regulator of chromatin activation (31). To further explore the underlying mechanism, the promoter sequences of these genes were obtained from the UCSC Genome Browser (Table S2). Analysis of conserved motif distributions was performed using the motif analysis online program MEME (32). Motif 1 and Motif 2 were distributed across promoters of all genes (Figure 4C). Submission of the position weight matrix of motifs to TOMTOM (33) revealed that Motif 1 recognizes DNA and is most similar to the estrogen-related receptor family binding motif (Figure 4D).




Figure 4 | The potential mechanism by which Ezh2 regulates the expression of the indicated genes. (A) Components identified by the MCODE algorithm of Metascape analysis. (B) Boxplot of the indicated genes at different stages under the two conditions. (C) Distribution of PWM generated by the meme suite across promoters of the indicated genes. (D) The transcription factors predicted by TOMTOM.



We also performed the WGCNA. The most preserved module between the two conditions is turquoise (Figure S5A and Table S3). As expected, most of the regulators of NK cell maturation and function were in turquoise (Table S4), such as Il2rb, Cd27, Ifng, Nfkb1, Smad3, Tcf7, Bcl2, Foxo1, Gata3, Stat2, and Stat4 (5). Venn diagram showed the overlap between the Turquoise module genes and DEGs. Interestingly, members of AP-1 family Junb, Jund, and Fos belong to both DEGs and the turquoise module (Figure S5B). This agrees with our conclusion that the AP-1 family plays an important role in regulating the maturation and function of Ezh2-deficiency NK cells. Overall, our results suggested that deletion of Ezh2 may alter the NK maturation trajectory and enhance cytotoxic function by attenuating the AP-1 superfamily.




Discussion

The role of NK cells in the development and function of epigenetic modifications remains poorly understood. Specifically, histone modification during NK cell ontology is only partially defined. Li et al. found that the histone modification state has a profound impact on NK cell activation (34). During acute NK cell activation, the epigenetic and transcriptional profiles are altered, and p300 enhancer modifications are also involved in high-level transcriptional induction of T-bet and STATs to facilitate the rapid immune response (35). Kdm5a, an H3K4me3 demethylase, is a positive modifier of NK cell activation and is recruited to the SOCS1 promoter by p50 to maintain a repressive chromatin configuration, which promotes NK cell production of interferon-γ (IFN-γ) (36). Adam et al. identified histone H3K27 demethylases as key regulators of cytokine production using small-molecule inhibitors of chromatin methylation and acetylation screens in human NK cells, and GSK-J4 is an H3K27 demethylase inhibitor that can increase global levels of the repressive H3K27me3 chromatin marker and lead to suppression of the anti-inflammatory response (37). Interestingly, in our previous research, we found that Ezh2 deletion in Vav-iCre mice led to alterations in differentiation and enhanced function following Vav expression (17). Here, we found that loss of Ezh2 is required to constrain terminal and functionally impaired Klrg1-high NK cells.

ScRNA-seq is a powerful technique allowing unbiased identification of cellular diversity and heterogeneous transcriptional signatures within one cell population (38, 39). Our results provide a transcriptional landscape of individual NK cells from the mouse spleen and a clustered subpopulation of NK cells based on the distribution of surface markers. We identified six stages based on the transcriptional levels of Cd27, Itgam, and Klrg1: early CD27 SP stage 1, late CD27 SP stage 2, early DP stage 3, late DP stage 4, CD11b SP stage 5, and Klrg1 high stage 6 (Figure 1B). Trends in marker gene expression were basically consistent with those reported in previous research by Adeline Crinier et al. (40), as shown in Figure 1C. We noticed that differential NK cytotoxicity was intrinsically connected with altered developmental processes (Figures 2C, D). Furthermore, we found that Ezh2-deficient NK cells follow a maturation trajectory toward arrest before Klrg1 high stage 6 (Figure 3C). NK cells have been reported to acquire the terminal marker Klrg1 and become less responsive to proliferative signals following a decrease in the turnover rate and homeostatic expansion in vivo (8). Several studies have shown that Klrg1 inhibits NK cell activation (9) and cytotoxicity (10). Consistent with this, we found that Klrg1 was clustered with genes that are known to impair NK cell proliferation and cytotoxicity by a pseudotemporal expression pattern (Figure 3G). Thus, we speculated that enhanced cytotoxicity is due to a distinct maturation trajectory in Ezh2-deficient NK cells.

The AP-1 family is a pioneer transcription factor (TF) family with an important role in establishing new cell fate competence by granting long-term chromatin access to nonpioneer factors and is also a crucial determinant of cell identity through opening and licensing of the enhancer landscape (41, 42). In particular, AP-1 TFs recruit the SWI/SNF (BAF) complex to enhancers to establish accessible chromatin in fibroblasts (43). Jeong SM et al. found that the SWI/SNF chromatin-remodeling complex modulates peripheral T cell activation and proliferation by controlling AP-1 expression. Our previous research confirmed that tumor formation following SNF5 loss leads to elevated expression of EZH2 (44). Stefaniewe et al. found that Fra-2/AP-1 is regulated through lysine methylation by Ezh2 in terminal epidermal differentiation (45). Thus, we speculate that the AP-1 family plays an important role in EZH2-mediated chromatin remodeling.

Recently, the role of the AP-1 family in the immune response has also been explored (46, 47). BATF constitutes an important subset of the AP-1 superfamily (48) and forms a heterodimer complex containing AP-1 and JUN proteins to promote transcriptional activation (47). For example, Miller et al. found that the numbers and function of Klrg1-high ILC2 cells are impaired in the IL-25-mediated helminth clearance model in BATF-deficient mice (11). Consistently, as shown in Figure 4A, we found differential expression patterns of the AP-1 superfamily between the two mouse strains by MCODE. We further confirmed that AP-1 superfamily members were downregulated in Ezh2-/- NK cells compared to WT NK cells at each stage (Figure 4B). In our WGCNA, the AP-1 family was found to contain modules with many important regulators of NK cell maturation and function. Thus, we speculate that the AP-1 family plays an important role in Ezh2-mediated regulation of NK cell maturation and cytotoxicity. Lau et al. found that Klrg1 was within regions with the most variable chromatin accessibility during MCMV infection. Of note, members of the AP-1 transcription factor family, especially Junb and Jund, are found in regions that become more accessible to memory NK cells than to naïve NK cells (49). Our results supported that the members of AP-1 superfamily skew the Klrg1+ NK population.

A nonclassical regulatory mechanism of Ezh2 exists in cancer cells. For example, Ezh2 can activate the transcription of downstream target genes through methylation of nonhistone proteins (50, 51) or directly form transcription complexes with other factors independent of PRC2 (15, 16, 52). Jiao L et al. reported that Ezh2 contains a hidden, partially disordered transactivation domain (TAD), which directly binds to the transcriptional coactivator p300 and activates gene expression (14). Specifically, Shi B et al. reported that Ezh2 physically interacts directly with estrogen receptor alpha and functionally enhances gene transactivation (15). We found that motifs enriched in promoters of the indicated genes are most likely to be the binding site of ERRs, which are structurally similar to the ER (53, 54). Our study implied that Ezh2 may act as a transcriptional activator in the regulation of AP-1 superfamily gene expression by interacting with ERRs. In conclusion, our results implied a novel role for the Ezh2-AP-1-Klgr1 axis in altering the NK cell maturation trajectory and NK cell-mediated cytotoxicity.
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Supplementary Figure 1 | PCA, UMAP, tSNE and KnetL plots of clusters.


Supplementary Figure 2 | Percentages of NK cells from the indicated conditions across thirteen clusters.


Supplementary Figure 3 | Top 10 cell types identified using the ImmGen Ultra Low Input (ULI) RNA-seq dataset against the genes within each cluster by a hypergeometric test.


Supplementary Figure 4 | Boxplots of Cd27, Itgam, and Klrg1 across the original 13 clusters in (A), WT mice and Ezh2ΔNK mice or across 6 newly merged stages in WT mice and Ezh2ΔNK mice.


Supplementary Figure 5 | (A) Hierarchical cluster tree showing coexpression modules of WT NK cells (left) identified by WGCNA and their preservation in Ezh2-deficient NK cells (right). (B) Venn diagram showing the overlap between the Turquoise module genes and DEGs.



References

1. Lodoen, MB, and Lanier, LL. Natural Killer Cells as an Initial Defense Against Pathogens. Curr Opin Immunol (2006) 18:391–8. doi: 10.1016/j.coi.2006.05.002

2. Wang, D, and Malarkannan, S. Transcriptional Regulation of Natural Killer Cell Development and Functions. Cancers (2020) 12:1591. doi: 10.3390/cancers12061591

3. Vivier, E, Ugolini, S, Blaise, D, Chabannon, C, and Brossay, L. Targeting Natural Killer Cells and Natural Killer T Cells in Cancer. Nat Rev Immunol (2012) 12:239–52. doi: 10.1038/nri3174

4. Yu, J, Freud, AG, and Caligiuri, MA. Location and Cellular Stages of Natural Killer Cell Development. Trends Immunol (2013) 34:573–82. doi: 10.1016/j.it.2013.07.005

5. Abel, AM, Yang, C, Thakar, MS, and Malarkannan, S. Natural Killer Cells: Development, Maturation, and Clinical Utilization. Front Immunol (2018) 9:1869. doi: 10.3389/fimmu.2018.01869

6. Kim, S, Iizuka, K, Kang, HS, Dokun, A, French, AR, Greco, S, et al. In Vivo Developmental Stages in Murine Natural Killer Cell Maturation. Nat Immunol (2002) 3:523–8. doi: 10.1038/ni796

7. Narni-Mancinelli, E, Chaix, J, Fenis, A, Kerdiles, YM, Yessaad, N, Reynders, A, et al. Fate Mapping Analysis of Lymphoid Cells Expressing the NKp46 Cell Surface Receptor. Proc Natl Acad Sci USA (2011) 108:18324–9. doi: 10.1073/pnas.1112064108

8. Huntington, ND, Tabarias, H, Fairfax, K, Brady, J, Hayakawa, Y, Degli-Esposti, MA, et al. NK Cell Maturation and Peripheral Homeostasis Is Associated With KLRG1 Up-Regulation. J Immunol (2007) 178:4764–70. doi: 10.4049/jimmunol.178.8.4764

9. Robbins, SH, Nguyen, KB, Takahashi, N, Mikayama, T, Biron, CA, and Brossay, L. Cutting Edge: Inhibitory Functions of the Killer Cell Lectin-Like Receptor G1 Molecule During the Activation of Mouse NK Cells. J Immunol (2002) 168:2585–9. doi: 10.4049/jimmunol.168.6.2585

10. Ito, M, Maruyama, T, Saito, N, Koganei, S, Yamamoto, K, and Matsumoto, N. Killer Cell Lectin-Like Receptor G1 Binds Three Members of the Classical Cadherin Family to Inhibit NK Cell Cytotoxicity. J Exp Med (2006) 203:289–95. doi: 10.1084/jem.20051986

11. Miller, MM, Patel, PS, Bao, K, Danhorn, T, O'Connor, BP, and Reinhardt, RL. BATF Acts as an Essential Regulator of IL-25-Responsive Migratory ILC2 Cell Fate and Function. Sci Immunol (2020) 5:eaay3994. doi: 10.1126/sciimmunol.aay3994

12. Jiao, L, and Liu, X. Structural Basis of Histone H3K27 Trimethylation by an Active Polycomb Repressive Complex 2. Science (2015) 350:aac4383. doi: 10.1126/science.aac4383

13. Cao, R, Wang, L, Wang, H, Xia, L, Erdjument-Bromage, H, Tempst, P, et al. Role of Histone H3 Lysine 27 Methylation in Polycomb-Group Silencing. Science (2002) 298:1039–43. doi: 10.1126/science.1076997

14. Jiao, L, Shubbar, M, Yang, X, Zhang, Q, Chen, S, Wu, Q, et al. A Partially Disordered Region Connects Gene Repression and Activation Functions of EZH2. Proc Natl Acad Sci USA (2020) 117:16992–7002. doi: 10.1073/pnas.1914866117

15. Shi, B, Liang, J, Yang, X, Wang, Y, Zhao, Y, Wu, H, et al. Integration of Estrogen and Wnt Signaling Circuits by the Polycomb Group Protein EZH2 in Breast Cancer Cells. Mol Cell Biol (2007) 27:5105–19. doi: 10.1128/MCB.00162-07

16. Jung, HY, Jun, S, Lee, M, Kim, HC, Wang, X, Ji, H, et al. PAF and EZH2 Induce Wnt/beta-Catenin Signaling Hyperactivation. Mol Cell (2013) 52:193–205. doi: 10.1016/j.molcel.2013.08.028

17. Yin, J, Leavenworth, JW, Li, Y, Luo, Q, Xie, H, Liu, X, et al. Ezh2 Regulates Differentiation and Function of Natural Killer Cells Through Histone Methyltransferase Activity. Proc Natl Acad Sci United States America (2015) 112:15988–93. doi: 10.1073/pnas.1521740112

18. Lieberman, J. Granzyme A Activates Another Way to Die. Immunol Rev (2010) 235:93–104. doi: 10.1111/j.0105-2896.2010.00902.x

19. Fehniger, TA, Cai, SF, Cao, X, Bredemeyer, AJ, Presti, RM, French, AR, et al. Acquisition of Murine NK Cell Cytotoxicity Requires the Translation of a Pre-Existing Pool of Granzyme B and Perforin mRNAs. Immunity (2007) 26:798–811. doi: 10.1016/j.immuni.2007.04.010

20. Adams, NM, Lau, CM, Fan, X, Rapp, M, Geary, CD, Weizman, OE, et al. Transcription Factor IRF8 Orchestrates the Adaptive Natural Killer Cell Response. Immunity (2018) 48:1172–82.e6. doi: 10.1016/j.immuni.2018.04.018

21. Bhatnagar, N, Ahmad, F, Hong, HS, Eberhard, J, Lu, IN, Ballmaier, M, et al. FcgammaRIII (CD16)-Mediated ADCC by NK Cells Is Regulated by Monocytes and FcgammaRII (Cd32). Eur J Immunol (2014) 44:3368–79. doi: 10.1002/eji.201444515

22. Ostapchuk, YO, Perfilyeva, YV, Kali, A, Tleulieva, R, Yurikova, OY, Stanbekova, GE, et al. Fc Receptor Is Involved in Nk Cell Functional Anergy Induced by Miapaca2 Tumor Cell Line. Immunol Invest (2020) 30:1–16. doi: 10.1080/08820139.2020.1813757

23. Forbes, CA, Scalzo, AA, Degli-Esposti, MA, and Coudert, JD. Ly49C Impairs NK Cell Memory in Mouse Cytomegalovirus Infection. J Immunol (2016) 197:128–40. doi: 10.4049/jimmunol.1600199

24. Bernardini, G, Sciume, G, Bosisio, D, Morrone, S, Sozzani, S, and Santoni, A. CCL3 and CXCL12 Regulate Trafficking of Mouse Bone Marrow NK Cell Subsets. Blood (2008) 111:3626–34. doi: 10.1182/blood-2007-08-106203

25. Shum, EY, Walczak, EM, Chang, C, and Christina Fan, H. Quantitation of mRNA Transcripts and Proteins Using the BD Rhapsody Single-Cell Analysis System. Adv Exp Med Biol (2019) 1129:63–79. doi: 10.1007/978-981-13-6037-4_5

26. Zhou, Y, Zhou, B, Pache, L, Chang, M, Khodabakhshi, AH, Tanaseichuk, O, et al. Metascape Provides a Biologist-Oriented Resource for the Analysis of Systems-Level Datasets. Nat Commun (2019) 10:1523. doi: 10.1038/s41467-019-09234-6

27. Tripathi, S, Pohl, MO, Zhou, Y, Rodriguez-Frandsen, A, Wang, G, Stein, DA, et al. Meta- and Orthogonal Integration of Influenza "OMICs" Data Defines a Role for UBR4 in Virus Budding. Cell Host Microbe (2015) 18:723–35. doi: 10.1016/j.chom.2015.11.002

28. Hesslein, DG, and Lanier, LL. Transcriptional Control of Natural Killer Cell Development and Function. Adv Immunol (2011) 109:45–85. doi: 10.1016/B978-0-12-387664-5.00002-9

29. Tomasello, E, and Vivier, E. KARAP/DAP12/TYROBP: Three Names and a Multiplicity of Biological Functions. Eur J Immunol (2005) 35:1670–7. doi: 10.1002/eji.200425932

30. Bari, R, Granzin, M, Tsang, KS, Roy, A, Krueger, W, Orentas, R, et al. A Distinct Subset of Highly Proliferative and Lentiviral Vector (LV)-Transducible NK Cells Define a Readily Engineered Subset for Adoptive Cellular Therapy. Front Immunol (2019) 10:2001. doi: 10.3389/fimmu.2019.02001

31. Sauvageau, M, and Sauvageau, G. Polycomb Group Proteins: Multi-Faceted Regulators of Somatic Stem Cells and Cancer. Cell Stem Cell (2010) 7:299–313. doi: 10.1016/j.stem.2010.08.002

32. Bailey, TL, and Elkan, C. Fitting a Mixture Model by Expectation Maximization to Discover Motifs in Biopolymers. Proc Int Conf Intell Syst Mol Biol (1994) 2:28–36.

33. Gupta, S, Stamatoyannopoulos, JA, Bailey, TL, and Noble, WS. Quantifying Similarity Between Motifs. Genome Biol (2007) 8:R24. doi: 10.1186/gb-2007-8-2-r24

34. Li, Y, Wang, J, Yin, J, Liu, X, Yu, M, Li, T, et al. Chromatin State Dynamics During NK Cell Activation. Oncotarget (2017) 8:41854–65. doi: 10.18632/oncotarget.16688

35. Sciume, G, Mikami, Y, Jankovic, D, Nagashima, H, Villarino, AV, Morrison, T, et al. Rapid Enhancer Remodeling and Transcription Factor Repurposing Enable High Magnitude Gene Induction Upon Acute Activation of NK Cells. Immunity (2020) 53:745–58.e4. doi: 10.1016/j.immuni.2020.09.008

36. Zhao, D, Zhang, Q, Liu, Y, Li, X, Zhao, K, Ding, Y, et al. H3K4me3 Demethylase Kdm5a Is Required for NK Cell Activation by Associating With P50 to Suppress Socs1. Cell Rep (2016) 15:288–99. doi: 10.1016/j.celrep.2016.03.035

37. Cribbs, A, Hookway, ES, Wells, G, Lindow, M, Obad, S, Oerum, H, et al. Inhibition of Histone H3K27 Demethylases Selectively Modulates Inflammatory Phenotypes of Natural Killer Cells. J Biol Chem (2018) 293:2422–37. doi: 10.1074/jbc.RA117.000698

38. Kolodziejczyk, AA, Kim, JK, Svensson, V, Marioni, JC, and Teichmann, SA. The Technology and Biology of Single-Cell RNA Sequencing. Mol Cell (2015) 58:610–20. doi: 10.1016/j.molcel.2015.04.005

39. Stubbington, MJT, Rozenblatt-Rosen, O, Regev, A, and Teichmann, SA. Single-Cell Transcriptomics to Explore the Immune System in Health and Disease. Science (2017) 358:58–63. doi: 10.1126/science.aan6828

40. Crinier, A, Milpied, P, Escaliere, B, Piperoglou, C, Galluso, J, Balsamo, A, et al. High-Dimensional Single-Cell Analysis Identifies Organ-Specific Signatures and Conserved NK Cell Subsets in Humans and Mice. Immunity (2018) 49:971–86.e5. doi: 10.1016/j.immuni.2018.09.009

41. Martinez-Zamudio, RI, Roux, PF, de Freitas, J, Robinson, L, Dore, G, Sun, B, et al. AP-1 Imprints a Reversible Transcriptional Programme of Senescent Cells. Nat Cell Biol (2020) 22:842–55. doi: 10.1038/s41556-020-0529-5

42. Soufi, A, Garcia, MF, Jaroszewicz, A, Osman, N, Pellegrini, M, and Zaret, KS. Pioneer Transcription Factors Target Partial DNA Motifs on Nucleosomes to Initiate Reprogramming. Cell (2015) 161:555–68. doi: 10.1016/j.cell.2015.03.017

43. Vierbuchen, T, Ling, E, Cowley, CJ, Couch, CH, Wang, X, Harmin, DA, et al. AP-1 Transcription Factors and the BAF Complex Mediate Signal-Dependent Enhancer Selection. Mol Cell (2017) 68:1067–1082 e12. doi: 10.1016/j.molcel.2017.11.026

44. Wilson, BG, Wang, X, Shen, X, McKenna, ES, Lemieux, ME, Cho, YJ, et al. Epigenetic Antagonism Between Polycomb and SWI/SNF Complexes During Oncogenic Transformation. Cancer Cell (2010) 18:316–28. doi: 10.1016/j.ccr.2010.09.006

45. Wurm, S, Zhang, J, Guinea-Viniegra, J, Garcia, F, Munoz, J, Bakiri, L, et al. Terminal Epidermal Differentiation Is Regulated by the Interaction of Fra-2/AP-1 With Ezh2 and ERK1/2. Genes Dev (2015) 29:144–56. doi: 10.1101/gad.249748.114

46. Zenz, R, Eferl, R, Scheinecker, C, Redlich, K, Smolen, J, Schonthaler, HB, et al. Activator Protein 1 (Fos/Jun) Functions in Inflammatory Bone and Skin Disease. Arthritis Res Ther (2008) 10:201. doi: 10.1186/ar2338

47. Murphy, TL, Tussiwand, R, and Murphy, KM. Specificity Through Cooperation: BATF-IRF Interactions Control Immune-Regulatory Networks. Nat Rev Immunol (2013) 13:499–509. doi: 10.1038/nri3470

48. Dorsey, MJ, Tae, HJ, Sollenberger, KG, Mascarenhas, NT, Johansen, LM, and Taparowsky, EJ. B-ATF: A Novel Human bZIP Protein That Associates With Members of the AP-1 Transcription Factor Family. Oncogene (1995) 11:2255–65.

49. Lau, CM, Adams, NM, Geary, CD, Weizman, OE, Rapp, M, Pritykin, Y, et al. Epigenetic Control of Innate and Adaptive Immune Memory. Nat Immunol (2018) 19:963–72. doi: 10.1038/s41590-018-0176-1

50. Kim, E, Kim, M, Woo, DH, Shin, Y, Shin, J, Chang, N, et al. Phosphorylation of EZH2 Activates STAT3 Signaling via STAT3 Methylation and Promotes Tumorigenicity of Glioblastoma Stem-Like Cells. Cancer Cell (2013) 23:839–52. doi: 10.1016/j.ccr.2013.04.008

51. Xu, K, Wu, ZJ, Groner, AC, He, HH, Cai, C, Lis, RT, et al. EZH2 Oncogenic Activity in Castration-Resistant Prostate Cancer Cells Is Polycomb-Independent. Science (2012) 338:1465–9. doi: 10.1126/science.1227604

52. Lee, ST, Li, Z, Wu, Z, Aau, M, Guan, P, Karuturi, RK, et al. Context-Specific Regulation of NF-kappaB Target Gene Expression by EZH2 in Breast Cancers. Mol Cell (2011) 43:798–810. doi: 10.1016/j.molcel.2011.08.011

53. Giguere, V, Yang, N, Segui, P, and Evans, RM. Identification of a New Class of Steroid Hormone Receptors. Nature (1988) 331:91–4. doi: 10.1038/331091a0

54. Hong, H, Yang, L, and Stallcup, MR. Hormone-Independent Transcriptional Activation and Coactivator Binding by Novel Orphan Nuclear Receptor ERR3. J Biol Chem (1999) 274:22618–26. doi: 10.1074/jbc.274.32.22618




Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.


Publisher’s Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Yu, Su, Huang and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 29 October 2021

doi: 10.3389/fimmu.2021.746647

[image: image2]


Comprehensive of N1-Methyladenosine Modifications Patterns and Immunological Characteristics in Ovarian Cancer


Jinhui Liu 1†, Can Chen 2†, Yichun Wang 3†, Cheng Qian 1†, Junting Wei 4, Yan Xing 1* and Jianling Bai 5*


1 Department of Gynecology, The First Affiliated Hospital of Nanjing Medical University, Nanjing, China, 2 Department of Laboratory Medicine, The First Affiliated Hospital, Nanjing Medical University, Nanjing, China, 3 Department of Urology, The First Affiliated Hospital of Nanjing Medical University, Nanjing, China, 4 The Second Clinical School of Nanjing Medical University, Nanjing, China, 5 Department of Biostatistics, School of Public Heath, Nanjing Medical University, Nanjing, China




Edited by: 

Mingzhu Yin, Central South University, China

Reviewed by: 

Yifei Liu, Affiliated Hospital of Nantong University, China

Fangrong Yan, China Pharmaceutical University, China

*Correspondence: 

Jianling Bai
 baijianling@njmu.edu.cn
 Yan Xing
 13951891712@163.com



†These authors have contributed equally to this work


Specialty section: 
 This article was submitted to Cancer Immunity and Immunotherapy, a section of the journal Frontiers in Immunology








Received: 24 July 2021

Accepted: 14 October 2021

Published: 29 October 2021

Citation:
Liu J, Chen C, Wang Y, Qian C, Wei J, Xing Y and Bai J (2021) Comprehensive of N1-Methyladenosine Modifications Patterns and Immunological Characteristics in Ovarian Cancer. Front. Immunol. 12:746647. doi: 10.3389/fimmu.2021.746647




Background

recently, many researches have concentrated on the relevance between N1-methyladenosine (m1A) methylation modifications and tumor progression and prognosis. However, it remains unknown whether m1A modification has an effect in the prognosis of ovarian cancer (OC) and its immune infiltration.



Methods

Based on 10 m1A modulators, we comprehensively assessed m1A modification patterns in 474 OC patients and linked them to TME immune infiltration characteristics. m1Ascore computed with principal component analysis algorithm was applied to quantify m1A modification pattern in OC patients. m1A regulators protein and mRNA expression were respectively obtained by HPA website and RT-PCR in clinical OC and normal samples.



Results

We finally identified three different m1A modification patterns. The immune infiltration features of these m1A modification patterns correspond to three tumor immune phenotypes, including immune-desert, immune-inflamed and immune-excluded phenotypes. The results demonstrate individual tumor m1A modification patterns can predict patient survival, stage and grade. The m1Ascore was calculated to quantify individual OC patient’s m1A modification pattern. A high m1Ascore is usually accompanied by a better survival advantage and a lower mutational load. Research on m1Ascore in the treatment of OC patients showed that patients with high m1Ascore showed marked therapeutic benefits and clinical outcomes in terms of chemotherapy and immunotherapy. Lastly, we obtained four small molecule drugs that may potentially ameliorate prognosis.



Conclusion

This research demonstrates that m1A methylation modification makes an essential function in the prognosis of OC and in shaping the immune microenvironment. Comprehensive evaluation of m1A modifications improves our knowledge of immune infiltration profile and provides a more efficient individualized immunotherapy strategy for OC patients.
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Introduction

Most scientists have focused on the critical effect on RNA methylation modifications in regulating genetic function. Different from DNA methylation, RNA methylation modifications, including N6-methyladenosine (m6A), 5-methylcytosine (m5C) and N1-methyladenosine (m1A), mainly regulate genetic expression at the post-transcriptional level (1–4). Among them, m1A methylation modification refers to inserting a methyl ester to its nitrogen atom at the adenine 1 position of RNA molecules such as mRNA, tRNA, and rRNA (5, 6), and m1A methylation modification is mainly enriched in mRNA 5’-untranslated region (UTR), which is different from most common m6A RNA modification (5, 7). m1A methylation modification maintains the structure and function of non-coding RNAs (ncRNAs), a process that is dynamically reversible and involves three classes of molecules: methyltransferases, demethylases and binding proteins (8). TRMT10C, Trmt61B and TRMT6/61A (methyltransferases) mediate the methylation modification process, as TRMT10C catalyzes m1A at site 9, Whereas the remaining two were catalyzed at site 58 (9–11). Demethylases including ALKBH1 and ALKBH3 can scrub the methylation modification signal from single-stranded DNA and RNA (12–15). The m1A binding proteins comprising YTHDF1, YTHDF2, YTHDF3 and YTHDC1 can read m1A methylation modification information and recognize and bind m1A methylation sites (16). These regulatory genes make an essential function in the process of modifying m1A. More researches have shown that abnormal expression or mutations of m1A regulatory molecules can affect transcription and translation processes, leading to abnormal pathological processes such as abnormal cell proliferation, retarded organismal development and tumorigenesis (17–20).

Using immune checkpoint inhibitors (ICIs), particularly PD-1, PD-L1 and CTLA-4 have become pivotal drugs in tumor-targeted molecular therapy with a brighter therapeutic future (21, 22). Ovarian cancer (OC) is a common malignant carcinoma of female reproductive organs, which seriously threatens women’s lives. Currently, some scholars believe that the application of ICIs can restore T cell function and achieve therapeutic effects (23). However, in clinical practice, most OC patients show resistance to ICIs or the clinical benefits are not as expected (24). The application of ICIs therapy in OC is still controversial (25, 26). Positive response to immunotherapy usually depends on tumor cell interactions (27, 28) and immune regulation within tumor microenvironment (TME) (29, 30). TME consists of tumor cells, neighboring cells, vasculature and the extracellular matrix (ECM). The interaction between tumor cells and other components of TME can induce physiological or pathological changes (31). For example, the immunosuppressive microenvironment in epithelial ovarian cancer (EOC) makes it ineffective for immunotherapy. However, the use of 5-azacytidine has been clinically found to not only increase CD8+ T cells and NK cells, but also decrease the macrophage and myeloid suppressor cell in TME. At this point, the tumor immunosuppressive microenvironment is weakened and the efficacy of immune checkpoint therapy is improved (32). Therefore, understanding the interactions and detailed mechanisms between immunotherapy and TME is a priority to improve the efficacy of immunotherapy.

Recently, some researches have concentrated on exploring the relationship between m1A regulators and TME. For example, woo et al. believe that the cytokine CSF-1 has an adverse effect on the prognosis of OC, and m1A methylation is engaged in the degradation of CSF-1 mRNA. Among them, ALKBH3 overexpression increase the stability of CSF-1 and increase CSF-1 expression (18). Wang et al. found that the silencing of TRMT10C suppresses OC proliferation and migration (33). However, the influence of m1A regulators on the development and progression of OC depends on the interaction of multiple regulators, rather than the influence of a single molecule. Thence, a complete assessment of the immune status mediated by multiple m1A regulators will facilitate our insight into the regulatory role of m1A regulators in OC TME.

In this research, we compiled the genetic and clinical information of 474 OC patients to synthetically assess m1A modification modes and correlate them with TME. Ultimately, we identified three m1A modification modes and observed different immune status and prognosis among the modes, which indicates that m1A modification in OC patients makes a critical function in establishing a single TME. Therefore, we developed a scoring system on the basis of genetic profile of the m1A regulators to quantify the m1A modification pattern of each OV patient.



Methods


Ovarian Cancer Data Source and Preprocessing

Public RNA-seq expressed data and full clinical annotations are available from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) databases. The exclusion criteria include removing all samples without clinical follow-up information, removing all samples with unknown survival time < 30 days and removing all samples without survival status. After excluding samples with incomplete survival data, a total of 3 eligible OC cohorts, including GSE9891, GSE29691 and TCGA-OV, were collected to be processed. RNA sequencing data of gene expression (FPKM values) and clinical information in TCGA dataset were accessed directly from GDC website (https://portal.gdc.cancer.gov/). FPKM data were converted to transcripts per kilobase million (TPM) data. Normalized RNA sequencing data and corresponded clinical information for GSE9891, GSE29691 microarray dataset were accessed directly from GEO website (http://www.ncbi.nlm.nih.gov/geo). Batch effects between these cohorts were removed using “sva” R package (34). OC patients with mutational data were obtained from TCGA database. A total of 16 OC specimens and 16 normal tissues were obtained from the first affiliated hospital of Nanjing medical university. We obtain all the written informed consent from patients.



Unsupervised Clustering Analysis of 10 m1A Regulators

Total 10 regulators were selected from TCGA and GEO datasets for determining m1A modification patterns. On the basis of expression of 10 m1A regulators, we used the ConsensuClusterPlus package to apply unsupervised clustering analysis in order to facilitate the identification of different m1A modification patterns and the classification of patients. The consensus clustering algorithm determines how many clusters there are, and the process is repeated a thousand times to ensure reliability (35, 36).



Gene Set Variation Analysis (GSVA)

GSVA, a non-parametric unsupervised method, can be applied to assess the difference gene set enrichment between different m1A modification modes (37). Download the gene set “c2.cp.kegg.v6.2.symbols” from MSigDB database and use it for running GSVA. An adjusted P<0.05 was regarded as statistically significant.



TME Immune Cell Infiltration Analysis

CIBERSORT provides expression data for 22 common immune cells LM22. Based on these data, we calculated the association between m1Ascore and immune cell infiltration (38, 39). We utilized the ssGSEA (single sample gene set enrichment analysis) algorithm to assess the degree on immune infiltration. ESTIMATE algorithm was utilized to score stromal and immune gene sets and calculate tumor purity (40).



Identify Differentially Expressed Genes (DEGs) Between Different Phenotypes of m1A

We applied the empirical Bayesian approach of the limma package to find out DEGs of the three m1A modification patterns (41). The adjusted p for these genes is less than 0.05.



Construction of m1A Gene Signature

In order to quantify m1A modification pattern of single OC patients, we built a score scheme to assess m1A modification patterns, which we termed as m1Ascore. The m1Ascore was built in the following steps: first, we normalized the DEGs extracted from the different m1Aclusters and extracted overlapping DEGs. overlapping DEGs were analyzed using unsupervised clustering to classify OC patients into several groups. Consensus clustering algorithms were used to determine the count of gene clusters and their stabilization. We conducted prognostic analysis for each overlapping DEG with Cox regression method and screened genes with P<0.05. Principal component analysis (PCA) was used for building m1A-associated gene signature. Principal components 1 and 2 were both chosen for feature scores. m1Ascore = ∑ (PC1i + PC2i). Where i is m1A phenotype-related genes’ expression (42, 43).



IPS Analysis

IPS is a representative gene associated with immunogenicity calculated using z-score. It uses PD-L1 expression of the four tumor-associated immune cells individually as an evaluation metric to distinguish the beneficiary population. Higher scores were linked to high immunogenicity (44). OC patients’ IPS comes from the Cancer Immunome Atlas (TCIA) (https://tcia.at/home).



Connectivity Map (CMap) Dataset

CMap, as a gene expression profile database, allows the comparison of differentially expressed gene profiles with database reference datasets to obtain highly correlated agents with diseases (45). We utilized the CMap database to obtain the linkage between m1Ascore, OC and drugs. The 3D structures of the obtained agents can be accessed from Pubchem website.



External Validation of 10 m1A Regulators Protein Levels

The Human Protein Atlas (HPA) (https://www.proteinatlas.org) includes tissue and cellular protein distribution data from 44 different normal tissue categories and 17 major cancer categories. Immunohistochemical staining intensity, number, location and patient information are available online. After exploring 10 m1A-related genes in HPA database, seven m1A regulators expression (ALKBH1, ALKBH3, TRMT6, TRMT10C, TRMT61B, YTHDC1 and YTHDF2) in normal and OC tissues was obtained.



Quantitative Real Time PCR

Trizol reagent (Thermo Fisher Scientific, USA) was utilized to isolate and extract RNA from tissue samples. NanoDrop 2000 spectrophotometer (Thermo Scientific, USA) was designed to assess RNA quantity control and concentration. A high-capacity reverse transcription kit (Takara, Japan) was designed for reverse transcription of total RNA to cDNA. qRT-PCR was conducted in a Light Cycler 480II (Roche) using SYBR Green technology (Takara). Record the cycling threshold (Ct) for each gene and calculate the target gene mRNA expression with the 2-ΔΔCt method. All steps of the qRT PCR were performed according to the reagent instructions and all experiments were repeated 3 times. PCR primers are showed in Table S1.



Statistical Analysis

Correlation coefficients between immune cells and m1A regulators expression were calculated by Spearman correlation analysis. Differences between three groups were compared with Kruskal-Wallis test, and associations among categorical covariates were tested with χ2 test (46). Based on the relevance of m1Ascore to patient prognosis, the optimal cut-off value for each dataset sub-group was defined using the survminer R package. This value dichotomizes the patients into high and low m1Ascore subgroups. Log-rank statistics were used for reducing the batch effect of calculations. Kaplan-Meier method was applied for drawing OS plots and log-rank test was utilized to identify statistics differences. Univariate Cox regression were used to compute risk ratios for m1A regulators and genes associated with m1A phenotype. Multivariate Cox regression was applied for identifying independent survival factors as well as the “forestplot” R package to visualize the results. The Maftools package and its “oncoplot” feature are used to present mutational differences. P < 0.05 is considered statistically significant. All data were processed in R 3.6.1 software.




Results


m1A Regulators Mutation and Expression Difference and Its Clinical Relevance in OC

The total workflow is as shown in the following figure (Supplementary Figure 1). According to previous literature reports, we identified 10 m1A methylated genes. First, we integrated somatic mutations and copy number variants (CNVs) of these genes to characterize the mutations. As can be seen in Supplementary Figure 2, the mean mutation rate of m1A regulators is very low, and only 7 of 436 specimens have m1A regulator mutations, with a frequency of 1.61%. Subsequently, we analyzed the change frequency of the CNV in m1A regulators. Figure 1A shows that copy number variation was present in all 10 regulators, of which, most were dominated by copy number amplification, with only YTHDF2 exhibiting a copy number deletion. Figure 1B further visualizes the location of CNV alterations in the m1A regulators on the chromosome. By analyzing the expression of these 10 m1A regulators, we identified two subgroups that did not cross over, which demonstrated that we could completely distinguish between OC and normal samples based on m1A regulators expression levels (Figure 1C).




Figure 1 | Landscape of genetic and expression variation of m1A regulators in ovarian cancer. (A) The CNV variation frequency of m1A regulators in TCGA-OV cohort. The deletion frequency, green dot; The amplification frequency, red dot. (B) The location of CNV alteration of m1A regulators on 23 chromosomes using TCGA cohort. (C) Principal component analysis for the expression profiles of 10 m1A regulators to distinguish tumors from normal samples in TCGA cohort. (D, E) Boxplot and differential expression heatmap of m1A RNA methylation regulators in OC and normal tissues from (D) TCGA and (E) GEO datasets. (F) The PPI network of m1A RNA methylation regulators. (G) Spearman correlation analysis of m1A RNA methylation regulators in TCGA cohort. (H) Spearman correlation analysis of m1A RNA methylation regulators in GSE27651 cohort. (I) The interaction among m1A regulators in ovarian cancer. Violet dots in the circle, risk factors of prognosis; green dots in the circle, favorable factors of prognosis. The lines linking regulators showed their interactions, and thickness showed the correlation strength between regulators. *P < 0.05; **P < 0.01; ***P < 0.001. ns, not significant.



For searching the link between m1A methylation regulators and OC, we compared m1A regulator mRNA expression in OC and normal tissues from two databases, TCGA and GEO, respectively. TCGA data showed aberrant expression of all m1A regulators in OC. The expression of all genes in OC was greater than that in normal (p<0.001, Figure 1D). However, the different expression of these m1A regulators was not the same as that in GSE27651 database. In GSE27651 dataset, there was no statistical difference in ALKBH3 and TRMT61A expression between OC and normal samples. And compared with normal tissues, ALKBH1 expression (P<0.01) was significantly decreased in OC, while the expression of YTHDC1 increased (P<0.05, Figure 1E). Furthermore, we compared the differences in m1A regulator expression at the protein level between two tissues. The results proved that ALKBH3 expression was lower in tumor compared to normal tissues, TRMT61A expression differences were not meaningful and the rest were expressed higher in OC (Supplementary Figure 3A). The above analysis indicates a high degree of heterogeneity in genetic variation and expression differences between normal and OC tissues, which indicates that the imbalance in the expression of m1A regulators makes a critical function in the development of OC and that genetic variation may interfere with their expression levels.

Next, we tried to clarify the relationship among the 10 m1A RNA methylation regulators. Analysis of the String database (Figure 1F) showed that ALKBH1 may be a central gene of the m1A RNA methylation regulator. However, further analysis did not display an expression correlation between ALKBH1 and other regulators. Interestingly, in TCGA cohort, we found that TRMT10C was positively related with seven m1A regulators, particularly YTHDF1 and YTHDF2. In contrast, YTHDC1 was negatively correlated with other eight regulators, particularly YTHDF1 and TRMT10C (Figure 1G). This suggests that TRMT10C and YTHDC1 may be key genes in m1A RNA methylation regulators affecting OC occurrence and development. However, in the GSE27691 cohort, we found that TRMT61A was negatively correlated with the expression of seven m1A regulators, particularly YTHDC1 and YTHDF1. In contrast, YTHDF1 was positively correlated with six other regulators, particularly YTHDC1 (Figure 1H). Broadly speaking, the correlation trends between the regulators in the TCGA and GEO databases were generally consistent.

We discuss the prognostic relevance of m1A regulators in patients with OC (Supplementary Figure 3B). We found that some m1A regulators, including ALKBH1, ALKBH3, TRMT6, TRMT10C, YTHDF1 and YTHDF2 are oncogenic and that overexpression of these genes results in worse prognosis for OC patients. The m1A regulator network diagram further describes the connections and interactions between m1A regulators and their prognostic significance for OV patients (Figure 1I). We revealed that m1A regulators expression showed significant correlations both within the same category and between different categories.



m1A Regulators-Mediated m1A Modification Patterns

According to 10 m1A regulator expression, we used R program to classify OC patients with different m1A modification patterns and eventually identified three different modification patterns by using an unsupervised clustering approach, namely m1A cluster-A (227 patients), B (148 patients), and C (236 patients) (Figure 2A and Supplementary Figures 4A–C). To discover the prognostic worth of the three m1A modification patterns, we concluded Kaplan-Meier analysis, the survival curves showed that the m1A cluster-B modification pattern was more pronounced among the three m1A modification subtypes (P = 0.009, Figure 2B). We also plotted heat maps to discuss the correlation between clinicopathological characteristics of OC patients and m1A modification patterns (Figure 2C).




Figure 2 | The m1A modification patterns in OC and biological characteristics of m1A subtypes. (A) The principal component analysis for the transcriptome profiles of three m1A modification patterns. (B) Survival analyses of the three m1A modification patterns based on 611 OC patients. (C) Unsupervised clustering of 10 m1A regulators in two independent ovarian cancer cohorts. (D, E) GSVA enrichment analysis showing the activation states of biological pathways in distinct m1A modification patterns. The red represented activated pathways and blue represented inhibited pathways. (D) The m1A cluster A vs m1A cluster B; (E) The m1A cluster B vs m1A cluster C.



Subsequently, we performed GSVA enrichment analysis of the three m1A modification patterns to investigate the associated pathways and biological significance. As shown in Figures 2D, E, m1A cluster-A and m1A cluster-C are similar in that both are significantly enriched for a number of gene replication and repair-related pathways, including homologous recombination, mismatch repair, and DNA replication. Differently, ECM-receptor interaction and focal adhesion were heavily abundant in m1Acluster-B, which may be related to the cellular matrix and its role in TME.



Immune Characteristics in Different m1A Modification Patterns

To better understand the relationship between m1A modification patterns and immunity, we explored immune characteristics of different m1A modification patterns. Analysis of cellular infiltration in the TME showed that the three m1A modification patterns had distinctly different TME cellular infiltration characteristics, with the most abundant immune cellular infiltration in m1A cluster-B, including many CD4+ T cells, plasmacytoid dendritic cells, monocyte, NK cells, MDSC, etc. (Figure 3A). This immunological profile corresponds to a tumor immune-inflamed phenotype (47), and tumor patients with this profile are the most responsive to immunotherapy, and m1A cluster-B patients do show a matched survival advantage (Figure 2B).




Figure 3 | TME cell infiltration characteristics and immune checkpoints in distinct m1A modification patterns. (A) The abundance of each TME infiltrating cell in three m1A modification patterns. (B) The box plot indicated the correlation between different m1A modification patterns and immune scores, stromal scores and estimate score. (C) The expression of CTLA-4, PD1, PD-L1 and PD-L2 among distinct m1A modification patterns. *P < 0.05; **P < 0.01; ***P < 0.001. ns, not significant.



Furthermore, the results of GSVA analysis showed (Figure 2E) that the cluster B modification pattern significantly correlated with intrastromal interactions. Therefore, we hypothesized that the matrix in cluster B activates the anti-tumor effects of immune cells. We then employed ESTIMATE algorithm to calculate the proportion of the immune matrix component of each m1A modification pattern in the TME and presented it as immune score, stromal score and estimate score, which were positively correlated with immunity, stroma and the sum of both. We found that clusters-A and B had significantly more immune and stromal components in TME than cluster-C (p<0.05, Figure 3B).

In clinical tumor immunotherapy, the main immune checkpoint inhibitors currently in use include CTLA-4 inhibitors and PD-1 inhibitors. In order to advance the study of ICIs, understanding immune checkpoints expression in three m1A modification patterns is necessary. Therefore, we explored immune checkpoints expression in different m1A modification patterns. As seen in Figure 3C, immune checkpoint expression was slightly different in m1A subtypes, with slightly higher immune checkpoint expression in cluster A compared to cluster C (p < 0.05).



Construction of m1A Gene Signature and Its Immunological and Clinical Characterization

To explore the biology of each m1A modification pattern, we identified 527 m1A-associated DEGs (Figure 4A) and conducted GO and KEGG analysis on these genes (Supplementary Figure 4D). Based on 527 m1A phenotype-related genes, an unsupervised cluster analysis was then performed, and the patients were divided into different genomic groups. Similarly, unsupervised clustering algorithm exhibited three m1A modification genomic phenotypes, which termed as m1A gene clusters A, B, C (Figure 4B and Supplementary Figures 4E–G). This demonstrates that there are indeed three distinct patterns of m1A modification in OC. We observed that the three different gene clusters have different clinical characteristics (Figure 4B). Compared with m1A gene cluster-A and cluster-C, OC patients in m1A gene cluster-B displayed poor differentiation and higher frequency of recurrence (Figure 4B); and of the three m1A gene clusters, patients in gene cluster-C had longer survival times (p=0.001, Figure 4C). Moreover, m1A regulators’ expression in the three m1A gene clusters also had significant differences (Figure 4D). In addition, we performed immune correlation analysis on the m1A gene cluster A-C. As shown in Figure 4E, the three m1A gene modification patterns have different TME cell infiltration characteristics. Unlike the m1A modification pattern, the m1A gene modification pattern has the most abundant immune cell infiltration in m1A gene cluster-A, such as activated CD8+T cell, MDSC, immature DC, monocyte, plasmacytoid DC, etc. After applying ESTIMATE algorithm, we found that gene cluster-A has the most immune and matrix components in TME, followed by gene cluster-B (P<0.05, Figure 4F). These findings demonstrate that m1A methylation modifications play an important regulatory effect on building of different TME landscapes.




Figure 4 | The m1A gene clusters in OC and biological characteristics of m1A gene subtypes. (A) 527 m1A phenotype-related genes shown in venn diagram. (B) Unsupervised clustering of overlapping m1A phenotype-related genes in TCGA and GEO cohorts to classify patients into different genomic subtypes, termed as m1A gene cluster A-C, respectively. The gene clusters, m1A clusters, tumor stage, grade, survival status and age were used as patient annotations. (C) Kaplan-Meier curves indicated m1A modification genomic phenotypes were markedly related to overall survival of OC patients. (D) The expression of 10 m1A regulators in three m1A gene clusters. (E) The abundance of each TME infiltrating cell in three m1A gene clusters. (F) The box plot indicated difference in immune scores, stromal scores and estimate score between three m1A gene clusters. *P < 0.05; **P < 0.01; ***P < 0.001. ns, not significant.



Due to individual differences in m1A modification, based on 527 DEGs, we built a score system to accurately assess m1A modification pattern of single OC patients, and termed it the m1Ascore. First, the alluvial map visually displays the attribute changes of a single OC patient (Figure 5A). To better characterize the immunological profile of m1A feature, we analyzed the association between immune cells and m1Ascore (Figure 5B). Kruskal-Wallis test showed significant differences in m1Ascore between m1A gene clusters. Gene cluster-C scored highest median value and the lowest was for gene cluster-B (Figure 5C). In contrast, the highest median value was observed in m1A cluster B, while the lowest median value was observed in m1A cluster C (Figure 5D). Combining previous survival analysis in different clusters (Figures 2B and 4C), this indicates that the m1Ascore may be positively correlated with the survival of OC patients.




Figure 5 | Construction of m1A signatures. (A) Alluvial diagram showing the changes of m1Aclusters, gene cluster, m1Ascore and patient survival status. (B) Correlations between m1Ascore and the known gene signatures using Spearman analysis. Negative correlation was marked with blue and positive correlation with red. (C) Differences in m1Ascore among three gene clusters. (D) Differences in m1Ascore among three m1A modification patterns. (E) The correlation between m1Ascore and several immune cell, including resting dendritic cells, macrophages M1, resting memory CD4+ T cells, CD8+ T cells, follicular helper T cells and gamma delta T cells. (F) The abundance of each TME infiltrating cell in low- and high-m1Ascore group. (G) Enrichment plots showing cell cycle, citrate cycle TCA cycle, DNA replication, mismatch repair, and oxidative phosphorylation pathways were enriched in the low m1Ascore subgroup. *P < 0.05; **P < 0.01; ***P < 0.001. ns, not significant.



Until we determined the prognostic value of m1Ascore, we evaluated the significance of the m1Ascore in immunological terms. First, we examined the correlation between immune cells and m1Ascore, and found that M1 macrophages, CD8+ T cells, gamma delta T cells, T follicular helper cells decreased as m1Ascore increased, with a negative correlation between the two; in contrast DCs and resting CD4 memory T cells were positively related to m1Ascore, and cell infiltration increased with increasing score (Figure 5E). Subsequently, following the optimal cutoff values defined from survminer package, we dichotomized OC specimens into high- and low-m1Ascore groups and initially assessed the TME immune infiltration in these two groups. Figure 5F shows that intrinsic immune cells, including monocyte, NK cells and plasmacytoid DCs, were predominantly increased in high m1Ascore subgroup. On the contrary, there are more adaptive immune cells, consisting of B cells, CD4+ T cells and CD8+ T cells in low m1Ascore subgroup. Similarly, we apply the ESTIMATE algorithm between the two groups, and noticed no significant difference in infiltrating components in TME between the two groups (Supplementary Figure 4H). Furthermore, GSEA revealed that the low m1Ascore group mainly enriched some metabolic pathways and gene replication and repair-related pathways, including DNA replication and oxidative phosphorylation signaling. These are all tumor-related pathways, suggesting a poor prognosis for the low m1Ascore group (Figure 5G).

Next, we deeply analyze the value of m1Ascore in the prognosis of OC patients. High m1Ascore group patients showed better survival benefits (Figure 6A). Similarly, the high m1Ascore group consistently showed a marked survival advantage in patients stratified by different clinical characteristics (Figure 6B). Moreover, high m1Ascore group had a significantly greater proportion of early-stage patients and recurrence-free population (Figure 6C), and these patients had higher m1Ascore (P<0.05, Figure 6D). This means that high scoring populations characterized by m1Acluster-B modification modes and immune activation phenotypes have a more favorable prognostic outlook. The above outcomes indicate that m1Ascore can also be employed to assess several clinical features of OC patients, including clinical stage, grade, and survival status.




Figure 6 | Characteristics of m1A modification in OC patient subtypes. (A) Survival analyses of low and high m1Ascore patient groups in OC cohort using Kaplan-Meier curves. (B) Kaplan-Meier curves depicted the survival difference between low and high m1Ascore in the stratified analysis of OC patients, including age, grade, stage, and BRCA mutation. (C) The proportion of patient survival status, stage and grade in high and low m1Ascore groups. (D) Boxplots for m1Ascore between different characteristics OC patients, including patient survival status, stage and grade.





Correlation Between m1A Score and Tumor Burden Mutation

There is a statistics association between tumor burden mutations (TMB) and tumor stage, grade, residual tumor size, and immune infiltrating cells in TME, which indicates that TMB has a major role in predicting OC survival and guiding immunotherapy in OC patients (48). Given TMB’s clinically important nature, we attempted to probe the inherent relevance between TMB and m1Ascore to clarify genuine markings of the two groups. First, as shown in Figure 7A, although not statistically significant, low m1Ascore subgroup patients showed greater TMB than high m1Ascore group. Correlation analysis also confirmed that m1Ascore is significantly negatively associated with TMB (Spearman coefficient: R = -0.18, p = 0.0051; Figure 7B). Then, patients were dichotomized into high and low TMB groups. As shown in Figure 7C, we observed that OS was better in high-TMB patients (p=0.016). Collectively, these findings indicate that m1Ascore can be treated a predictor independent of TMB. Besides, we use maftools package to compare the distribution of somatic variation between low and high m1Ascore groups in TCGA. Figure 7D illustrates that low m1Ascore group exhibited a more extensive TMB than the high m1Ascore subgroup. These results provide new insights into the mechanisms underlying tumor m1Ascore composition and gene mutation, and indirectly confirm the value of m1Ascore in predicting the outcome of immunotherapy




Figure 7 | The Correlation between the m1Ascore and somatic variants. (A) TMB difference in the high and low m1Ascore subgroups. (B) Scatterplots depicting the positive correlation between m1Ascores and tumor mutation load. (C) Kaplan-Meier curves for high and low TMB groups of the TCGA-OV patient. (D) The single-nucleotide variant was constructed using high m1Ascores on the left (red) and low m1Ascores on the right (blue). Individual patients are represented in each column.





The Role of m1A Modification Patterns in Ovarian Cancer Treatment

In recent years, platinum-based drugs and paclitaxel have been used as representative drugs for chemotherapy of OC (49). For this reason, based on the two treatment cohorts of TCGA and GSE9891, we explored whether m1A modification characteristics can predict the response of patients to these two first-line chemotherapeutic agents, including cisplatin and paclitaxel. It can be seen from Figure 8A that patients with low m1Ascore showed significant treatment sensitivity to both groups of drugs, which indicates that the m1Ascore facilitates the forecasting of patient reaction to chemotherapy.




Figure 8 | m1A modification patterns in the role of OC clinical therapies (A) Box plot showing the sensitivity of patients with high and low m1Ascore subgroups to chemotherapy drugs, including cisplatin and paclitaxel. (B) The association between IPS and immune checkpoints in OC patients with different m1Asocre. (C) The expression of immune-relevant genes in high and low m1Ascore subgroups. *P < 0.05; **P < 0.01; ***P < 0.001; ns, not significant.



Moreover, we utilized CMap database to examine the potential role of m1Ascore in the development of new drugs for OC. First, we screened for differentially expressed genes between the groups with high and low m1Ascore (Supplementary Figures 5A, B) and conducted GO and KEGG enrichment analysis on these genes (Supplementary Figures 5C, D). Subsequently, we utilized CMap database to analyze these genes and find drugs with high association with OC. The top 10 small molecule drugs highly correlated with OC are shown in Table 1. Among these agents, we obtained chemical structure information from PubChem for 4 most important small molecule agents (Figures 9A–D).


Table 1 | Results of CMap analysis.






Figure 9 | The 3D structure of the four small molecule drugs for OC. (A) resveratrol, (B) amodiaquine, (C) pyrvinium, and (D) pyridoxine.



ICI has emerged as a key drug for immunotherapy (23). However, there is still several patients who do not respond to immunotherapy, which to some extent limits the application of ICIs. Therefore, Charoentong et al. developed a quantitative scoring scheme called immune phenotype score (IPS) to ascertain the determinants that influence tumor immunogenicity. In this scoring scheme, IPS is an excellent predictor for detecting anti PD-1 and anti CTLA-4 antibody responses (44). Here, we completely analyzed the link that exists between IPS and immune characteristics. The IPS-CTLA4-neg-PD-1-neg, IPS-CTLA4-neg-PD-1-pos, IPS-CTLA4-pos-PD-1-neg, IPS-CTLA4-pos-PD-1-pos scores were designed to assess the likelihood of patients receiving ICIs therapies. The results proved that the score increased significantly in the high m1Ascore group (Figure 8B): IPS-CTLA4-neg-PD-1-neg, P = 0.023; IPS-CTLA4-neg-PD-1-pos, P = 0.036. This indicates that the high m1Ascore group shows higher IPS and appears to have more immunogenic phenotypes. These results suggest that the effectiveness of ICIs may be better in patients with high m1Ascore.

Besides, we also investigated some common immune molecules expressions in different m1Ascore groups, including CD274, PDCD1, CD40, CXCL9 and so on. We observed that most genes, except CD70, showed higher expression levels in the low m1Ascore group (Figure 8C). This may also be a major factor in the lower survival rate of low m1Ascore patients (Figure 6A). These results above imply that quantification of m1A modification patterns might be used as a prospective and stable biomarker for chemotherapeutic response and immunotherapy evaluation.



Clinical Validation of Proteins, mRNA Expression of m1A Regulators

We used the HPA database to analyze m1A regulator protein expression. Since immunohistochemical data for TRMT61A, YTHDF and YTHDF3 were missing from the HPA data, we only analyzed the remaining seven m1A regulators. Compared to the normal tissue, TRMT10C, TRMT6 and YTHDF2 were relatively highly expressed in the tumor tissue, while YTHDC1 was relatively less expressed. TRMT61B was moderately expressed in both tumor and normal samples. ALKBH1 and ALKBH3 were both lowly expressed in tumor and normal samples (Figures 10A–G).




Figure 10 | Protein expression of 10 m1A regulators in the tumor and normal tissues in the HPA database. (A) ALKBH1 expression. (B) ALKBH3 expression. (C) TRMT10C expression. (D) TRMT6 expression. (E) TRMT61B expression. (F) YTHDC1 expression. (G) YTHDF2 expression.



In terms of mRNA levels, TRMT6, TRMT61A, TRMT61B, TRMT10C, YTHDF1 and YTHDF2 YTHDF3 were overexpressed in tumor sample. While ALKBH1 and YTHDC1 were overexpressed in normal sample. ALKBH3 expression had no difference between the tumor and normal sample (Figures 11A–J). The mRNA expression detected by PCR was in general agreement with the TCGA database (Figure 1D).




Figure 11 | The mRNA expression of the 10 m1A regulators in tumor and normal samples. (A–J) The mRNA expression of (A) ALKBH1, (B) ALKBH3, (C) TRMT6, (D) TRMT61A, (E) TRMT61B, (F) TRMT10C, (G) YTHDC1, (H) YTHDF1, (I) YTHDF2 and (J) YTHDF3. *P < 0.05; **P < 0.01; ns, not significant.






Discussion

More and more evidences show that under the interaction between multiple m1A regulators, m1A modification makes a critical function in inflammation, immune response, and tumorigenesis (50, 51). Most previous researches have focused on a single cell or a single regulator (51, 52), and thus a comprehensive understanding of the overall infiltration characteristics of the immune microenvironment mediated by the co-regulation of multiple m1A regulators is still lacking. Lately, m6 A modification has been fully explored in the tumor immune infiltration of OC (53). In this research, we highlighted the effect of m1A modifications in TME cell infiltration to enhance the knowledge of anti-tumor immune response and allow for targeted immunotherapy regimens to be proposed.

In our research, on the basis of 10 m1A regulators, we identified three different m1A modification patterns. Each of the three modification patterns has a different TME immune cell infiltration profile, where the ESTIMATE algorithm showed substantial innate immunity and matrix activation in both cluster-A and B. Combined with immune cell infiltration profile, we observed that cluster-B corresponds to immune-inflamed phenotype, which contains many CD4+ T cells accompanied by myeloid cells and monocytes infiltration that activates an adaptive immune response. Cluster-A corresponds to the immune-excluded phenotype. Although there is also a large infiltration of immune cells within this tumor phenotype, most immune cells are present in the matrix that surrounds the nests of tumor cells, instead of penetrating the parenchyma. This limits tumor entry for immune cells to exert their immune effects. The characteristics of cluster-C correspond to an immune-desert phenotype. The immune-desert phenotype is related to immune tolerance and absence of T cell activation (47). By combining the immune cell infiltration profiles of individual clusters, this confirms the validity of the immunophenotypic categorization of the various m1A modification patterns. Thus, having thoroughly explored TME cell infiltration profiles induced by different m1A modification patterns, improves the future application of precision-focused, personalized therapy against OC. Furthermore, in this research, differences in the mRNA transcriptome between different m1A modification patterns have been demonstrated to be markedly linked to m1A and cellular matrix-related biological pathways. These DEGs are considered to be m1A-associated signature genes. In agreement with the clustering of m1A-modified phenotypes, three genomic clusters were defined on the basis of DEGs that were likewise associated with matrix and immune activation. This reaffirms important role of m1A modifications in structuring the diverse TME landscape. Hence, a comprehensive evaluation of m1A modification patterns will strengthen our visibility into the infiltration features of TME cells.

Given individual differences in m1A modification, a scoring system was developed to precisely assess the pattern of m1A modification in single OC patients, referred to as the m1Ascore. m1Acluster B, characterized by an immune-inflamed phenotype, showed the highest m1Ascore and the best prognostic outcome, whereas the immune-desert phenotype, characterized by m1Acluster C was the exact opposite. These results were also fully validated in the m1A genomic clusters. This suggests that m1Ascore is a reliable prognostic factor in OC and can be used to comprehensively assess individual tumor m1A modification patterns.

ICTs, including anti-PD-1 and CTLA-4 therapies have completely improved therapeutic and prognostic profile for a variety of advanced cancers, including OC (54). Although the survival of OC patients receiving immunotherapy has been significantly improved, there are obvious individual differences in the response of patients to immunotherapy. Therefore, finding markers that predict the results of immunotherapy is of clinical relevance. Earlier studies indicated that large CD8+ T cell infiltration plus the presence of nonsynonymous mutations propel the reaction to anti-PD-1 therapy. Furthermore, by confirming the predictive worth of m1Ascore in two anti-PD-1 and anti-CTLA-4 immunotherapy cohorts, we discovered that high m1Ascore patients were more likely to be treated with ICIs. Thus, we prove that m1A modification patterns play a nontrivial part in molding distinct immune TME landscapes, meaning that m1A modification influences ICI treatment efficacy.

Luckily, we have found several small molecule medicines, such as resveratrol, amodiaquine, pyrvinium and pyridoxine, that can improve ovarian cancer treatment outcomes. Among them, resveratrol, as a natural polyphenolic organic compound, has antioxidant, anti-inflammatory, anti-cancer and cardiovascular protective functions. In a variety of tumor models, including ovarian cancer and pancreatic cancer, resveratrol was proven to be potent in controlling tumor cell proliferation and cancer development. Nevertheless, resveratrol is impacted by several factors during cancer treatment and further clinical studies are needed to confirm its role (55, 56). Usually, amodiaquine is applied to treat various types of malaria, acting in the intra-erythrocytic phase, mainly controlling symptoms quickly and with good tolerability (57). Currently, some studies have revealed that amodiaquine has potential anticancer effects in some cancers and has a wide range of applications (58, 59). Pyrvinium, as a cyanamide dye-like compound, has a significant anti-pinworm effect, interfering with the respiratory enzyme system of the worm and inhibiting oxygen uptake. In clinical trials, pyrvinium pamoate is considered to be an anthelmintic with anticancer effects. It kills tumor cells and restrains cancer cell metastasis by suppressing lipid anabolic metabolism (60, 61). Pyridoxine, also known as vitamin B6, is an essential trace element for maintaining the metabolic and regulatory processes of the body. Some studies have proven that pyridoxine intake is negatively associated with breast cancer risk, which means that pyridoxine has a potential protective function on the risk of breast cancer (62, 63). The above-mentioned agents have their own different effects in the anti-tumor field. However, clinical trials are still needed to validate the application of these drugs in OC patients.

Finally, we measured mRNA and protein expression levels of m1A regulators in OC and normal samples. We found higher protein and mRNA expression of TRMT6, TRMT10C and YTHDF2 in tumor samples. TRMT61A, TRMT61B, YTHDF1 and YTHDF3 mRNAs were higher in tumor tissues, but protein expression was weaker or not apparently distinct between tumor and normal samples. ALKBH1 and ALKBH3 mRNAs were higher in normal samples, but protein expression did not differ markedly between tumor and normal samples. YTHDC1 protein mRNA and mRNA expression were higher in normal tissues. mRNA and protein expression were broadly in agreement with TCGA and GEO databases.

However, our study also has some deficiencies. Our research materials are all derived from databases, and the results are obtained on the basis of bioinformatics. There is a lack of clinical cohorts and prospective clinical trials to validate the correlation between m1A modification and tumor immunity.

In clinical applications, m1Ascore can be applied to synthetically assess the m1A methylation modification pattern and the corresponding immune cell infiltration characteristics in individual patients, so as to facilitate the determination of tumor immunophenotypes and guide more effective clinical medications. We also proved that m1Ascore can be used not only to assess the clinicopathological characteristics of patients, including clinical stage and tumor mutation burden, but also as an independent prognostic biomarker. Furthermore, we validated that m1Ascore predicts the effectiveness of adjuvant chemotherapy and the clinical response of patients to anti-PD-1/CTLA-4 therapy. Thus, we herein provide clinicians with new ideas for immuno-oncology and individualized immunotherapy in OC.



Conclusion

In conclusion, this research investigated the regulatory role of m1A methylation modifications in the immune microenvironment of OC. m1A methylation modifications are one of the critical factors contributing to the heterogeneity of individual tumor immune infiltration. A thorough evaluation of m1A modification patterns in single OC patients may facilitates our comprehension of tumor immune landscape and provide more efficacious therapeutic approaches for OC patients.
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Supplementary Figure 1 | The workflow employed in the development of the m1Ascore.

Supplementary Figure 2 | The mutation frequency of 10 m1A regulators in 436 patients with ovarian cancer. Each column represented individual patients. The upper barplot showed TMB and the number on the right indicated the mutation frequency in each regulator. The right barplot showed the proportion of each variant type. The stacked barplot below showed fraction of conversions in each sample.

Supplementary Figure 3 | (A) Differential expression of the m1A methylation regulators at the protein level. (B) Kaplan-Meier curves demonstrate the prognostic relevance of m1A methylation regulator expression to OC patients.(A)

Supplementary Figure 4 | (A) Cumulative distribution function curves for unsupervised clustering of 10 m1A regulators, k = 2-9. (B) Relative change in area under the CDF curve for unsupervised clustering of 10 m1A regulators, k = 2-9. (C) Heat map of the consensus matrix for the OC sample at k = 3. (D) Gene Ontology (left) and Kyoto Encyclopedia of Genes and Genomes (right) enrichment analyses of 527 m1A phenotype-related DEGs. (E) Cumulative distribution function curves for unsupervised clustering of 527 m1A phenotype-related genes in OC cohort, k = 2-9. (F) Relative change in area under the CDF curve for unsupervised clustering of 527 m1A phenotype-associated genes, k = 2-9. (G) Heat map of the consensus matrix for k = 3. (H) The box plot indicated difference in immune scores, stromal scores and estimate score between low and high m1Ascore subgroup

Supplementary Figure 5 | (A) Volcano plot of differentially expressed genes between high and low m1Ascore groups. (B) heatmap of differentially expressed genes between high and low m1Ascore groups. (C) Kyoto Encyclopedia of Genes and Genomes and (D) Gene Ontology enrichment analyses of differentially expressed genes between groupings of high and low m1Ascore.
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Interferon-gamma (IFN-γ) has a complex role in modulating the tumor microenvironment (TME) during renal cell carcinoma (RCC) development. To define the role of IFN-γ response genes in RCC progression, we characterized the differential gene expression, prognostic implications, and DNA variation profiles of selected IFN-γ response signatures, which exhibited a significant hazard ratio for the overall survival (OS) and progression-free survival (PFS) of papillary, chromophobia, and clear cell RCC (ccRCC) patients (n = 944). Prognostic nomograms were constructed to predict the outcomes for ccRCC patients, highlighting the prognostic implications of RANBP2-type and C3HC4-type zinc finger containing 1 (RBCK1). Interestingly, large-scale pan-cancer samples (n = 12,521) and three single-cell RNA datasets revealed that RBCK1 showed markedly differential expression between cancer and normal tissues and significantly correlated with tumor-infiltrating immune cells, tumor purity, and immune checkpoint molecules, such as PD-L1, CTLA-4, LAG-3, and TIGIT in pan-cancer samples. Notably, the TIDE score was significantly higher in the RBCK1high group compared with the RBCK1low group in both ccRCC and RCC cohorts. Besides, immunohistochemistry staining showed significantly elevated RBCK1 expression in tumors (n = 50) compared with kidney samples (n = 40) from a real-world cohort, Fudan University Shanghai Cancer Center (FUSCC, Shanghai). After RBCK1 expression was confirmed in ccRCC, we found a significantly decreased number of infiltrating CD4+ T cells, CD4+ FOXP3+ Treg cells, M1 macrophages, and CD56bight/dim NK cells in the immune-cold RBCK1high group. In addition to the distinct heterogeneous immune microenvironment, the increased expression of RBCK1 predicted a prominently worse prognosis than the RBCK1low group for 232 ccRCC patients in the FUSCC proteomic cohort. Furthermore, after transfected with siRNA in human ccRCC cells, extraordinarily decreased cell proliferation, migration capacities, and prominently elevated apoptosis tumor cell proportion were found in the siRNA groups compared with the negative control group. In conclusion, this study identified IFN-γ response clusters, which might be used to improve the prognostic accuracy of immune contexture in the ccRCC microenvironment. Immune-cold RBCK1high patients have pro-tumorigenic immune infiltration and significantly worse outcomes than RBCK1low patients based on results from multi-omics to real-world data. Our discovery of novel independent prognostic indicators for RCC highlights the association between tumor alterations and immune phenotype.
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Introduction

Although the diagnosis and treatment of renal cell carcinoma (RCC) have improved over the past 20 years, RCC is still one of the most fatal urinary malignancies. There were approximately 400,000 new RCC cases and 175,000 estimated deaths caused by RCC worldwide in 2018 (1). RCC can be classified as papillary RCC (pRCC), chromophobia RCC (chRCC), or clear cell RCC (ccRCC), which arise from the renal cortex or renal tubular epithelial cells and accounts for approximately 85% of all primary renal cancers (2).

Interferon (IFN) therapy, the first effective immunotherapy, has an important role in the treatment of RCC. In the era of targeted therapy, IFN is used to treat high-risk metastatic renal cell carcinoma patients in Japan and improve their survival (3). RCC patients with lung metastasis can benefit from combination therapy with IFN-α and IL-2 (4, 5). Currently, there are many strategies for the treatment of RCC including targeted therapies such as sorafenib and sunitinib or immunotherapies such as PD-L1 or PD-1 inhibitors. These new treatment regimens have important implications for the management of RCC. However, RCC is a highly heterogeneous cancer that lacks effective markers to guide prognosis and treatment (6). Furthermore, activation of tumor cell pro-cancer signals not only affects its own malignant biological behavior to promote tumor occurrence and development but also changes the metabolism and secretion of tumor cells and the tumor microenvironment, which alters the functional phenotype of tumor-infiltrating immune cells that aid in tumor immune escape (7, 8).

IFN-γ-signaling-related genes have an important role in the prognosis of RCC. Some IFN-γ-signaling-related genes, such as the IRF family genes, regulate the cell cycle and induce apoptosis in RCC cells (9). RBCK1, an IFN-γ-signaling-related gene, promoted p53 degradation via ubiquitination in RCC. The signature of IFN-γ-signaling-related genes may provide strategies to identify cancer-specific diagnosis and prognosis (10). A recent study found that PD-L1 was induced in ccRCC-like cell lines by canonical IFN-γ signaling and high levels of PD-L1 mRNA in tumor tissues were positively correlated with an IFN-γ signature that favorably affected prognosis (11). These findings suggest that interferon-related genes can be used to guide the treatment of immune checkpoint inhibitors.

The rapid development of bioinformatics has improved disease diagnosis, prognosis, treatment, phenotypes, and human phenomics (12–14). Different machine learning algorithms require rigorous statistics and real-world in vitro or clinical verification to determine tumor heterogeneity and the tumor microenvironment (15). This study hypothesized that IFN-related genes can be used to monitor the progression and long-term prognosis of renal cell carcinoma including clear cell RCC, chromophobe RCC, and papillary RCC and that these key genes can be used as simple biomarkers in a prediction model to predict the tumor-suppressive immune microenvironment and determine the poor prognosis of renal cell carcinoma.



Methods


Ethical Approval and Consent to Participate

All of the study designs and test procedures were performed in accordance with the Helsinki Declaration II. Ethical approval and participation consent of this study was reviewed and agreed upon by the Fudan University Shanghai Cancer Center (FUSCC) Institutional Review Board (No. 2008222-Exp49).



Data Download and Sample Collection

The RNA-seq, copy number variation, mutation, and clinical and survival data of 530 ccRCC, 323 pRCC, and 91 chRCC patients were obtained from The Cancer Genome Atlas (TCGA, https://portal.gdc.cancer.gov) database with gene IDs converted from Ensembl ID to gene symbol matrix. The phenotypic and clinical data of large-scale pan-cancer samples (n = 12,521) were enrolled from the TCGA database. In addition, 232 ccRCC patients with proteomics sequencing and clinical data and 50 ccRCC together with 40 normal kidney FFPE samples were enrolled from the FUSCC cohort. The clinicopathological characteristics of 765 ccRCC patients from the TCGA and FUSCC cohort are described in Supplementary Table 1.



Clinicopathological Characteristics and Survival Analysis

Student’s t-test was used to compare the expression levels of targeted genes in tumor and normal samples. Association between gene expression and clinicopathological characteristics was evaluated using Wilcoxon rank sum test and visualized using ggplot2 R package. The Kaplan–Meier survival with log-rank test was implemented to compare the survival benefit difference between groups. p-values and hazard ratio (HR) with 95% confidence interval (95% CI) were obtained using log-rank tests and univariate Cox proportional hazards regression. All the above analysis methods and R packages (ggrisk, survival, survminer, timeROC) were implemented by R Foundation for Statistical Computing version 4.0.3.



DNA Variation Distribution Analysis

We downloaded the single nucleotide variation (SNV), copy number variation (CNV), genetic mutation data, transcriptome data, and clinical data from the TCGA database. To identify the somatic mutations of the patients with ccRCC, pRCC, and chRCC, mutation data were downloaded and visualized using the “maftools” package in R software. The profiles of SNV, CNV, and heterozygous CNV and the survival difference between CNV and the wide type of the IFN-γ response genes in RCC were analyzed based on Gene Set Cancer Analysis (GSCA, http://bioinfo.life.hust.edu.cn/GSCA), an integrated database for genomic and immunogenomic gene set cancer analysis.



Construction of IFN-γ Response Gene Prediction Models and Nomogram

The least absolute shrinkage and selection operator (LASSO) Cox regression algorithm was used for the selection of independent indicators with 10-fold cross-validation using the R software package glmnet. The IFN-γ response gene prediction models (IPMs) for prognosis were constructed based on derived hub genes and corresponding assignment value. Besides, univariate and multivariate Cox regression analyses were performed to construct the nomogram enrolling IFN-γ response genes with the most prognostic implications and clinical features, such as age, pathological TNM stage, and ISUP grade using forestplot R package. The nomogram was developed based on the results of multivariate Cox proportional hazards analysis to predict the 1-, 3-, and 5-year survival recurrence.



Assessment of Immune Cell Infiltration and Immune Checkpoint Expression

To develop reliable immune cell infiltration calculations, we implemented the immunedeconv R package which integrates xCell and CIBERSORT algorithms. Siglec-15, IDO-1, CD274, HAVCR2, PDCD1, CTLA-4, LAG-3, and PDCD1LG2 were selected to be immune checkpoints, and the expression level was extracted in pan-cancers. The association between target gene expression and immune cell infiltration of immune checkpoint expression level was assessed using Spearman’s test.



Evaluation of Immunotherapy Efficacy in Patients With RCC

The Tumor Immune Dysfunction and Exclusion (TIDE) algorithm based on expression profile data has been used to predict the responsiveness of ccRCC and RCC patients receiving immune checkpoint inhibitors (ICIs) (16). Differentially expressed immune checkpoints between tumor groups and normal samples were assessed.



Immunohistochemistry Staining and Tumor Immune Microenvironment Characterizations of ccRCC

Immunohistochemistry (IHC) was utilized to evaluate the expression level of RBCK1 (ab219955; Abcam) in 50 ccRCC and 40 adjacent normal tissues from the FUSCC Tissue Bank according to procedures previously described (17). Then, opal multispectral imaging was used to identify differential immune cell infiltration. CD3 (Kit-0003, Maxim, China), CD4 (RMA-0620, Maxim, China), CD8 (RMA-0514, Maxim, China), FOXP3 (98377, CST), CD20 (MAB-0669, Maxim, China), CD56 (99746, CST), CD68 (76437, CST), CD163 (MAB-0206, Maxim, China), PD-1 (84651, CST), and PD-L1 (13684, CST) antibodies were added to the slide and incubated overnight in a humidified chamber at 4°C. HRP-labeled goat anti-rabbit/mouse secondary antibody was added dropwise and incubated at room temperature. Finally, the slices are imaged and quantitatively analyzed on a multispectral imaging system (Vectra® Polaris™, Shanghai).



Assessment of RBCK1 Expression in Single-Cell RNA-Seq Datasets

Tumor Immune Single-Cell Hub (TISCH, http://tisch.comp-genomics.org/home/) was implemented to screen for scRNA-seq datasets with detailed cell-type annotation at the single-cell expression focusing on the tumor microenvironment in cancers. GSE111360 (n = 2, number of cells = 23,130), GSE139555 (n = 3, number of cells = 49,907), and GSE145281_PDL1 (n = 4, number of cells = 44,220) were included with correlation analyzed between RBCK1 expression and the abundance of immune cell infiltrations.



Human ccRCC Cell Culture and Cell Transfection

The human ccRCC cell line, 786-O, was obtained from the National Collection of Authenticated Cell Cultures of China (No. TCHu186). The 786-O cells were cultured in culture medium RPMI-1640 (C11875500BT, GIBCO by Life Technologies, USA), supplemented with 10% fetal bovine serum (Hyclone, Life Sciences, Shanghai, China). Cells were incubated in a humidified atmosphere incubator of 5% CO2 at 37°C. 786-O cells have been transfected with double-stranded siRNA according to the protocol of the manufacturer using plasmid using Lipofectamine 3000 reagent (RiboBio) in a six-well plate, as previously described (17). The transfection dose for each well was 15 μl of siRNA1 (sequences: GGTGCACCTTCATCAACAA), siRNA2 (sequences: GGATTACCAGCGATTTCTA), or non-targeting siRNA (negative control) at a concentration of 10 nmol/L after incubated using RPMI-1640 for 20 min. 786-O cells were harvested for at least 24 h after transfection for further experimental analysis.



Total mRNA Extraction and Real-Time Quantitative PCR

Total RNA sequence was isolated using TRIzol reagent (Invitrogen, Carlsbad, CA) from transfected and control cells. SYBR® Premix Ex Taq™ (TaKaRa) was used to perform qRT-PCR reactions in triplicate according to the protocols of the manufacturer. The primers of RBCK1 were as follows: forward—5′-GCA GAT GAA CTG CAA GGA GTA TCA-3′ and reverse—5′-TGC AGC ATC ACC TTC AGC AT-3′. The relative RBCK1 expression quantity was measured after the 2−ΔΔCt calculation using beta-actin as the internal standard.



Cell Counting Kit-8 Assay

For viability assays, the transfected 786-O cells were seeded into 96-well plates at a density of 2,000 cells/well. Next, a 10-μl Cell Counting Kit (CCK)-8 solution (KeyGen Biotech, Nanjing, China) was added to each well, and cells were incubated at 37°C for an additional 2 h. The absorbance of each well at 450 nm was measured at 0, 1, 2, 3, 4, and 5 days after inoculation using an automatic microplate reader (Tecan, Switzerland) at 490 nm wavelength optical density. Three replicate analyses were performed for each sample.



Flow Cytometry Assays for Cell Apoptosis

Apoptosis detection assay was performed using Annexin V-FITC Apoptosis Detection Kits (BD, USA) in accordance with the procedures of the manufacturer. Propidium iodide (PI) is a fluorescent dye that stains DNA and RNA and is used to analyze cell cycle by flow cytometry. Briefly, 786-O cells were seeded, triple washed with PBS, and then treated with 5 μl Annexin V-FITC and 5 μl PI solution in each collection tube. After incubation for 15 min, cell apoptosis was analyzed using a FACS analyzer (BD, USA).



Transwell Migration Assay

The transfected 786-O cells were seeded in a medium with 10% FBS and placed in each Transwell chamber at a density of 1 × 105 cells/well. The medium containing 20% fetal bovine serum was added in the lower 24-well plate chamber. After 24 h, the bottom 786-O cells were treated with 4% polyoxymethylene for 15 min and 0.1% crystal violet for 30 min. Then, 786-O cells migrating to the lower surface of the Transwell chamber were counted using a microscope in six random fields.



Statistical Analysis

SPSS 20.0, GraphPad Prism 8.0, and R software were used for all statistical analyses. The R packages used are listed in the corresponding subheading of the Methods section. All statistical analyses were two-sided, and a value of p <0.05 was considered statistically significant.




Results


IFN-γ Response Genes Are Differentially Expressed Between RCC and Normal Kidney Tissues

To assess the characteristics of IFN-γ response genes in RCC, we compared the mRNA expression in ccRCC (n = 530), pRCC (n = 323), chRCC (n = 91), and adjacent normal kidney tissues (n = 128). The differentially expressed mRNAs are shown in a bubble chart in Figure 1A. The size of the circle represents statistical significance—red and blue represent significantly high or low expression in tumor tissues, respectively. Notably, most IFN-γ response genes showed markedly differential expression patterns, although some IFN-γ response genes had similar expression patterns between the three kidney cancer subtypes. For example, the expression of RBCK1 was significantly higher in RCC tumors compared with normal samples (Figure 1B). Significantly decreased PNP and SELP expressions in RCC samples were observed when compared with normal samples (Figures 1C, D).




Figure 1 | Differentially expressed 24 IFN-γ response genes and its association with clinical features of renal cell carcinoma (RCC). (A) We compared the mRNA expression in clear cell RCC (ccRCC) (n = 530), papillary RCC (pRCC) (n = 323), chromophobia RCC (chRCC) (n = 91), and adjacent normal kidney tissues displayed using a bubble chart. The size of the circle represents statistical significance; red represents significantly high expression in tumor tissue and blue represents low. (B–D) Expressions of RBCK1, PNP, and SELP in RCC samples were observed in comparison with normal samples using unpaired t-test. (E) We summarized the difference of IFN-γ response signatures of mRNA expression between clinical stages in ccRCC, pRCC, and chRCC using Wilcoxon non-parametric test. (F) The univariate Cox survival analysis emphasized the prognostic significance of TRAFD1, SOD2, RIPK2, RBCK1, and MT2A as cancer-promoting factors of ccRCC and pRCC.





Association Between IFN-γ Response Genes and the Clinical Features of RCC

Next, we summarized the differences in IFN-γ response mRNA signatures between different clinical stages of ccRCC, pRCC, and chRCC (Figure 1E). The expressions of RIPK2, RBCK1, TRAFD1, SOD2, NMI, MT2A, CD86, and CD74 were significantly increased in the advanced stages of ccRCC, and the expressions of RIPK2, RBCK1, NOD1, and CDKN1A were significantly increased in the advanced stages of pRCC. In addition, the survival analysis emphasized the prognostic significance of TRAFD1, SOD2, RIPK2, RBCK1, and MT2A as cancer-promoting factors in ccRCC and pRCC (Figure 1F). The survival curves of IFN-γ response signatures with significant prognostic value for ccRCC (Supplementary Figure 1) and pRCC patients (Supplementary Figure 2) are displayed. Taken together, we identified 24 IFN-γ response signatures with significantly different expressions that had strong prognostic implications among 947 RCC samples.



DNA Variations in 24 IFN-γ Response Signatures in RCC

Next, we examined DNA variation in the IFN-γ response signatures of RCC. As shown in Figure 2A, we investigated the profiles of SNV of the 24 IFN-γ response signatures in ccRCC (n = 370), pRCC (n = 282), and chRCC (n = 66) patients. These findings indicate a high mutation frequency of CIITA and LATS2 in ccRCC; CIITA, IL10RA, and OAS3 in pRCC; and CSF2RB and CDKN1A in chRCC. Besides, although statistical significance was not observed for gene expression or survival in the chRCC dataset, mutations in the IFN-γ response signatures predicted relatively poor survival for patients with chRCC (Figure 2B). Next, we examined the SNV of the top 10 mutated genes among IFN-γ response signatures. The most frequently mutated genes were CIITA, CSF2RB, and OAS3 in 78 RCC samples with DNA variation (Figure 2C). The variant classifications, variant type, and SNV classes of IFN-γ response signatures are summarized in Figure 2D.




Figure 2 | DNA variation landscape of 24 IFN-γ response signatures of RCC. (A) Profiles of SNV of the 24 IFN-γ response signatures in ccRCC (n = 370), pRCC (n = 282), and chRCC (n = 66) patients were provided. (B) Mutation of IFN-γ response signatures was used to predict poor survival for patients with RCC. (C) Mutation information of IFN-γ response signatures in 78 RCC samples with DNA variation was shown in the waterfall plot, where different colors with specific annotations at the bottom meant various mutation types. (D) The variant classifications, variant type, and SNV classes of IFN-γ response signatures were summarized. A stacked bar plot shows the top 10 mutated genes. (E) Pie plot summarizes the CNV of IFN-γ response signatures in patients with ccRCC, pRCC, and chRCC. (F) Using bubbles to represent the percentage of heterozygous CNV, including heterozygous amplification and deletion of IFN-γ response signatures in ccRCC, pRCC, and chRCC. The bubble size is positively correlated with percentage; the bubble color blue represents deletion, and red represents amplification. (G) The hazard ratio and log-rank p-value through bubble color and size. The column is the gene set symbol and the row is the ccRCC, pRCC, and chRCC. The bubble color from blue to red represents the significance of log-rank p-value from low to high, and bubble size is positively correlated with the significance of log-rank p-value. (H–J) Kaplan–Meier curves between amplification, deletion, and wide type of the 24 IFN-γ response signatures in ccRCC, pRCC, and chRCC.





Relationship Between the CNV of the 24 IFN-γ Response Signatures and the Clinical Outcomes of RCC

After determining the DNA mutation map, we determined whether the CNV was characteristic of IFN-γ response signatures in kidney cancer. Figure 2E shows the CNV characteristics of IFN-γ response signatures in patients with ccRCC, pRCC, and chRCC. The CNV of SOD2, CDKN1A, and IRF4 was mainly reflected in Hete.Del, and the CNV of CD74 and LCP2RBCK1 was mainly reflected in Hete.Amp. Next, we explored the heterozygous amplification and deletion of IFN-γ response characteristics (Figure 2F). There was a high percentage of heterozygous CNV of IFN-γ response signatures in ccRCC, pRCC, and chRCC patients. Next, we explored the prognosis implications between CNV groups and a wild type (WT) group using the Kaplan–Meier method (Figure 2G). The results showed that CNV changes in many interferon-related genes showed inconsistent survival interventions for RCC patients compared with the WT group (p < 0.05, log|FC| > 1). Next, we showed that interferon genes had a high frequency of CNV among the three kidney cancer subtypes and significantly interfered with the overall survival prognosis. For example, the CNV of IL10RA and SOD2 indicated a significantly worse overall survival (OS) for pRCC patients compared with the WT group. For chRCC patients, the CNV of CSF2RB indicated a significantly worse OS, and patients with a deletion of MT2A had poor outcomes compared with the WT and amplification groups. Interestingly, LATS2 had a higher CNV percentage in ccRCC SCNA deletions, whereas its amplification and deletion had significantly opposite prognostic implications compared with the WT group; the CNV of PNP indicated a significantly worse OS for ccRCC patients compared with the WT group (Figures 2H–J). Overall, we found a strong relationship between the CNV profiles of the 24 IFN-γ response signatures and the clinical outcomes of ccRCC, pRCC, and chRCC patients.



IPMs Significantly Predict Prognosis and Immune Cell Infiltration of ccRCC

Next, we used the LASSO regression model to derive risk characteristics of the IFN-γ response signatures for progression-free survival (PFS) and OS in ccRCC and all RCC patients (Figures 3A, B). Based on the median risk score, patients were divided into low- and high-risk groups. We found that the risk score increased with increased mortality events (Figure 3C). Next, the risk score of the 24 IPMs to predict the PFS of ccRCC patients from the TCGA was calculated (Figure 3D). We found that an elevated risk score of IPMs was significantly correlated with a worse prognosis for ccRCC patients (HR = 5.442, p < 0.001). We also conducted ROC analysis on IPMs and found AUC values with strong specificity and sensitivity (1-year = 0.737, 3-year = 0.772, 5-year = 0.813), which indicated that it is an effective and accurate marker for predicting the PFS of ccRCC patients (Figure 3E). In addition, we analyzed the relationship between IPMs and the amount of immune cell infiltration. The analysis demonstrated that the risk score of IPMs was significantly correlated with the upregulation of M1 macrophages and the downregulation of CD4+ T cells, neutrophils, and NK cells (Spearman’s correlation analysis, p < 0.001) (Figure 3F).




Figure 3 | IFN-γ response signature prediction models (IPMs) predicting progression-free survival (PFS) and immune cell infiltration of ccRCC. (A) Coefficients of the 24 IFN-γ response signatures are displayed by the lambda parameter. (B) Partial likelihood deviance versus log (λ) was drawn using LASSO Cox regression model. (C) The dotted line represented the median risk score and divided the patients into low-risk and high-risk groups. (D) Risk score of the 24 IPMs for predicting PFS of ccRCC patients from TCGA was displayed using Kaplan–Meier curves. p-values and hazard ratio (HR) with 95% confidence interval (CI) were generated by log-rank tests and univariate Cox proportional hazards regression. (E) Time-dependent ROC analysis of the IPMs was generated in predicting 1-, 3-, and 5-year progression status. (F) Spearman correlation analysis of IPMs and immune cell infiltration. The horizontal axis in the figure represents the expression distribution of risk score of IPMs, and the ordinate is the expression abundance of immune cell infiltration.



We also used the LASSO regression model to derive the risk characteristics of IFN-γ response genes to predict the OS of ccRCC patients (Figures 4A, B). Based on the median risk score of the IPMs, patients were divided into low- and high-risk groups (Figure 4C). Figure 4D shows that a higher risk score of IPMs predicted a significantly worse prognosis for ccRCC patients (HR = 3.958, p < 0.001). ROC analysis revealed high AUC values (1-year = 0.761, 3-year = 0.751, 5-year = 0.748) of the IPMs (Figure 4E). These findings indicate that IPM can be used as an independent prognostic predictor of ccRCC.




Figure 4 | IPMs predicting the OS of ccRCC. (A) Coefficients of the 24 IFN-γ response signatures are displayed by the lambda parameter. (B) Partial likelihood deviance versus log (λ) was drawn using LASSO Cox regression model. (C) The dotted line represented the median risk score and divided the patients into low-risk and high-risk groups. (D) Risk score of the 24 IPMs for predicting OS of ccRCC patients from TCGA was displayed using Kaplan–Meier curves. p-values and hazard ratio (HR) with 95% confidence interval (CI) were generated by log-rank tests and univariate Cox proportional hazards regression. (E) Time-dependent ROC analysis of the IPMs was generated predicting 1-, 3-, and 5-year survival status.





IPMs Significantly Predict the PFS and OS of All RCC Patients

In addition, we used the LASSO regression model to derive the risk characteristics of IFN-γ response signatures for PFS and OS in all RCC patients (Supplementary Figures 3A, B). We found that the higher the risk score, the worse the prognosis of the RCC patient (HR = 4.31, p < 0.001), which suggests the prognostic independence of the IPMs to predict the PFS of RCC patients (1-year AUC = 0.821, 3-year AUC = 0.757, 5-year AUC = 0.758) (Supplementary Figures 3C–E). We then analyzed the relationship between IPMs and immune cell infiltration of RCC and found that the risk score of IPMs had a significant positive correlation with M1 macrophages and a negative correlation with CD4+ T-cell infiltration (p < 0.001, |r2| > 0.30) (Supplementary Figure 3F).

Then, we investigated the prognostic effect of IPMs to predict the OS for RCC patients (Supplementary Figure 4). We found that the higher the risk score, the worse the prognosis of the RCC patient (HR = 5.23, p < 0.001) with high AUC values (1-year = 0.790, 3-year = 0.769, 5-year = 0.788), which indicated that it is an effective and accurate model to predict the prognosis of ccRCC and all RCC patients.



Identification of Differentially Expressed Genes of IPMs and Functional Annotations

We screened differentially expressed genes (DEGs) related to IPMs and performed functional annotations to identify the potential role of IPMs in ccRCC patients. First, we screened related genes according to the high- and low-risk scores of IPMs (Figure 5A). Then, we determined the DEGs of IPMs in ccRCC via hierarchical cluster analysis and analyzed their differences between tumor and normal tissues (Figure 5B). Finally, we conducted a selective enrichment of the Kyoto Encyclopedia of Genes and Genomes (KEGG) signaling pathway and Gene Ontology (GO) functional enrichment analysis (including biological processes, cell components, and molecular functions) of the selected DEGs of IPMs to demonstrate their main biological effects (Figures 5C, D). In the enrichment of GO functions, DEGs were mainly related to viral protein interactions with cytokines and cytokine receptors, type I diabetes mellitus, and viral myocarditis. In the KEGG signaling pathway, DEGs were mainly related to responses to molecules of bacterial origin, the regulation of leukocyte proliferation, and the regulation of leukocyte migration.




Figure 5 | Identification of differentially expressed genes (DEGs) of IPMs and functional annotations. (A) Volcano plots were constructed using fold-change values and adjusted p based on the high and low risk score of IPMs for predicting PFS of ccRCC patients from TCGA. The red point in the plot represents the overexpressed mRNAs and the blue point indicates the downexpressed mRNAs with statistical significance. (B) Hierarchical clustering analysis to identify DEGs of IPMs in ccRCC, which were differentially expressed between tumor and normal tissues. (C, D) The enriched KEGG signaling pathways and GO functional enrichment (including biological process, cellular component, and molecular function) analysis were selected to demonstrate the primary biological actions of major DEGs of IPMs based on ClusterProfiler package in R software.





Construction of a Nomogram to Predict the Prognosis for ccRCC Patients

To optimize the predictive models and enhance clinical translation efficiency based on the prognostic implications of the 24 IFN-γ response signatures, we selected the five IFN-γ related genes (MT2A, RBCK1, PNP, LATS2, PFKP) with the most prognostic significance for ccRCC for use in a nomogram. Using univariate and multivariate Cox regression analyses, we found that RBCK1 was the most clinically significant factor to predict outcomes for ccRCC patients (p < 0.01) (Figures 6A, B). The constructed nomogram indicated the significant prognostic roles of RBCK1 and PFKP (C-index = 0.761) (Figure 6C). Then, we aimed to establish a nomogram to predict the PFS of ccRCC patients using univariate and multivariate Cox regression, and found that RBCK1 was the most clinically significant (p = 0.027) (Supplementary Figures 5A, B). The nomogram also indicated the significant prognostic role of RBCK1 (C-index = 0.761) for ccRCC patients (Supplementary Figure 5C).




Figure 6 | Construction of the nomogram predicting the prognosis of ccRCC. (A, B) Hazard ratio and p‐value of constituents involved in univariate and multivariate Cox regression enrolling clinicopathological features and five IFN-γ response signatures with the most prognostic significance. (C) The nomogram provided a graphical representation of the clinicopathological features and IFN-γ response signatures, which can be used to calculate the risk of recurrence for an individual patient by the points associated with each risk factor through the “rms” R package.





Protein–Protein Interaction Networks and the Single-Cell Localization of RBCK1

After screening the most significant gene, RBCK1, we constructed a protein–protein interaction (PPI) network and performed single-cell localization analysis. We used GeneMANIA to construct a PPI network with the 24 IFN-γ response characteristics (Figure 7A). As shown in Figure 7B, RBCK1 was highly expressed in different cells in the tumor immune microenvironment (TIME), including CD4+ and CD8+ T cells, monocytes, macrophages, and NK cells. Using three scRNA-seq datasets, we detailed cell-type annotations at the single-cell level and focused on the tumor microenvironment of ccRCC to analyze the correlation between RBCK1 expression and immune abundance (Figures 7C–E). Overall, RBCK1 was widely expressed in a variety of cell types in the TIME of ccRCC and may mediate malignant clinical phenotypes by regulating the microenvironment.




Figure 7 | Protein networks and single-cell localization of RBCK1. (A) Protein–protein interaction (PPI) network of the 24 IFN-γ response signatures was constructed using GeneMANIA. (B) Three scRNA-seq datasets with detailed cell-type annotation at the single-cell level focusing on the tumor microenvironment for ccRCC. GSE111360 (n = 2, number of cells = 23,130), GSE139555 (n = 3, number of cells = 49,907), and GSE145281_PDL1 (n = 4, number of cells = 44,220) were enrolled with correlation analyzed between RBCK1 expression and abundance of immune cell infiltrations. The higher the expression of RBCK1 in a single-cell subpopulation, the darker the red color is in the heatmap. (C–E) The heatmap showed the relatively high expression of RBCK1 in different cell types, such as CD4+, CD8+ T cells, monocytes, macrophages, and NK cells across the three scRNA-seq datasets.





Pan-Cancer Analysis of RBCK1 mRNA Differential Expression and Correlation Analysis of TIME

By single-cell analysis, we analyzed the expression of RBCK1 in pan-cancer tissues (Figure 8A). We analyzed the expression distribution of RBCK1 in tumor and normal samples from the TCGA database and GTEx Portal and found the significantly different expression of RBCK1 in pan-cancers, such as bladder cancer, breast cancer, glioma, lung cancer, and liver cancer. Next, we analyzed the enrichment score of all TIME elements and RBCK1 in pan-cancers and found that the expression of RBCK1 was significantly correlated with increased numbers of immune cells, including B cells, Th2 cells, M1 macrophages, and the decreased numbers of CD4+ T cells and Treg cells (Figure 8B). Moreover, we investigated the relationship between RBCK1 expression and immune checkpoint genes, including SIGLEC15, IDO1, CD274, HAVCR2, PDCD1, CTLA4, LAG3, and PDCD1LG2 in pan-cancers. Interestingly, RBCK1 showed significant differential expression between cancer and normal tissues and was significantly related to tumor-infiltrating immune cells, including tumor purity and immune checkpoint molecules such as PD-L1, CTLA-4, LAG-3, and TIGIT in ccRCC (Figure 8C). Although RBCK1 expression was positively correlated with most cancer types, its expression had a significant negative association with immune checkpoints in thymoma samples.




Figure 8 | Pan-cancer analysis of RBCK1 mRNA differential expression and correlation analysis of the tumor immune microenvironment. (A) The expression distribution of RBCK1 in tumor and normal samples from the TCGA database and GTEx Portal, where the horizontal axis represents different tumor tissues, and the vertical axis represents the gene expression distribution using the Wilcoxon test (*p < 0.05, **p < 0.01, ***p < 0.001). (B) Spearman correlation analysis heatmap of immune score and RBCK1 expression in over 13,000 pan-cancer tissues, where the horizontal axis represents different tumor tissues, and the vertical axis represents different immune scores. The stronger the correlation, the darker the color. (C) The heatmap represents the correlation between RBCK1 expression and immune checkpoints (SIGLEC15, IDO1, CD274, HAVCR2, PDCD1, CTLA4, LAG3, and PDCD1LG2) in pan-cancer tissues, where the horizontal axis represents different immune checkpoint genes, and the vertical axis represents different tumor tissues (*p < 0.05, **p < 0.01, ***p < 0.001).





Immunotherapy Efficacy, TIME Characterization, and Prognostic Implications of RBCK1 in ccRCC Patients From the FUSCC Proteomics Cohort

The TIDE algorithm was used to evaluate two different tumor immune escape mechanisms, and was used to compare RBCK1high and RBCK1low expressing groups in the ccRCC or RCC cohorts (Figures 9A, B). The TIDE score was significantly higher in the RBCK1high group compared with the RBCK1low group in ccRCC and RCC patients, which suggests that RBCK1high patients are intolerant to ICT treatment. Kruskal–Wallis analysis showed that immune checkpoints were significantly associated with the expression level of RBCK1 in ccRCC (Figure 9B). Besides, as shown in the revised Supplementary Figure 6, we enrolled a total of 136 patients with ccRCC from the RECA-EU cohort in the International Cancer Genome Consortium (ICGC) database. Consistent with TCGA database results, it suggested that TIDE score in ccRCC samples with elevated RBCK1 expression is significantly higher in samples with low RBCK1 expression (p = 2.5e-08). Immunohistochemistry staining showed significantly elevated RBCK1 expression in tumors (n = 50) compared with normal kidney samples (n = 40) from the FUSCC real-world cohort (p < 0.001; Figures 9C, D). After RBCK1 expression of ccRCC was confirmed, we found a significantly decreased number of infiltrated CD4+ T cells, CD4+FOXP3+ Treg cells, CD68+CD163− M1 macrophages, and CD56bight/dim NK cells in the immune-cold RBCK1high group using opal multi-marker immunohistochemistry staining (Figures 9E, F). In addition to the heterogeneously distinct immune microenvironment, RBCK1high predicted a significantly worse prognosis than RBCK1low for 232 ccRCC patients in the FUSCC cohort based on proteomics sequencing data (PFS: HR = 2.541, p < 0.001; OS: HR = 3.296, p < 0.001; Figures 9G, H).




Figure 9 | Immunotherapy efficacy, TIME characterization, and prognostic implications of RBCK1 in ccRCC patients from the Fudan University Shanghai Cancer Center (FUSCC) proteomics cohort. (A) The TIDE algorithm is used to evaluate two different tumor immune escape mechanisms and was developed in RBCK1high compared with low RBCK1 expression group in both ccRCC and RCC cohorts using Student’s t-test. (B) The expression heatmap of immune checkpoint-related genes and RBCK1 in ccRCC and normal tissues was tested by Kruskal–Wallis, and the different colors represent the expression trend in different samples. (C, D) Immunohistochemistry staining showed RBCK1 expression in tumor (n = 50) and normal kidney samples (n = 40) from a real-world cohort, FUSCC, Shanghai. (E, F) Opal multi-marker immunohistochemistry was used on 10 ccRCC specimens to achieve six biomarker staining. The significance of the two groups of samples passed the Wilcoxon test. (G, H) Prognostic value of RBCK1 in predicting prognosis was assessed for 232 ccRCC patients from the FUSCC cohort based on proteomics sequencing data using the Kaplan–Meier method (**p < 0.01, ***p < 0.001, ****p < 0.0001).





Inhibition of RBCK1 Attenuates Cell Proliferation and Migration and Promotes Cell Apoptosis Abilities of 786-O Cells

To further investigate the biological function of the RBCK1 in ccRCC, we used siRNA to knock down the expression of RBCK1 in the human ccRCC cell line, 786-O. The relative expression of RBCK1 was significantly inhibited in the siRNA groups compared with the negative control group (p < 0.01; Figure 10A). Furthermore, after we transfected with siRNA in human ccRCC cells, the CCK-8 and Transwell assays revealed extraordinarily markedly decreased cell proliferation and migration capacities in the siRNA groups compared with the negative control group (p < 0.001; Figures 10B, C). In addition, we assessed early and late apoptotic cell proportions using the FITC/PI kit. Cell populations with FITC−/PI−, FITC+/PI−, FITC+/PI+, and FITC−/PI+ were regarded as living, early apoptotic, late apoptotic, and necrotic cells, respectively. The results suggested significantly increased apoptotic cell percentage of the siRNA groups compared with the control group (p < 0.001; Figure 10D). Interestingly, we then analyzed the downstream signaling pathway RBCK1 was possibly involved in and found that RBCK1 inactivation significantly promotes receptor tyrosine kinases (RTK) pathway in RCC samples from TCGA (p < 0.001; Figure 10E).




Figure 10 | Inhibition of RBCK1 attenuates cell proliferation and migration and promotes cell apoptosis abilities of 786-O cell. (A) SiRNA was used to knock down the expression of RBCK1 in the human ccRCC cell line, 786-O. (B, C) The CCK-8 and Transwell assays were detected after the siRNAs were transfected in human ccRCC cells. (D) Early and late apoptotic cell proportions using the FITC/PI kit. Cell populations with FITC−/PI−, FITC+/PI−, FITC+/PI+, and FITC−/PI+ were regarded as living, early apoptotic, late apoptotic, and necrotic cells, respectively. (E) Differential RBCK1 inactivation level in the score of receptor tyrosine kinase (RTK) pathway in RCC samples from TCGA (**p < 0.01, ***p < 0.001, ****p < 0.0001).






Discussion

The incidence of RCC is increasing and it has become the most common kidney cancer. Over the past decade, various therapeutic options have been developed including cytoreductive nephrectomy, targeted therapies, and immune checkpoint inhibitors for advanced RCC patients (18). RCC has heterogeneous genomic and clinical features, and a better understanding of the molecular biology of tumors might help in the diagnosis and choice of treatment approaches. Therefore, many biomarkers associated with treatment outcomes and disease-specific outcomes have been identified. In addition, predictive signatures have been developed based on the multi-omics analysis of renal cell carcinoma. The most well-known hallmark of RCC, especially ccRCC, is VHL inactivation (19, 20). However, VHL inactivation alone is insufficient for the induction of RCC tumorigenesis. PBRM1, BAP1, SETD2, and PTEN mutations also commonly occur in RCC (21, 22). A risk model that included PBRM1, BAP1, and TP53 mutation status was correlated with the OS and PFS of RCC patients. PBRM1 mutations occur in almost 30%–40% of ccRCC tumors (23), and patients with PBRM1 loss have a poor predicted clinical outcome (22). The recent development of ICI treatment has shifted immunotherapy into the first-line setting and the combination of target therapies and ICIs is on the horizon, and a suitable predictive signature can direct the choice of combination therapies (24). In chRCC, tumor mutation burden (TMB) is associated with tumor metastasis and tumor grade. The immune-related genes BIRC5, INHBE, and IL20RB were upregulated in a TMBhigh group and were associated with a poor prognosis (25), and a combination of PD-1 and CTLA-4 blockers was suggested for the treatment of advanced renal cell carcinoma with aberrations (26).

Cancer cells are the key responders of IFN-γ in the tumor microenvironment, and IFN-γ drives immune-activated and immune-suppressive effects (27). The immune activation of IFN-γ on tumor cells is largely attributed to tumor cells, monocytes, endothelial cells, and fibroblasts inducing tumor cells to express MHC class I and secrete CXCL9, CXCL10, and CXCL11 to promote lymphocyte migration and inhibition of angiogenesis (28–30). Therefore, it is worth exploring which cells expressing IFN-γ in the tumor microenvironment mediate the resistance of immunotherapy and the mechanism of IFN-γ-mediated “immune-cold” tumor turning to “immune-hot,” in order to design better treatment methods to balance antitumor and immune escape capacities of RCC (31, 32). In the present study, we examined the expression, prognostic implications, and copy number variation profiles of 24 IFN-γ response genes that were significantly correlated with OS and PFS for papillary, chromophobia, and clear cell RCC (n = 947). We derived a risk signature for use in a LASSO Cox regression model comprised of the IFN-γ response genes for prognosis. We found a marked upregulation of M1 macrophages and downregulation of CD4+ T cells, neutrophils, and NK cells in the high-risk group, which were associated with worse OS and PFS. This suggests that the IFN-γ response gene risk signature can predict tumor-infiltrating immune cells and direct the choice of clinical immunotherapies.

RBCK1 is essential for NF-κB stimulation and mutations in RBCK1 were associated with immunodeficiency (33–35). In the present study, the prognostic nomograms were constructed to predict the OS and PFS for 530 ccRCC patients, highlighting the significant prognostic implications of RBCK1 among the 24 IFN-γ response genes. RBCK1 was co-localized with tumor-infiltrating immune cells according to the three single-cell RNA datasets. This suggested that RBCK1 expression is correlated with tumor-infiltrating immune cells. The large-scale pan-cancer analysis also showed that RBCK1 had a strong prognostic value related to the significant differential expression of mRNAs between cancer and normal tissues and was correlated with tumor-infiltrating immune cells, tumor purity, and immune microenvironment scores. The RBCK1high group had a significantly higher TIDE score compared with the RBCK1low group in the ccRCC or RCC cohorts, which suggests a better response to the ICTs in RCC patients with RBCK1high expression. In addition, studies in a real-world cohort (232 ccRCC patients from the FUSCC cohort based on proteomics sequencing data) showed that the immune-cold RBCK1high group had a worse predicted prognosis than the RBCK1low group. Inhibition of RBCK1 attenuates cell proliferation and migration and promotes cell apoptotic abilities of the 786-O cell. It is a limitation of the present study that only one cell line was used. After transfected with siRNA in human ccRCC cells, extraordinarily decreased cell proliferation, migration capacities, and prominently elevated apoptosis tumor cell proportion were found in the siRNA groups compared with the negative control group. In view of the findings of this study, future research directions can focus on the problem of RBCK1-regulated tumor microenvironment disorder mediating RCC malignant biological behavior. Furthermore, regarding the observed heterogeneity between the effect estimates in the two studies (TCGA and FUSCC), it is worth noting that these are retrospective studies, and the diagnostic criteria, ascertainment, and age distribution differ between them. On the other hand, we added the clinicopathological features of ccRCC patients and clarified that based on the retrospective study, IFN-γ response clusters and RBCK1 cannot yet be used as decision aids to spare patients from immunotherapy and/or clinical treatment management. These limitations will largely be addressed in a planned prospective multicenter research to confirm the benefits indicated from this study.



Conclusion

In conclusion, this study investigated IFN-γ response clusters to derive a risk signature for papillary, chromophobia, and clear cell RCC patients, which can be used for determining a clinical diagnosis. These IFN-γ response signatures improved the prognostic accuracy of immune contexture in the ccRCC microenvironment. We performed a comprehensive analysis based on multi-omics large-scale data and found that immune-cold RBCK1high patients had pro-tumorigenic immune infiltration and a significantly worse outcome compared with RBCK1low patients. Our discovery of these novel independent prognostic indicators in RCC highlights the relationship between tumor phenotype and immune contexture.
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DNA methylation patterns are essential in understanding carcinogenesis. However, the relationship between DNA methylation and the immune process has not been clearly established—this study aimed at elucidating the interaction between glioma and DNA methylation, consolidating glioma classification and prognosis. A total of 2,483 immune-related genes and 24,556 corresponding immune-related methylation probes were identified. From the Cancer Genome Atlas (TCGA) glioma cohort, a total of 683 methylation samples were stratified into two different clusters using unsupervised clustering, and eight types of other cancer samples from the TCGA database were shown to exhibit excellent distributions. A total of 3,562 differentially methylated probes (DMPs) were selected and used for machine learning. A five-probe signature was established to evaluate the prognosis of glioma as well as the potential benefits of radiotherapy and Procarbazine, CCNU, Vincristine (PCV) treatment. Other prognostic clinical models, such as nomogram and decision tree, were also evaluated. Our findings confirmed the interactions between immune-related methylation patterns and glioma. This novel approach for cancer molecular characterization and prognosis should be validated in further studies.
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Introduction

Glioma, which develops from glial cells, is the most common type of primary central nervous system tumor (1). Therapeutic options for glioma include surgical resection, radiation, and chemotherapy. However, the overall survival (OS) time continues to be low.

Molecular markers have been shown to be efficient in predicting prognosis, including mutational status, mRNA expression, and DNA methylation. Several molecular markers (MGMT, 1p/19q, IDH, EGFR, p53, PI3K, Rb, and RAF) have been successfully used for the classification and prediction of prognosis (2). The immune system plays a crucial role in antineoplasms (3). Apart from cancer cells, the tumor microenvironment (TME) contains various non-carcinogenic cell types, including endothelial cells, pericytes, and fibroblasts (4). Characteristically, as tumor grade increases, patients present with heightened levels of immunosuppression (5). A typical human immune response comprises humoral and cell-mediated reactions that shield the body against foreign bodies, including microscopic organisms, infections, and tumors. To prevent autoimmune responses, various immune cells such as regulatory T cells, monocytes, and neutrophils are used to suppress inflammation and maintain self-tolerance (6–8). Given that all options for managing glioma, temozolomide chemotherapy, radiotherapy, and corticosteroids, exhibit immunosuppressive effects, therapeutic options should confer less reduced side effects and clinical complications (3).

DNA methylation patterns are now perceived as heritable alterations in gene expression and are highly involved in carcinogenesis (9). A minimally invasive biopsy can improve diagnosis, treatment measures, and prediction of prognosis in cancer. Peculiar DNA methylation patterns influence critical genes of carcinogenesis and progression and inhibit some tumor suppressor genes (10). Therefore, understanding epigenetic changes can improve the characterization of malignancy patterns to predict treatment responses and prognosis (11). Even though DNA methylation patterns of specific genes have been reported, the scope of immune-related gene methylation patterns on glioma and other tumors has not been clearly established.

This study aims to classify and predict glioma outcomes by concentrating on the interaction between the immune process and methylation profile. We sought to identify immune-related probes and build an immune-related cluster using unsupervised clustering analysis. Moreover, we performed pan-cancer analysis to identify a pan-cancer immune pattern to subdivide cancer among patients. Then, we established an immune-related prognostic signature, a clinical decision tree model, and a nomogram to inform on customized therapy and prognosis.



Materials and Methods


Glioma Patient Data

The schematic presentation of the study is shown in Figure 1.




Figure 1 | Overview of the study design. First, we identified 24,556 candidate immune-related methylation probes. Then unsupervised cluster was used in a 683 TCGA glioma methylation cohort. A five-CpG-based prognostic signature was established and validated in five independent GEO datasets.



This study involved a total of 683 glioma samples from TCGA databases and were retrieved from UCSC Xena TCGA database (https://tcga.xenahubs.net). RNA-seq data of 587 glioma samples were downloaded from the TCGA database (http://cancergenome.nih.gov/). Correlative clinical traits and molecular features were also retrieved from the TCGA database. Pan-cancer data atlas were downloaded from the UCSC Xena TCGA database. The Gene Expression Omnibus (GEO) dataset (GSE48462, GSE61160, GSE36278, GSE30338, and GSE104293) was obtained from the GEO database (https://www.ncbi.nlm.nih.gov/geo/). The platform of the methylation dataset was Illumina HumanMethylation450 BeadChip (GPL13534).



Construction of Immune-Related Probes

Inclusive immune-related genes (2,483 genes) were retrieved from the ImmPort database (version: July 2020) (https://www.immport.org/shared/genelists). Corresponding probes in 450k chipset annotation file (GPL13534) were matched, after which 24,556 immune-related probes participating involved in the immune process were eventually selected.



Establishment of Immune-Related Clusters Based on Immune-Related Probes Using Consensus Clustering

We used the R package “ConsensusClusterPlus” to perform unsupervised clustering analysis (12). A total of 683 glioma samples accompanied by 24,556 immune-related probes were divided into different methylation subtypes using K-means and Euclidean distance as the baseline clustering algorithm and the similarity measure, respectively. After 1,000 iterations, the optimal k value was selected using the Proportion of Ambiguous Clustering (PAC) measure, which had the lowest PAC.



Identification of Genome-Wide Methylation Probes

R package “ChAMP” was used to preprocess and analyze the Illumina Infinium 450k DNA methylation array (13). Probes with missing values greater than 20% were deleted. Then probes were filtered by “champ.filter” to remove those with p > 0.01, bead count <3, noCG start, Single Nucleotide Polymorphism (SNP) (14), multihit, and those targeting the X and Y chromosomes. Other missing values were imputed by k-nearest neighbor (KNN) imputation algorithm. The normalized beta value matrix was established by “champ.norm” using the Beta MIxture Quantile dilation (BMIQ) method (15). Differential methylation probes were detected using “limma” package to calculate the p-value for differential methylation using a linear model (16). The Benjamini and Hochberg false discovery rate method was used to reduce the false positive rate (FDR) when applying multiple comparisons. Delta beta means the average discrepancy of beta value between two different groups. Adjusted p<0.05 and delta beta>0.2 were selected as cutoff values for detecting DMPs. Simultaneously, differentially expressed genes were identified by “limma” package with 0.5 logFC cutoff and p value <0.05 (17).



Functional Annotations

Gene ontology (GO) analysis of the methylation profile was performed using “clusterProfiler” package (18). We used the Benjamini and Hochberg (BH) method to determine the adjusted p-values, and pathway in which FDR values were under 0.05 was chosen.

The Empirical Bayes Gene Set Enrichment Analysis (ebGSEA) was used to identify the exact enriched genes for specific biological terms or pathways (19). This method can be used to independently perform GSEA, regardless of DMPs or differentially methylated regions. Moreover, it can be used to identify significant genes, with the bias of inequality of CpG number corrected for each gene. GSEA of the TCGA RNA-seq cohort was estimated using the “clusterProfiler” package (18).



Profiling DNA Methylation Age and Tumor Infiltration

Based on Horvath’s clock model, we used the “agep” method in the “wateRmelon” package to predict DNA methylation age from normalized methylation β values (19).

Tumor-infiltrating immune analysis of the methylation set was performed using the “EpiDish” package (20). We identified proportions of a priori known cell subtypes present in a sample representing a mixture of such cell types. FractionS of eight cell subtypes (B-cells, CD4+ T-cells, CD8+ T-cells, NK-cells, Monocytes, Neutrophils, Eosinophils, Neutrophils, and Eosinophils) were estimated using the Robust Partial Correlations (RPC) method and whole blood subtypes reference (21). Meanwhile, the tumor-infiltrating immune analysis of transcriptome was evaluated using the CIBERSORT algorithm (22). A total of 22 immune cells are calculated in 1,000 times permutations.



Construction and Validation of a Prognostic Model

Univariate Cox regression analyses were performed using the “survival” package with a 0.05 p-value cutoff. Then Random Forest algorithm was used to rank the top 10 methylation probes that contribute to prediction. Therefore, the “randomForestSRC” package was used, and the number of trees was 1,000. Kaplan-Meier analysis was performed to establish the best combination of the 1,023 participant model. After selecting the best combination model, exact coefficients of each probe were determined by the Principal Component Analysis (PCA) method. FactoMineR and “factoextra” package contributed to applying PCA (23). The risk score for each patient after the prognostic value of each gene signature score was obtained using the formula: risk score = SPC1i - SPC1j, where i represented the expression of genes with HR>1, and j the expression of genes with HR<1. Risk score = 10.52*cg11701471-22.14*cg04314652-21.95*cg04314652-21.34*cg20332504-24.02*cg08985333. To make the cutoff value more accurate, we employed the survival cutoff method to determine the optimal cutpoint that corresponds to the most significant relation with overall survival. The cutoff point of the high- and low-risk group in the TCGA cohort was −33.57. Receiver operating characteristic (ROC) analysis was performed using “timeROC” package (24). Clinical benefits were estimated using decision curve analysis and were established by R package “rmda” (25). Five GEO datasets (GSE48462, GSE61160, GSE36278, GSE30338, GSE104293) were chosen as validation set.



Identification of Clinical Associated Risk Model

A nomogram and corresponding calibration curve were established using the “rms” in R package. Univariate and multivariate Cox proportional hazard analyses were performed based on the risk score and clinical factors. After multivariate Cox proportional hazard analysis, factors with p<0.05 were chosen to establish the nomogram. Forest plots were constructed using the “forestplot” and “ggforest” packages. Recursive partitioning analysis was performed using the “rpart” and “rattle” packages to construct a survival-related decision tree and stratify the prognostic risk. Concordance index (C-index) and ROC analysis were used to evaluate the predictive values of survival among the different models.



Prediction of Radiotherapeutic and Chemotherapeutic Responses

The TCGA GBM cohort was used to predict patient responses to radiotherapy. The GSE48462 dataset, which was an Anaplastic Oligodendrogliomas and Oligoastrocytomas cohort treated with RT or RT/PCV, was used for the prediction of patient responses to PCV therapy (26). Samples with Illumina HumanMethylation27k BeadChip were excluded.



Statistical Analysis

Pearson correlation analyses were performed to establish correlation coefficients. The chi-square test was used to analyze count data, while the Wilcoxon rank-sum test was used to analyze continuous data. Kaplan-Meier survival analysis with log-rank test was used to assess survival differences between different groups. Data were depicted using the “ggplot2” package. The cutoff between high-risk and low-risk was determined by “surv_cutpoint” function in “survminer” package, and all the survival curves were visualized by the “survminer” package. Heatmaps are presented using the “pheatmap” package. All statistical analyses were performed by R software. p<0.05 was considered statistically significant.




Results


Identification of Immune-Related Clusters

The overall design of our study is shown in Figure 1. We aimed at identifying immune-related clusters in the TCGA glioma cohort (n=683) by utilizing the 24,556 immune-related methylation probes using the ConsensusClusterPlus package (Table S1). Clinical information of the TCGA glioma cohort is shown in Table 1. Clustering results are presented in a cumulative distribution function (CDF) plot and a delta area plot (Figures S1A, B). The CDF plot and delta area plot revealed that the optimal k value for stable distribution was 2. We selected k=2 as the epitome number of clusters, and the heatmap of the consensus matrix showed satisfactory discrimination (Figure S1C). Kaplan-Meier survival analysis revealed that cluster2 had a more favorable prognosis (p<0.0001; Figure 2A). To elucidate on the immune microenvironment status between the two clusters, tumor-infiltrating immune analysis was performed in both the TCGA methylation set and the expression set (n=587). In the methylation set, we used the EpiDISH package to evaluate differences in seven immune cells, including B cells, Natural killer (NK) cells, CD4T cells, CD8T cells, monocytes, neutrophils, and eosinocytes. Levels of all the seven immune cells were significantly different (p<0.001), and cluster2 exhibited a higher enrichment score of B cells, NK cells, CD4T cells, and eosinocytes. In contrast, cluster1 exhibited a higher proportion of CD8+T cells, monocytes, and neutrophils (Figures 2B, S1F). The immune microenvironment difference in the TCGA RNA-seq cohort using the CIBERSORT algorithm (Figures S1G). Methylation levels between clusters 1 and 2 were significantly different (p<2.2e-16), with a higher methylation level in cluster2 (Figure 2C). Since the different methylation statuses may contribute to biological changes, ebGSEA analysis was performed. It was found that corresponding genes of DMPs were concentrated in the cytokine-receptor pathways such as TGF−beta Receptor (TGF-β), TP53, tumor necrosis factor-alpha (TNFα), and interleukin-2(IL-2), which implied a strong relationship between glioma tissues and inflammatory responses (Figure 2D). Furthermore, GO functional enrichment analysis revealed that corresponding genes of DMPs were enriched in pathways involving neutrophils, T cells, B cells, macrophages, and mast cell signaling pathways, implying that the two clusters had vital differences regarding immune status (Figures 2E, F).


Table 1 | Clinical and genetic characteristics of patients after clustering.






Figure 2 | Construction and analysis of consensus cluster. (A) Kaplan–Meier survival analysis of the two clusters showing clear separation. (B) Tumor-infiltrating immune analysis of the two clusters based on TCGA methylation set. (C) Methylation levels of the two clusters. (D) ebGSEA result of the two clusters. (E, F) GO functional enrichment analysis of the two clusters. (G) Age distribution of the two clusters. (H) Box plot showing the age and DNA methylation age difference between the two clusters, Scatter plot revealing correlations of the DNA methylation age-age correlation coefficients between cluster1 and cluster2. ***p <0.001.



In summary, the GO functional enrichment analysis and the association between EpiDISH and CIBERSORT results of the immune infiltrating microenvironment indicated the abnormal immune infiltrations in cluster1 might serve as prognostic indicators for strong inflammatory reactions and poor overall outcomes.



Analysis of DNA Methylation Age and Clinical and Molecular Feature

The patients in cluster1 trended to be older than cluster2 (Figure 2G). We identified the DNAm ages in the TCGA methylation cohort (n=683) using the “wateRmelon” package and compared them with their chronological ages. Chronological ages (Wilcoxon, p < 2.2e-16) and DNAm ages (Wilcoxon, p = 5e−06) were found to be higher in cluster1 than in cluster2. Furthermore, the correlations between chronological ages and DNAm ages were significantly high (Pearson, R=0.607), indicating that epigenetic age analysis might contribute to glioma patients’ prognostic prediction (Figure 2H).

Moreover, we evaluated gender, histology, IDH, 1p/19q, and MGMT distributions between the two clusters. Histology, IDH, 1p/19q, and MGMT were found to be significantly distributed (Pearson’s chi-squared test, p<0.001). However, no evidence was found for gender associations between the two clusters (Figure S2A).

We also employed the survival differences considering the types of gliomas with the cluster. In details, cluster1 enjoyed worse prognosis than cluster2 in GBM cohort (p = 0.013) and in LGG cohort (p < 2e-16). LGG cohort possessed higher survival possibilities than GBM cohort in cluster1 (p < 0.0001) and in cluster2 (p = 0.048, Figure S2B).

These results suggest that there is a difference in epigenetic age and clinical traits.



Differentially Methylated Probes and Differentially Expressed Genes in the Two Clusters

Then, we compared global patterns between the two clusters in the TCGA glioma methylation and expression sets. In the methylation set, package “ChAMP” was used, and 56886 DMPs were identified from Illumina Infinium 450k DNA methylation data of 683 samples according to the cutoff of Delta beta>0.2 and p value<10^-5. Compared to cluster1, 55,186 DMPs were upregulated, while 1,700 DMPs were downregulated (Figure 3A). At most, 5,964 DMPs were located on chromosome 1, and at least 492 DMPs were located on chromosome 21 (Figure 3B). The overview of unsupervised clustering analysis of genome-wide DMPs is shown in the heatmap. Clinical and demographic features, including MGMT, IDH with codel subtype, 1p/19q, IDH, sex, age, grade, histology, and cancer type, are also shown in the heatmap (Figure 3C).




Figure 3 | Global DMPs and DEGs of the two clusters. (A) Volcano plot. Proportions of hypermethylated and hypomethylated DMPs are shown on top. The distribution of DMPs’ feature is shown on the right. (B) The manhattan plot of the DMPs. (C) Heatmap of the two clusters based on the TCGA methylation set. High methylation, orange; low methylation, green. (D) Volcano plot of the DEGs. (E) Heatmap of the twp clusters based on the TCGA RNA-seq cohort. High expression, red; low expression, green.



Differentially expressed genes (DEGs) were identified using the “limma” package in the expression section, and genes with log2FC > 0.5 and p < 0.05 were selected (Figure 3D). Global DEGs and clinical characteristics were visualized by heatmap (Figure 3E).



Pan-Cancer Analysis of Immune-Related Methylation Probes

To evaluate the methylation levels of immune-related probes in other types of TCGA cancers, we applied the unsupervised consensus clustering method to other 31 cancer types in TCGA. After selecting optimal k, Kaplan-Meier survival analysis was performed, with the 0.05 significant p-value cutoff. Finally, eight cancer types, including Stomach adenocarcinoma (STAD) (p=0.004), Uterine corpus endometrial carcinoma (UCEC) (p=0.011), Pancreatic adenocarcinoma (PAAD) (p=0.00018), Acute myeloid leukemia (LAML) (p=0.024), Thyroid carcinoma (THCA) (p=0.024), Kidney renal clear cell carcinoma (KIRC) (p<0.0001), Kidney renal papillary cell carcinoma (KIRP) (p<0.0001), and Skin cutaneous melanoma (SKCM), were selected (p=0.05; Figures 4A–H). The p-values of pairwise comparison were also identified (Table S2). This methylation pattern indicates that further evaluation is required.




Figure 4 | Eight cancer types showing significant outcomes in TCGA pan-cancer survival analysis using consensus cluster. (A) STAD, Stomach adenocarcinoma. (B) UCEC, Uterine Corpus Endometrial Carcinoma. (C) PAAD, Pancreatic adenocarcinoma. (D) LAML, Acute Myeloid Leukemia. (E) THCA, Thyroid carcinoma. (F) KIRC, Kidney renal clear cell carcinoma. (G) KIRP, Kidney renal papillary cell carcinoma. (H) SKCM, Skin Cutaneous Melanoma.





Construction of a Prognostic DNA Methylation Signature for Glioma

To select optimal DNAm markers for glioma patients, we used 24,556 immune-related probes for differential methylation analysis of 683 TCGA tumor samples by adopting the standard of Delta beta>0.2 and p value<10^-5. A total of 3,562 probes were selected. Then univariate Cox regression analysis was performed with overall survival data, and all 3,562 markers were selected (Figure 5A; Table S3). After univariate Cox regression analysis, the 3,562 probes were put into machine learning algorithms, using Random Forest with overall survival profile, and 10 probes were selected (cg20332503, cg15734706, cg23505299, cg08015801, cg18443253, cg04314652, cg11701471, cg07388018, cg00732815, cg08985333) (Figures 5B, S1D). The 10 probes could form 1,023 combinations (Table S4), and Kaplan-Meier analysis was performed to establish the best probe combination. First, we contrasted their Log-rank p-values. However, the top 10 signature p values turned out to be close to 0 infinitely, which meant that their overall survival conditions were significantly distinct but not comparable. Therefore, we compared chi-squares (chisq) of each model and a five-probe signature (cg11701471, cg04314652, cg08985333, cg15734706, cg20332503) with the highest chi-square was selected finally (Figure 5C). Profile of the five methylation probes was given (Table 2). Then, coefficients of the signatures were determined by PCA (Figure S1E).




Figure 5 | Construction of a prognostic model. (A) Volcano plot showing the selected probes by univariate Cox regression analysis. The horizontal axis represents log2(HR) (B) Variable importance of 10 probes determined by random survival forest analysis. (C) Top 20 combinations of signatures were selected after Kaplan–Meier analysis according to the chi-square value. A five-probe signature with the highest chi-square was identified. All 20 signatures had a significant p-value Kaplan–Meier analysis. (D) Kaplan–Meier analysis of the high-risk and low-risk group. (E) Heatmap of the five selected methylation probes sorted by risk score. (F) GSEA plots for the enrichment of immunogenic and oncogenic signaling pathways from the GO. (G) Heatmap of gene expression corresponding to the selected five probes sorted by risk score. (H) ROC curve of the TCGA dataset. (I) The correlation between PFS time and risk score. (J) The correlation between OS time and risk score.




Table 2 | Five selected methylation probes.





Evaluation of the Signature and Pan-Cancer Analysis

By dividing the TCGA glioma cohort into high-risk groups (n=267) and low-risk groups (n=462) using the survival cutoff, high‐risk patients were short‐lived compared to low-risk patients (log-rank test p<0.0001) (Figure 5D). Beta values of the selected probes are presented in the heatmap (Figure 5E). We also verified the RNA-seq profiles of the five selected probes. Gene Set Enrichment Analysis (GSEA) revealed that cluster1 exhibited significant immune processes (Figure 5F). The RNA-seq data of the corresponding genes were also presented in the heatmap (Figure 5G). The impact of DNA methylation on gene expression in glioma was also evaluated. Three of five corresponding genes (cg15734706 and RARG, cg20332503 and ZYX, cg08985333 and CIITA) were considered significantly different between the high-risk group and low-risk group, and they share the same pattern that they were both hypomethylated and upregulated genes (Figure S3A–E). We further excavated the interaction between DNA methylation and gene expression by conducting Spearman’s rank correlation analysis. It showed that cg20332503, cg15734706, and cg08985333 exhibited negative correlation, while cg20332503 (ρ=−0.5) and cg08985333 (ρ=−0.6) showed extremely high correlation (Figure S3F–J).

Then, we performed ROC to evaluate the predictive value of the signature, and we found that the area under curve (AUC) values of 1 to 5 years were all higher than 0.8, with the highest AUC (0.898) at 2 years (Figure 5H). Interestingly, there was a negative correlation between Progression-Free Survival (PFS) and risk score (Pearson, R=−0.43, p<0.00001; Figure 5I). The overall survival exhibited the same pattern with risk score (Pearson, R=−0.36, p<0.00001; Figure 5J), implying that patients with lower risk scores have better survival outcomes.

Then, we validated the performance of the signature using pan-cancer analysis. We downloaded the TCGA Illumina Infinium 450k DNA methylation pan-cancer data from UCSC Xena and calculated the risk scores. Using survival cutoff, they were distributed into high-risk groups and low-risk groups. After the Kaplan-Meier survival test, seven of 31 cancer types were selected: Skin cutaneous melanoma (SKCM) (p=0.00095), Pancreatic adenocarcinoma (PAAD) (p=0.00015), Liver hepatocellular carcinoma (LIHC) (p=0.00013), Thyroid carcinoma (THCA) (p=0.029), Kidney renal clear cell carcinoma (KIRC) (p<0.0001), Uterine corpus endometrial carcinoma (UCEC) (p=0.0071), and Stomach adenocarcinoma (STAD) (p=0.014) (Figures S2C–I). Pan-cancer analysis revealed a satisfactory prognostic value in glioma and the other seven cancer types.



Validation of the Signature and Its Functional Enrichment

To confirm the performance of the signature, five GEO datasets of glioma were formed as the validation groups; they were GSE48462 (n=59; p<0.0001), GSE61160 (n=24; p<0.0001), GSE36278 (n=81; p=0.006), GSE30338 (n=81; p<0.0001), and GSE104293 (n=132; p<0.0001). High-risk group patients exhibited lower survival outcomes than low-risk group patients (Figures 6A–E). Moreover, the ROC curve showed a competent accuracy in each validation set (Figures 6G–J).




Figure 6 | Validation of the signature. (A–E) Kaplan-Meier curve of high-risk and low-risk score groups in the GEO cohort. (F) Kaplan-Meier survival analysis of different treatments on the GSE48462 dataset. Both high-risk and low-risk groups benefited from PCV. (G–J) ROC curve of the GEO dataset. (K) Kaplan-Meier curve of radiation therapy in the high- and low-risk GBM dataset group of TCGA. (L) Kaplan-Meier curve of radiation therapy in the LGG dataset group of TCGA. (M) Benefit from RT/PCV treatment in the GSE48462 dataset. (N) ROC curve of the GBM dataset group in TCGA.



Then we performed the functional enrichment analysis of the high-risk and low-risk groups. Both GO enrichment (Figure S2J) and ebGSEA (Figure S2K) pathways were related to the immune process and may participate in glioma development.



GBM Patients Present Favorable Clinical Benefits to Radiotherapy

What is interesting regarding data of the training set is that GBM patients, regardless of risk scores, benefited from radiotherapy. The GBM high-risk group patients who had been administered with radiotherapy exhibited better survival outcomes (483 days median OS time) than those who did not (64 days median OS time; p=0.00093; Figure 6K). Moreover, the low-risk GBM group exhibited some clinical benefits from radiotherapy (579 days median OS time than 19 days median OS time, p<0.0001; Figure 6K). However, in the LGG group, patients receiving radiotherapy exhibited worse clinical outcomes (2,235 days median OS time than 2,988 days median OS time, p=0.0042; Figure 6L). We evaluated the model’s predictive ability in the GBM cohort by ROC analysis (Figure 6N). These results revealed better radiotherapeutic outcomes.



High-Risk Group Patients Benefitted From RT/PCV Treatment

After validating the GSE48462 cohort as the glioma validation set, we evaluated the prognostic outcomes of radiotherapy and Procarbazine, CCNU, and Vincristine (RT/PCV) treatment. We found that both high-risk and low-risk group patients treated with RT/PCV had better PFS time than those treated with RT alone (p<0.0001; Figure 6F). Moreover, 14 (28%) high-risk patients benefited from RT/PCV treatment, 36 (72%) high-risk patients did not benefit from RT/PCV treatment, while 9 (100%) low-risk patients failed to benefit from RT/PCV treatment. There was a significant difference between the two groups (Chi-square test p<0.05), implying that the high-risk group rather than the low-risk group exhibited favorable outcomes from RT/PCV treatment (Figure 6M).



Construction of Clinical-Related Models to Precisely Demonstrate Risk Stratification in Glioma Patients

To validate the parameters’ predictive value, we used decision curve analysis (DCA), and the risk score enjoyed the highest net benefit compared with age, gender, and grade, indicating that the risk score of models can be used as the main decision tree parameter (Figure 7A). Then, a total of 679 patients with detailed clinical information, including histology, grade, age, gender, status of IDH, status of pq, status of MGMT, and risk score, were selected for recursive partitioning analysis with an attempt to establish a detailed and maneuverable clinical-related model. Age and risk scores were chosen to finally establish a decision tree model. We selected two as the number of splits to prune our decision tree model since it had a relatively simple decision as well as a comparatively low standard deviation. Four risk subgroups were established based on whether the risk score was “high” or “low,” together with age distribution. The low-risk group was identified when the methylation model’s risk score was low regardless of age. The medium-risk group was identified when the risk score was high and the patient ages were lower than 52. Patients with high risk scores and aged between 52 and 66 years old were considered the high-risk group, while patients that were older than 66 years old were placed in the extremely high-risk group (Figure 7B). The four-class risk stratification suffered significantly different overall survival outcomes (p<0.0001, Figure 7C).




Figure 7 | Construction and validation of the clinic-associated model. (A) Decision curve analysis (DCA) for age, gender, grade, and risk score, revealing the risk score revealed better survival outcomes than the other variables. (B) Patients with risk score and age were used to set up a detailed glioma risk stratification. (C) Kaplan-Meier survival analysis of the four precise risk subtypes in the TCGA dataset. (D) Forest plot of the univariate Cox proportional-hazards model survival analysis of various parameters. (E) Forest plot of multivariate Cox proportional-hazards model survival analysis of various parameters. (F) Details of the nomogram. (G) Calibration curve showing a high accuracy of the nomogram. (H) Comparison of the predictive power of multiple models. (I) ROC curve of the nomogram, decision tree, and risk score model in 1 year. HR, hazard ratio; CI, confidence interval. *p<0.05; **p<0.01; ***p <0.001.



To establish an advanced prognostic evaluation model, we used univariate Cox regression analysis. Several parameters were passed through to the algorithm, and almost all variables fitted well (p<0.001) except for gender (HR=1.118, p=0.232; Figure 7D, Table 3). The multivariable Cox regression showed that grade, age, gender, IDH, and model were highly significant independent variables. In contrast, pq and MGMT did not fit well (Figure 7E). Therefore, we established a nomogram combined with risk scores and other significant parameters using the multivariate Cox regression (Figure 7F).


Table 3 | Univariate Cox regression of clinical features.



Calibration analysis revealed that 1-, 3-, and 5-year were significantly contiguous to the ideal 45-degree calibration line, suggesting that the nomogram had considerable high accuracy (Figure 7G). Then we evaluated Concordance indices (C-index) of the three models, and the nomogram had the highest goodness of fit (0.865, Figure 7H). Moreover, we also compared the three different models, and 1-year ROC revealed that the nomogram exhibited the most potent predictive capacity with AUC of 0.937 (Figure 7I).




Discussion

Gliomas are among the most common types of primary tumors of the central nervous system, and aberrant DNA methylation is considered the hallmark of cancer tissues, participating in carcinogenesis, tumor immunology, and recurrence (27). Due to the contribution of the fast-growing methylation bead chip technique, it is important to obtain DNA methylation profiles.

DNA methylation in vertebrates happens at position 5′ of the cytosine ring in CpGs through a covalent obligation of methyl gathering (28, 29). The loss in DNA methylation, combing the silenced tumor suppressor genes, is considered a dangerous hallmark and poor prognosis in most cancer types (30–33). Our findings are in tandem with those of previous studies. After clustering, the average methylation level of cluster1 was significantly lower than that of cluster2, indicating that cluster1 exhibited a poor prognosis. Kaplan-Meier survival analysis confirmed this idea because the overall survival outcomes of cluster1 were impressively lower than cluster2.

Another important finding was the methylation scope of immune infiltration. We postulated that cluster2 exhibited immunity and living conditions. All seven immune cells showed a significant difference, and cluster2 exhibited a higher enrichment score of B cells, NK cells, CD4T cells, and eosinocytes. In contrast, cluster1 exhibited a higher proportion of CD8+T cells, monocytes, and neutrophils. This finding is in tandem with those of the work of other studies. For example, a higher proportion of B cells is associated with increased immunity, thereby enhancing the antitumor effect leading to better prognostic outcomes (34). NK cells are the prototype innate lymphoid cells that fight against microbial contamination and tumors (35). CD4+T cells can secrete IFN-γ, IL-2, and TNFα cytokines to interfere with tumor development. Cluster2 was found to have a higher immune score and an ideal OS time, which validated the previous findings. Meanwhile, functional annotations also supported our idea since DMPs were enriched in TGF-β, IL-2, TNF-α, NK cells, and B cell receptors.

Epigenetic age acceleration is a new marker for cancer prognosis. We calculated the epigenetic age of each patient. Although the average DNAm age of cluster2 was still lower than that of cluster1, more patients in cluster1 had lower DNAm age than their chronological age. This finding is in concordance with that from earlier studies that decelerated DNAm age may result in poorer prognosis (36, 37). The strong correlation between methylation age and veritable age reveals the stability of the prediction.

We performed an integrative analysis of the TCGA Pan-cancer tumors based on other 31 cancer types. Eventually, eight cancer types were selected. Clustering based on immune-related methylation probes revealed an important common role of the immune markers, and the exact immune pattern and pathways need further evaluation. Moreover, we tested the signature on other cancers, and the seven cancer types showed affable results. One unanticipated finding was that LIHC was not concluded in clustering, but was well-distributed when tested using the signature. In the meantime, LAML and KIRP were excluded when tested using the signature. We hypothesized that there is a general DNA methylation pattern among these cancers. Thus, more studies are recommended to test this hypothesis.

Univariate Cox regression, Random Forest, and PCA were performed to construct the best prognostic signatures. To elucidate on the five probes’ biological roles, we performed GO and GSEA analysis, and the results were highly associated with immune system processes. In detail, four negative coefficient probes (gene) were cg04314652 (NFAT5), cg15734706 (RARG), cg20332503 (ZYX), and cg08985333 (CIITA). We revealed the impact of DNA methylation on gene expression in glioma, and three genes exhibited hypomethylation-upregulated DNA methylation patterns. Immunological processes of the five genes were identified to establish the signature mechanism. Nuclear factor of activated T cell 5 (NFAT5) is involved in neuroinflammation (38), and NFAT5 levels correspond to glioma pathological grade (39). Retinoic acid receptor γ (RARG) belongs to the nuclear receptor superfamily (40), and elevated RARG levels may contribute to an unfavorable outcome in LAML (41). Zyxin (ZYX) has been shown to enhance the invasion of hepatocellular carcinoma (42) and oral squamous cell carcinoma cells (43). Overexpression of ZYX is also involved in invasion and unfavorable prognosis of GBM (44). CIITA, a key regulator of the controlling major histocompatibility complex (MHCII) gene, is regulated by NFAT5 (45). The only positive coefficient probe was cg11701471 (OPRK1). In previous studies, κ-opioid receptors 1 (OPRK1) were shown to suppress lung cancer growth, suggesting a tumor-suppressive gene (46, 47). In summary, all the negative coefficient probes are tumor-genesis, and the positive one is tumor-suppressive. Since a higher risk score indicates poor prognosis, it can be hypothesized that DNA methylation silences its corresponding gene expression by hypermethylating CpG islands, shore, and shelf in the promoter regions or gene body. Previous studies of CIITA and NFAT5 strengthen the reliability of the signature.

We validated the prognostic signature using five GEO databases and the TCGA cohort itself. The risk score was associated with overall OS and PFS time. Moreover, low-risk GBM patients were more sensitive to radiation therapy. A possible explanation might be that radiation therapy activates more antitumor immune cells in higher immune cohorts, such as regulating dendritic cells (DC). Regulated DC recognizes and phagocytoses tumor cells and induces the release of inflammatory factors such as IFN-γ, IL-2, and TNFα from immune cells. Another interesting finding was that LGG patients enjoyed even worse overall survival time after radiotherapy. The benefit of radiotherapy in patients with LGG has long been controversial, and the EORTC 22845 randomized trial showed that median overall survival was similar between the radiotherapy and control groups (48). Combined with our findings, high-dose radiotherapy may lead to contrary effects such as neurotoxicity during the management of LGG patients. In the GSE48462 dataset, we found that in this LGG cohort, 14 (28%) high-risk patients benefited from RT/PCV, while no low-risk patients benefited from RT/PCV, suggesting further studies are needed to evaluate the value of PCV treatment in LGG.

Prediction of prognosis based on epigenetic change is not comprehensive. First, we confirmed that the risk score was a reliable predictor of survival through DCA. We further constructed a decision tree model to improve the risk stratification accuracy. Several factors were put into the machine learning algorithm, and the risk score was selected as a major factor, while age was selected as the secondary factor. The maneuverable decision tree helps clinicians to conveniently evaluate the patient risks. Moreover, we developed a complex nomogram model for a more accurate risk and survival outcome assessment. The nomogram model exhibited the highest concordance index when compared to other models and factors. It also exhibited the highest accuracy when compared to the decision tree and risk score model.

One limitation of our study is that bioinformatic methods were used for all analyses. Given the complicated DNA methylation pattern and intricate immune process, more experiments are needed and there exists abundant room for further progress in determining the pan-cancer immune pattern.
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Immune checkpoint blockade (ICB), particularly programmed death 1 (PD-1) and its ligand (PD-L1), has shown considerable clinical benefits in patients with various cancers. Many studies show that PD-L1 expression may be biomarkers to help select responders for anti-PD-1 treatment. Therefore, it is necessary to elucidate the molecular mechanisms that control PD-L1 expression. As a potential chemosensitizer and anticancer drug, disulfiram (DSF) kills tumor cells via regulating multiple signaling pathways and transcription factors. However, its effect on tumor immune microenvironment (TIME) remains unclear. Here, we showed that DSF increased PD-L1 expression in triple negative breast cancer (TNBC) cells. Through bioinformatics analysis, we found that DNMT1 was highly expressed in TNBC tissue and PD-L1 was negatively correlated with IRF7 expression. DSF reduced DNMT1 expression and activity, and hypomethylated IRF7 promoter region resulting in upregulation of IRF7. Furthermore, we found DSF enhanced PD-L1 expression via DNMT1-mediated IRF7 hypomethylation. In in vivo experiments, DSF significantly improved the response to anti-PD-1 antibody (Ab) in 4T1 breast cancer mouse model. Immunohistochemistry staining showed that granzyme B+ and CD8+ T cells in the tumor tissues were significantly increased in the combination group. By analyzing the results of the tumor tissue RNA sequencing, four immune-associated pathways were significantly enriched in the DSF joint anti-PD-1 Ab group. In conclusion, we found that DSF could upregulate PD-L1 in TNBC cells and elucidated its mechanism. Our findings revealed that the combination of DSF and anti-PD-1 Ab could activate TIME to show much better antitumor efficacy than monotherapy.
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Introduction

Breast cancer (BC) is one of the most frequent diseases and the leading cause of cancer death among females (1). Although molecular targeted therapy such as trastuzumab, pertuzumab, lapatinib has achieved good curative effects on human epidermal growth factor receptor-2 (HER-2)-positive BC, there is limited efficacious treatment options for triple negative BC (TNBC) (2). TNBC (progesterone receptor, estrogen receptor, and HER-2 negative BC) is an aggressive subtype of BC that accounts for 15–20% of BC patients, with very poor prognosis (3). There is an urgent need to explore novel therapeutic strategies to improve the clinical outcomes of TNBC patients.

Over the last decades, immunotherapy, especially immune checkpoint inhibitors, has shown considerable clinical benefits in patients with various cancers (4–6). T cell surface expressing PD-1 plays a vital role in negatively regulating the functions of antitumor T cell effector upon interacting with its PD-L1 expressed on tumor cell surface. In the tumor microenvironment (TME), inducing PD-L1 expression can lead to PD-1-mediated T cell exhaustion, thus suppressing the antitumor cytotoxic T cell response (7). Such negative interaction can be inhibited by anti-PD-1/anti-PD-L1 antibodies (Abs). PD-1/PD-L1 checkpoint blockades have been approved by the FDA in various cancers, including lung cancer, Hodgkin lymphoma, and BC (8–10). Although pembrolizumab has been approved in TNBC, the overall response rate was only 18.5%, reported in KEYNOTE-012 trial (11). Therefore, improving the therapeutic effect of anti-PD-1 antibody (Ab) in TNBC patients is urgent and valuable.

Numerous studies have identified biomarkers predicting response of anti-PD-1 therapy, and found that tumor mutational load, dense CD8+ T-cell infiltrates, and PD-L1 expression may be biomarkers to help select responders to anti-PD-1 Ab (12–15). In the TME, PD-L1 expression is regulated at epigenetic, transcriptional, and post-transcriptional levels. At epigenetic level, inhibiting DNA methylation upregulates the expression of PD-L1. Several studies reported that DNA methyltransferase (DNMT) inhibitors decitabine and azacytidine could increase PD-L1 expression level and enhance anti-PD-1 Ab therapeutic efficacy in tumor cells (16–18). At transcriptional level, several transcriptional factors, such as NF-κB, STAT3, and interferon regulatory factor 7 (IRF7), are involved in PD-L1 expression (19, 20). IRF7, a master regulator of type I interferon response, can upregulate PD-L1 expression through PD-L1 promoter binding. Recent study reported that hypomethylating IRF7 by decitabine resulted in elevated levels both IRF7 and PD-L1 (21). Restoration of IRF7 can also affect the activation of immune cells, leading to a remodeling of TME (21–23). As such, we may infer that regulation of DNMT1/IRF7/PD-L1 could sensitize TNBC cells through inducing PD-L1 by DNMT1 inhibitors.

Besides decitabine and azacytidine are DNMT inhibitors, which have won FDA approval for treating myelodysplastic syndromes, disulfiram (DSF) also acts as a DNMT inhibitor. DSF has been employed to treat alcohol use disorders for over sixty years. Increasing evidences indicate that DSF can be repurposed as a novel anti-cancer drug by regulating tumor cell growth, angiogenesis, apoptosis, epithelial-to-mesenchymal transition (EMT) and stemness (24–26). Lin and colleagues reported that DSF monotherapy inhibited DNMT1 catalytical activity and resulted in inhibition of prostate cancer growth (27). However, Dastjerdi and colleagues failed to confirm the DNA demethylation effect of DSF in pancreatic cancer cell line (28). The discrepancy of DSF on DNMT activity perhaps is due to different cancer types or others. Whether DSF has potent DNA demethylation function in TNBC needs to be further explored. Furthermore, Zhou et al. reported that DSF combined with copper upregulated PD-L1 expression by inhibiting PARP1 activity in hepatocellular carcinoma (11). Moreover, a recent study demonstrated that DSF combined with an anti-PD-1 Ab synergistically suppressed tumor growth by targeting FROUNT (also known as NUP85) function and elevated the number of CD8+ T cells in the tumors (29). Accordingly, DSF could enhance the responsiveness to immune checkpoint blockade (ICB) therapy; however, the underlying mechanism remains unclear (30).

DNMT1 plays an essential role in tumorigenesis of TNBC involving suppression of estrogen receptor expression, promotion of epithelial-to-mesenchymal transition (EMT), and induction of stemness in TNBC (31). Although targeting DNMT1 in TNBC by azacytidine did not show sufficient efficacy (32, 33), combination of decitabine and anti-PD-1 Ab may sensitize TNBC patients for anti-PD-1 therapy by inducing the expression of PD-L1, and the regimen is currently investigated in the neoadjuvant setting (NCT02957968). In this study, we explored whether epigenetic regulation associated with DNA methylation could underlie increasing PD-L1 expression by DSF. We found that DSF inhibited DNMT1 activity, thus leading to IRF7 hypomethylation and PD-L1 upregulation in TNBC cell lines. We further observed that co-treatment of DSF and anti-PD-1 Ab increased CD8+ tumor infiltrating lymphocytes (TIL) and enhanced the therapeutic effects of ICB in vivo.



Results


DSF Inhibits DNMT1 Expression and Activity in TNBC Cells

The mRNA expression of DNMT1 was remarkably higher in TNBC/basal-like subtype (BLS; n=135) than in normal breast tissue (NBT; n=112; p=3.00×10–36) based on Gene Expression Profiling Interactive Analysis 2 (GEPIA2) in Figure 1A. To investigate the DNA demethylation effect of DSF in TNBC cell lines, we tested the protein levels of DNMT1 in human BT-549 and MDA-MB-231 cell lines exposed to DSF at different does for 48 h by western blot. As shown in Figures 1B, C, the DNMT1 expression was significantly reduced by DSF. At transcription level, a consistent phenomenon was observed in human MDA-MB-231 cells and BT-549 cells exposed to the indicated concentrations of DSF for 48 h in Figure 1D. Further experiments showed that the activity of DNMT was also inhibited by DSF in BT-549 and MDA-MB-231 cells exposed to DSF for 48 h (Figure 1E).




Figure 1 | DSF inhibits DNMT1 expression and activity in vitro. (A) Gene expression analysis of DNMT1 using GEPIA2 database based on the TCGA database. Box plots represent the gene expression level in terms of log2 (TPM+1) in the tumor (TNBC/basal-like subtype, red, n=135) and normal breast tissue (gray, n=112) samples, respectively. (B) DNMT1 expression in human BT-549 and MDA-MB-231 cells by Western blotting after treatment with different doses of DSF for 48 h. (C) Quantitative analysis of DNMT1 expression after different doses of DSF for 48 h through ImageJ intensity measurements. (D) The relative mRNA expression levels of DNMT1 in human MDA-MB-231 cells and BT-549 cells treated with indicated concentration of DSF for 48 h. (E) DNMT1 enzyme activity assays in human MDA-MB-231 and BT-549 cells treated with indicated concentration of DSF for 48 h. *p < 0.05, ***p < 0.001. ns, no statistic significance.





DSF Upregulates IRF7 by Hypomethylating IRF7 in TNBC Cells

We explored whether DSF can affect the methylation level of IRF7 by affecting DNMT1, thereby regulating its expression. First, we analyzed the hypomethylation status of IRF7 promoter regions assessed by bisulfite sequencing analysis in the human MDA-MB-231 cells and BT-549 cells exposed to DSF (Figure 2A). To unravel the underlying relationship between the expression and the DNA methylation level of IRF7 in BC, we analyzed data from 1,217 patients in TCGA. The tumor samples are divided into high methylation groups (n=24) and low methylation groups (n= 206). In Figure 2B, the violin-box plot revealed that IRF7 mRNA expression was negatively correlated with its DNA methylation level. Gene expression analysis of IRF7 using GEPIA2 database based on the TCGA and GTEx database. Box plots represent the gene expression level in terms of log2 (TPM+1) in the tumor (TNBC/basal-like subtype, red, n=135) and normal breast tissue (gray, n=291) samples, respectively (Figure 2C). As presented in Figure 2D, the results showed that there was a negative correlation between IRF7 mRNA expression and DNA-methylated CpG islands in the gene body region, especially the promoter region. The immunoblot results revealed that the protein levels of IRF7 were upregulated in human BT549 cells and MDA-MB-231 cells exposed to DSF at different doses for 48 h (Figures 2E, F). Next, real-time PCR (RT-PCR) was conducted to determine the mRNA expression of IRF7. Notably, the expression level of IRF7 was remarkably upregulated in human MDA-MB-231 cells and BT-549 cells exposed to the indicated concentration of DSF for 48 h (Figure 2G).




Figure 2 | DSF upregulates IRF7 by hypomethylating IRF7. (A)The hypomethylation status of IRF7 promoter regions assessed by bisulfite sequencing analysis in the human MDA-MB-231 cells and BT-549 cells treated with DSF (50 μM) for 48 h. (B) The negative relationship between the mRNA expression of IRF7 and the methylation level of IRF7. The samples in TCGA are divided into high methylation groups (green, n=24) and low methylation groups (yellow, n= 206). (C) Gene expression analysis of IRF7 using GEPIA2 database based on the TCGA and GTEx database. Box plots represent the gene expression level in terms of log2 (TPM+1) in the tumor (TNBC/basal-like subtype, red, n=135) and normal breast tissue (gray, n=291) samples, respectively. (D) Visualization of TCGA data for IRF7 expression in 1,217 patients using MEXPRESS. The samples are ordered by their expression value. This view shows the relationship between IRF7 expression and methylation around CpG island and promoter region, clinical features, as well as CNVs. Statistical significance was indicated in the right side. (E) IRF7 expression in human BT-549 and MDA-MB-231 cells by Western blotting after treatment with different doses of DSF for 48 h. (F) Quantitative analysis of IRF7 expression after different doses of DSF for 48 h through ImageJ intensity measurements. (G) The relative mRNA expression levels of IRF7 in human MDA-MB-231 cells and BT-549 cells treated with indicated concentration of DSF for 48 h. ***p < 0.001, ****p < 0.0001. ns, no statistic significance.





DSF Increases PD-L1 Expression in TNBC Cell Lines

Type I interferon regulated by IRFs can induce PD-L1 expression (34). We observed that the mRNA expression of PD-L1 was positively associated with IRF7 in BC patients from TCGA database (R=0.21, p<0.001) in Figure 3A. Human BT-549 and MDA -MB-231 cells were exposed to DSF for 48 h at doses 50 and 80 μM. DSF treatments significantly increased surface PD-L1 level and induced a twofold increase in PD-L1 levels. Flow cytometry and immunoblotting showed that PD-L1 protein expression was upregulated in the human MDA-MB-231 and BT549 cells after DSF treatment in Figures 3B–E. In human BT-549 cells, RT-PCR analysis further indicated that DSF treatment upregulated the mRNA expression of PD-L1 (Figure 3F), suggesting that DSF controls PD-L1 expression at the transcriptional levels. Upregulation of PD-L1 surface expression was found in human BT-549 cell line treated with DSF. Collectively, these findings show that DSF can upregulate the transcription and surface expression of PD-L1 in TNBC cell lines.




Figure 3 | DSF increases PD-L1 expression in vitro. (A) The positive relationship between the mRNA expression of PD-L1 and IRF-7 in breast cancer. (B) Flow cytometry result of surface level of PD-L1 on MDA-MB-231 cell and BT-549 cell treated with different doses of DSF for 48 h. (C) The quantification of relative mean fluorescence intensity (MFI) of PD-L1 on MDA-MB-231 cell and BT-549 cell treated with different doses of DSF for 48 h. (D) PD-L1 protein expression after DSF treatment. MDA-MB-231 and BT-549 cells were treated with different doses of DSF for 48 h, and PD-L1 protein levels were analyzed by Western blotting. (E) Quantitative analysis of PD-L1 expression after different doses of DSF for 48 h through ImageJ intensity measurements. (F) The relative mRNA expression levels of PD-L1 in human MDA-MB-231 cells and BT-549 cells treated with indicated concentration of DSF for 48 h. ***p < 0.001. ns, no statistic significance.





DSF Regulates PD-L1 Expression Through IRF7

To investigate if DSF regulated PD-L1 through IRF7 in TNBC cell lines, we then detected whether the human BT-549 and MDA-MB-231 cells transfected with siRNA-IRF7 can significantly attenuate the upregulation of PD-L1 caused by DSF treatment in membrane protein level (Figure 4A). Next, the mRNA expression of PD-L1 was quantified by RT-PCR after DSF/si-RNA-IRF7 treatment. The results showed that when combined with si-RNA-IRF7, the upregulating effects of DSF on PD-L1 were significantly reduced. The level of PD-L1 transcription was significantly inhibited after knocking down IRF7 (Figure 4B). Western blot was applied to verify that si-RNA-IRF7 can cancel PD-L1 upregulation by DSF at the total protein level (Figure 4C). These results implicated that the regulation effects of DSF on PD-L1 was mediated by IRF7.




Figure 4 | DSF regulates PD-L1 expression through IRF7. (A) The MDA-MB-231 cell and BT-549 cell transfected with siRNA-IRF7 were treated with DSF for 48 h, and PD-L1 expression was measured by flow cytometry analysis. Right panel, quantification of relative MFI. (B) The mRNA expression level of IRF7 and PD-L1 in the MDA-MB-231 cell transfected with siRNA-IRF7 or siRNA-NC after the treatment of indicated concentration of DSF for 48 h. (C) The protein level of IRF7 and PD-L1 in MDA-MB-231 cell and BT-549 cell treated with siRNA-IRF7 or treated with siRNA-IRF7 or siRNA-NC were measured by western blotting after treatment with indicated doses of DSF for 48 h. **p < 0.01, ***p < 0.001. ns, no statistic significance.





Combination of Anti-PD-1 Therapy With DSF Improved Antitumor Activity

Increasing PD-L1 expression could improve the response to PD-1 blockade therapy. Thus, we explored combined efficiency of anti-PD-1 Ab and DSF in vivo. The schedule of animal experiments was shown in a flowchart (Figure 5A). The results showed that DSF reduced the tumor burden moderately, anti-PD-1 Ab inhibited tumor growth slightly, and the co-treatment strategy exhibited higher antitumor efficacy than each treatment alone (Figures 5B, C). In addition, mice can tolerate this combination treatment well. Immunohistochemistry (IHC) analysis demonstrated that both PD-L1 expression was upregulated in the DSF group as well as the DSF and anti-PD-1 Ab co-treatment group, while the population of tumor-infiltrating CD8+ T cells was downregulated in the tumor tissues of mice treated with DSF alone. Furthermore, the population of granzyme B+, CD8+ in the tumor tissue was significantly increased in the combination group, suggesting that the combined treatment could improve T cell activities in mice. Taken together, these findings illustrated that DSF combined with anti-PD-1 Ab had potential therapeutic benefits (Figures 5D, F). Finally, we detected the expression of DNMT1 and IRF7 in mice tissues. DNMT1 was downregulated and IRF7 upregulated in the DSF group and the DSF and anti-PD-1 Ab co-treatment group, which was consistent with the results in vitro (Figures 5E, F).




Figure 5 | The combination of anti-PD-1 therapy with DSF improves antitumor activity. (A) BALB/c mice were inoculated s.c. with 4T1 cells. Seven days after inoculation, mice began to receive DSF (i.g., daily, 100 mg/kg), anti-PD-1 blocking antibodies (i.p., four times, 2 mg/kg), a combination of reagents or solvent control as indicated. (B) Representative photographs of 4T1 tumor of the mice after treatment with DSF and/or anti-PD-1 blocking antibody. (C) 4T1 implanted tumor-bearing mice were randomly enrolled in different treatment groups as indicated. For each treatment group, tumor volumes were measured every 3 days and plotted individually. (D) The positive percentage of CD3, CD4, CD8, PD-L1, and granzyme B in 4T1 tumors. (E) The positive percentage of DNMT1 and IRF7 in 4T1 tumors. (F) Immunohistochemical staining for CD3, CD4, CD8, PD-L1, granzyme B, DNMT1, and IRF7 in 4T1 tumors. *p < 0.05, **p < 0.01, ***p < 0.001. ns, no statistic significance.





The Modulation of TIME in the Co-Combination of DSF and the Anti-PD-1 Ab

To further explore the effects of DSF and anti-PD-1 blocking Ab co-treatment on the immune microenvironment in 4T1 mouse xenograft tumor model, the expression profiles of immune microenvironment-related genes in the four groups were analyzed by RNA-seq. Notably, the gene expression profile of DSF and anti-PD-1 Ab co-treatment group was significantly different from other three groups (Figure 6A). For further validation of DSF and anti-PD-1 blocking Ab co-treatment as a potential immune regulator, we measured the tendency of residential immune cells in different treatment groups by calculating the degree of immune infiltration through MCP counter in R. We found the tumors in DSF group were in a low immune activation state (Figure 6B). This might be due to the upregulated expression of PD-L1 by DSF in tumor cells resulted in an impaired T cell function. To further explore the potential molecular mechanism of DSF regulating tumor immune function, the GO and KEGG pathway enrichment analysis was done to reveal the inactive state of immune-associated pathways (Figure 6C), such as Th1 and Th2 cell differentiation (Q<0.01), as well as antigen processing and presentation (Q<0.01). We speculated that the co-treatment of DSF and anti-PD-1 Ab can overcome the immunological side effects caused by DSF. To reveal the differences in biological function between the anti-PD-1 Ab group and the DSF and anti-PD-1 Ab co-treatment group, gene set enrichment analysis (GSEA) was performed (Figure 6D). The results indicated that four pathways (i.e., Th1 and Th2 cell differentiation, antigen processing and presentation, natural killer cell-mediated cytotoxicity, and T cell receptor signal transduction) were significantly enriched in the combination groups, whereas no pathway was markedly enriched in anti-PD-1 blocking Ab groups (P<0.05).




Figure 6 | The modulation of tumor immune microenvironment in the combination of DSF and anti-PD-1 therapy. (A) Heat map shows gene expression profiles of a selected list of the immune microenvironment showing fold changes in the groups of control, DSF, anti-PD-1 antibody, combination. (B) The MCP counter algorithm was utilized to analyze the degree of infiltration of immune cells with mRNA expression in the groups of control, DSF, pd-1, combination. (C) The Gene ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) functional enrichment analyses of mRNAs in the groups of control vs DSF. (D) KEGG functional enrichment analysis of the anti-PD-1 blocking antibody groups and the combination of DSF and the anti-PD-1 blocking antibody groups based on GSEA.






Materials and Methods


Cell Culture

Human BC cell lines BT-549, MDA-MB-231 and mouse BC cell line 4T1 were supplied by ATCC. BT549 was cultured in RPMI 1640 (Thermo Scientific HyClone, USA), while MDA-MB-231 and 4T1 were cultured in DMEM (Thermo Scientific HyClone) containing 1% penicillin-streptomycin and 10% fetal bovine serum (FBS), followed by incubation in an atmosphere of 5% CO2 at 37°C.



Reagents and Abs

DSF was obtained from Sigma (USA) and then dissolved in DMSO. siRNA of IRF7 (5′-TCGAGTGCTTCCTTATGGA- 3′) (RiboBio, Guangzhou, China). Anti-DNMT1, IRF7, PD-L1, granzyme B, CD3, CD4, CD8, and GAPDH Abs were obtains from ABclonal (Wuhan, China). PE-conjugated PD-L1 Ab were obtained from BioLegend (San Diego, CA, USA). The DNMT Activity/Inhibition Assay Ultra Kit (Colorimetric) was purchased from EpiGentek (USA). The anti-PD-1 blocking Ab were obtained from Innovent Biologics (China).



Immunoblotting

The cells were rinsed twice with pre-cold PBS and lysed in RIPA Buffer for 15 min, followed by centrifugation (15,000 rpm, 15 min, 4°C). Total protein content was measured using the BCA kit (Beyotime). After separation on 10% SDSPAGE, the samples were transferred onto a PVDF membrane. Subsequently, the membrane was inhibited with 5% skimmed milk in 0.1% TBST for 1 h, and then exposed to primary Abs at 4°C. On the next day, the membranes were rinsed thrice with TBST for 15 min and exposed to the corresponding secondary Ab (1:4,000 dilution, Servicebio, Wuhan, China) for 1 h. After washing, the protein blots were detected using a SuperSignal West Pico Chemiluminescent Substrate (Pierce, USA). GAPDH was employed as an internal control for normalization.



RT-PCR

Total RNA was extracted with Total RNA Kit I (Omega, USA). cDNA synthesis was conducted with SYBR® Premix Ex TaqTM II (Takara Bio, Japan) by following the manufacturer’s protocols. RT-PCR was performed on a Step One Plus RT-PCR system (Applied Biosystems) using SYBR Green Mastermix (Takara Bio). The sequences of the primers used are as follows: DNMT1 F: 5ʹ 5-CGGCAGACCATCAGGCATTCTAC-3ʹ and R: 5ʹ-CACACCTCACAGACGCCACATC-3ʹ; IRF7 F: 5ʹ-CTCCTTGGAGAGATCAGCAG-3ʹ, and R: 5ʹ-CAGCGG-AAGTTGGTTTTCC-3ʹ; PD-L1 F: 5ʹ-GCTGCACTAATTGTCTATTG-GG-3ʹ and R: 5ʹ-CACAGTAATTCGCTTGTAGTCG-3ʹ; GAPDH F: 5ʹ-ACCACAGTCCATGCCATCAC-3ʹ and R: 5ʹ-TCCACCACCCTGTTGCTGTA-3ʹ.



Flow Cytometric Analysis

The harvested cells were incubated with  PE-conjugated PD-L1 Ab (BioLegend) for 30 min at 4°C, rinsed twice with 4°C PBS, evaluated with flow cytometry, and analyzed by FACSDiva Software (BD Bioscience, NJ, USA).



Bisulfite Sequencing PCR

MDA-MB-231 and BT-549 cells (1×105/wells) were grown on 6 cm dishes for 24 h, and then exposed to vehicle or the corresponding drugs for 48 h. Then, genomic DNA was extracted, followed by bisulfite treatment using the Qiagen EpiTect kit. PCR cycle (98°C for 30 s; followed by 35 cycles of 98°C for 10 s, 60°C for 30 s, and 72°C for 10 s; 72°C for 2 min; 4°C hold) was conducted with Q5 Hot Start High-Fidelity Master Mix (NEB). Methyl Primer Express™ v1.0 (ThermoFisher) was used to design primer sequences for IRF7 promoter region (F: 5′-TTGGGTTGTAGTGGAGTGGTTTTATT-3′; R: 5′-CATCTCTCAAACTCCCCCAACTCTT-3′). The PCR products were detected through electrophoresis and purified by Gel and PCR Clean-up System (Promega). After purification, Zero Blunt™ TOPO™ PCR Cloning Kit (Invitrogen) was used to insert the products into pCR™4Blunt-TOPO® Vector. Lastly, Sanger sequencing (Sangon) was carried out.



Data Collection and Methylation and Copy Number Variation Analysis

The gene expression RNAseq data (1,104 tumor tissues and 113 normal tissues) of the cohort: Genomic Data Commons Cancer Genome Atlas-Breast Cancer (GDC TCGA-BRCA) were obtained from the https://xenabrowser.net/datapages/. Total BC specimens were ordered according to methylation score levels. The beta-value cutoff ranges for hypermethylation and hypomethylation were 0.7–0.5 and 0.3–0.25, respectively (35, 36). R 3.6.0 was used to analyze the relationship between the level of IRF7 methylation and transcription. MEXPRESS is an easy-to-use tool for visualizing gene expression, DNA methylation, clinical TCGA data, and the relationship among them (37). Given the important effects of methylation and CNVs on gene expression, MEXPRESS was used to explore the association between IRF7 expression and methylation/CNVs.



Gene Correlation and Gene Expression Analysis

GEPIA database (http://gepia.cancer-pku.cn/index.html) was employed to verify the significant relation between IRF7 and PD-L1, and the Pearson correlation was used to analyze the correlation between the two genes. The gene transcript expression in TNBC/basal-like compared with normal breast cases in TCGA and GTEx data cohorts by GEPIA2 (http://gepia2.cancer-pku.cn/). The p-value were set as 0.01.



siRNA Transfection

siRNA targeting IRF7 was supplied by RiboBio (China). After transfection with siRNA (50 nM), the cells were analyzed by GenMute transfection reagent (SL100568; SignaGen Laboratories, China) as per the manufacturer’s protocol.



Animal Experiments

BALB/c mice (4–6 weeks old, female) were procured from Beijing HFK Bioscience (China) and maintained under SPF conditions in accordance with the animal care guidelines of Huazhong University of Science and Technology (HUST). The experimental protocol was approved by the Ethical Committee of HUST. 4T1 cells (1 × 106) were subcutaneously transplanted into the right flank of mice. The tumor-bearing mice were randomly categorized into four groups (n = 5/group): control; anti-PD-1 blocking Ab i.p.; DSF p.o; anti-PD-1 blocking Ab + DSF. Tumor dimension was assessed by vernier caliper, and tumor volume was calculated as follows: 0.5×width2×length. After 28 days, the mice were sacrificed, and the subcutaneous tumors was isolated, recorded, and subsequently analyzed. DSF (100 mg/kg) was administered daily via the p.o. route starting from day 7 after tumor implantation and continuously for 3 weeks. Anti-PD-1 blocking Ab (200 µg; BE101, BioXCell) was administered i.p. every other day for four times starting from day 7 after tumor implantation. The mice in control group were treated with solvent (5% Tween 80, 30% PEG300, and 2% DMSO). Tumor size was recorded using a digital caliper every 3 days and calculated as follows: 0.5×width2×length.



Staining of Tumor Tissue Sample

4T1 xenografted tumors in BALB/c mice were formalin-fixed and embedded in paraffin. Briefly, after deparaffinization, rehydration, and antigen retrieval, tissue sections were exposed to primary antibody (DNMT1, IRF7, PD-L1, granzyme B, CD3, CD4, or CD8). Then, the sections were exposed to biotinylated goat-anti-mouse IgG secondary antibody and streptavidin-conjugated HRP, and finally developed with 3,3′-diaminobenzidine (DAB). Images were collected using a high-resolution slide scanning system (3DHISTECH Ltd, Pannoramic MIDI). Image-pro Plus 6.0 software (Media Cybernetics, Inc., Rockville, MD, USA) was used to select the same brown color as the unified standard for judging the positivity of all photos, and the positive area of each photo was obtained by analyzing each photo.



RNA Deep Sequencing

Total RNA was isolated from the 4T1 xenografted tumors tissue sample using TRIzol Reagent (Invitrogen, USA), and then subjected to RNA deep sequencing with MGISEQ2000 platform at Beijing Genomics Institute (BGI, China). The obtained sequencing reads were expressed as the FPKM (fragments per kilobase of exon per million reads) for each transcript. KEGG and single sample GSEA (ssGSEA) analyses were described in the previous study (38). The R-3.4.3 software tools were used to perform bioinformatics analysis and generate figures.



Statistical Analysis

The data were shown as mean ± S.E. Statistical tests were performed by GraphPad Prism v8.0 and R language v3.4.3. Unpaired Student’s t-test (n<30) and Wilcoxon test (n>30) were used to compare the difference between two groups. Level of significance was set as p<0.05. The Pearson correlation was used to analyze the correlation between the two genes.




Discussion

Despite anti-PD-1 therapy has shown promising clinical benefits in patients with TNBC, a significant fraction of patients remains unresponsive to this therapy. The key to improve the anti-PD-1 therapy is the formation of combination therapies (39). Accumulating evidences have indicated that altered PD-L1 expression by small molecules can modify the efficacy of anti-PD-1 therapy in preclinical phase (40–42). In this work, as Figure 7 shows, we found that DSF could upregulate PD-L1 expression through hypomethylating IRF7 via inhibition of DNMT1 activity and expression, and improve the anti-PD-1 therapy by modulating TIME. Although increased PD-L1 expression represents an immunosuppression status, DSF combined with anti-PD-1 Ab could overcome it.




Figure 7 | An illustration of the proposed working model. Synergistic effect of DSF and PD-1 blocking antibody in the treatment of triple negative breast cancer.



IRF7 is an important regulator of type I IFN responses, and its transactivation can amplify the generation of type I IFNs via a positive feedback loop (43). IRF7 was found by Bidwell et al. to be overexpressed in NBT and primary BC tissue, while much lower expressed in bone metastasis (23). Restoration of IRF7 inhibited bone metastasis of BC cells by inducing the production of type I IFNs, and caused an increasing of CD8+ T cells in the blood samples of 4T1 tumor-bearing mice. Lan et al. reported that the upregulated expression of IRF7 in doxorubicin- and methotrexate-treated tumor cells could induce a switching from the myeloid-derived suppressor cell-mediated immune responses to the CD4+/CD8+ T cell-dependent anticancer responses through constitutive activation of type I IFN pathway (22). However, IRF7 is also reported to enhance constitutive PD-L1 expression, independent of IFN induce, resulting in decreasing CD8+ TIL expansion (21). IRF7 has the potential to exert multifaced effects on regulating TME (44). The expression of IRF7 can be epigenetically regulated by DNA methylation (45). DNMT inhibitors, decitabine and azacytidine, can induce the DNA hypomethylation of IRF promoter leading to transcriptional activation of IRF7 (46). In our study, DSF acted as a DNMT1 inhibitor and upregulated IRF7 expression by DNA hypomethylation, whose effect is similar to other DNMT inhibitors.

PD-L1 expression is one of the biomarkers to help select patients for anti-PD-1 therapy. Increasing evidence has shown that abnormal PD-L1 expression can affect the efficacy of anti-PD-1 therapy (42, 47). PD-L1 expression can be regulated by transcriptional control. Transcriptional factors, such as MYC, BRD4 and IRF1, participate in the activation of PD-L1 by binding to its promoter. IRF7 could also directly bind to PD-L1 promoter and enhance its transcriptional expression (9). Our study, like many other literatures, showed a positive correlation between PD-L1 and IRF7 at both transcriptional and protein levels in TNBC (48, 49). However, Chang and colleagues showed that PD-L1 protein level is negatively correlated with IRF7 in lung squamous cell cancer tissues, which may result from the effect of PD-1/PD-L1 reverse signaling on eIF2α/ATF4 activation with subsequent downregulation of IRF7 expression (50). DSF-induced PD-L1 expression was abolished by IRF7 knockdown in our study, suggesting that DSF upregulated PD-L1 expression via IRF7 restoration. Additionally, although DSF epigenetically restoration of IRF7, immunological suppressive TME was observed in tumors treated by DSF (Figure 6). We speculate the reason might be constitutively expression of PD-L1, which was mediated by IRF7 directly promoting transcription of PD-L1, leading to abrogating CD8+ TIL expansion (21).

DSF, an old anti-alcohol drug, has been shown to possess anticancer effects on various malignancies for many years. However, recent study reported that DSF combined with copper (DSF/Cu2+) could inhibit tumor proliferation in immunodeficient mice but failed in immunocompetent mice (45). Zhou and colleagues further found DSF combined with copper (DSF/Cu2+) was reported to upregulate PD-L1 expression by suppressing PARP1/GSK3β in hepatocellular carcinoma cells and ultimately prevented CD8+ TIL infiltration (51). However, co-treatment of DSF/Cu2+ and anti-PD-1 Ab improved antitumor immunity in mice and showed better antitumor activity than the monotherapy. Terashima et al. demonstrated that DSF inhibited FROUNT and suppressed macrophage deposition and its tumor-promoting potential (29). In our study, co-treatment of DSF and anti-PD-1 Ab noticeably elevated the population of granzyme B-positive CD8+ TIL and synergistically inhibited tumor growth compared to monotherapy. In contrast, anti-PD-1 Ab alone showed no growth inhibitory effect on 4T1 tumors with low CD8+ TIL, which is concordant with other studies (52).

Concordant with other studies, we found DSF treatment alone did not exert antitumor effects along with upregulated PD-L1 expression as well as a decreased immune cell infiltration in immunocompetent mice model, and we also observed that co-treatment of DSF and anti-PD-1 Ab improved the efficiency of anticancer with increased CD8+ TIL and activated antitumor immune pathway (29, 51). Furthermore, our RNA-seq results indicated that the combination of DSF and anti-PD-1 Ab reversed the immunological suppressive effects caused by DSF, and four pathways (i.e., Th1 and Th2 cell differentiation, antigen processing and presentation, natural killer cell-mediated cytotoxicity, and T cell receptor signal transduction) were significantly enriched in the combination groups, whereas no pathway was markedly enriched in anti-PD-1 blocking Ab groups.

A large number of studies have proved that DSF has superior anti-BC effects in vitro and in vivo, providing a new potential direction for TNBC treatment (53–55). A phase II trial of copper and DSF against metastatic BC (NCT03323346) was carried out to provide clinical evidence for introducing this novel combination therapy to metastatic BC patients who had failed conventional systemic or locoregional therapy. Our results indicated that the supplement of DSF to the anti-PD-1 therapy could improve the therapeutic efficacy than the monotherapy.

In conclusion, our findings demonstrate that DSF upregulates PD-L1 expression via DNMT1-mediated IRF7 hypomethylation and restoration in TNBC, and enhances the antitumor potential of anti-PD-1 Ab by modulating TME in Figure 7. DSF combined with anti-PD-1 Ab could serve as a novel option for relapse or metastatic TNBC.
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Background

Glioblastoma multiforme (GBM) is extensively genetically and transcriptionally heterogeneous, which poses challenges for classification and management. Long noncoding RNAs (lncRNAs) play a critical role in the development and progression of GBM, especially in tumor-associated immune processes. Therefore, it is necessary to develop an immune-related lncRNAs (irlncRNAs) signature.



Methods

Univariate and multivariate Cox regression analyses were utilized to construct a prognostic model. GBM-specific CeRNA and PPI network was constructed to predict lncRNAs targets and evaluate the interactions of immune mRNAs translated proteins. GO and KEGG pathway analyses were used to show the biological functions and pathways of CeRNA network-related immunity genes. Consensus Cluster Plus analysis was used for GBM gene clustering. Then, we evaluated GBM subtype-specific prognostic values, clinical characteristics, genes and pathways, immune infiltration access single cell RNA-seq data, and chemotherapeutics efficacy. The hub genes were finally validated.



Results

A total of 17 prognostically related irlncRNAs were screened to build a prognostic model signature based on six key irlncRNAs. Based on GBM-specific CeRNAs and enrichment analysis, PLAU was predicted as a target of lncRNA-H19 and mainly enriched in the malignant related pathways. GBM subtype-A displayed the most favorable prognosis, high proportion of genes (IDH1, ATRX, and EGFR) mutation, chemoradiotherapy, and low risk and was characterized by low expression of four high-risk lncRNAs (H19, HOTAIRM1, AGAP2-AS1, and AC002456.1) and one mRNA KRT8. GSs with poor survival were mainly infiltrated by mesenchymal stem cells (MSCs) and astrocyte, and were more sensitive to gefitinib and roscovitine. Among GSs, three hub genes KRT8, NGFR, and TCEA3, were screened and validated to potentially play feasible oncogenic roles in GBM.



Conclusion

Construction of lncRNAs risk model and identification of GBM subtypes based on 17 irlncRNAs, which suggesting that irlncRNAs had the promising potential for clinical immunotherapy of GBM.





Keywords: glioblastoma, immune-related lncRNAs, biomarker, prognostic signature, immune infiltration



Introduction

Glioblastoma multiforme (GBM) is the most frequent intracranial primary malignancy in adults. Despite standard treatment, the median survival of GBM patients is less than 14 months (1). In the latest glioma classification, molecular features are considered as classifiers in conjunction with histopathological appearance (2). Emerging biosomics studies have improved the diagnosis and treatment strategies for GBM to some extent but have not yet achieved satisfactory results due to the complex pathogenesis and molecular heterogeneity of GBM. Therefore, more studies are urgently needed to explore the mechanisms involved and to identify novel biomarkers to predict the prognosis and therapeutic effects of GBM.

Long noncoding RNA (lncRNA) is a noncoding RNA with a length of more than 200 nucleotides (3). The discovery of lncRNAs has uncovered new horizons in the pathological processes of multiple diseases, including cancer initiation and progression (4). Recent studies have shown that lncRNAs can influence the tumor immune microenvironment (TIM) by regulating inflammation and participating in immune gene expression (5, 6). For example, lncRNA nuclear-enriched abundant transcript 1 (NEAT1) affects cytokine response and induces IGs expression through the regulation of interleukin (IL)-8 transcription (7). LncRNA-Cox2 participates in inflammatory gene expression in macrophages via regulating chromatin complex remodeling (8). Zhao et al. showed that the lncRNA SNHG14/miR-5590-3p/ZEB1 positive feedback loop can regulate the PD-1/PD-L1 checkpoint to promote diffuse large B cell lymphoma progression and immune evasion (9). Increasing studies reporting on the mechanism of irlncRNAs in multiple cancers (10), the ambiguous relationship between lncRNAs, and the tumor immune microenvironment have been gradually unveiled. However, the relationship between lncRNAs and tumor immune microenvironment is rarely studied in GBM. Therefore, identification of the irlncRNAs signature may provide a new insight for predicting prognosis and individualized treatment of GBM.

In this study, we identified six key irlncRNA signatures (H19, ST3GAL6-AS1, AL162231.2, SOX21-AS1, AC006213.5, and AC002456.1), which concluded that the risk model indeed had a good predictive outcome. GBM-specific CeRNAs were constructed to predict irlncRNAs targets. GO and KEGG pathway enrichment analysis was used to explore target functions. The PPI network was performed to identify the interactions of proteins translated from mRNAs in the CeRNA network. Furthermore, GS-A showed better prognosis among the identified four GSs (A-D). GSs-specific prognostic value, clinical characteristics, genes and pathways, immune infiltration, and chemotherapeutic drug sensitivity were evaluated. Three hub genes, KRT8, NGFR, and TCEA3, were screened and validated among GSs. These results suggested that the irlncRNAs had the promising potential for clinical immunotherapy of GBM.



Materials and methods


Acquisition and Processing of GBM Expression and Clinicopathological Data

RNA-seq transcriptome data of healthy samples were obtained from the GTEx database (11) (http://commonfund.nih.gov/GTEx/). The RNA-seq transcriptome data and clinicopathological data of the GBM samples were downloaded from the TCGA database (http://cancergenome.nih.gov/). Samples and patients with incomplete clinical information were excluded, and conformers are shown in Table S1. Two available matrices were merged, normalized with the limma package of R software, and obtained the differentially expressed (DE) genes. The input file is FPKM, and the output file is log (x + 1). The scRNA-seq data of human GBM samples, accession number GSE168004, were obtained from the Gene Expression Omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo/) database. The cutoff criteria were set as | log2 fold change (FC) | > 0.5 and p < 0.05.



Identification of Immune-Related lncRNAs (irlncRNAs)

The immune genes (IGs) list was downloaded from the IMMPORT shared database (12) (https://www.immport.org/) and the Molecular Signatures Database v 7.0 (http://www.gsea-msigdb.org/gsea/index.jsp/). The correlation between genes was calculated to obtain irlncRNAs. Correlation coefficient >0.4 and p<0.001 were used as the threshold.



Establishment of the Immune-Related Risk Prognostic Model

Univariate and multivariate Cox regression analyses were performed to identify significant lncRNAs for construction of the prognostic signature. A risk score was calculated based on each patient’s lncRNAs expression level by the following formula:   (N is the number of relative lncRNAs, Expi represents the expression value of each lncRNA, and βi is the regression coefficient of the multivariate Cox analysis for the target lncRNA). By setting the median value of the risk score as the cutoff value in the training set and the whole set, GBM patients were divided into high- and low-risk groups. Related files for constructing the immune-related risk prognostic model are displayed in Table S2.



Evaluation and Validation of a Risk Prognostic Model

The predictive ability of the prognostic model was evaluated by a series of analyses: Kaplan-Meier survival analysis, time-dependent ROC curve analyses, univariate Cox regression analysis, and multivariate Cox regression analysis for comparison of the survival between the high- and low-risk groups in the training, testing, and whole cohorts using the R packages survival and survivalROC. In addition, the signature derived from this study was compared with these three other signature ROC curves (13–15). We analyzed the ROC curve differences between prognostic models and clinicopathological features.



Construction of a CeRNA Network and a Protein–Protein Interaction (PPI) Network

The miRcode database (16) was performed to match differentially expressed and prognostically related irlncRNAs and miRNAs. Three databases, miRTarBase (17), miRDB (18), and TargetScan (19), were used to predict miRNA target genes. The interactions between miRNAs and lncRNAs or mRNAs were integrated to construct a CeRNA regulatory network. The mRNAs were enrolled in a PPI network through the STRING database (https://string-db.org/) with a confidence score > 0.7. Cytoscape (version 3.8.1) was used to visualize the CeRNA and PPI networks.



Functional and Pathway Enrichment Analyses

We used the “clusterProfiler” package to perform Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis of CeRNA network-related IGs to explore potential biological functions and pathways. The cutoff criterion was set at p < 0.05. Additionally, KEGG pathway analysis of KRT8 was performed using the Gene Set Enrichment Analysis (GSEA) software (www.gsea-msigdb.org). The cutoff criterion was set at p < 0.05.



Identification of GBM Subtypes in Risk Prognostic Model

Unsupervised consensus clustering was conducted to identify a novel immune classification of GBM based on the prognostic irlncRNAs using the ConsensusClusterPlus package (50 iterations, resample rate of 80%). The consensus cumulative distribution function (CDF), consensus matrix (CM), and consensus heatmap were performed to determine the optimal number of clusters.



Analysis of Clinical Characters and Molecular Differences in GBM Subtypes

Survival analysis and valuable clinical information (Table S3) were compared between the different subtypes. The Wilcoxon rank test was used to identify differentially expressed molecules among subtypes. The cutoff criteria were set as | log2FC | > 0.3 and p < 0.05.



Immune Microenvironment Exploration for GBM Subtypes Access scRNA-seq Data

The Seurat package was performed for quality control, statistical analysis, and exploration of the scRNA-seq data. The quality control standards were genes detected in >3 cells; cells with >50 total detected genes and cells with ≤5% of mitochondria-expressed genes were included. PCA was used to discriminate available dimensions with a p value < 0.05. Then, dimensionality reduction and cluster classification analysis were performed using a t-distributed stochastic neighbor embedding (tSNE) algorithm. The limma package was applied for differential expression analysis to identify the marker genes of each cluster with p value < 0.05 and | log2[fold change (FC)] | > 0.5. Based on marker gene populations, different cell clusters were annotated by the singleR package and then manually validated and corrected with the CellMarker database. The corresponding cell surface marker genes for the annotation of cell clusters are listed in Table S4.



Exploration of Candidate Small Molecule Agents

To evaluate the significance of this prognostic model in clinical treatment, the IC50 of common administrating chemotherapeutic agents in the GBM dataset TCGA project was calculated. The IC50 difference analysis was performed between the high-risk and low-risk groups using the Wilcoxon signed-rank test. Box plots were obtained using pRRophetic and ggplot2 to show the results.



Preparation for Human GBM Samples

GBM tissues and normal brain tissues were obtained from patients treated at First Affiliated Hospital of Nanchang University who provided informed consent. The study was approved by the hospital’s institutional ethics committee. GBM tissue was collected and immediately stored in an environment at −80°C.



Quantitative Real-Time RT-PCR (qRT-PCR) Analysis

Total RNA extracted from transfected cells was reverse-transcribed with RT reagent Kit gDNA Eraser (TaKaRa) and detected by SYBR-Green (TaKaRa). The PCR primers are listed in Table S5.



Western Blot Assays

Western blot (WB) assays were performed as described previously (20). The antibodies used are listed in Table S6.



Statistical Analysis

All analysis was carried out by R version 3.6.1 and corresponding packages. Kruskal–Wallis test was used to compare the divergence between multiple groups. Chi-square test or Fisher exact test was used for statistics on clinical information. A Bonferroni test was used to correct the p-value. Kaplan–Meier curves analysis was used to assess survival differences of the subtype. The correlation was determined by Pearson correlation analysis. p < 0.05 was regarded as statistically significant.




Results


Selection of DElncRNAs, DEimmune genes (DEIGs), and irlncRNAs in GBM

A filtering flow chart for the study is shown in Figure 1. The 1,520 DElncRNAs with 396 upregulated and 1,124 downregulated were identified between normal and GBM tissues. Analogously, we also identified 358 upregulated and 196 downregulated IGs. The corresponding heatmaps are displayed in Figure S2. Based on 396 upregulated lncRNAs and 554 DEIGs, 224 irlncRNAs were obtained by correlation analysis (Tables S7–S9).




Figure 1 | Flow chart of study design.





Construction of irlncRNAs Model in GBM

The data of GBM patients were allocated randomly to the training and validation cohort. The 224 irlncRNAs were subjected to univariate Cox regression analysis (Table S10) followed by Lasso regression (Table S11 and Figures 2A–D) in the training set to obtain 17 PRirlncRNAs (p < 0.05; Table S12 and Figure 2E) and a risk score prognostic model constituted based on 6 key irlncRNAs. The risk score for each sample was calculated based on the expression levels of these six lncRNAs (Figure 2F). The coefficient of each gene was calculated by multivariate Cox regression analysis (Table 1).

	




Figure 2 | Construction, evaluation, and comparison of a risk signature. (A) LASSO coefficient profiles of the 17 irlncRNAs in the training set. (B) A coefficient profile plot was generated against the log (lambda) sequence. Selection of the optimal parameter (lambda) in the LASSO model. (C, D) The AUC value and cutoff point obtained in the training set. (E) Forest plot of 17 irlncRNAs selected by univariate Cox regression analysis associated with GBM survival in the training set. (F) Forest plot of six irlncRNAs selected by multivariate Cox regression analysis associated with GBM survival and construction risk model. (G) Risk score and survival status analysis of irlncRNAs prognostic signature. (H) The expression pattern of irlncRNAs prognostic signature in the low- and high-risk groups. (I) Survival analysis of irlncRNAs prognostic signature. (J) ROC curve analysis within 1, 2, and 3 years. (K) Multivariate ROC curve analysis showing that the superior prognostic performance of the irlncRNAs prognostic model compared to other clinical indicators. (L) AUCs of the ROCs for our and the three other gene signatures.




Table 1 | Coefficients based on a multivariate Cox regression analysis of the selected lncRNAs.





Evaluation and Validation of irlncRNAs Signature in GBM

The irlncRNAs signature is a robust prognostic tool for GBM. Risk curves and scatter plots showed the risk score and survival status of each GBM patient in the training (Figure 2G), testing (Figure S3A), and total sets (Figure S1A). The low-risk group had a lower risk coefficient and mortality than the high-risk group. The heatmap of the irlncRNAs signature in the training (Figure 2H; Table S13), testing (Figure S3B; Table S14), and total sets (Figure S1B) revealed that GBM with high prognostic scores expressed high-risk irlncRNAs (H19, AL162231.2, AC002456.1), whereas GBM with low prognostic scores expressed protective irlncRNAs (ST3GAL6-AS1, SOX21-AS1, AC006213.5). Based on the median risk score in the training set, GBM patients were divided into high- and low-risk cohorts. Survival curves indicated that patients in the low-risk group had a longer median OS compared with the high-risk group (Figure 2I); further examinations were performed in the test (Figure S3C) and whole sets (Figure S1C) by the same algorithmic cutoff in order to evaluate the accuracy of the prognostic signature. Both groups yielded similar results, suggesting that the prognostic signature was effective. In addition, the promising predictive value for the GBM special model in the training set was demonstrated by ROC curve analysis (Figure 2J 1-year AUC = 0.792, 2-year AUC = 0.922, 3-year AUC = 0.981), which validated the results of the model in the testing set (Figure S3D; 1-year AUC = 0.703, 2-year AUC = 0.657, 3-year AUC = 0.669) and the whole set (Figure S1D; 1-year AUC = 0.744, 2-year AUC = 0.756, 3-year AUC = 0.838). The multi-index ROC analysis revealed that the AUC of the prognostic model was significantly better than those of other clinicopathological indicators (Figure 2K) (such as age, gender, therapy, molecular typing, etc.). Compared with three existing lncRNA-related signatures (13–15) (Figure 2L), the excellent predictive viability of our model is further demonstrated. Together, these data illustrate the excellent identification of high-risk patients using our model.



IrlncRNAs Prognostic Model Is an Independent Prognostic Factor for GBM

Univariate and multivariate Cox regression analyses were performed to verify that the irlncRNAs model was an independent prognostic factor for GBM in the training set. The univariate Cox analysis revealed that gender, radiotherapy, MGMT status, and risk score were dramatically associated with the OS (Figure S4A), while the multivariate analysis revealed that gender, MGMT status, and risk score were identified as independent prognostic factors (Figure S4B).



Construction of the CeRNA and PPI Network and Functional Enrichment Analysis in GBM

Of the 224 irlncRNAs, 17 lncRNAs were associated with prognosis. Based on matching analysis of 17 PRirlncRNAs and 554 DEIGs, a total of 5 irlncRNAs and 16 miRNAs paired into 31 irlncRNAs–miRNA interactions, while 16 miRNAs and 27 DEIGs matched to form 35 miRNA–DEIGs interactions. Finally, 5 irlncRNAs, 16 miRNAs, and 27 DEIGs were used to construct lncRNA–miRNA–mRNA regulatory networks (Table S15 and Figure 3A).




Figure 3 | GBM-specific CeRNA network, PPI network, and functional enrichment analysis (A) A total of 31 irlncRNAs–miRNA interactions and 35 miRNA–DEIGs interactions construct the lncRNA–miRNA–mRNA regulatory networks. (B) PPI network displayed the interactions of proteins translated from IGs in the CeRNA network. (C, D) GO enrichment analysis (E, F) KEGG pathway enrichment analysis.



Furthermore, the PPI network was constructed to identify the interactions of proteins translated from mRNAs in the CeRNA network (Figure 3B). We found that some genes with high combined score including TGFBR1-TGFBR2, JAG2-NOTCH2, ETS1-SP1, NRAS-PDGFRA, and BDNF-TRAF6 were mainly enriched in the “Human T-cell leukemia virus 1 infection,” “IL-17 signaling pathway,” “TGF-beta signaling pathway,” and “PD-L1 expression and PD-1 checkpoint pathway in cancer pathway.”

GO (Table S16) and KEGG (Table S17) pathway enrichment analyses demonstrated that the GBM-specific CeRNA network might be involved in the neoplastic process by regulating these biological functions and pathways. GO functional analysis showed that DEIGs involved in the CeRNA network were enriched in BPs, including regulation of vasculature development, response to oxidative stress, and positive regulation of epithelial cell proliferation. The enrichment of MF is mainly related to the membrane signal, and CC is protein binding (Figures 3C, D). CeRNA network-related IGs were significantly enriched in KEGG pathways, namely, MAPK signaling pathway, cytokine–cytokine receptor interaction, PI3K-Akt signaling pathway, and multiple cancers (Figures 3E–F).



Four Subtypes of GBM Were Identified and Correlated With Prognosis

Based on 17 PRirlncRNAs, Consensus Cluster Plus was utilized to identify the different subtypes (K = 2-9) among the risk model. According to the cumulative distribution function (CDF) curves, tracking pot, Delta area pot, and CM heatmap (Figures 4A–D), when k=4, the sample cluster was stable and robust. As a result, patients could be classified into four GSs (Table S18): A (n = 23, 27.4%), B (n = 24, 28.6%), C (n = 28, 33.3%), and D (n = 9, 10.7%). Kaplan-Meier survival analysis indicated that patients with GS-A showed the best OS compared to patients with cluster B, C, or D (p=0.007; Figure 4E).




Figure 4 | Identification of potential GBM subtypes (A–C) Cumulative distribution function curve, delta area, and tracking plot of immune-related lncRNA in GBM. (D) Consensus clustering matrix for k = 4, which was the optimal cluster number in the TCGA training cohort. (E) Patients in the GBM subtype-A experienced a longer survival time.





Revelation of Clinical Characters, Molecular Differences, and Pathway Analysis for GBM Subtypes

Clinicopathological variables and molecular differences were compared among the four subtypes. Heatmap of 17 irlncRNAs illustrated the clinical features and molecular differences among the four subtypes (Figures 5A). The results revealed that GS-A patients are characterized by a high mutation rate of genes including IDH1, ATRX, and EGFR, a high rate of chemoradiotherapy, and a high rate of the low-risk group (Figures 5B–G).




Figure 5 | Heatmap and clinicopathological features of four GBM subtypes (A) The heatmap and clinicopathological features of the 4 clusters based on the expression patterns of the 17 irlncRNAs in the training set. (B–F) Distribution ratio of IDH/ATRX/EGFR status and chemotherapy and radiotherapy in GBM subtypes. (G) Sankey diagram showing the prognosis of four GBM subtypes.



Subsequently, difference analysis identified 10 lncRNAs (Table S19) and 14 mRNAs (Table S20) among the four subtypes (Figures 6A, B). The results revealed that 6 of the 14 mRNAs were risk genes, and 4 (KRT8, NGFR, TCEA3, and PTTG1) of the risk genes were highly expressed in GBM compared with normal tissues. Thus, these four risk factors, as hub genes, may play an important role in the malignant behavior of GBM.




Figure 6 | Molecular difference analysis of four GBM subtypes (A, B) Heatmaps of 10 differentially expressed irlncRNAs (A) and 14 mRNAs (B) between the 4 GBM subtypes. (C–E) GSEA showing that the functional pathways involved in RKT8 were mainly immune cell- and tumor-related signaling pathways. (F–H) GSVA enrichment analysis showing the activation states of biological pathways in GSs.



In addition, patients with GS-A patients are characterized by low expression of four high-risk lncRNA (H19, HOTAIRM1, AGAP2-AS1, AC002456.1) and one high-risk gene KRT8. GSEA showed that functional pathways involved in RTK8 were mainly immune cell and tumor-related signaling pathways, such as the T cell receptor, apoptosis, or JAK/STATA signaling pathway (Figures 6C–E).

GSVA enrichment analysis showed the activation states of biological pathways including the regulation of autophagy, the apoptosis, the Wnt signaling pathway, the NOTCH signaling pathway, the ERBB signaling pathway, the RIG like receptor signaling pathway, and the NOD-like receptor signaling pathway in GS-A (Figures 6F–H).



Exploration of Immune Microenvironment for GBM Subtypes Access scRNA-seq Data

Eight cell clusters with different annotations were identified by scRNA-seq data, revealing cellular heterogeneity in GBM tumors. A total of 4,210 cluster markers were identified from all 8 clusters by differential analysis (Table S21). Clusters 0 and 4, containing 398 cells, were annotated as GBM MSCs; clusters 1, 2, 3, 5, 6, and 7, containing 792 cells, were annotated as the astrocytes (Figures 7A–F and Table S22).




Figure 7 | Estimation of tumor-infiltrating cells for GBM subtypes based on scRNA-seq data (A) After quality control of the 3,483 cells from the tumor cores of 4 human GBM samples, 1,190 cells were included in the analysis. (B) The variance diagram shows 13,859 corresponding genes throughout all cells from GBMs. The red dots represent highly variable genes, and the black dots represent nonvariable genes. The top 10 most variable genes are marked in the plot. (C) PCA identified the 15 PCs with an estimated p value < 0.05. (D) All eight clusters of cells in GBMs were annotated by singleR and CellMarker according to the composition of the marker genes. (E) The tSNE algorithm was applied for dimensionality reduction with the 20 PCs, and 8 cell clusters were successfully classified. (F) The differential analysis identified 4,210 marker genes. The top 20 marker genes of each cell cluster are displayed in the heatmap. A total of 68 genes are listed beside of the heatmap after omitting the same top marker genes among clusters. The colors from purple to yellow indicate the gene expression levels from low to high. (G–J) Expression profiles of the four risk genes in eight cell clusters.



Among the six risk genes of GBM subtypes, two genes, OLFM1 and TENM2, with low expression in GBM were excluded. Searching of the remaining four hub genes (GS-A: KRT8; GS-B: NGFR; GB-C: TCEA3; GB-D: PTTG1) in different GSs with clustering markers revealed that GBM may infiltrate immune cells. KRT8, belonging to Cluster 0, was annotated as GBM MSCs; NGFR, belonging to Clusters 0 and 4, was annotated as GBM MSCs; TCEA3, belonging to Clusters 0, 1, 2, 3, 4, and 5, was annotated as GBM MSCs and astrocyte; PTTG1, belonging to Clusters 2, 3, 4, 5, 6, and 7, was annotated as GBM MSCs and astrocyte (Figures 7G–J).



Screening of the Related Small Candidate Drugs With irlncRNAs Signature

An attempt was made to screen out chemotherapeutic agents that are sensitive to the high-risk group in the TCGA project of the GBM dataset. We found that the high-risk score correlated with a lower half inhibitory concentration (IC50) of chemotherapeutic drugs such as Gefitinib (p= 0.015) and Roscovitine (p= 0.035), whereas it correlated with the higher IC50 of axitinib (p=0.039) and thapsigargin (p=0.0041) (Figures S4A–D).



Validation of the Hub Genes in Clinical Tissues

The K-M survival curve from the TCGA database was performed to explore the potential role of the individual hub gene in OS. Three of the four hub genes showed significant predictions of poor OS (P < 0.05, Figures 8A–C). To further verify the expression level of hub genes in GBM samples, we generated RT-qPCR to calculate the mRNA levels of the three hub genes. As illustrated in Figures 8D–F, the expressions of KRT8, NGFR, and TCEA3 were significantly upregulated in GBM tissues compared with normal tissues. Subsequently, WB was used to evaluate the expression level of three proteins. As shown in Figures 8G–I, the expression levels of three proteins in GBM tissues were higher than those in normal brain tissues.




Figure 8 | Validation of the hub genes in clinical tissues (A–C) Kaplan–Meier survival curves for patients of GBM with high and low gene expression in the TCGA dataset. (D–F) qRT-PCR of KRT8, NGFR, and TCEA3 in clinical human GBM samples and normal brain tissues. The expression levels were normalized to β-actin. ***P < 0.001. (G–I) The protein expression of KRT8, NGFR, and TCEA3 in clinical human GBM tissues and normal tissues was detected by WB.






Discussion

GBM cells form a complex tumor microenvironment that supports malignant tumor progression and immune escape (21). Novel immunotherapy within the tumor microenvironment has been uncovered that exerts antitumor immune response via targeting immunoregulatory cells or immunosuppressive factors (22). Accumulating evidence suggests that abnormal lncRNAs servers as new markers contribute to antitumor immunoreactivity (23, 24). It is of great significance to understand the tumor immune microenvironment driven by lncRNAs, to construct a clinical prognosis model, and to screen new markers for providing risk stratification and targets for immunotherapy.

In this study, 224 irlncRNAs were analyzed between tumor and normal tissues, 17 PRirlncRNAs were obtained by using the univariate Cox regression analysis, LASSO regression analysis was used to identify 6 key lncRNAs, and multivariate Cox regression analysis was applied to calculate coefficients and construct the risk model. We found that patients in the low-risk group had longer survival than those in the high-risk group. Subsequently, we established forest plots and ROC plots including age, sex, radiotherapy, chemotherapy, gene (IDH, MGMT, ATRX, and EGFR) mutation status, and risk scores. By plotting risk heatmap, risk curve, ROC curve, and survival curve, it was concluded that the risk model indeed had a good predictive effect. Meanwhile, we obtained similar results in the validation set.

The immune alterations driven by lncRNAs in GBM have also been preliminarily investigated (20, 25). Among the six key lncRNAs, H19, AL162231.2, and AC002456.1 were risk factors for the prognosis of GBM, while ST3GAL6-AS1, SOX21-AS1, and AC006213.5 were protective factors. LncRNA H19 as the first discovered classical regulator lncRNA is involved in the regulation of multiple cancers, including GBM (26, 27). H19 is overexpressed in glioma tissues, negatively correlates with patient survival, and promotes tumor growth by silencing relevant microRNAs (27, 28). H19 has a potential reference value for glioma remission and immunotherapy. ST3GAL6-AS1 and SOX21-AS1 as protective factors have been reported in cancers, lncRNA ST3GAL6-AS1 overexpression significantly reduces colorectal cancer cell tumorigenesis and metastasis (29), and lncRNA SOX21-AS1 significantly suppresses tumorigenesis in cervical cancer (30), oral cancer (31), and GBM (32). Relevant literature reports for AL162231.2, AC002456.1, and AC006213.5 are sparse.

Identifying the targets of lncRNAs is a key step in exploring their functions. An immune-related CeRNA network was constructed to predict lncRNAs targets, and a PPI network was used to evaluate the interactions of translated proteins from mRNAs in the CeRNA network. The CeRNA network enabled not only a deeper understanding of the communication between RNAs and a more comprehensive analysis of the complex gene interactions underlying carcinogenesis but also the identification of novel biomarkers. Among the prognostic biomarkers involved in the GBM-specific CeRNA and PPI network, the most significant difference gene was PLAU (encoding urokinase-type plasminogen activator; uPA), which was overexpressed, was the target of lncRNA H19, and was enriched in the KEGG pathway, namely, MicroRNAs in cancer, NF-kappa B signaling pathway, transcriptional misregulation in cancer, and proteoglycans in cancer pathways. Moreover, the protein pair with the highest combined score was TGFBR1–TGFBR2. PLAU is frequently upregulated in GBM (33, 34) and promotes cell invasion by PLAUR (PLAU receptor) binding and activation of extracellular proteases (35). TGFBR1 and TGFBR2 have been identified in GBM as a TGF‐β signaling upstream receptor (36), which has been well known to be a key regulator of migration phenotype in GBM cells (37). In our analysis, lncRNA H19 may exert biological activity by targeting miR-193a-3p to regulate gene PLAU expression. Therefore, it is meaningful to construct immune-related CeRNA and PPI networks in GBM to mine novel biomarkers, predict prognosis, and guide therapy.

In addition to identifying candidate biomarkers in GBM, GSs are also the key to improve personalized treatment (38). Based on 17 PRirlncRNAs, we can classify GBM patients into 4 GSs (A-D). Then, we assessed subtype-specific prognostic values, clinical characteristics, genes and pathways, immune infiltration, and chemotherapeutic drug sensitivity. Our results revealed that GS-A patients displayed the most favorable prognosis, which were characterized by a high mutation rate of genes including IDH1, ATRX and EGFR. Previously published reports indicated that IDH, ATRX and EGFR mutation status significantly influenced the prognosis of glioma patients (39). Such as, IDH mutations are frequent in infiltrating astrocytomas (grades II and III) and secondary GBMs (1). Primary GBMs typically lack IDH mutations and demonstrate EGFR, PDGFRA, TP53, PTEN, NF1, and TERT promoter mutations (40). These classical biomarkers have been integrated into multiple classification schemes and applied to an accurate clinical decision-making process. We observed that GBM with GS-A were characterized by four high-risk lncRNAs (H19, HOTAIRM1, AGAP2-AS1, and AC002456.1) and one high-risk mRNA KRT8 with a low expression level. Among these lncRNAs and mRNAs, lncRNA HOXA transcript antisense RNA myeloid-specific 1 (HOTAIRM1) participates in the reprogramming of chromatin organization and proliferation and metastasis of cancer (32), which has been found to be highly expressed in a variety of tumors including GBM (41). LncRNA AGAP2 antisense RNA 1 (AGAP2-AS1), transcribed from a gene located at 12q14.1, a novel cancer-related lncRNA, was dysregulated in cancers (42). In GBM, lncRNA HOTAIRM1 (43, 44) and AGAP2-AS1 (45, 46), as oncogenic factors, promoted tumorigenesis, predicted a poor clinical outcome, and were potential biomarkers and therapeutic targets. Keratin 8 (KRT8), a major component of the intermediate filament cytoskeleton, promotes tumor progression and metastasis of various cancers (47–49). In our analysis, GS-A was positively correlated with autophagy, the apoptosis, the Wnt signaling pathway, the NOTCH signaling pathway, the ERBB signaling pathway, the RIG like receptor signaling pathway, and the NOD-like receptor signaling pathway. KRT8 may exert its biological activity through regulating the T cell receptor, apoptosis, or the JAK/STATA signaling pathway.

The efficacy of immunotherapy strongly depends on intertumoral tumor-infiltrating immune cells (50). Combining the risk gene of GSs and scRNA-seq data reveals poor prognosis GBM tumor-infiltrating immunoreactive cells. Park et al. demonstrated that high expression on macrophage signatures of GBM patients predicted suboptimal survival (51), which was consistent with our analysis. We observed that the major tumor-infiltrating immune cells in GBM with poor prognosis were MSCs and astrocyte. Radfar et al. demonstrated that nonspecific activation of CD4+ T cells dramatically enhanced the cytotoxicity of four chemotherapeutic agents including TMZ, paclitaxel (Pax), Carbo, and 5-FU in cancers (52). Patients with more infiltrated CD8+ T cells had a better response to pembrolizumab treatment than those with less infiltrated cells (53). Our model suggested that high risk was associated with sensitivity to chemotherapeutics such as gefitinib and roscovitine, and GS-A patients in low risk were more sensitive to axitinib and thapsigargin.

Our survival analysis and in vitro study showed that three of the four hub genes showed significant predictions of poor OS, and the mRNA and protein levels of KRT8, NGFR, and TCEA3 were significantly upregulated in GBM tissues compared with normal tissues. The above results indicated that these proteins encoded by the hub genes may play a feasible oncogenic role in GBM.



Conclusion

In this study, based on 17 PRirlncRNAs, we not only constructed a six-key irlncRNAs prognostic signature but also identified four subtypes of GBM, which had a potential prognostic value. In GBM, lncRNA H19 may exert biological activity by targeting miR-193a-3p to regulate gene PLAU expression; KRT8, NGFR, and TCEA3 may stimulate novel strategies for immunotherapy of GBM patients. Interestingly, KRT8 may exert its biological activity through regulating the T cell receptor, apoptosis, or the JAK/STATA signaling pathway.


Highlights

	Transcriptome and clinical information from 168 GBM samples was employed to screen 17 immune related lncRNAs (irlncRNAs) associated with prognosis.

	17 PRirlncRNAs were screen to construct a signature of 6 key irlncRNAs, which showing a good predictive effect, and similar results in the validation set.

	GBM-specific immune CeRNA and PPI networks were constructed to predict lncRNAs targets and evaluate the interactions and functions of immune mRNAs translated proteins based on 17 PRirlncRNAs.

	Four GBM subtypes (A–D) were identified based on 17 PRirlncRNAs, and we evaluated subtype-specific prognostic values, clinical characteristics, genes and pathways, immune infiltration, and chemotherapeutics efficacy.

	Construction of the lncRNAs risk model and identification of GBM subtypes under immune environment, suggesting that KRT8, NGFR, TCEA3, and irlncRNAs had promising potential for clinical immunotherapy of GBM.
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The transcription factor Snail1, a key inducer of epithelial-mesenchymal transition (EMT), plays a critical role in tumor metastasis. Its stability is strictly controlled by multiple intracellular signal transduction pathways and the ubiquitin-proteasome system (UPS). Increasing evidence indicates that methylation and acetylation of Snail1 also affects tumor metastasis. More importantly, Snail1 is involved in tumor immunosuppression by inducing chemokines and immunosuppressive cells into the tumor microenvironment (TME). In addition, some immune checkpoints potentiate Snail1 expression, such as programmed death ligand 1 (PD-L1) and T cell immunoglobulin 3 (TIM-3). This mini review highlights the pathways and molecules involved in maintenance of Snail1 level and the significance of Snail1 in tumor immune evasion. Due to the crucial role of EMT in tumor metastasis and tumor immunosuppression, comprehensive understanding of Snail1 function may contribute to the development of novel therapeutics for cancer.
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Introduction

Metastasis is one of the most prominent features of malignant tumors and is the leading cause of death in tumor patients (1). Tumor metastasis is a multi-step process in which EMT has a crucial regulatory role. During the process of EMT, epithelial cells lose their cell polarity and cell–cell adhesion, and transit to quasi-mesenchymal cell states, thus increasing their migration and invasion properties (2). Recent studies indicated that tumor progression and metastasis are closely related to epigenetic modifications and the immune system. It was reported that immune checkpoint molecules such as PD-L1 are involved in EMT regulation, while EMT can also induce immunosuppression and immune evasion in tumors (3).

The Snail family of zinc finger transcription factors comprises three members in vertebrates, Snail1 (Snail), Snail2 (Slug), Snail3 (Smuc) (4, 5). Snail1 and Snail2 down-regulate the expression of many target proteins associated with EMT. Among them, the most significant one is E-cadherin (6). Due to the critical role of Snail1 in EMT, this mini review focuses on how appropriate Snail1 levels are maintained in cells, with emphasis on the role of epigenetic and UPS in the regulation of Snail1. Furthermore, we also discuss the involvement of Snail1 in tumor immune evasion, a role which has made it a promising therapeutics target in tumor treatment.



Structural and Functional Characteristics of Snail1

In all Snail family members, the amino terminal end contains a highly conserved SNAG domain, which functions as a transcriptional repressor domain (7). The fingers correspond to the C2H2 type and bind to the upstream regulatory region of target genes for gene specific transcriptional inhibition (8). The central region of Snail2 includes the Slug domain, while Snail1 has two defined functional domains in this region: a regulatory domain containing an Xpo1/CRM1 mediated nuclear export signal (NES) (9) and a serine-rich domain involved in the regulation of its stability (10) (Figure 1A).




Figure 1 | Structure and signaling pathways of SNAIL1. (A)Architecture of SNAIL1 in human. Composite of the overall structure of Snail1 and Snail2, which shows the relative positions of the SNAG domain, the zinc fingers (I–V), and the Slug-specific boxes, NES domain and serine-rich domain. (B)The molecular signaling pathways of SNAIL1. Snail1 is regulated by several signaling pathways that promote its expression. From left to right: MAPK, Shh, Notch, Wnt, TGF-β, PI3K-AKT, and NF-κB signaling pathway.



Snail1, as a transcriptional repressor, is implicated in the regulation of other tumor metastasis suppressors, such as the epithelial marker E-cadherin (11). Previous studies reported that SNAG domain of Snail1 couples on the CDH1 (which encodes E-cadherin) promoter (12), and recruits histone deacetylase (HDAC). Subsequently, Snail1, HDAC1, HDAC2 and mSin3A conjointly form a multi-molecular complex that further inhibits the expression of E-cadherin (13). Furthermore, Snail1 interacts with the H3K9 methyltransferase G9A or SUV39H1 and recruits it to the CDH1 promoter for transcriptional inhibition in breast cancer (14, 15), collectively resulting in the occurrence of EMT.



The Signaling Pathways Involved in Snail1 Expression

The expression of Snail1 is regulated by many signaling pathways both at the transcriptional and protein level (16, 17) (Figure 1B). Physiologically, these signaling pathways control normal cell morphology, proliferation, differentiation, and apoptosis. However, abnormal activation of these signaling pathways contribute to the initiation and progression of tumors activated (18, 19).


TGF-β Pathway

The transforming growth factor-β (TGF-β) was described as an inducer of EMT during the development of tumor (20). Mechanistically, TGF-β binds to its receptor TβRII and TβRI, which subsequently phosphorylates its downstream targets, including members of the SMAD family of signal transducers, SMAD2 and SMAD3 (21), forming a heterooligomeric complex with SMAD4 (22). Then this SMAD complex translocates to the nucleus and functions as a transcription factor to regulate the transcription of target genes such as Snail1 in human tumors (16, 21, 23–25).



PI3K-Akt Pathway

The phosphatidylinositol 3-kinase (PI3K)-Akt signaling pathway is hyperactivated or altered in many cancer types (26–28) and regulates a broad range of cellular processes (29, 30). It is well known that Akt can phosphorylate and inhibit GSK-3β activity, subsequently suppressing the GSK-3β-mediated phosphorylation of Snail1 and facilitating its stabilization and nuclear localization, which ultimately promotes EMT widely presenting in a variety of tumors (31–36). In addition to GSK-3β, PI3K-Akt also activates mTOR, thereby potentiating Snail1 expression in gastric, breast, pancreatic and ovarian cancer (37–40). Furthermore, some studies also indicate TGF-β regulates Snail1 expression via the Akt/GSK-3β signaling pathway in osteosarcoma and ovarian clear cell carcinoma (41, 42).



Wnt Pathway

In the presence of Wnt signaling, the destruction complex (APC, Dvl, Axin, GSK-3β, CK1) reduces the phosphorylation and ubiquitination of β-catenin (43).Thus, levels of cytoplasmic β-catenin rise, which translocates to the nucleus and induces transcription of pro-invasive factors (44–46). Moreover, β-catenin/T-cell factor (TCF) transcriptional complex regulates Snail1 via Axin2-mediated nuclear export of GSK-3β in breast cancer (47).



Notch Pathway

Notch signaling is generated through the interaction between Notch receptors and ligands such as Jagged-2 (JAG2) (48). Notch is released into the cytoplasm by intracellular segment (NICD) after being sheared three times (49), and then enters the nucleus to bind to the Snail1 promoter, directly stimulating transcription (50).



Shh Pathway

Sonic Hedgehog (Shh) is a lipid-modified secreted protein that couples to Patched receptor (51). In the presence of Hedgehog signaling, Smoothened is relieved from Patched-mediated suppression due to the Hedgehog-dependent internalization of Patched, which leads to inactivation of SUFU for the stabilization and nuclear accumulation of Gli family members (51, 52). So far, Shh-mediated Gli1 activation was reported to induce the expression of Snail1 in a variety of cancers, such as breast, skin, ovarian, pancreatic, neuroendocrine cancer and basal cell carcinoma (45, 53–57).



MAPK Pathway

The Ras/Raf/MEK/ERK pathway is the most important signaling cascade among all MAPK signal (58). Once activated, ERK translocates to the nucleus, binds to and regulates the activity of the transcription factor Elk-1 through phosphorylation (58). Of note, activation of Elk1 facilitates recruitment of phosphorylated mitogen and stress activated protein kinase 1 (MSK1), which in turn enhances histone H3 acetylation and phosphorylation (serine 10) of Snail1 promoter, ultimately promoting the transcription of Snail1 (59). Furthermore hepatocyte growth factor (HGF) could induce transcription of Snail1 by activating MAPK signaling pathway in liver cancer (60).



NF-κB Pathway

The over-activation of nuclear factor-κB (NF-κB) with a role in the inflammatory response, immune response and cell apoptosis, is associated with multifarious tumors (61). Previous studies have demonstrated that the activation of the NF-κB pathway blocked the degradation and promoted the transcription of Snail1 (62), subsequently facilitating the migration and invasion in breast, colorectal, gastric cancers, cholangiocarcinoma and malignant human keratinocyte (63–66).




Regulation of Snail1 Expression by Ubiquitin-Proteasome Ststem

Ubiquitin mediates protein degradation via binding to lysine residues of the substrate proteins (67). It is highly conserved in eukaryotic cells and can also function as a signaling molecule to modulate protein function (68). Its eight residues including M1, K6, K11, K27, K29, K33, K48, and K63 are used as attachment sites to form polyubiquitin chains (69). The most abundant chain types are K48, which are usually degraded by the 26S proteasome (68).


Degradation of SNAIL1 by UPS

Snail1 is an extremely unstable protein, β-TrCP1 was first reported to be involved in Snail1 ubiquitination via GSK-3β mediated phosphorylation of S96 and S100 residues on Snail1 (10). In contrast, Snail1 is ubiquitinated independently of GSK-3β phosphorylation by FBXL14 through K98, 137, and 146 residues (70). Interestingly, miR-27a can directly down-regulate the expression of FBXO45, resulting in reduced Snail1 degradation (71). In breast cancer, the S11 residue of Snail1 is phosphorylated by PKD1, which promotes the ubiquitination and degradation of Snail1 by FBXO11 (72, 73), while FBXO22 depends on GSK-3β (74). In addition, it has been reported that PPIL2, SPSB3 and TRIM21 are involved in ubiquitination and degradation of Snail1 (75–77). In gastric cancer, phosphorylation of Snail1 is required for the F-box domain of FBXO31 to function (78), FBXW7 inhibits metastasis in part by binding to Snail1 (79) and FBXL5 promotes poly-ubiquitination of Snail1 at K85, K146 and K234 residues (80, 81). In Non-small cell lung cancer, both β-TrCP2 and FBXW7 are absolutely implicated in ubiquitination and degradation of Snail1 (82, 83). In cervical cancer, HECTD1-mediated degradation of Snail1 occurs in the cytoplasm rather than in the nucleus (84). Finally, other E3 ligases such as TRIM50 and CHIP, are also involved in regulation of Snail1 in hepatocarcinoma and ovarian cancer, respectively (85, 86).

So far, some molecular targets have been found based on the above E3 ligases, which are potential therapeutic targets. LINC00511 and EBV-miR-Bart10-3p both inhibit β-TrCP1 and prevent Snail1 degradation in triple negative breast cancer and nasopharyngeal carcinoma, respectively (87, 88). In non-small cell lung cancer, the expression of the β-TrCP2 is inhibited by miR-106b-25 (83), while FBXW7 agonist (Oridonin) contributes to the degradation of Snail1 (89). In hepatocellular carcinoma, miR-1306-3p directly targets FBXL5 to suppress Snail1 degradation (90). Likewise, miR-27a immediately down-regulate the expression of FBXO45 (91). Particularly, BRD4 identifies acetylated K146 and K187 on Snail1 in an acetylation-dependent manner to prevent its degradation by FBXL14 and β-TrCP1 in gastric cancer (92). Inversely, Metformin is beneficial to the expression of LKB1, thereby strengthening the capacity of FBXL14 in pancreatic cancer (93) (Figure 2A).




Figure 2 | Multifaceted regulation of SNAIL1. (A) Ubiquitination, methylation, and acetylation regulate the expression of SNAIL1. The ubiquitin E3 ligases in the blue circle negatively regulate the expression of Snail1. Small molecule compounds or drugs directly or indirectly act on E3 ligase to promote or inhibit the expression of Snail1. Molecules in the green and pink circles participate in methylation and acetylation of Snail1, respectively. (B) Bidirectional regulation of SNAIL1 and tumor immune environment. Snail1 recruits immunosuppressive cells (including Treg, MDSCs, M2 macrophages, neutrophils, and Treg-like CD4+CD25- cells) to participate in the formation of tumor microenvironment via cytokines, chemokines and their receptors. In addition, immunosuppressive checkpoints PD-L1 and TIM-3 can regulate the expression of Snail1 through different molecular pathways.





Stabilizing the Expression of SNAIL1 by DUBs

Ubiquitination is a reversible process and ubiquitin moieties are removed from polypeptides by deubiquitinases (DUBs) (94). Currently, plentiful DUBs are involved in the occurrence, progression, and drug resistance of cancer (95–97). In esophageal squamous cell carcinoma, OTUB1 inhibits the ubiquitination and degradation of SMAD2/3, leading to strengthen TGF-β signaling and stabilization of Snail1 expression (98, 99). Interestingly, USP26 is a specific deubiquitinase of Snail1 and significantly increases its stability by combining with the zinc finger domain at the Snail1, an essential region for its stability and nuclear localization (100, 101). In addition, EIF3H and PSMD14 have also been found to be involved in Snail1 deubiquitination (102, 103). In breast cancer, DUB3 couples on SNAG domain of Snail1 and inhibits ubiquitination of Snail1 mediated by FBXL14 and β-TrCP1 (104). Analogously, CSN2 removes the ubiquitination of Snail1 via disrupting its binding to GSK-3β and β-TrCP (62). In lung cancer, CSN5 and USP37 significantly stabilize the expression of Snail1. More importantly, USP37 is closely associated with increased mortality and metastasis rates (105, 106). In glioblastoma, USP3 also hydrolyzes FBXO11 or FBXW1-induced polyubiquitination chain on Snail1, resulting in increased aggressiveness and tumorigenicity (107). Similarly, high expression of OTUB1 in gliomas is associated with poor prognosis (108). In colorectal cancer, up-regulation of USP47 is mediated by SOX9, leading to an increase in Snail1 deubiquitination under hypoxia condition (109). In gastric cancer, USP29 enhanced the interaction between Snail1 and SCP1, causing both dephosphorylation and deubiquitination of Snail1 (110).




Epigenetic Modification in Snail1 Regulation

Epigenetic abnormalities have been linked to many human diseases, including cancer (111, 112). Particularly, methylation and acetylation are involved in Snail1-mediated tumor metastasis (Figure 2A).


Methylation of SNAIL1

DNA methylation is an important mechanism of epigenetic gene regulation, which primarily occurs at CpG dinucleotide within gene promoters by a covalent modification of cytosine residues via DNA methyltransferase (DNMT) enzymes (113). It was previously reported that DNA methylation in the first intron region of Snail1 was negatively correlated with its transcription level, but its expression was increased when treated with DNMT inhibitor 5-Aza-2 ‘-deoxycytidine in trophoblast cells (114). Uniformly, the chromatin remodeling factor ARID2 represses EMT of hepatocellular carcinoma by recruiting DNMT1 to Snail1 promoter, which increases promoter methylation and inhibits its transcription (115). Recently, m6A RNA methylation is an emerging epigenetic modification, which has been associated with the progression of several cancers (116, 117). Interestingly, m6A is methylated by Methyltransferase-like 3 (METTL3) to accelerate Snail1 expression in HeLa cells (118), which is equivalent to indirect regulation of Snail1 by methylation.



Acetylation of SNAIL1

Protein acetylation was originally discovered on histones in the nucleus and involved in gene transcription (119). Subsequently, non-histone proteins were increasingly found to also undergo acetylation (120). In nasopharyngeal carcinoma, the glucose metabolizing enzyme PDHE1α facilitates H3K9 acetylation on the Snail1 promoter to enhance cell motility and thereby drive cancer metastasis (121). Inversely, HOPX mediates epigenetic silencing of Snail1 transcription through the enhancement of histone H3K9 deacetylation in the Snail1 promoter (122). In lung cancer cells, p300 acetylates Snail1 at K187 (123), and CREB-binding protein (CBP) interacts with and acetylates Snail1 at K146 and K187, which prevents formation of the repressor complex (124). As mentioned above, BRD4 recognizes acetylated K146 and K187 on Snail1 to prevent it from being degraded by E3 ligases in gastric cancer (92).

At present, histone deacetylase inhibitors (HDACIs) are now emerging as a new class of anticancer agents (125, 126). However, HDACIs stabilize surprisingly Snail1 expression through several mechanisms in hepatocellular carcinoma: HDACIs up-regulate Snail1 at the transcriptional level by promoting SMAD2/3 phosphorylation and nuclear translocation (127). Posteriorly, HDACIs regulate the stabilization of Snail1 via up-regulating the expression of CSN2, which interacts with Snail1 to expose its acetylation site, leading to inhibit degradation of Snail1 via preventing its phosphorylation and ubiquitination (127). Coincidentally, this phenomenon was also observed in CNE2 cells (128). Accordingly, more cautions should be exercised in the usage of medicines such as HDACIs, as they may increase the risk of tumor metastasis.




Bidirectional Regulation of Snail1 and Tumor Immune Environment in Tumor Progression

Tumorigenesis and progression are influenced by tumor microenvironment and controlled by the host immune system (129). In addition to malignant cells, adipocytes, fibroblasts, tumor vasculature, lymphocytes, dendritic cells, and cancer-associated fibroblasts are present in the tumor microenvironment (130). The last decade has witnessed dramatic advances in cancer treatment through immunotherapy such as immune checkpoints inhibitors, which are the most popular and promising treatment at present (131). Recently, the bidirectional regulation of immune checkpoints and EMT was uncovered via Snail1 (Figure 2B).


Immunosuppressive Checkpoints Regulate SNAIL1 Expression

So far, two immune checkpoint proteins PD-L1 and TIM-3 have been found to regulate Snail1 expression. PD-L1, which accumulates to high level on the surface of some tumor cells, can bind to PD-1 and induce T cells exhaustion, thereby mediating tumor immune escape and potentiating tumor progression (132, 133). Histochemical staining of 477 lung adenocarcinoma specimens showed a positive correlation between the expression of PD-L1 and Snail1 (134). Two studies showed that PD-L1 can inhibit GSK3β activity via binding to tyrosine phosphatase PTP1B or integrin β4 to activate p38-MAPK or Akt activity, respectively. Through this mechanism, PD-L1 can inhibit GSK3β-mediated phosphorylation, ubiquitination, and degradation of Snail1, thereby promoting EMT and the metastatic potential of breast cancer and cervical cancer (135, 136).

TIM-3 contains an immunoglobulin and a mucin-like domain and was originally identified as a receptor expressed on Th1 cells (137). The silencing of TIM-3 was accompanied by a decrease in Snail1 expression, indicating that TIM-3 may be involved in metastasis of osteosarcoma and hepatocellular carcinoma (138–140). Due to the lack of research in this aspect, it is only known that TIM-3 induces EMT to stimulate the metastasis of esophageal squamous cell carcinoma at least partly through the Akt/GSK-3β/Snail1 signaling pathway (141).



The role of SNAIL1 in Tumor Immune Evasion

Increasing evidence suggests that Snail1 is also involved in immune escape from tumors, which can accelerate cancer metastasis. Previous research has reported the quantity of tumor-specific infiltrating lymphocytes and the systemic immune response increased via silencing Snail1 in melanoma (142), suggesting that Snail1 is visibly involved in tumor immunity. Firstly, Snail1 recruits CD4+FOXP3+Treg cells into the tumor microenvironment through C-C motif chemokine ligand 2 (CCL2) (143). In a mouse model of lung cancer, Snail1 was also found to increase intratumoral C-X-C chemokine ligand 2 (CXCL2) secretion and neutrophil infiltration (144). In ovarian cancer, Snail1 accelerates cancer progression via up-regulation of CXCL1 and CXCL2 as well as recruitment of myeloid-derived suppressor cells (MDSCs) (145), which plays a vital role in cancer immunosuppression, tumor angiogenesis, drug resistance and promotion of tumor metastasis (146, 147). In cholangiocarcinoma, Snail1 appears to produce immunosuppressive natural T-regulatory like CD4+CD25- cells, in part by mediating the T regulatory-inducible cytokines such as TGF-β1 and IL-2 (148). In addition, Snail1 induces M2 polarization of tumor-associated macrophages and facilitates tumor growth in head and neck cancer (149). A recent study showed that the high expression of Snail1 in mesenchymal tumor cell induces the expression of several cytokines (CD73, CSF1, SPP1), which collectively expedites the assembly of tumor immunosuppressive microenvironments (2). All these lines of evidence strongly confirm that Snail1 effectively promotes tumor cells to secrete chemokines or cytokines, which recruits various immunosuppressive cells to the tumor microenvironment and provides an appropriate environment for tumor metastasis.




Summary and Future Perspectives

Physiologically, Snail1 participates in embryo implantation and initiation, wound healing, and cell survival (8, 150, 151). In addition, as we discussed above, Snail1 is a crucial target involved in tumor metastasis and immune escape, and can endow tumor cells with the characteristics of stem cells (5). What’s more, Snail1 overexpression was found to be a potential risk factor of neoplasm recurrence in various cancers, such as cutaneous squamous cell carcinoma, clear cell renal cell carcinoma, ameloblastic carcinoma, non-muscle-invasive bladder, colon and non-small-cell lung cancer (152–157). Consistent with tumor relapse, Snail1 overexpression also indicates poor prognosis in several types of cancers (158–161). Taken together, Snail1 can function as a biomarker to predict tumor relapse and patient prognosis.

Snail1 also hold critical role in cancer treatment, increasing evidence suggested that Snail1 is implicated in chemotherapy and radiotherapy resistance. For instance, silencing Snail1 was found to be beneficial in enhancing the sensitivity of gemcitabine therapy in pancreatic ductal carcinoma (162, 163) and increasing radiosensitivity in hypopharyngeal carcinoma (164). Furthermore, Snail1 contributes to the resistance of glioblastoma cells to temozolomide via the IL-6-STAT3-Snail1 pathway (165) and colorectal cancer cells to 5-fluorouracil by facilitating the expression of the ABCB1 resistance gene (166). In addition, Snail1 overexpression could induce tumor stem cell-like phenotype and generate chemotherapy resistance to oxaliplatin in colorectal cancer (167). Collectively, chemotherapy or radiotherapy combined with Snail1 inhibitors such as CYD19 (168), GN-25 (169) and Co (III)-Ebox (170) may be a promising therapeutic approach to combat tumors. At present, it has not yet been reported whether Snail1 is involved in immune checkpoint blockade. Due to knockdown of Snail1 decreases the infiltration of immunosuppressive cells in the tumor microenvironment, it is possible targeting Snail1 could enhance the anti-tumor effect. Accordingly, further development of novel Snail1 inhibitors and investigation of the safety of these compounds is urgently need for conquering cancer in future.
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Background

N6-methyladenosine (m6A) and 5-methylcytosine (m5C) can modify long non-coding RNAs (lncRNAs), thereby affecting tumorigenesis and tumor progression. However, there is a lack of knowledge regarding the potential roles and cross-talk of m6A- and m5C-related lncRNAs in the tumor microenvironment (TME) and their effect on prognosis.



Methods

We systematically evaluated the expression patterns of m6A- and m5C-related lncRNAs in 1358 colorectal cancer (CRC) samples from four datasets. Consensus clustering was conducted to identify molecular subtypes of CRC, and the clinical significance, TME, tumor-infiltrating immune cells (TIICs), and immune checkpoints in the different molecular subtypes were analyzed. Finally, we established a m6A- and m5C-related lncRNA signature and a prognostic nomogram.



Results

We identified 141 m6A- and m5C-related lncRNAs by co-expression analysis, among which 23 lncRNAs were significantly associated with the overall survival (OS) of CRC patients. Two distinct molecular subtypes (cluster A and cluster B) were identified, and these two distinct molecular subtypes could predict clinicopathological features, prognosis, TME stromal activity, TIICs, immune checkpoints. Next, a m6A- and m5C-related lncRNA signature for predicting OS was constructed, and its predictive capability in CRC patients was validated. We then constructed a highly accurate nomogram for improving the clinical applicability of the signature. Analyses of clinicopathological features, prognosis, TIICs, cancer stem cell (CSC), and drug response revealed significant differences between two risk groups. In addition, we found that patients with a low-risk score exhibited enhanced response to anti-PD-1/L1 immunotherapy. Functional enrichment analysis showed that these lncRNAs related to the high-risk group were involved in the development and progression of CRC.



Conclusions

We conducted a comprehensive analysis of m6A- and m5C-related lncRNAs in CRC and revealed their potential functions in predicting tumor-immune-stromal microenvironment, clinicopathological features, and prognosis, and determined their role in immunotherapy. These findings may improve our understanding of the cross-talk between m6A- and m5C-related lncRNAs in CRC and pave a new road for prognosis assessment and more effective immunotherapy strategies.
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Introduction

Colorectal cancer (CRC) is one of the most common and lethal cancers of the digestive system, and it remains a challenging issue globally (1). Colonoscopy is available currently, and such early screening methods can effectively prevent the occurrence of CRC, but its hidden onset, long evolution time, and high malignancy grade have frequently led to poor prognosis (2, 3). CRC is characterized by inherent biological invasiveness as well as specific radiological and chemical resistance that result in high recurrence rates and progression in patients. Although different treatments, such as surgery, chemotherapy, radiotherapy, and some new immunotherapies, are currently applied, their clinical benefits remain unsatisfactory (4). Therefore, efficient prognostic biomarkers and functional signatures may be beneficial to realize individualized survival predictions and provide patients with an optimal therapeutic approach.

Long non-coding RNAs (lncRNAs), a sequence made up of more than 200 bp but lacking protein encoding capability, are transcribed by RNA polymerase II; they play a crucial regulatory role at the transcriptional, post-transcriptional, and epigenetic levels, and are involved in multiple aspects of gene regulation and numerous biological processes (5). Accumulating evidence has shown that lncRNAs can directly combine with DNA, RNA, or proteins to regulate gene expression in the form of RNA at various levels, thus resulting in the alteration of multiple physiological and pathological processes, including cell proliferation, migration, metabolism, and immunity (6, 7). Many researchers have explored the lncRNA expression profile of CRC and found that lncRNAs can serve as biomarkers of CRC prognosis and diagnosis (8, 9). Of note, lncRNA modification can change transcript stability and gene expression, causing regulatory abnormalities, which in turn influence tumorigenesis and cancer progression (10).

To date, more than 170 post-transcriptional modifications in RNA have been discovered, most of which are distributed in highly abundant non-coding RNAs (ncRNAs), such as transfer RNA (tRNA) and ribosomal RNA (rRNA), and small nuclear RNA (snRNA), and are involved in ncRNA biogenesis, metabolism, and other biological functions (11, 12). Among these modifications, the most frequent are N6-methyladenosine (m6A), 5-methylcytosine (m5C), N1-methyladenosine (m1A), adenosine to inosine transition (A-to-I), and pseudouridine (Ψ). To date, several chemically modified lncRNAs have been identified in cancers (12), and there may be some competitive compensation interactions between these modifications.

m6A modification, the most common post-transcriptional modification of mRNAs and ncRNAs, plays a vital role in RNA maturation, export, stability, translation, export, and decay (13, 14). To date, m6A modifications have been identified in more than 7,600 genes and 300 non-coding RNAs in mammals (10). As an invertible and dynamic RNA epigenetic process, the molecular components of m6A include intracellular methyltransferases (“writers”), demethylases (“erasers”), and signal transducers (“readers”), which regulate gene expression and are associated with various biological functions, such as RNA splicing, export, stability, translation, and ncRNA biogenesis (15, 16). Accumulating evidence has shown that changes in m6A modification patterns are related to the tumorigenesis and progression of various types of cancer (17–19). Abnormal m6A methylation levels can affect the self-renewal of cancer stem cells, tumor immune response, microRNA (miRNA) editing, promotion of cancer cell proliferation, and resistance to radiotherapy or chemotherapy (20–23). For example, mediated by m6A modification, CBX8 interacts with KMT2b and Pol II to promote LGR5 expression, which contributes to increasing cancer stemness and decreasing chemosensitivity in colon cancer (22). METTL3-mediated m6A modification was found to promote the proliferation of bladder cancer by promoting pri-miR221 and pri-miR222 maturation (23). YTHDF3 recognizes and binds to m6A-modified lncRNA GAS5, promoting its degradation, which elevates YAP expression and exacerbates CRC (24).

m5C is another abundant RNA modification in humans (25). It occurs when the fifth carbon of RNA cytosine is modified by methylation (26). This modification was first reported in rRNA, and later reported in other RNAs, such as mRNAs and ncRNAs (rRNAs, tRNAs, lncRNAs, and eRNAs) (27). The distribution of m5C methylation modification varies greatly in different kinds of RNAs and species. Like other type of RNA methylation, m5C methylation modification is a reversible process regulated by methylases and demethylases, and can only be biologically activated by methylation binding proteins (26). Just like m6A, m5C plays critical roles in RNA stability, translation, and nuclear transport (25, 28). Aberrant expression of m5C has been found to play carcinogenic roles in several cancers, including gastric cancer (29), bladder cancer (28), and pancreatic cancer (30).

The tumor microenvironment (TME) has been recognized as an important component of malignant tumor tissues and plays various roles in tumorigenesis, tumor progression, metastasis, treatment resistance, and disease recurrence (31). The complex interaction between tumor cells and the TME plays an essential role in tumor development. Tumors can affect their microenvironment, promoting tumor angiogenesis and inducing immune tolerance by releasing cell signaling molecules. The TME can regulate cancer progression, and tumor-infiltrating immune cells (TIICs) within this environment are reported to be of great value in predicting cancer prognosis (32).

To fully elucidate how the regulatory network of m6A- and m5C-related lncRNAs affects the TME, there is an urgent need for understanding the crosstalk between these different patterns of changes in lncRNAs. The two RNA modifications in lncRNAs may form an important and complex cellular regulatory network in CRC. The understanding of this network may provide important insights into the underlying mechanism of CRC tumorigenesis and may open up new therapeutic possibilities for CRC. In the present study, we explored genomic alterations in 1358 CRC samples from The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO) datasets to comprehensively evaluate the roles of m6A- and m5C-related lncRNAs. We revealed two distinct molecular subtypes that can be used to predict clinicopathological features, prognosis, TME stromal activity, TIICs, and immune checkpoints. We further established a set of scoring system to predict OS for CRC patients. The current investigation will contribute to great progresses on the exploration of prognostic m6A- and m5C-related lncRNAs and shed new light on the possible mechanisms of CRC development.



Materials and Methods


Data Sources

A map illustrating the process of this study is shown in Figure 1. Gene expression (fragments per kilobase million, FPKM) and the relevant the corresponding prognostic and clinicopathological data of CRC were downloaded from The Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/) and the gene expression omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/). GTF files were downloaded from Ensembl (http://asia.ensembl.org/index.html) for accurate distinguishing of mRNAs and lncRNAs. Three GEO CRC cohorts (GSE39582, GSE17536, GSE38832) and TCGA cohort were obtained for subsequent analysis (Table S1). We downloaded the raw “CELL” files and performed background adjustment and quantile normalization. The FPKM values of TCGA-COAD/READ were transformed into Transcripts Per kilobase Million (TPM) as previously described. Three GEO datasets were combined, and the “Combat” algorithm was used to eliminate the batch effect. We excluded data from patients who had no survival information. Detailed information on CRC patients is shown in Table S1. Clinical variables involved age, sex, tumor location, TNM stage, KRAS mutation, BRAF mutation, follow-up time, and survival status.




Figure 1 | The entire analytical process of the study.





Identification of m6A- and m5C-Related lncRNAs

Based on published data, 23 recognized m6A and 15 m5C regulators were obtained, including writers, erasers, and readers. The list of m6A and 15 m5C regulators is provided in Table S2. The correlation between lncRNAs and the expression of m6A- and m5C-related genes was analyzed using the Pearson correlation test. LncRNAs with |correlation coefficients| > 0.4 and P < 0.001 were identified as m6A- and m5C-related lncRNAs, respectively. Next, the intersection between the m6A- and m5C-related lncRNAs was considered as a candidate lncRNA. To screen for m6A- and m5C-related lncRNAs that were highly correlated with OS, univariate Cox regression analysis was performed (P < 0.05) based on lncRNAs from three GEO datasets.



Consensus Clustering Analysis of m6A- and m5C-Related lncRNAs

The “ConsensusClusterPlus” package in R was used for consensus unsupervised clustering analysis to classify patients into distinct molecular subtypes according to the expression of m6A- and m5C-related lncRNAs obtained from univariate Cox regression analysis. Clustering was conducted based on the following criteria. Firstly, the cumulative distribution function curve increased gradually and smoothly. Secondly, there was no group with a small sample size. Lastly, after clustering, the intra-group correlation increased, whereas the inter-group correlation decreased. To investigate the differences in biological processes between m6A- and m5C-related lncRNAs, we conducted Gene Set Variation Analysis (GSVA) enrichment analysis using the “GSVA” R package. The gene set “c2.cp.kegg.v7.2” and “clusterProfiler” R package was used to perform functional annotation for m6A- and m5C-related lncRNAs, with the cutoff value of adjusted p-value < 0.05.



Clinical Significance of the Molecular Subtypes

To explore the clinical significance of the molecular subtypes in CRC, we investigated the relationship between the molecular subtypes, clinical characteristics, and prognosis. The patient characteristics included age, sex, tumor location, TNM stage, KRAS mutation, and BRAF mutation. Subsequently, the differences in OS between different clusters were calculated using the Kaplan-Meier method and visualized by using the “survival” and “survminer” modules in the R software.



Evaluation of TME and TIICs

We employed the Estimation of Stromal and Immune cells in Malignant Tumors using Expression algorithm (ESTIMATE) to evaluate the immune score and stroma score of each CRC sample (33). In addition, the CIBERSORT (https://cibersort.stanford.edu/) algorithm was utilized to precisely measure the fractions of 22 human immune cell subsets in CRC samples (34).



Establishment and Evaluation of the m6A- and m5C-Related lncRNA Signature

A total of 878 CRC patients from the three GEO datasets were used to construct a m6A- and m5C-related prognostic signature. Briefly, based on m6A- and m5C-related prognostic lncRNAs identified by univariate Cox regression analysis, the Lasso Cox regression algorithm was used to minimize the risk of over-fitting and remove highly related genes using the “glmnet” R package. A 10-fold cross validation was conducted to identify the optimal lambda value. Next, the screened lncRNAs were subjected to multivariate Cox proportional hazard regression analysis to obtain the optimal lncRNAs and establish a prognostic signature using the training set.

The following formula was used:

	

Expi is the expression level of the lncRNA, and Coefi is the estimated regression coefficient of the lncRNA. The median value of the risk score was used as the cutoff for the risk score, and the patients were assigned to a high- (risk score > median value) or low-risk group (risk score > median value). We performed survival analysis between the two risk groups to detect whether the difference in OS was subsistent. A receiver operating characteristic (ROC) curve was also generated for further assessment of the predictive ability of the signature. Moreover, the accuracy of the model was validated using the TCGA cohort by the same method. To investigate whether the signature can predict patient response to immune checkpoint blockade therapy, the IMvigor210 cohort was downloaded from the website http://research-pub.gene.com/IMvigor210CoreBiologies/, which is a study cohort of atezolizumab in patients with locally advanced or metastatic urothelial carcinoma (35).



Tissue Samples

A total of six pairs of colorectal tissue samples and paired adjacent normal colorectal tissues derived from surgically resected specimens were stored at –70°C until expression analysis. Tissues were attained during surgery prior to receiving chemo/radiotherapy. The study was approved by the ethical committee of the Renmin Hospital of University of Wuhan University. All subjects gave written informed consent in accordance with the Declaration of Helsinki.



RNA Isolation and Quantitative Real Time-PCR (RT-qPCR)

Total RNA from tissues of CRC patients was extracted using the TRIzol reagent (Invitrogen, Carlsbad, CA, USA) according to the manufacturer’s instructions. We synthesized cDNA from RNA using the PrimeScript RT reagent kit (Takara, Japan). qPCR analysis was conducted with SYBR Green Premix Ex Taq (TaKaRa, Japan) and according to the standard program on CFX-96 (Bio-Rad Laboratories, Inc., USA). Gene expression levels were normalized to GAPDH levels, and the relative expression level was calculated using the 2-ΔΔCq method.



Clinical Correlation and Stratification Analyses of the Prognostic Signature

To explore the association of the signature with the clinicopathological features (age, sex, tumor location, TNM stage, KRAS mutation, and BRAF mutation) of CRC, the correlation between the signature and clinicopathological variables of CRC was assessed using the Chi-square test and visualized using the “pheatmap” package and “ggpubr” in the R software. To assess whether risk scores and clinicopathological characteristics can be used as independent prognostic factors, we subjected the training and testing sets to univariate and multivariate cox regression analyses. Moreover, stratified analysis was carried out to confirm whether the signature retains its predictive ability in various subgroups. These variables include age (< 60 and > 60 years), gender (female and male), tumor stage (I-II and III-IV), T stage (T1-2 and T3-4), N stage (N0 and N1-3), M stage (M0 and M1), tumor location (left-side and right-side), KRAS mutation (yes and no), and BRAF mutation (yes and no). To quantitatively evaluate CRC prognosis in clinical practice, a nomogram was generated by the “rms” package based on the outcome of the independent prognosis analysis. In the nomogram scoring system, each variable was matched with a score, and the total score was obtained by adding the scores across all variables of each sample. Time-dependent ROC curves for 3, 5, and 10 years were used to evaluate the nomogram. Calibration curves were drawn to depict the predictive value between the predicted 3-, 5-, and 10-year survival events and the virtual observed outcomes.



Drug Sensitivity and Cancer Stem Cell (CSC) Analyses

To explore differences in therapeutic effects of chemotherapeutic drugs in patients across the high- and low-risk groups, R package “pRRophetic” was used to predict the half-maximal inhibitory concentration (IC50), which could construct a ridge regression signature based on TCGA gene expression profiles and Genomics of Drug Sensitivity in Cancer cell line expression spectrum (36). In addition, we also analyzed the relationship between the risk score and cancer stem cell (CSC).



Functional Enrichment Analysis

To explore the differences in biological process between the different risk groups, we performed GO and KEGG pathway analysis using the “clusterProfiler” R package. Samples with p-value < 0.05 were considered significantly enriched.



Statistical Analyses

All statistical analyses were implemented using R version 4.1.0. Statistical significance was set at p-value < 0.05. The Kruskal-Wallis test was used to analyze differences between three or more groups. The results of immune infiltration assay were analyzed using the ‘gsva’ package in R. The Kaplan-Meier plot was used to generate survival curves, and Log-rank test was performed to evaluate significant differences. Univariate and multivariate Cox proportional hazard regression analyses were utilized to determine whether the m6A- and m5C-related lncRNA signature can be an independent prognostic factor. For visual risk prediction, the nomogram was created by the “Survival” and “RMS” packages of R.




Results


Identification of m6A- and m5C-Related lncRNAs in CRC

The entire analytical process used in this research is displayed in Figure 1. The gene expression and corresponding clinicopathological data were downloaded from the TCGA and GEO databases. To gain a comprehensive understanding of the expression patterns of the m6A- and m5C-related lncRNAs involved in tumorigenesis, 1364 CRC samples from four eligible CRC cohorts, namely TCGA-COAD/READ (n = 486), GSE39582 (n = 579), GSE17536 (n = 177), and GSE38832 (n = 122), were integrated in our study for further analysis. Detailed information on 1364 CRC patients is shown in Table S1. We extracted 14087 lncRNAs from the TCGA database in total, and 23 were recognized as m6A and 15 as m5C regulators from previous publications, respectively. Through co-expression analysis, we identified 1524 m6A- and 1581 m5C-related lncRNAs (|correlation coefficient| > 0.4, p-value < 0.001), respectively (Table S3). Consequently, a total of 1401 common lncRNAs were selected from the intersection of 1524 m6A- and 1581 m5C-related lncRNAs (Figure S1A). After intersecting lncRNAs obtained from three other GEO datasets, a total of 141 common lncRNAs of m6A- and m5C-related lncRNAs were identified and used for subsequent analysis (Figure S1B; Table S4). To confirm whether the 141 lncRNAs were correlated with the OS of CRC patients, we performed univariate Cox regression analysis based on the patients from three GEO datasets to identify the prognostic value of the m6A- and m5C-related lncRNAs. Twenty-one lncRNAs related to OS time (p-value < 0.05) were screened out and applied in the following analysis (Figure 2A).




Figure 2 | Analysis of the clinical characteristics, outcome, and expression level of m6A- and m5C-related lncRNAs between two distinct subtypes of samples divided by consistent clustering. (A) Univariate analysis revealed 21 lncRNAs related to overall survival (OS) time. (B) Consensus clustering analysis and the correlation area of the clusters when k = 2. (C) Differences in clinicopathologic features and the expression level of m6A- and m5C-related lncRNAs between the two distinct subtypes. (D) Kaplan-Meier curves of OS for patients with the two colorectal cancer (CRC) subtypes.





Consensus Clustering Analysis for m6A- and m5C-Related lncRNAs

To understand the effect of m6A- and m5C-related lncRNAs on CRC development, consensus unsupervised clustering analysis was conducted on the expression level of 21 m6A- and 15 m5C-related lncRNAs obtained from univariate Cox regression analysis. The optimal number of clusters was determined according to the cumulative distribution function and clinical significance. We choose the value of k = 2 as the appropriate number of clusters for further analysis. Finally, two subtypes were determined and dubbed cluster A (n = 279) and cluster B (n = 599) (Figure 2B).



Correlation of Molecular Subtypes to Characteristics and Survival

To further examine the clinicopathological characteristics of the two subtypes identified by consensus clustering, the clinicopathological features of different subtypes of CRC patients were compared. Significant differences in the expression of m6A- and m5C-related lncRNAs and clinicopathological characteristics between the two subtypes were observed (Figure 2C). As shown in Figure 2C, Cluster B was preferentially related to younger age (p-value < 0.05) and lower TNM stage (p-value < 0.05), compared to cluster A. In addition, prognostic analysis of the two subtypes showed that patients with subtype B had longer OS than their counterparts with subtype A (Figure 2D). Taken together, clustering subtypes are significantly correlated with the heterogeneity of CRC.



Characteristics of TME and TIICs in Distinct Subtypes

To identify the biological significance of the two distinct subtypes, we conducted GSVA enrichment analysis. Cluster A was significantly enriched in stromal and oncogenic activation pathways, such as the ECM receptor interaction, colorectal cancer, TGF-β signaling pathway, cell adhesion, and other cancer-related pathways (Figure 3A). Cluster B was enriched in pathways related to metabolism, including glyoxylate and dicarboxylate metabolism, pyruvate metabolism, and Drug metabolism-other enzymes (Figure 3A).




Figure 3 | Correlation of tumor immune cell microenvironment to two colorectal cancer (CRC) subtypes. (A) GSVA enrichment analysis showing the activation states of biological pathways in the two distinct subtypes. The activated pathways are marked with red color, and the inhibited pathways are marked with blue color. (B) The infiltration levels of 22 immune cell types in the two subtypes. (C–F) The expression of tumor immune checkpoints (PD-L1, CTAL-4, HAVCR2, and PD-1), in the two subtypes. (G–I) TME score (stromal score, immune score, and estimate score) in the two subtypes.



To investigate the role of m6A- and m5C-related lncRNAs in the TME of CRC, we analyzed the relationship between the two subtypes and 22 human immune cell subsets of every CRC sample by the CIBERSORT algorithm (Table S5). The results revealed the differences in the infiltration level of most immune cells between the two subtypes (Figure 3B). Violin plots showed that follicular helper T cells, M0, M1, and M2 macrophages, resting mast cells, eosinophils, and neutrophils exhibited significantly higher infiltration rates in the subtype A group than in the subtype B group, whereas memory B cells, plasma cells, CD8+ T cells, resting memory CD4+ T cells, regulatory T cells, gamma delta T cells, resting NK cells, monocytes, resting dendritic cells, and activated mast cells had significantly lower infiltration rates in the subtype A group than in the subtype B group (Figure 3B). Similarly, the expression levels of PD-L1, CTAL-4, and HAVCR2 in cluster A were higher, and the expression levels of PD1 were lower (Figures 3C–F). In addition, we evaluated the TME score (stromal score, immune score, and estimate score) of the two subtypes by the ESTIMATE package. Higher stromal scores or immune scores represented higher relative content of stromal cells or immunocytes in the TME, and estimate scores indicated the aggregation of stromal scores or immune scores in the TME. The results showed that cluster A was significantly correlated to stromal score, immune score, and estimate score (Figures 3G–I).



Construction of m6A- and m5C-Related lncRNA Prognostic Signature

To further explore the prognostic value of m6A- and m5C-related lncRNAs in CRC, LASSO Cox regression and multivariate Cox proportional hazard regression analyses for those 21 m6A- and m5C-related lncRNAs were conducted to further select a robust and effective risk model for prognosis prediction. A total of 16 prognosis-associated lncRNAs were screened by LASSO regression analysis (Figure 4A) and partial likelihood deviance (Figure 4B). Subsequently, we performed multivariate Cox regression analysis on the 16 prognosis-associated lncRNAs based on the AIC value, and finally obtained 7 lncRNAs, namely NR2F1-AS1, ALMS1-IT1, NNT-AS1, LINC00628, SNHG22, STAM-AS1, and CASC2, including 4 high-risk lncRNAs (NR2F1-AS1, ALMS1-IT1, NNT-AS1, and SNHG22) and 3 low-risk lncRNAs (LINC00628, STAM-AS1, and CASC2) (Figure 4C). The risk score of each patient in the training set was calculated based on the regression coefficient and expression level of m6A- and m5C-related prognostic lncRNAs. The expression levels of the eight genes used to construct the risk score in the high and low risk groups are shown in Figure S2. Patients with a score lower than the median risk score were categorized into the low-risk group (n = 436), whereas those with a score greater than median risk score were allocated to the high-risk group (n = 436). Compared with subtype B, subtype A showed significantly increased risk score. The distribution of patients in the two subtypes and two risk subgroups is shown in Figures 4D, E. The risk distribution plot based on the signature revealed that survival times decreased, whereas mortality rates increased with increasing risk scores (Figures 4F, G). Survival analysis revealed that the prognosis of patients in the low-risk score group was better than that in the high-risk score group (log-rank test, p-value < 0.001; Figure 4H). In addition, the time-dependent ROC curves showed that the AUC in the training set was 0.721 (Figure 4I).




Figure 4 | Construction of m6A- and m5C-related lncRNA signature using the training set. (A, B) LASSO regression analysis and partial likelihood deviance of prognostic lncRNAs. (C) Forest plot of multivariate cox regression analysis of prognostic lncRNAs. (D) Alluvial diagram of subtypes distribution in groups with different risk score and survival outcomes. (E) Correlation between the two subtypes and the different risk scores of the signature. (F, G) The ranked dot plot indicates the risk score distribution and scatter plot presenting patient survival status. (H) KM analysis of overall survival (OS) between the two groups. (I) Receiver operating characteristic (ROC) curve of the m6A- and m5C-related lncRNA signature.



To validate the prognostic performance of the signature, we calculated risk scores across the TCGA set (Figure 5A). Patients were also stratified into high- or low-risk groups based on the same formula as that for the training set. The risk scores and survival status of patients of the low- and high-risk groups are shown in Figures 5A, B. Survival analysis revealed a significantly better prognosis in the low-risk group, compared to the high-risk group (log-rank; p-value < 0.05; Figure 5C), with the AUC of the ROC greater than 0.7 (Figure 5D), indicating that the signature had excellent ability to predict the survival of CRC patients.




Figure 5 | Evaluation of m6A- and m5C-related lncRNA signature in TCGA set. (A) The ranked dot plot indicates the risk score distribution. (B) Scatter plot presenting the patient survival status. (C) KM analysis of overall survival (OS) between the two groups. (D) Receiver operating characteristic (ROC) curve of the m6A- and m5C-related lncRNA signature.





Validation of the Expression Levels of Eight lncRNAs of Prognostic Signature

To further verify the accuracy of the m6A- and m5C-related lncRNA signature, the expression levels of seven prognostic lncRNAs were measured in six CRC tissues and adjacent normal tissues using RT-qPCR. As shown in Figure S3, the expression levels of ALMS1-IT1, NNT-AS1, SNHG22, and STAM-AS1 were significantly upregulated in CRC tissues, whereas NR2F1-AS1, LINC00628, and CASC2 expression was downregulated in CRC tissues compared with that in the corresponding normal tissues.



Clinical Correlation Analysis and Stratification Analysis of the Prognostic Signature

To examine the association of the signature with the clinicopathological characteristics of CRC, we determined the correlation between the signature and different clinical characteristics of CRC (age, sex, tumor location, TNM stage, KRAS mutation, and BRAF mutation). The risk scores in the T3-4, N1-3, M1, and stage III-IV, subgroups were significantly higher than those in the stage T0-2, N0, M0, and stage I-II subgroups (p-value < 0.05; Figures 6A–D). To determine whether this prognostic signature might independently predict the prognosis for CRC patients, we combined the clinical features (age, gender, tumor location, TNM stage, and KRAS mutation) with the risk scores of the prognostic signature in univariate and multivariate Cox regression analyses. As shown in Figures 6E. F, the age, TNM stage, and risk score in the GEO group showed significant differences, and the results were consistent with those in the TCGA group (Figures 6G, H). Moreover, to assess whether the signature retains its predictive ability in various subgroups, we stratified subgroups by age (age ≤ 60 and age > 60), gender (female and male), tumor location (left-side and right side), TNM stage (stage I-II and stage III-IV), and KRAS mutation (yes and no). As shown in Figure S4, the OS of low-risk patients based on age (p-value < 0.001), gender (p-value = 0.003 in male), tumor location (p-value = 0.008 in left-side and p-value = 0.040 in right side), TNM stage (p-value = 0.045 in stage I-II and p-value < 0.001 in stage III-IV), and KRAS mutation (p-value = 0.022 in yes and p-value = 0.028 in no) was significantly higher than that of high-risk patients.




Figure 6 | Correlation and independent prognosis analysis of risk score and clinicopathological variables in colorectal cancer (CRC). (A–D) Correlation between the risk score and T, N, and M stage, and TNM stage. (E, F) Univariate and multivariate analyses showed the prognostic value of the lncRNA signature in the GEO set. (G, H) Univariate and multivariate analyses showed the prognostic value of the lncRNA signature in the TCGA set.





m6A- and m5C-Related lncRNA Signature in Anti-PD-1/L1 Immunotherapy

To investigate whether the signature can predict patient response to immune checkpoint blockade therapy, we calculated the risk score in an anti-PD-L1 cohort (IMvigor210). Patients with a low-risk score exhibited significantly clinical benefits and significantly favorable OS (Figure S5A). Furthermore, patients in the CR/PR group had a lower risk score, suggesting that patients in the low risk-score group a significant therapeutic advantages and clinical response to anti-PD-1/L1 immunotherapy compared to those in the high risk-score group (Figure S5B).



Relationship Between the Signature and the CSC Index and Sensitivity to Chemotherapeutic Agents

We analyzed the correlation between the two subtypes and the CSC index. As shown in Figures 7A, B, there was a significant difference in CSC indexes between high-risk and low-risk groups. Distinct CRC subgroups in the signature should guide clinical treatment. Thus, we compared the sensitivity of high-risk and low-risk groups to common anticancer drugs to identify potential CRC treatment modalities. Patients in the high-risk group may be sensitive to Cisplatin, Gemcitabine, lapatinib, Nilotinib, and Pazopanib, while those in the low-risk group was more sensitive to Paclitaxel (Figures 7C–H). Under these circumstances, it is possible that these drugs could be employed for the treatment of CRC with a high risk in the future.




Figure 7 | Relationship between the signature and the CSC index and sensitivity to chemotherapeutic agents. (A, B) Correlation between the risk score and CSC index. (C–H) The IC50 values of six chemotherapeutic drugs in the high- and low-risk groups.





Development of a Nomogram for Predicting Survival

To establish a quantitative method to predict the prognosis of CRC patients, we built a nomogram to predict the 3-, 5-, and 10-year OS of CRC patients. All variables that were significant (age, stage, and risk score) in the multivariate analysis were enumerated in the nomogram according to the algorithm. The nomogram displays an example of a patient to predict survival probability. The variable scores were summed to obtain the total points, and the total point line is shown at the bottom of the nomogram, which can predict the probability of OS at 3-, 5-, and 10 years (Figure 8A). We performed AUC experiments on the nomogram model and found that it had a higher accuracy in predicting OS at 3-, 5-, and 10-years in the GEO and TCGA sets (Figures 8B, C). Calibration curves were drawn to depict the predictive value between the predicted 3-, 5-, and 10-year survival events and the virtual observed outcomes in the GEO and TCGA sets (Figures 8D, E), which showed that the nomogram model was highly accurate, affirming its practicability in predicting patient prognosis.




Figure 8 | Construction and validation of a nomogram. (A) A nomogram for predicting the overall survival (OS) of colorectal cancer (CRC) patients at 3-, 5-, and 10-years in the GEO set. (B, C) Receiver operating characteristic (ROC) curves for predicting the 3-, 5-, and 10-year ROC curves in the GEO cohort (B) and TCGA set (C). (D, E) Calibration curves of the nomogram for predicting 3- and 5-year OS in the GEO cohort (D) and TCGA set (E).





GO and KEGG Analysis

To determine the potential biological processes and signaling pathways related to the signature, we performed GO terms and KEGG pathway analysis of the low- and high-risk groups. The “limma” R package was used to identify the differentially expressed genes (DEGs) between the high- and low-risk groups with the criteria of |logFC| > 1 and adjusted p-value < 0.05. The results of GO functional annotation analysis of the DEGs showed that the most significantly enriched biological processes included extracellular matrix organization, extracellular structure organization, and external encapsulating structure organization. The most significantly enriched cellular components included collagen-containing extracellular matrix, endoplasmic reticulum lumen, and apical part of cell. The most significantly enriched molecular functions included extracellular matrix structural constituent, glycosaminoglycan binding, and sulfur compound binding (Figure S6A). KEGG pathway enrichment analysis for the DEGs showed that the significantly enriched pathways included PI3K-Akt signaling pathway, the ECM-receptor interaction, focal adhesion, proteoglycans in cancer, and Transcriptional misregulation in cancer (Figure S6B; Table S6). Notably, most of these functions were significantly correlated with the occurrence and development of tumors.




Discussion

CRC is a heterogeneous and highly malignant tumor with high morbidity and mortality (37). Owing to the phenotype and genetic heterogeneity of CRC, the accuracy of conventional methods using clinical features in predicting individual outcome and survival is still limited. Accurate prognostic prediction and individualized clinical treatment strategy are the basis of precision medicine (38). Most of the established clinical markers for treatment response and prognosis of CRC are based on clinical features, and their accuracy and specificity are limited. Traditional AJCC TNM staging is mainly based on anatomical information and cannot adequately assess the prognosis of CRC patients. Therefore, exploring the molecular mechanisms and screening reliable CRC-specific genomic signatures are urgently needed to improve prognosis assessment and individualized treatment.

Following in-depth studies of post-transcriptional modifications, researchers gradually realized the importance of epitranscriptomics in CRC. Increasing studies have confirmed and highlighted the potential effects of several common modifications in lncRNAs (m6A and m5C) on cancer development and progression. As the most abundant post-transcriptional modification in eukaryotic ncRNAs, m6A has a huge effect on their maturation, export, stability, translation, export, and decay (13, 14). Previous studies have shown that m6A “writers” and “erasers” could adjust the levels of m6A modification in lncRNAs to regulate binding sites to m6A “reader” proteins. Different m6A “reader” proteins recognize and bind to methylated lncRNAs to exert different functions. Liu et al. (39) revealed that the specific m6A readers YTHDF1 and YTHDF2 can read m6A motifs and regulate the stability (and decay) of the lncRNA THOR, thereby regulating the proliferation, migration, and invasion of cancer cells. The m6A regulators reportedly act as a lncRNA structural switch, participate in the lncRNA-mediated competing endogenous RNA model, and enhance the stability of lncRNA to serve its functions, thereby influencing tumor initiation and progression. For example, m6A-induced LNCAROD can promote the development of head and neck squamous cell cancer by forming a ternary complex with YBX1 and HSPA1A (40). The m6A mark increased the stability of lncRNA FAM225A, which promotes nasopharyngeal carcinoma progression by acting as ceRNA to sponge miR-590-3p/miR-1275 (41).

m5C is distributed widely in lncRNAs and involved in various biological processes related to the occurrence and progression of tumors. In a previous study, quantitative mapping of m5C sites in Arabidopsis thaliana on a transcriptome range revealed more than 1000 m5C sites in mRNA, lncRNAs, and other non-coding RNAs (42). He et al. (43) found that m5C methylation in lncRNAs occurred more frequently in hepatocellular carcinoma than in the adjacent non-tumor tissues, and a higher number of methylated genes were upregulated. Sun et al. (44) revealed that H19 lncRNA modified by the m5A “writer” NSUN2 promoted the occurrence and development of hepatocellular carcinoma by recruiting the G3BP1 oncoprotein. These lncRNAs can be upregulated or downregulated to promote cancer cell proliferation and migration. Although significant progress has been made in the field of epitranscriptomics and lncRNA research, little is known about the functional role of lncRNAs in cancers or their complete mechanism of action. To advance individualized therapies based on lncRNAs, it is important to clarify the interactions between the chemical modifications that occur in lncRNAs. Moreover, it is necessary to further study m6A- and m5C-related lncRNAs to clarify their potential regulatory mechanism in the TME.

In the present study, we identified 1401 m6A- and m5C-related lncRNAs by Pearson’s correlation analysis between 23 m6A regulators, 15 m5C regulators, and lncRNAs, and we screened out 21 prognostic lncRNAs. We detected two distinct molecular subtypes based on the 21 prognostic lncRNAs, and determined that cluster A was significantly associated with advanced clinicopathological features and worse survival outcomes. The TME characteristics and the proportions of 22 TIICs were significantly different between the two subtypes. This CRC subtype was also characterized by a significant stroma activation status, including the EMT and TGF-β signaling pathways. These findings suggested that m6A- and m5C-related lncRNAs might serve as a valid prognostic biomarker and predictor for evaluating the clinical outcome and immunotherapy response of CRC patients. Therefore, we conducted LASSO Cox regression and multivariate Cox proportional hazard regression analyses to construct a robust and effective prognostic signature. Patients in the high- and low-risk groups divided by risk scores exhibited significantly different clinicopathological characteristics and survival outcomes. In addition, there was a significant difference in CSC indexes between high-risk and low-risk groups. We also found that patients in the high-risk group may be sensitive to Cisplatin, Gemcitabine, lapatinib, Nilotinib, and Pazopanib. Under these circumstances, it is possible that these drugs could be employed for the treatment of CRC with a high risk in the future. Functional enrichment analysis showed that these lncRNAs related to the high-risk group were involved in the development and progression of CRC. Last, a nomogram was constructed based on age, tumor stage, and risk score to further improve the performance and facilitate the use of the m6A- and m5C-related lncRNA signature. The m6A- and m5C-related lncRNA signature can be used for prognosis stratification of CRC patients, and will assist with understanding the molecular mechanism of CRC and provide new ideas for targeting therapies.

The immune system plays a complex role in cancer development and substantially affects CRC progression. The prognosis of CRC after conventional chemotherapy is poor, with high levels of tumor neoantigens, tumor infiltrating lymphocytes, and checkpoints. There is growing evidence that the TME, in which immune cells and molecules are important components, plays a crucial role in tumor development, and that the degree of immune cell infiltration is highly correlated with patient prognosis (45). The TME that surrounds tumor cells is composed of TIICs, mesenchymal cells, endothelial cells, inflammatory mediators, and ECM molecules (46). Evidence has shown that the TME has significant effects on tumor growth and development, therapeutic resistance, and clinical outcome (47). In this study, we discovered that the TME characteristics and proportions of 22 TIICs were significantly different between the two molecular subtypes. This suggests the critical role of m6A- and m5C-related lncRNAs in CRC progression. A previous study showed that high density of plasma cells can predict a relatively auspicious signal for the prognosis of CRC patients (48), which is consistent with our finding that plasma cells were more clustered in subtype B than in subtype A. Previous studies revealed that tumor-infiltrating B cells were associated with favorable outcomes in CRC (48, 49). Patients with metastatic CRC who exhibit high infiltration of B cells have significantly lower risk for disease recurrence and prolonged OS (49). In our study, there was no significant difference in the degree of naive B cell infiltration between the two subtypes, but the infiltration level of memory B cells in subtype A, which had worse OS, was significantly lower than that in subtype B. This indicates that B cell infiltration inhibits tumor invasion and metastasis in CRC, consistent with previous studies (48, 49).

Increasing evidence shows that memory T cells, effector T cells, and T cell differentiation play an important role in the immune defense of CRC (50). T cells can be classified into CD4+ and CD8+ T cells, and the former can further differentiate into regulatory T cells (Tregs) and follicular helper T cells. Tregs are responsible for maintaining the balance of immune responses and preventing excessive immune responses, and they are thought to be involved in the escape of cancer from the host immune system [51]. Gamma delta T cells can effectively recognize and kill CRC cells, thereby suppressing tumor progression via multiple mechanisms (51). The densities of tumor-infiltrating T cells in CRC tissues were higher than that in the normal tissues, and higher densities indicated a good prognosis (51–53). In this study, subtype B, which had a better prognosis, exhibited higher immune infiltration of CD4+ and CD8+ T cells, suggesting that they play a positive role during CRC development. Tumor-associated macrophages are divided into two main phenotypes: M1 macrophages (which inhibit cancer progression) and M2 macrophages (which promote cancer progression). M1 macrophages participate in a positive immune response and exert the function of immune surveillance by secreting proinflammatory cytokines and chemokines as well as presenting antigens. M2 macrophages have weak antigen-presenting ability and participate in immune regulation by secreting inhibitory cytokines to downregulate the immune response (54). CRC has a high level of MMP-9, which can degrade collagen in the type IV basement membrane, thereby promoting metastasis (55). In this study, we found that infiltration of M1 macrophages was higher in subtype B with a better prognosis, whereas the level of M2 macrophage infiltration was higher in subtype A with a poorer prognosis, consistent with known findings.

In recent years, with in-depth research on tumor immunology and molecular biology, immunotherapy has provided a new direction for tumor treatment. Tumor immunotherapy aims to activate the human immune system, kill tumor cells and tissues through autoimmune function, and restore the normal antitumor immune response of the body by restarting and maintaining the tumor-immune cycle to control and eliminate tumors (56, 57). This therapy includes monoclonal antibody immune checkpoint inhibitors, therapeutic antibodies, cancer vaccines, cell therapy, and small-molecule inhibitors. Recently, immune checkpoint therapies targeting PD-1 (PDCD1), PD-L1, CTLA-4, and HAVCR2 have gained attention, and clinical studies have shown that they are reliable in terms of safety and efficacy (58, 59). Mismatch repair-defective CRC account for 14% of all CRCs (60). Patients with microsatellite instability have a higher response to PD-1 treatment. In this study, we found that the proportion of microsatellite instability was higher in subtype B with a poor prognosis. Immune checkpoint inhibitors have recently been used to treat CRC (61). In this study, we also conducted correlational analysis for the two subtypes and the expression of tumor immune checkpoint genes (PD-1, PD-L1, CTLA-4, and HAVCR2), and our results revealed that subtype A was positively associated with the expression of PD-L1, HAVCR2, and CTLA-4. PD-1 is an inhibitory receptor expressed on the surface of activated T cells with two ligands, PD-L1 and PD-L2. PD-1 acts as a “brake” in tumor immunity and inflammation reactions. PD-L1 is generally widely expressed on the surface of epithelial cells, endothelial cells, and tumor cells. In this study, we found that patients with low risk scores exhibited significant therapeutic advantages and clinical response to anti-PD-1/L1 immunotherapy compared to those with high-risk scores, suggesting that the established signature will contribute to predicting patient responses to anti-PD-1/L1 immunotherapy. CTLA-4 exists on the surface of T cells and can prevent B7 from binding to the CD28 receptor on T cells, thereby inhibiting immune stimulation (62). PD-1, PD-L1, and CTLA-4 inhibitors have been widely applied for different types of solid tumors (63–65). Tremelimumab is an anti-CTLA-4 monoclonal human antibody that is well-tolerated by CRC patients who have poor response to other immunotherapies (66). HAVCR2, namely, TIM-3, which inhibits tumor immunity with depletion of T cells, is a negative regulator of immune check points. The immune checkpoint blockade for HAVCR2 has achieved encouraging efficacy in the medical treatment of advanced non-small cell lung cancer (67) and hepatocellular carcinoma (68). Thus, we can conclude that the high-risk CRC patients with higher expression of PD-L1, CTLA-4, and HAVCR2 may respond to immune checkpoint blockade.

The proposed signature contained eight m6A- and m5C-related lncRNAs. Among the seven lncRNAs, four have been shown to be involved in the development and progression of in CRC and other kinds of malignancies, namely NNT-AS1, CASC2, ALMS1-IT1, SNHG22, LINC00628, and NR2F1-AS1. NNT-AS1 is an oncogene associated with worse OS in CRC. Wang et al. (69) revealed that NNT-AS1 was significantly upregulated in CRC tissues and was clearly linked to clinical stage, lymph node metastasis, vessel invasion, and worse OS and progression-free survival. Silencing of NNT-AS1 suppressed cell proliferation, migration, and invasion by activating the MAPK/Erk and EMT signaling pathways. Moreover, a high NNT-AS1 expression level was also observed in the serum and exosomes of CRC patients, and was associated with an advanced tumor stage. Knockdown of NNT-AS1 impaired the proliferation, migration, and invasion of CRC cells via regulation of the miRNA-496/Ras-related protein Rap-2c axis (70). In this study, NNT-AS1 was found to be a risk factor, which is inconsistent with the findings of previous studies. LncRNA CASC2 has been reported to be a tumor suppressor in CRC, and its low expression was significantly more frequent in the advanced TNM stage. Its overexpression suppressed proliferation of CRC cell and tumor growth via the miR-18a/STAT3 axis (71). CASC2 was also found to enhance berberine-induced cytotoxicity in CRC cells by silencing BCL2 (72). Luan and colleagues recently reported that ALMS1-IT1 promoted the malignant progression of lung adenocarcinoma through AVL9-mediated activation of the cyclin-dependent kinase pathway (73). SNHG22 has been detected to be overexpressed and to act as an oncogene in multiple cancers, including CRC (74, 75). Yao et al. (75) revealed that SNHG22 promoted CRC cell growth, migration, and invasion through SNHG22/miR-128-3p/E2F3 axis. LINC00628 has been reported to inhibit the malignant progression of cancer through different mechanisms, such as binding to EZH2 to regulate the p57 or H3K27me3 level (76, 77), and interacting with the promoter of LAMA3 or VEGFA (78, 79). In present study, we also found that LINC00628 was CRC suppressor, which is inconsistent with the findings of previous studies.



Conclusions

Our comprehensive analysis of two types of RNA modifications revealed their potential functions in the tumor-immune-stromal microenvironment, cancer clinicopathological features, and cancer prognosis, and we determined their therapeutic liability in targeted therapy and immunotherapy. These findings highlight the crucial clinical implications of the cross-talk of m6A- and m5C-related lncRNAs and provide new ideas for guiding personalized immune immunotherapy strategies for CRC patients.
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TargetiD R P value CHR GROUP GENE_NAME

Top 10 methylation sites correlated ©g04128563 0.759939 1.1E-06 6 TSS1500 AMD1

with clinical outcomes ©g21112259 -0.73267 4.2E-06 12 5'UTR;Body CSAD
¢g07624428 -0.72344 6.3E-06 16
¢g13749939 0.721965 6.7E-06 " TSS1500 SLC25A22
©g10843426 0.714226 9.3E-06 1
©g03770703 -0.71011 1.1E-05 1 TSS1500 NMNAT2
©g27084073 -0.70993 1.1E-056 18
©g24764979 -0.70484 1.4E-06 16 TSS1500;5'UTR; 1stExon GRIN2A
©g21669653 0.703948 1.4E-056 12
¢g13110300 -0.70106 1.6E-05 6

Top 10 methylation sites correlated ¢g07877097 -0.80207 9.9E-08 6

with hematoma volumes cg01174235 -0.73588 3.6E-06 7 Body WBSCR17
©g16909124 0.727268 5.3E-06 12 TSS200 NR2C1
©g20342930 -0.72361 6.2E-06 3 Body SPATA16
cg08049060 0.720711 7.1E-06 3 TSS200 TMEM115
©g23684711 0.717926 8.0E-06 1 1stExon;5’UTR ISG15
©g22716633 -0.71382 9.5E-06 4 Body PPP2R2C
©g00617889 -0.71257 1.0E-05 5
©g04662567 -0.71024 1.1E-056 6
©g26260819 -0.70911 1.2E-05 11 Body;1stExon CRY2
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Patients n=30 Controls n=34 P

Age 54.90 + 7.91 54.71 + 9.65 0.931
Sex (M/F) 19/11 23/11 0.717
SBP/mmHg 169.7 + 23.82 138.53 + 23.59 0.000*
DBP/mmHg 93.7 +11.98 86.97 + 12.76 0.036*
hypertension 30/30 16/34 0.000*
Diabetes 1/30 0/34 0.283
Smoking 11/30 10/34 0.537
Drinking 9/30 9/34 0.754
TC/(mmol/L) 497 +1.16 472 +0.81 0.396
TG/(mmol/L) 1.96 + 0.60 207 +1.31 0.665
LDL-C/(mmo I/L) 3.20 + 0.90 265+ 0.73 0.021
HDL-C/(mmol/L) 1.11+£0.30 119+ 0.26 0.245
Hematoma volumes/ml 16.95 + 11.88 /

Data presented as mean= SD or n (%).
SBP, systolic blood pressure; DBP, diastolic blood pressure; TC, total cholesterol; TG,
triglycerides; HDL-C, high-density lipoprotein cholesterol; LDL-C, low-density lipoprotein

cholesterol.
*P0.05.
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delta B
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P value
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8.89275E-10
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ATP9B
LPCAT1
ADAP1
CD247
LOC360030
CLMP
S1PR1
GMDS
MOB3B
BCL7A
FLJ10213;PPP4R2
HHEX
TBC1D14
CAT
PLEC1
CORO1C
IL6R
B3GAT1
10
WDFY4
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Category

KEGG_PATHWAY

KEGG_PATHWAY

KEGG_PATHWAY

KEGG_PATHWAY

KEGG_PATHWAY

Term

hsa04660:T cell
receptor signaling
pathway
hsa04650:Natural
killer cell mediated
cytotoxicity
hsa04662:B cell
receptor signaling
pathway
hsa04071:
Sphingolipid
signaling pathway
hsa05205:
Proteoglycans in
cancer

Count

23

24

15

20

25

Bonferroni
P value

6.05E-07

3.33E-06

9.76E-04

9.93E-04

0.007635914

Genes

PTPRC, PTPNG, ITK, TNF, VAV3, CD8A, MAP2K2, NFKBIB, PIK3CD, CD247, RAF1,
IL10, NCK2, PRKCQ, MAPK1, FYN, GSK3B, PAK4, ZAP70, PIK3R5, PPP3CA,
NFATC2, AKT2

PRKCA, PRF1, ITGAL, PTPNG6, TNF, VAV3, MAP2K2, CD247, PIK3CD, KLRK1, RAF1,
FASLG, GZMB, MAPK1, TNFRSF10D, FYN, ZAP70, KLRC4-KLRK1, PIK3RS,
PPP3CA, NFATC2, KLRD1, TYROBP, SH3BP2

PTPN6, VAV3, MAP2K2, NFKBIB, PIK3CD, RAF1, MAPK1, GSK3B, CD81, PIK3AP1,
PIK3RS5, CD79B, PPP3CA, NFATC2, AKT2

PRKCA, TNF, SGPP1, MAP2K2, PPP2R5C, PIK3CD, RAF1, MAPK10, SGMS1,
ADORA1, TRADD, TNFRSF1A, MAPK1, S1PR1, FYN, S1PR5, PIK3R5, PPP2RSE,
PPP2R2C, AKT2

TNF, CAMK2G, RPS6KB2, FASLG, TGFB1, CTNNB1, IGF1R, CD44, PRKACA,
PIK3R5, GPC1, CAMK2A, AKT2, PRKCA, PTPN6, ARHGEF1, MAP2K2, PIK3CD,
HSPG2, RAF1, DDX5, ITPR1, MAPK1, SMO, RRAS2

Fold

Enrichment

4.5922908

4.045667447

4.470755694

3.427579365

2.570684524
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MGMT

TCGA (n=522)

HR (95% CI)

4,093 (2.884-5.810)
1.051 (1.033-1.068)
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CGGA (n=178)
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P value

0.001

0.351

0.032
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HR, hazard ratio;

I, confidence interval: IDH, isocitrate dehydrogenase; MGMT, O6 -methylguanine-DNA methyltransferase.
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IDH, isocitrate dehydrogenase; MGMT, O6 -methylguanine-DNA methyltransferase.
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Histology -0.27172 0.76207 —-4.90692 9.25E-07 0.683692 0.849434
Grade 1.453439 4277799 13.59881 4.07E-42 3.469318 5.274686
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o] 1.388133 4.007361 6.305825 2.87E-10 2.60303 6.169326
MGMT 1.139027 3.123729 8.330238 8.07E-17 2.389379 4.083773
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cg11701471 8 54164051 R | OPRK1 5'UTR island chr8:54163303-54164443
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5'UTR, 5' untranslated region; TSS200, —200 base pairs upstream of the Transcription Start Site; TSS1500, between —200 and —1,500 base pairs upstream of the Transcription Start Site.
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Cluster1 Cluster2 Cluster1 Cluster2 Cluster1 Cluster2
(N=146) (N=7) (N=104) (N=426) (N=250) (N=433)

Gender

Female 60 (41%) 1(14%) 45 (4%) 163 (38%) 105 (42%) 164 (38%)

Male 80 (55%) 5(71%) 49 (47%) 211 (50%) 129 (52%) 216 (50%)

Missing 6 (4.1%) 1 (14.3%) 10 (9.6%) 52 (12.2%) 16 (6.4%) 53 (12.2%)
Age (years)

<52 31 (21%) 5 (71%) 42 (40%) 292 (69%) 73 (29%) 297 (69%)

>66 48 (33%) 0(0%) 14 (13%) 17 (4%) 62 (25%) 17 (4%)

52-66 61 (42%) 1 (14%) 38 (37%) 65 (15%) 99 (40%) 66 (15%)

Missing 6 (4.1%) 1(14.3%) 10 (9.6%) 52 (12.2%) 16 (6.4%) 53 (12.2%)
IDH

Mutant 2 (1%) 7 (100%) 8 (8%) 423 (99%) 10 (4%) 430 (99%)

WT 135 (92%) 0 (0%) 96 (92%) 0 (0%) 231 (92%) 0 (0%)

Missing 9(6.2%) 0 (0%) 0 (0%) 3(0.7%) 9 (3.6%) 3(0.7%)
Pq

Codel 0(0%) 0(0%) 1(1%) 171 (40%) 1 (0%) 171 (39%)

Non-codel 143 (98%) 7 (100%) 103 (99%) 255 (60%) 246 (98%) 262 (61%)

Missing 3(2.1%) 0 (0%) 0(0%) 0(0%) 3(1.2%) 0 (0%)
MGMT

Methylated 56 (38%) 6 (86%) 40 (38%) 397 (93%) 96 (38%) 403 (93%)

Unmethylated 79 (54%) 0 (0%) 64 (62%) 29 (7%) 143 (57%) 29 (7%)

Missing 11 (7.5%) 1(14.3%) 0 (0%) 0 (0%) 11 (4.4%) 1(0.2%)
Radiation therapy

Yes 108 (74%) 7 (100%) 70 (67%) 226 (53%) 178 (71%) 233 (54%)

No 17 (12%) 0(0%) 21 (20%) 164 (38%) 38 (15%) 164 (38%)

Missing 21 (14.4%) 0(0%) 13 (12.5%) 35 (8.2%) 34 (13.6%) 35 (8.1%)
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Gene Coef HR HR.95L HR.95H p-value
H19 0.143 1.1563 1.031 1.291 0.013
ST3GALB-AS1 -0.509 0.600 0.395 0.914 0.017
AL162231.2 0.319 1.375 0.942 2.009 0.099
SOX21-ASt1 -1.087 0.337 0.193 0.591 0.000
AC006213.5 -0.392 0.675 0.401 1.138 0.140
AC002456.1 0.497 1.643 1.211 2230 0.001

HR. hazard ratio.
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Cancer type

Breast cancer

Non-small cell lung
cancer

Ovarian cancer
Meningioma

Gastric cancer
Esophageal
squamous cell
carcinoma
Cutaneous
squamous cell
carcinoma

Case
number

74
74
82

103
21

120
66

66

Positive rate (%)

56.8 (42/74)
43.2 (32/74)
74

93
76.2

75

69.2
69.7

85

Cell category

Cancer tissue
Adjacent tissue
Tumor samples

Tumor samples
Tumor cells

Tumor tissues

Cancer tissues
Cancer tissues

Tumor tissues

Not all clinical studies were included in this table due to the space limitation.

Function

B7-H3 participated in the occurrence and metastasis of breast cancer
B7-H3 impaired anti-PD-1 therapy in NSCLC

B7-H3 downregulated T cell mediated antitumor immunity
B7-H3 expression was elevated in patients with gene mutations related to the
PIBK/AKT/mTOR pathway
B7-H3 protein might play important roles in meningioma immune responses
B7-H3 silencing downregulates CXCR4
Knockdown of B7-H3 on tumor cells suppressed ESCC cell migration and
invasion

B7-H3 expression was the only parameter in immunocompetent individuals
that was significantly different from that in immunosuppressed patients

Reference
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Trial number Description

Targeting B7-H3 through ADCC

NCT01391143 Refractory cancer, melanoma, prostate, solid tumors
NCT02982941 Pediatric patients with relapsed or refractory solid tumors
NCT02923180 Localized intermediate- and high-risk prostate cancer

Targeting B7-H3 through ADC therapies
NCT03729596 Advanced solid tumors

NCT02475213  Patients with melanoma, squamous cell cancer of the head and neck,
NSCLC, and other cancers

Targeting B7-H3 with bispecific antibodies

NCT02628535 Patients with unresectable or metastatic neoplasms

Targeting B7-H3 with CAR T cells

NCT04185038  Diffuse Intrinsic Pontine Glioma/Diffuse Midline Glioma and Recurrent
or Refractory Pediatric Central Nervous System Tumors

NCT04077866 Patients with Recurrent or Refractory Glioblastoma

NCT04385173 Patients with Recurrent and Refractory Glioblastoma

NCT04483778 Recurrent/Refractory Solid Tumors in Children and Young Adults

Synergistic options with anti-B7-H3 therapies

NCT02381314 Patients with melanoma, NSCLC, and other cancers
NCT04129320 Squamous Cell Carcinoma of the Head and Neck
NCT02475213 Safety Study in Refractory Cancer
NCT03406949 Relapsed/Refractory Cancer

NCT01099644 Patients with Desmoplastic Small Round Cell Tumors and Other Solid

Tumors
NCT04022213 Patients with Desmoplastic Small Round Cell Tumors and Other Solid
Tumors
NCT04167618 Recurrent or Refractory Medulloblastoma
NCT04315246 Leptomeningeal Metastasis from Solid Tumors

Not all clinical studies were included in this table due to the space limitation.

Drug

Enoblituzumab
(MGA271)
MGA271
MGA271
MGCO018 with or
without MGAO12
MGA271 with

pembrolizumab

Orlotamab (MGD009)

MGA271, ipiimumab
MGA271, MGAO12
MGA271,
pembrolizumab or
MGA012
MGDO009/MGAO12
*-8H9
*-8H9

"77Lu-DTPA-8H9

"77Lu-DTPA-8H9

Trial
stage
Phase |
Phase |

Phase Il
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Phase |
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Phase |
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Start date

July, 2011
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2016
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2016
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21,2018
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2020
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2020

March 26,
2015
Qctober,
2019
July, 2015
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27,2018
April, 2010

July 15,
2019
January 15,
2021
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31, 2020

Completion
date

April 18,
2019
May 22,
2019
October,
2021

May, 2025
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2022

November
25,2019

May, 2041
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December,
2040
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26,2018
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15,2024
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Status

Completed
Completed

Active but
not recruiting

Recruiting

Recruiting

Terminated

Recruiting
Recruiting
Recruiting

Recruiting

Completed

Not yet
recruiting
Active but
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Active but
not recruiting
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not recruiting
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Not yet
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Dataset

TCGA cohort (n = 373)

HMU cohort (n = 214)

GEO cohort (n = 492)

Time point

12 months
36 months
60 months
12 months
36 months
60 months
12 months
36 months
60 months

Low risk (95% Cl)

11.236 (10.881, 11.590)
28.138 (26.304, 29.972)
40.810 (36.656, 44.964)
11.046 (10.594, 11.498)
29.787 (27.582, 31.992)
43.591 (39.832, 47.350)
11.242 (10.965, 11.519)
28.479 (27.011, 29.948)
42.934 (40.076, 45.792)

RMST?

High risk (95% CI)

10.206 (9.722, 10.69)
21.273 (19.167, 23.378)
29.399 (25.410, 33.387)
11.072 (10.700, 11.444)
25.915 (23,592, 28.237)
34.980 (30.935, 39.025)
11.115 (10.852, 11.377)
25578 (24.070, 27.085)
36.224 (33.359, 39.089)

RMST difference®

1.030 (0.430, 1.629)
6.865 (4.073, 9.658)
11.411 (5.652, 17.170)
-0.026 (-0.612, 0.559)
3.872 (0.670, 7.075)
8611 (3.089, 14.133)
0.127 (-0.255, 0.509)
2.901 (0.797, 5.006)
6.710 (2.663, 10.757)

p-value

<0.001
<0.001
<0.001
0.93
0.018
0.002
0.514
0.007
0.001

“RMST, months.

"RMST difference = RMSTiow sk — AMSThign sk

The bold value means the outcome is statistically significant.
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Dataset

TCGA cohort
(n = 373)

HMU cohort
(n = 214)

GEO cohort
(n = 492)

Factor

Risk score (increasing values)

Age

(increasing years)

Sex

(male vs. female)

TNM stage

(I +Vvs.1+1)

Risk score (increasing values)
Age

(increasing years)

Sex

(male vs. female)

TNM stage

(n+WVvs.1+1)

Risk score (increasing values)
Age

(increasing years)

Sex

(male vs. female)

TNM stage

(I + Vs, +11)

The bold value means the outcome is statistically significant.

Univariate Multivariate

HR (95% CI) p-value HR (95% ClI) p-value

9.280 (4.746, 18.148) <0.001 9.918 (4.926, <0.001
19.968)

1.021 (1.005, 1.087) 0.012 1.027 (1.010, 1.045) 0.002
1.333 (0.936, 1.899) 0.112
1.891 (1.325, 2.698) <0.001 2.101 (1.464, 3.015) <0.001
2.819 (1.041, 7.637) 0.041 2.819 (1.041, 7.637) 0.041
1.009 (0.992, 1.027) 0.284
0.984 (0.615, 1.574) 0.947
1.165 (0.710, 1.911) 0.545
3.601 (2.002, 6.474) <0.001 1.632 (0.879, 3.029) 0.121
1.006 (0.995, 1.018) 0.254
1.056 (0.810, 1.377) 0.686
4.245 (3.097, 5.817) <0.001 3.983 (2.878, 5.511) <0.001
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Data set Factor Subgroup analysis p-value for interaction
Samples HR (95% CI) p-value
TCGA cohort Sex
(n =373) Female 133.000 12.071 (3.737, 38.996) <0.001 0.651
Male 240.000 8.271 (3.611, 18.945) <0.001
Age
<60 120.000 18.021 (4.949, 65.616) <0.001 0.268
> 60 249.000 7.543 (3.498, 16.267) <0.001
Stage
Early (I and Il) 164.000 7.482 (2.349, 23.831) 0.001 0.660
Advanced (lll and IV) 186.000 11.097 (4.527, 27.202) <0.001
HMU cohort Sex
(n=214) Female 77.000 2.162 (0.315, 14.849) 0.433 0.666
Male 136.000 3.372 (1.037, 10.971) 0.043
Age
<60 118.000 2.369 (0.563, 9.977) 0.240 0.691
> 60 96.000 3.509 (0.8883, 13.943) 0.075
Stage
Early (1 and Il) 67.000 1.243 (0.213, 7.264) 0.809 0.260
Advanced (Il and IV) 147.000 4.149 (1.234, 13.947) 0.021
GEO cohort Sex
(n = 492) Female 168.000 6.633 (2.354, 18.691) <0.001 0.113
Male 324.000 2,651 (1.290, 5.447) 0.008
Age
<60 178.000 8.792 (3.039, 25.438) <0.001 0.065
> 60 314.000 2.583 (1.260, 5.291) 0.010
Stage
Early (I and 1) 187.000 2.796 (0.784, 9.976) 0.113 0.312
Advanced (lll and IV) 305.000 1.331 (0.654, 2.708) 0.431

The bold value means the outcome is statistically significant.
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HDACI
Entinostat
Valproic acid

Mocetinostat
Vorinostat

CG-745
ACY241
Trichostatin A

Classification
Class |
Class |

Class IV
Class Il

Class I/llb

specific inhibitor of HDAC8
Broad spectrum

(except HDACB8)

Effects on MDSCs

PMN-MDSC function inhibited

M-MDSC migration inhibited

PMN-MDSC function inhibited

M-MDSC migration inhibited

total number of MDSCs decreased

MDSC apoptosis (at higher vorinostat concentrations)

total number of MDSCs amplified (at lower vorinostat concentrations)
total number of MDSCs decreased

total number of MDSCs decreased

total number of MDSCs amplified (0.1-10 nM TSA)
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Cluster 1 Cluster 2 P value
Number 217 218
Age (median [IQR]) 66.00 [56.00, 75.00]  71.00 [61.00, 80.00]  <0.001
Gender (%) 0.312
female 97 (44.7) 109 (50.0)
male 120 (55.3) 109 (50.0)
T stage (%) 0.42
T1 5(2.3) 5(2.3)
T2 40 (18.4) 34 (15.6)
T3 151 (69.6) 147 (67.4)
T4 21(9.7) 32 (14.7)
N stage (%) 0.029
NO 114 (52.5) 141 (64.7)
N1 60 (27.6) 41 (18.8)
N2 43 (19.8) 36 (16.5)
M stage (%) 0.098
MO 157 (80.5) 170 (87.2)
M1 38 (19.5) 25 (12.8)
Pathological stage (%) 0.033
Stage | 36 (16.6) 38 (17.4)
Stage Il 73 (33.6) 100 (45.9)
Stage Il 70 (32.3) 55 (25.2)
Stage IV 38 (17.5) 25 (11.5)





OPS/images/fonc.2021.670490/table2.jpg
Variables

age
T stage
T2 vs. T1
T3 vs. T1
T4 vs. T1
N stage
N1 vs. NO
N2 vs. NO

Multivariate Logistic Regression

Odds Ratio (95% Confidence Interval)

1.02 (1.01-1.04)

0.46 (0.11-1.91)
0.35 (0.16-0.77)
0.50 (0.27-0.93)

1.72 (0.99-2.98)
0.86 (0.47-1.58)

P value

0.0032
0.0705
0.2828
0.0088
0.028
0.0129
0.0525
0.6212
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