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Editorial on the Research Topic
 Measuring and Analysing Social Determinants of Health in the Era of Big Data



A large and rapidly growing body of literature has provided convicting evidence on the significant role of social determinants of health (SDoH) in affecting human health, wellbeing, and quality of life (1). The World Health Organization defines SDoH as the non-medical factors that describe the conditions in which people are born, grow, live, work, and age (2). These factors include social and environmental circumstances such as education, income, housing, transportation, food access, diet, physical activity, discrimination, neighborhood safety, and many more. SDoH are one of the major contributors to the widespread health disparities and health inequities. It is estimated that SDoH are responsible for up to 40 percent of all preventable deaths in the United States (US), yet better medical care only accounts for a much smaller 10–15 percent (3). All evidence suggests that efforts to improve health need to shift from focusing on clinical factors to considering SDoH as key drivers of health outcomes.

Recognizing the importance of SDoH in shaping human health, a committee established by the US. Institute of Medicine (now the National Academy of Medicine) recommended ways of capturing 12 standardized measures from 11 SDoH domains in electronic health records (EHRs) in 2014 (4). Since then, healthcare systems began to explore ways to capture and integrate SDoH data within patients' EHRs. For example, Kaiser Permanente Northwest developed a set of EHR-based data collection tools to facilitate SDoH documentation using the International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) social diagnostic codes (Z codes) (5), which are intended to document patients' social, economic, occupational, and psychosocial circumstances. However, despite the increasing efforts to collect SDoH, they are infrequently captured in EHRs. Recent studies have shown that the Z codes are rarely used by clinicians in clinical documentations (6, 7).

Considering the importance of SDoH and the lack of SDoH data in EHRs, the editors proposed this Research Topic to provide a forum for cutting-edge research on the development and application of novel methods for measuring and analyzing SDoH in health outcomes research. For example, much information on SDoH is captured in unstructured EHR fields as free-text narratives. Yu et al. developed a natural language processing (NLP) pipeline that can extract 15 categories of SDoH from clinical narratives using a transformer-based model [i.e., Bidirectional Encoder Representations from Transformers (BERT)]. These SDoH included gender, race, ethnicity, smoking, employment, education, alcohol use, substance use, marital status, occupation, language, physical activity, transportation, financial constraint, and social cohesion. Using EHRs from a large health system in the United States, the authors obtained about 1.8 million clinical notes from over 10 thousand lung cancer patients and examined the frequencies of these SDoH in each category. Hatef et al. evaluated a text mining approach (i.e., pattern matching with regular expressions) in identifying phrases related to 5 categories of housing issues using EHRs from a large multispecialty medical group in the United States. Collaborating with SDoH experts, the research team reviewed existing literature and coding standards, and developed phrases addressing each housing issue and pattern-matching algorithms. Using data in 2.5 million clinical notes from 20 thousand patients, the authors found that, compared to manual annotation, the regular expression approach had a high level (> 94%) of precision at the phrase, note, and patient levels across different housing issues, although the recall level was relatively low.

Four articles in this Research Topic reported results from empirical analyses of the impact of SDoH in diverse research areas, including urbanization (Fang et al.), treatment adherence (Daabek et al.), liver cancer survival (Wu et al.), and happiness of rural residents (Xu and Ge). Another four review or opinion articles discussed the importance of collecting SDoH, identified areas of improvement, and proposed action plans, in the areas of sexual minority health (Wu et al.), patient segmentation (Rezaeiahari), physiatry (i.e., physical medicine and rehabilitation) (Conic et al.), and pediatric cancer (Reeves et al.). The remaining article simulated time-to-event data under various missing mechanisms (e.g., missing not at random) and assessed the performance of machine learning missing data imputation techniques based on the Cox proportional hazard model (Guo et al.). Given the poor documentation of SDoH in EHRs, methods for handling missing data are much needed in health outcomes research.

Overall, although SDoH are important factors driving health outcomes, they are poorly documented in EHRs. Even when SDoH are documented in EHRs, they are buried in unstructured clinical narratives and thus not readily accessible for downstream studies of health outcomes. As a result, current clinical research mainly studies the impacts of clinical factors (e.g., disease history, medical treatment) on health outcomes (e.g., prognosis, survival), ignoring the perhaps more important SDoH (e.g., financial constraint, housing issues) as contributing factors. Advances in research methods such as NLP provides new opportunities for identifying and capturing SDoH. However, what is really needed is targeted (and tailored) SDoH collection supported by EHR-based data collection tools, rather than using the non-specific Z codes. First of all, not all SDoH factors are equally important across the continuum of patient care or research areas. For example, insurance and geographic location (e.g., rural vs. urban residency) are more important for acute care settings, whereas social support and living conditions are more important for post-acute care and outpatient settings. A deep understanding of important SDoH in different phases of patient care is required for designing effective interventions that aim to improve health outcomes. Further, different representations or measures of the same SDoH factor are likely needed in different research areas. For example, physical activity can be measured using self-report survey instruments or wearable devices, depending on the desired level of data granularity. There needs to be clear guidelines, by type of disease and patient care, that outline which standardized SDoH measures to collect and how they should be integrated with patient EHRs.

Another more realistic solution to the lack of SDoH in EHRs is linking SDoH from other data sources. SDoH data are widely available in many local and national data sources such as Bureau of Labor Statistics (e.g., employment), Department of Education (e.g., literacy), Census Bureau (e.g., food insecurity, poverty), Bureau of Justice Statistics (e.g., Incarceration), Environmental Protection Agency (e.g., environmental factors) and many more. Linking these SDoH data longitudinally to patient EHR data at either the individual- or contextual level is the next essential step in advancing health outcomes research.
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In the context of rapid urbanization in developing countries, the spatial organization of cities has been progressively restructured over the past decades. However, little has been done to understand how the physical expansion affected the reorganization of socioeconomic spaces in cities. This study explores the association between various street network metrics and urban vitality and how it changes across different scales using geographic big data through a case study of Wuhan, China. Urban vitality is characterized by four components: concentration, accessibility, livability, and diversity. The new technique of spatial design network analysis (sDNA) is employed to characterize street network metrics, including connectivity, closeness, betweenness, severance, and efficiency, with 16 localized network variables. Furthermore, the stratified spatial heterogeneity between street network metrics at multiple scales and the four components of urban vitality is investigated using the Geodetector tool. First, concentration, accessibility, and diversity decline with distance from the urban center, whereas livability has a fluctuating upward trend with distance from the urban core. Second, the correlation between street network characteristics and urban vitality is sensitive to different spatial scales. Third, connectivity explains the largest amount of the variance in urban vitality (over 40%), while both betweenness and closeness explain roughly 28% of urban vitality. Efficiency and severance contribute 22 and 10% to the spatial heterogeneity of urban vitality, respectively. The study sheds light on the mechanisms between street configurations and urban vitality from the multi-scalar perspective. Some implications are provided for the improvement of the streets' urban vitality.

Keywords: urban vitality, spatial design network analysis, spatial scales, big data, Wuhan


INTRODUCTION

The world is experiencing rapid urbanization, especially in developing countries (1). By 2050, two thirds of the world's population will reside in cities. Although urbanization visibly improves standards of living, it also carries risks, such as shrinking or ghost cities1, which are associated with considerably low urban vitality (2–5). As an important proxy for the sustainability of urban growth (6), urban vitality measures the attractiveness and competitiveness of a city. As a new source of urban competitiveness, urban vitality helps a city gain comparative advantages and thus produce sustainable economic growth and endure regional innovation (7, 8). Understanding urban vitality is essential to urban health monitoring, compact urban development, innovative urban growth, and people-oriented urbanization.

The concept of urban vitality revolves around people's satisfaction with all aspects of urban life (9). It is difficult to capture the extensive meanings of urban vitality in specific measures. Many scholars have tried to measure urban vitality from different aspects. Yue et al. (10) measured urban vitality by the dimensions of built environment, human activities, and human–environment interaction. Pugalis (11) subdivided urban space into economy, culture, and society, classifying urban vitality as economic, cultural, and social vitality. A quantitative model of the determinants of urban vitality can be an informative tool to achieve sustainability in spatial planning and urban design (12, 13). Following the conceptual framework proposed by Jacobs (14) and Gehl (15), many scholars define and quantify urban vitality in terms of multiple facets (e.g., density, accessibility, and diversity), multiple spatial scales (e.g., jiedao units, community neighborhoods, and street blocks), and multiple temporal horizons (e.g., night time, twilight, and early morning) (16, 17). The microscale analysis of communities or street blocks provides a granular and comprehensive perspective of the spatiotemporal dynamics of urban vitality in cities (18). Moreover, the advent of geographic big data such as location-based social media, points of interest (POIs), mobile Internet data, and other web crawler data allows researchers to capture spatial dynamics of urban vitality more accurately and at finer scales.

The association between urban form metrics and urban vitality has been widely recognized in the literature (19). Empirical studies of both developed and developing countries have examined the inherent vital nature in urban areas and provided different conceptualizations of urban vitality in various territorial contexts. Jacobs (14) proposed that land-use mixture, block size, age of buildings, density, accessibility, and border vacuums are the major components of measures of urban vitality in the United States. Using his framework, Delclòs-Alió and Miralles-Guasch (16) also interpreted urban vitality in Barcelona, Spain. Sung et al. (20) found an association between a diverse physical environment and walking activity on the streets in Seoul, South Korea. In addition, Long and Huang (21) found significant and positive influences of urban design variables such as land-use mix, road intersection density, and accessibility to various facilities on economic vitality for the 286 largest cities in China. Similarly, Yue et al. (10) discovered that urban vitality measurement is closely linked with built environment (e.g., buildings, blocks, and land types), human activities (e.g., concentration of residents, employees, and tourists), and human–environment interaction (e.g., infrastructure, road network, natural vacuums, and artificial segregations) in Shanghai, China. In the context of vitality debates worldwide and the prospects of future urban sustainability, it is emergent for modern planners to deeply analyze and realign the urban spatial structure to promote the necessary interactions and provide a sufficient physical environment for the socioeconomic dynamics. This study aims to better understand the spatial organization of cities from the multi-scalar perspective of street network design and how urban vitality is related to their distributions.

Previous studies have widely acknowledged that street configurations have significant effects on physical activities in streets and thus urban vitality (22). Focusing on the streets of Cypriot towns, Jalaladdini and Oktay (23) argued that good connections to the street, the harbor, or the historic quarter and proximity to important magnets are essential to understanding the issue of vitality in urban public spaces. Another study taking Dutch towns and new Chinese towns as examples reported that spatial configurations of a street network, in terms of topological, geometrical, and metric distances, directly determine economic vitality and encourage vibrant street life (24). Using network centrality indices, Kang (25) examined the effects of street network configurations on walking mobility in Seoul, Korea. While the existing literature has measured various aspects in terms of typology, geometrics, and network connectivity, the discussion has rarely considered the scale effect when measuring the street configurations. Notably, the metrics of the street layout can be quantified differently within the neighborhood environment as defined by various buffer widths (26). Hajrasouliha and Yin (27) argued that the gridiron street patterns with small or large blocks have various effects on pedestrian volumes, and the street networks with small block sizes help pedestrians to understand their surroundings better. He et al. (28) proved that the street configurations under walking or driving modes should be differently measured, which has an influence on the distribution of leisure entertainment facilities. Thus, it is critical to measure the street configurations from a multi-scale perspective and compare how urban vitality is associated with street configurations at different geographic scales.

In addition to the topological, geometric, and distance features of the street layout, the network metaphor has a long tradition in the analysis of urban planning and transportation (29, 30). More recently, the centrality assessment model and space syntax analysis have been used to evaluate the structural properties of street networks in an urban system. Street centrality indices representing closeness, betweenness, and straightness capture the skeleton of the urban system; these factors shape economic activities and land-use intensity (31, 32). Space syntax focuses on topological distance within a network and offers an effective tool to measure street connectivity (33). However, these techniques fail to capture the challenges of physical severance and network efficiency, especially the navigating difficulties and psychological barriers of pedestrians (28, 34). One of these measurements is directly mirrored in spatial design network analysis (sDNA), which incorporates six important features (density, connectivity, closeness, betweenness, severance, and efficiency) that are hypothesized to affect urban vitality in an urban system.

As a representative developing country, China has been undergoing rapid urbanization and economic growth. Driven by both industrialization and urbanization, numerous satellite towns, industrial zones, commercial centers, and residential areas have emerged at the urban fringe and pose significant challenges to sustainable urban development (35). Meanwhile, the opposite phenomenon of “shrinking cities” in China has been a catalyst for the proposal of the “National New-type Urbanization Plan (2014–2020),” which specifically stresses people-oriented urbanization and human well-being (36). Urban vitality was initially studied as an important path to new-type urbanization in North America. Until recently, empirical evidence in developing countries has indicated that the dynamic process and determinants of urban vitality can be different from the case studies in the United States or Europe due to their dissimilar urban morphology and spatial planning (37–39). Therefore, this study aims to enrich the existing empirical studies by taking an inland city of China as an example and formulating policy implications to enhance urban vitality and promote urban health.

This study contributes to the literature in the following three ways. First, due to the inconclusive evidence in the literature, this study aims to examine the inherent vital nature within a neighborhood community in an inland city of China using geographic big data. Second, as existing studies have rarely considered the scale effect when measuring street configurations, this study adopts a multi-scale perspective incorporating street networks to examine how urban vitality is associated with spatial network layouts at different geographic scales. Third, the study applies a newly developed technique called sDNA to capture the navigating difficulties and psychological barriers faced by pedestrians, which are hypothesized to affect urban vitality.



CONCEPTUAL FRAMEWORK

The association between street network configurations and urban vitality must be measured at multiple scales to assess the design-oriented characteristics of street networks that most influence street activities and then urban vitality. All networks are composed of nodes and links. Within street networks, nodes represent junctions or intersections between streets. As a specific type of spatial network, nodes always have distinct geographic locations, and links always have a physical shape (34). From the perspective of sDNA, the street network configurations—connectivity, closeness, betweenness, severance, and efficiency—as seen in Table 1, are hypothesized to affect urban vitality in an urban system.


Table 1. The description of street network configurations.

[image: Table 1]

The connectivity aspect refers to the quantity of link ends connected at each junction and the number of junctions within the user-defined radius. More connected street networks tend to have many short links, numerous intersections, and minimal dead ends. Good street connectivity means providing various routes from residential neighborhoods to destinations such as schools and shops by walking or driving. The benefits of better connectivity include improved ease of mobility through the road network, high reachability from an origin to the desired destination, less traffic congestion, and a safer street environment (40). Street connectivity is significantly correlated with active transportation, which helps to create more walkable and livable communities (41). However, how street connectivity is associated with urban vitality remains to be studied.

The closeness aspect refers to the mean Euclidean distance, the network quantity penalized by distance, and the angular distance within the radius. As a form of network centrality, closeness measures the difficulty of navigating to all possible destinations from each link in the radii. This study emphasizes the significance of angular distance (distance measured in terms of angular change) and prefers to use the shortest angular paths instead of Euclidean distance. In reality, pedestrians and drivers tend to follow straight roads and angular geodesics because they are easier to remember and tend to be faster on average (42). The accessible locations for pedestrians and drivers are always linked with diversified land-use and a convenient street layout (43). The closeness measures can reflect accessibility and flow potential, which is conducive to creating a vibrant neighborhood.

The betweenness aspect measures “through-movement” on spatial networks. The conventional betweenness indicator is based on the idea that a vertex is central if it lies on the shortest path between other vertices. Previous studies have proven that betweenness largely determines the location of retail shops and services in the urban area (44). Higher betweenness is always associated with high housing prices and rent, traffic flow, population density, and the flow of commuting in street networks (45). This study proposes two new betweenness indices—two-phase betweenness and two-phase destination. The former calculates the betweenness weighted by the network quantity, while the latter measures that weighted by both the origin and destination. In a sense, the standard betweenness can be seen as an opportunity model, whereas the new betweenness indicators correspond to transport models with trip generation and distribution phases. The betweenness concept measures the complex flow of commuting and can produce vibrant economic activities.

The severance aspect belongs to network detour analysis and mainly measures the degree the network deviates each other from the most direct path. By comparing straight-line distance to actual network distance, the severance measures can effectively reflect the twistedness of the localized network (28). In this study, the severance indices include mean crow flight distance, diversion ratio, and mean geodesic length in the radius, which proxy the physical and psychological separation in the network. High severance represents the more cognitive difficulties of pedestrians or drivers when navigating the road network. The severance can reflect the network characteristics in more detail and may indicate unfavorable locations for vibrant commercial activities.

The efficiency aspect belongs to network shape analysis and refers to the form of the overall spatial footprint within the user-defined network. It measures the overall efficiency of the network in a sophisticated manner by considering the shape of links and the spatial structure of link connections (34). High efficiency represents high frequent navigation through the network on foot or by automobile. While the road design in the urban center does not provide an efficient walking environment for pedestrian interaction, the major roads connecting the urban core and urban fringe always have low efficiency for driving (28). An efficient network tends to create more opportunities for daily interaction such as relaxation and leisure activities.

The key component of measuring street network metrics is to choose a spatial scale of interest. This defines how much of the “surrounding network” we consider when computing statistics for each individual link. Corresponding to urban vitality, the spatial scale possibly refers to the surrounding environment within a specific network radius where most daily activities take place. The network radius can be defined by the distance from either walking or driving (34). The multi-scalar perspective compares how each street network metric is spatially associated with urban vitality over five different scales of interest (500, 1,000, 1,500, 2,000, and 2,500 m). There is no single optimal scale for assessing urban vitality and designing street networks. The existing literature has rarely compared how different urban forms are associated with social interaction, physical activities, and land-use diversity. Thus, the spatial explicit analysis between the multi-scalar street network metrics (e.g., density, connectivity, closeness, betweenness, severance, and efficiency) and urban vitality yields important information for human-scale street design and land-use planning.



METHODS


Description of the Study Area

At a longitude of 11341′ ~ 11505′ and a latitude of 2958′ ~ 3122′, Wuhan is situated in the eastern part of Hubei and is the largest megacity in central China. In 2018, the permanent population of Wuhan amounted to 11.08 million people, and the gross domestic product (GDP) for the city was 1.48 trillion RMB. Per capita GDP in Wuhan (135,136 yuan) ranked first among cities in central China. Primary, secondary, and tertiary industries comprise 2.4, 43.0, and 54.6% of the economy, respectively, with the service industry being dominant. The multimodal street network in Wuhan, known as a national bus city in China, is highly developed and includes roadways, subways, railways, waterways, and greenways. The local government has emphasized transit-oriented development to promote smart urban growth, inject vitality into old towns, and create a more sustainable transport system.

The central city of Wuhan is divided by the Yangtze River and the Han River into seven districts. There are 89 jiedaos and over 1,076 community neighborhoods2 in central Wuhan. Most physical activities of human life take place in the public spaces of community neighborhoods. As the center of human activities, the community neighborhood provides an important space for people to live, rest, socialize, produce, and work. Thus, a fine spatial scale is necessary to capture the details of street configurations and the patterns of residents' social interaction in daily life.

There are several historic community neighborhoods in the inner city of Wuhan. As the old residential quarters, these neighborhoods face difficulties associated with aging municipal public infrastructure and a lack of public services. Since 2016, the local government has focused on urban redevelopment and advanced some reform policies to reconstruct these areas. Meanwhile, because of traffic congestion and poor living conditions in the urban core, more people have chosen to live in the suburbs, which feature spacious housing and better community environments. Revitalizing old towns and strengthening vitality in the suburbs are important issues for the local government. This study employs a spatial network analysis tool to characterize the distribution of urban vitality and investigate how street network designs can create a vital city.



Data Sources


Demographic Data

The 6th National Census survey in 2010 provides precise demographic data aggregated to the administrative boundaries (provinces-prefectures-counties/urban districts-townships/jiedaos). As the most detailed demographic data can only be obtained by the public at the jiedao level, the demographic data at the scale of community neighborhood are missing. The WorldPop dataset provides gridded population maps with 100-m spatial resolution for each country in the dataset. However, Ye et al. (46) find that the WorldPop dataset underestimates the population in urban areas and overestimates it in rural areas of the Chinese mainland. Thus, this paper utilizes the improved population images developed by Ye et al. (46), with higher accuracy than WorldPop for China by integrating remotely sensed and POI data within a random forest model.



Points of Interest Data

POIs refer to all geographic entities that can be abstracted into points. Each POI observation contains information such as latitude, longitude, names, and addresses. The POI data in this study are taken from the Baidu map (http://map.baidu.com/). There are 66,161 POIs within the study area in 2016, including the following: shopping malls, petrol stations, restaurants, tourist attractions, banks, parks, chess and card rooms, theaters, karaokes, stadiums, bars, hospitals, hotels, bus stations, universities, ATMs, and government agencies. These POI data can be categorized into nine classes: financial service facilities, research and educational facilities, cultural facilities, health service facilities, leisure and recreational facilities, commuting facilities, government agencies, catering services, and lodging services. The POI data reflect the venues of social activities and identify the functional diversity in the urban core.



Additional Geographic Big Data

This study utilizes additional geographic information about housing prices and age to measure the livability of community neighborhoods. This information is collected from Fangtianxia, the largest real estate transaction platform in China (http://fang.com). The kriging interpolation method3 is applied to obtain the spatial pattern of housing prices and age with a spatial resolution of 100 m in Wuhan. Building density is an important indicator that reflects the concentration aspect of urban vitality. WorldView-2 image with a high spatial resolution of 0.6 m is utilized to draw the building bases in the study area. Subsequently, it is overlaid with the boundary of each community neighborhood to obtain the building density of each spatial unit. ArcGIS 10.2 is employed to calculate the Euclidean distance between each community neighborhood and all bus stops and subway stations to measure accessibility.




Method


Quantification of Urban Vitality

Urban vitality is measured with four major components: concentration, accessibility, livability, and diversity. A dense concentration of people, buildings, and social activities is the most basic condition for ensuring that an urban area is vital. The concentration component can be evaluated by three variables: population density, building density, and POI density. According to Jacob (14), a vibrant city also requires high accessibility on foot and by public transport, contrary to car-dependent urban planning. The accessibility component can be quantified in terms of distances to bus stops and subway stations. If a certain balance between new and aged buildings is maintained, diversity from both a land-use and social perspective can be strengthened (47). A precarious housing market and high house prices are likely to cause residential segregation and social polarization. The livability component can be assessed by housing prices and age. Highly diversified neighborhoods and streets shape urban vitality mainly by increasing social interactions. The diversity component is evaluated by land-use diversity. The formulas for calculating concentration, accessibility, livability, and diversity are as follows:
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In the final equation, pi is the proportion of the ith POI type among the total number of POI records, and n is the total number of POI types. The weights of all variables are determined by the entropy method.



Spatial Stratified Heterogeneity Analysis

Spatial heterogeneity characterizes the local variance of spatial dependence (48). Spatial stratified heterogeneity, which stresses the between-strata variance more than the within-strata variance, is used in many fields of natural and social sciences. The geographic detector developed by Wang et al. (49) is a new statistical technique for detecting spatial differentiation and investigating the factors that drive this spatial phenomenon. This tool consists of four functions: factor, interaction, risk, and ecological detectors. This study primarily employs the factor detector to examine the spatial stratified heterogeneity of the dependent variable Y (urban vitality) and the determinant power of independent variables X (various street network metrics). The contribution of the covariate X to the spatial heterogeneity of urban vitality can be formulated by the q statistic as follows:
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where SSW refers to the within sum of squares, and SST is the total sum of squares. h = 1, 2, …., L is the strata of covariate X; Nh and N are respectively the number of spatial units in strata h and the whole area; [image: image] and σ2 refer to the variance of Y in strata h and the whole area, respectively.

q ∈ [0, 1] indicates that X contributes 100 × q% to the pattern of Y. A large value of q indicates the large contribution of X to Y. If q is equal to 0, then no association of X and Y is shown. If q is equal to 1, the distribution of Y can be completely explained by X.





RESULT ANALYSES


Spatial Characterization of Urban Vitality

Figure 1 demonstrates the spatial distribution of urban vitality, showing the community neighborhoods with the highest value of urban vitality. The high values of urban vitality are mainly clustered in the downtown area, whereas the uptown area is characterized by low urban vitality. The community neighborhood with the highest value of urban vitality is located near the city government, namely, the Jianghan walking street, a famous century-old commercial street that features shopping, entertainment, tourism, and culture. In the grouping analysis, urban vitality is categorized into four classes in Figure 2: high vitality, moderate vitality, low vitality, and non-vital areas. High-vitality areas account for 7% of all community neighborhoods in Wuhan. These communities mainly correspond to the traditional city centers, which are characterized by dense population, pedestrian-friendly street networks, and diversified built environments. The moderate-vitality category takes up around 38% of all neighborhoods in the study area. These communities are regarded as the transition buffer between high- and low-vitality areas, and they are expected to have a certain level of vibrant street life. Respectively, 43 and 12% of community neighborhoods are categorized as low-vitality and non-vital areas. These areas are mainly located in the disadvantaged urban fringe near agrarian, natural, or industrial lands.


[image: Figure 1]
FIGURE 1. The spatial distribution of urban vitality and community neighborhoods with the highest value of urban vitality (Red denotes high vitality; orange denotes moderate vitality; yellow denotes low vitality; and green denotes non-vital areas).
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FIGURE 2. Spatial pattern of concentration, accessibility, livability, and diversity (the left column) along with concentration, accessibility, livability, and diversity in concentric rings with the distance to the city center (the right column) in Wuhan.


The left column in Figure 2 demonstrates the spatial patterns of concentration, accessibility, livability, and diversity. Overall, both concentration and accessibility decline as distance from the urban center increases, while livability and diversity show different patterns. A core-periphery pattern can be observed in urban concentration. The high values of concentration are mainly found in historical neighborhoods, which meet the requirements of Jacobs (14) of a dense distribution of people, buildings, and streets. Accessibility is primarily explained by a centric-periphery logic in which the downtown is equipped with good transport infrastructure. Areas near shopping malls, big city hospitals, municipal governments, office buildings, and schools have good accessibility. Conversely, while urban suburbs with low housing prices and good residential environments show good livability, the urban center has the majority of old residential buildings without elevators, sports facilities, or sufficient open spaces. However, as some successful urban renewal projects have recently been implemented in the downtown, livability within the urban core is expected to improve in the future. It is rather difficult to depict the pattern of diversity clearly. The neighborhoods near the Yangtze River and the Han River are less diversified as they are constrained by urban planning and aquatic environment protection.

The right column in Figure 2 depicts how concentration, accessibility, livability, and diversity change with the distance to the city center. As the key component of urban vitality in Jacobs' arguments, concentration decreases rapidly as the distance to the city center increases, despite an upturn in the interval between 18 and 21 km, where some new towns labeled “high-tech zones” or “ecological cities” are built. Characterized by convenient transportation, pleasant living environments, and more employment opportunities, these new towns are becoming the new urban center and attracting several people to live and work there. Accessibility slowly declines when the distance from the city center is <15 km. Subsequently, accessibility drops rapidly despite slight increases in remote urban new towns. However, livability increases sharply when the distance to the city center increases to 9 km, indicating the low livability in the downtown. Livability fluctuates slightly in areas between the second and third ring roads, increases sharply in the urban suburbs, and subsequently decreases rapidly. It seems that the urban fringe is rather uniformly unlivable, indicating the heterogeneous space of livability in the urban fringe. Diversity demonstrates an upward trend within the buffer of 4.5 km and subsequently levels off within the third ring road. Diversity decreases dramatically after the distance of 15 km despite a slight upturn in the new town.



The Correlation Between Street Network Metrics and Urban Vitality

Spatial network analysis is conducted to create statistics that describe the multi-scalar configuration of street networks. Contrary to techniques such as street centrality, space syntax, and accessibility analyses, sDNA comprehensively describes network features, including centrality, network shapes, and the navigability of areas, at user-defined network scales. A key component of sDNA is the standardization of network links, which avoids the modifiable areal unit problem (MAUP) by dividing the network into individual links. Another key component of sDNA is the specification of a scale of interest. To detect the influence of different scales on urban vitality, this study chooses five spatial scales–500, 1,000, 1,500, 2,000, and 2,500 m—providing a wide range from sensible walking distances to driving distances.

A total of 16 variables representing density, connectivity, closeness, betweenness, severance, and efficiency are computed using the sDNA software developed by Cardiff University (https://www.cardiff.ac.uk/). These 16 localized network measures, shown in Table 2, are assumed to affect urban vitality in Wuhan. The Pearson correlations between these network variables and the neighborhood urban vitality are calculated at each of the five spatial scales to determine how these network characteristics are associated with urban vitality and at which scale the association is most evident.


Table 2. The correlation between street network metrics and urban vitality.
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Density captures certain built environment features, such as the density of jobs and homes. The hypotheses behind these two variables are an optimum built environment density for urban vitality. The best correlation coefficients between dense built environment and urban vitality amount to 0.68 for LINK and 0.69 for LEN, both at the spatial scale of 1,000 m. The scale of 1,000 m implies the built environment within the walking distance. More density of street links is highly linked with higher urban vitality, possibly denoting that people prefer to walk within the 1,000-m neighborhood and thus produce more socioeconomic activities when navigating the street networks.

Connectivity measures how well streets are linked with others and the density of intersections. Neighborhoods with high street connectivity tend to have streets with several short links, numerous intersections, and few dead ends, which facilitate physical activities such as walking and cycling. The best correlation coefficients between connectivity variables and urban vitality reach 0.65 at the spatial scale of 1,500 m, which corresponds to the cycling distance. The best correlation between connectivity and urban vitality at the scale of 1,500 m represents that well-connected streets facilitate cycling within the neighborhood and then encourage more physical activities.

Closeness reflects the level of accessibility and reachability between origins and destinations. Previous studies emphasize the shortest Euclidean path to measure closeness; however, sDNA utilizes angular analysis to reflect the cognitive difficulty of navigation. The shortest angular path can reflect the subtleties in the network layout. According to the best correlation coefficients, network quantity penalized by distance in radius Euclidean (NQPDE) and angular distance in radius (ANGD) are more related with urban vitality at the spatial scale of 2,500 m than at other scales. The scale of 2,500 m corresponds to the driving distance. The high correlation between closeness and urban vitality at the scale of 2,500 m signifies that a street network design with less angular distance is conducive to driving and can encourage more diversified activities in the neighborhood.

Betweenness measures how street networks are populated with entities when traveling from origins to destinations in the user-specified radius. It involves all possible trips that pass through the link in the radius and can effectively reflect the flow volume through walking or traffic to the destination. Contrary to the normal betweenness model, the two-phase betweenness model considers a fixed amount of weight in each origin or destination according to the quantity of visits per link. The best correlation coefficients between these three variables and urban vitality are 0.60 for betweenness Euclidean (BTE) in the radius of 1,500 m, 0.53 for two-phase betweenness Euclidean (TPBTE) in the radius of 1,000 m, and 0.29 for two-phase destination Euclidean (TPD) in the radius of 1,500 m. The highest correlation between betweenness metrics and urban vitality at the scale of 1,000 or 1,500 m demonstrates that the street design facilitating walking or cycling can encourage mixed land-use and social interaction, which help to create a vibrant neighborhood.

Severance measures the opposite metrics of connectivity in network detour analysis and primarily reflects how the street network deviates from the most direct path, which proxies the navigating difficulties of pedestrians or vehicles by measuring the extent to which the local network is twisted. Diversion ratio in radius Euclidean (DIVE) is negatively correlated with urban vitality, and the best correlation coefficient is −0.34 at the spatial scale of 2,500 m. The negative correlation between street severance and urban vitality at the scale of 2,500 m represents that street network detours increase navigating difficulties of vehicles and are not conducive to vibrant commercial activities.

Efficiency measures the ease of navigation in network shape analysis considering the shape of links, the arrangement of links, and the number of connections. Convex hull area (HULLA) and convex hull perimeter (HULLP) are more associated with urban vitality than other variables, and the best correlation coefficient is 0.61 for HULLA at the spatial scale of 500 m and 0.53 for HULLP at the spatial scale of 1,000 m. The best association between efficiency metrics and urban vitality at the scale of 500 or 1,000 m denotes that the walking-friendly street shape is important for pedestrian interactions and creating a vital environment.



Spatial Stratified Heterogeneity Between the Multi-Scalar Network Metrics and Urban Vitality

Table 3 demonstrates the q statistics between urban vitality and spatial network metrics at multiple scales. Overall, the density metric has the largest explanatory power (~46%) for the distribution of urban vitality at all scales. Dense street networks can increase people's contact opportunities, promoting economic and social activities. In the Chinese context, the downtown area is usually characterized by narrow streets and densely distributed networks, leading to high urban vitality. The two density metrics—LINK and LEN—have explained 46% of urban vitality at all spatial scales according to Table 2. Over increasing distances, the influences of both LINK and LEN on urban vitality increase, peak at the spatial scale of 1,000 m, and then monotonically decrease.


Table 3. q statistics between urban vitality and spatial network metrics at multiple scales.
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Connectivity is the second most important factor influencing the spatial heterogeneity of urban vitality. Well-connected street networks, which facilitate residents' physical activities in the neighborhood and enhance visual contact between people on the street, explain 44% of urban vitality. The mean q statistics of both connectivity in radius (CONN) and junctions in radius (JNC) reach 0.445 and 0.444, respectively. Approximately 44% of urban vitality is attributed to the number of street links and junctions. The explanatory power of these two variables on urban vitality has a slight upward trend and then decreases with the highest point at the spatial scale of 1,500 m.

Betweenness has maximum explanatory power for urban vitality of 46.7% at the spatial scale of 1,500 m. TPBTE, which reflects the quantity of visits per street link, is also non-negligible with the mean contribution of 30.1% to the pattern of urban vitality. Overall, the explanatory power of BTE demonstrates an inverted U shape over increasing spatial scales, whereas TPBTE reveals an N-shape pattern. TPD, which reflects the total flow to the destination, only explains 9.5% of urban vitality on average, with a slightly upward trend when spatial scale increases.

Among the metrics of closeness, NQPDE, which reflects network quantity and accessibility, contributes the most to the pattern of urban vitality, with the mean q statistic as high as 0.432. On average, ANGD explains 27.2% of urban vitality, indicating the importance of the angular analysis and cognitive difficulty during navigation. Mean Euclidean distance in radius (MED) explains the least variation in urban vitality with a mean q statistic of 0.109. A comparative analysis of these three variables illustrates that the conventional measure of street centrality by Euclidean distance is limited in its ability to reflect the subtleties in the network layout. The explanatory power of both NQPDE and ANGD increases as the distance interval increases.

Efficiency can explain 22% of the variation in urban vitality, and the communities with better spatial arrangements of street networks tend to be more vibrant. As a representative indicator reflecting network efficiency, HULLA can explain ~40% of urban vitality, although this figure decreases slightly over the incremental spatial scales. The explanatory power of HULLP demonstrates an upward trend from 30.6% at the spatial scale of 500 m to 34.0% at the spatial scale of 2,500 m. Convex hull shape index (HULLSI) contributes 29.4% to the heterogeneity of urban vitality, peaking at the spatial scale of 1,000 m. Therefore, the form of the overall spatial footprint of the network shapes the navigating efficiency of pedestrians and vehicles. The convex hull with a regular and straight-line shape can diversify the built environment and enhance urban vitality.

Severance, which reflects the navigating difficulties of pedestrians or vehicles, only explains 10% of the spatial heterogeneity of urban vitality. This illustrates the negative effect of network twistedness on creating a vibrant city. As spatial scale increases, the contribution of both DIVE and mean geodesic length in radius Euclidean (MGLE) demonstrates a U-shape pattern with the maximum value at the scale of 2,000 m. The explanatory power of severance metrics on urban vitality tends to increase rapidly because residents prefer simple routes when they choose to drive.

Therefore, their stratified spatial associations between various street network metrics and urban vitality are sensitive to spatial scales ranging from walking to driving distance. When people navigate street networks under different transport modes (e.g., walking, cycling, driving, etc.), the corresponding street network metrics within the walking or driving distance are different at multiple spatial scales. Thus, there is no single optimal scale for assessing urban vitality and designing street networks (50). Each scale from walking to driving distance enables different types of analysis and assessment about the vitality-led urban street design facilitating walking or driving. The spatial explicit analysis between the multi-scalar street network metrics and urban vitality yields important information for human-scale street design and land-use planning.



Policy Implications

Interest in promoting a healthy, vibrant, and interactive neighborhood is a worldwide issue for various stakeholders in urban development. Good neighborhoods tend to have ideal environments that encourage walking, bicycling, and a sense of community, making them more spirited and livable (51). Examining the street configurations using sDNA reveals that conventional street centrality indices, such as accessibility and betweenness, cannot effectively guide the design of a good street network in real estate development. Two promising variables, namely, severance and efficiency, may provide some new design elements for streets. The geometric features of street networks, such as detours, shapes, and angular curvature, are important, as they influence people's subjective cognition when driving or walking. The irregular and complicated design of streets will multiply residents' navigating difficulties and threaten their psychological safety, causing people to stay indoors and making the community lifeless. Therefore, urban planners and real estate developers should design streets that benefit the physical and emotional health of children, seniors, and indeed every resident who plays a part in creating a truly safe and healthy neighborhood.

More strategies of vitality-related urban design should be encouraged to vitalize the traditional neighborhoods in the urban center and build new neighborhoods in the suburbs. These design elements are important to inform planners to create walkable, bike-friendly streets that are connected adequately to provide more walking routes. Streets that are less twisted and have regular shapes can make people feel psychologically safe, thus encouraging outdoor activities and enhancing personal interaction. At least one local main street with a straight-line shape in the community should be designed for pedestrians to meet, make friends, and share information, thus strengthening neighborhood bonds. Real estate developers should allocate space for recreational facilities and children's playgrounds on the local main street for residents to enjoy. Intersections should have regulations on driving speeds. Considering the aforementioned aspects, urban planners, real estate developers, policy makers, and non-profit representatives should devise appropriate street design guidelines for creating a healthy neighborhood.

Urban planners can better identify vitality by considering spatial dynamics in their assessments. In our study, notably, the downtown in the Chinese city of Wuhan is more vibrant than other areas. The street design in the downtown makes residents feel safe and comfortable while walking, creating a healthy, interactive neighborhood, while the less vital neighborhoods are mainly situated in the urban suburbs. The street design for the uptown area encourages people to drive, and blocks are often longer than 2,000 ft, which is less pedestrian-friendly. Street network design is an important way to strengthen urban vitality in the suburbs. A geospatial view can help urban planners and real estate developers target areas in which street design can be improved.




DISCUSSION


Possible Mechanisms

It is interesting to explore the reason for the curious relation between geometry and urban vitality. Spatial network analysis provides extensive information about the metrics of street networks, as well as conventional accessibility and reachability. The correlation coefficients and the q statistics between various spatial network metrics and urban vitality from the multi-scalar perspective shed light on the details of their precise causal mechanisms.

Some metrics, such as density, connectivity, and betweenness calculated by spatial network analysis, are not new. These conventional street configurations provide an objective view of the location advantages of various places. Neighborhoods with densely distributed roads, high street connectivity, and many intermediary streets tend to attract more commercial and service activities, creating more employment. From a consumer's perspective, these network-based centrality metrics reflect how convenient access is to various services or facilities. From a vendor's perspective, central streets with high volumes of pedestrians or vehicles can provide larger market potential and more economic opportunities. Therefore, concentration, accessibility, livability, and diversity are closely linked with these centrality-based network measures.

Spatial network analysis provides a new view of the geometry of street networks, including detours, shape, and angular curvature, which are closely associated with people's subjective cognition. These geometric measures reflect the cognitive difficulties residents experience while walking or driving. Spatial network analysis includes a novel measure of closeness, ANGD, which calculates the distance in terms of angular changes, such as corners on links and turns at junctions. Residents who live in neighborhoods with high ANGD encounter more navigating difficulties en route to destinations, including traffic lights at crossroads and the need to make more turns. The severance and efficiency metrics are also new in spatial network analysis. When navigating a street network with high severance, the twisted streets make pedestrians or drivers feel psychologically insecure, decreasing the traffic flow and ultimately weakening urban vitality in the neighborhood. The efficiency metrics that consider the network shape directly represent the intrinsic navigability by foot. Efficient street networks are easily navigated by pedestrians, increasing residents' contact opportunities and making the local communities more active. The other possible causal mechanism of efficiency metrics on urban vitality is that high values of HULLA, HULLP, and HULLSI may indicate a long, straight pedestrian route in the local community. Such a road would be convenient in a small district and provide opportunities for people to interact with each other, ultimately making the community more lively.

The multi-scalar perspective is important for spatial network analysis to characterize the street configurations under different traveling scenarios. Defining a scale of interest is the key component of spatial network analysis. In the analysis of urban vitality, the scale tends to match different traveling scenarios from walking distances (up to 1,500 m or less) to driving distances. Table 3 shows that the metrics of density, connectivity, betweenness, and efficiency under the walking mode have more explanatory power over urban vitality. The densely distributed, well-connected, and efficient streets provide a walking-friendly environment for residents to strengthen communications and ultimately create a lively neighborhood. However, metrics such as angular curvature and severance are more important for understanding travel by car. People tend to drive when they must travel on streets with more angular changes and twistedness. In the Chinese context, the spatial design of street networks in downtown areas facilitates people's ability to walk around, which explains the high urban vitality.



Strengths and Limitations

Prior studies have widely confirmed the associations between street centrality and land-use intensity, the location of economic activities, and social cohesion (52). However, spatial network analysis can better measure the details of network geometry, such as network shape, detours, and angular changes. These geometric details of street networks are related to the cognition difficulties experienced by pedestrians or drivers and whether they feel comfortable or safe psychologically. Thus, severance and efficiency are two promising parameters to provide a comprehensive view of the street network geometry. The other strength of spatial network analysis is the multi-scalar measure of street network characteristics, which allows the modeling of different navigating scenarios from walking to driving. The multi-scalar perspective allows urban planners and policy makers to design pedestrian streets or roads in ways that strengthen urban vitality.

One limitation of this study is its failure to consider transportation capacity and multiple transport modes like railways, subways, and highways. Although long, straight roads probably bring more traffic flows, the incorporation of traffic variables into spatial network analysis tends to enhance the relationship between street configurations and urban vitality. The other limitation is the lack of clarity of the causal mechanisms linking each street network metric to urban vitality. Although this study has provided insightful views about the possible causal mechanisms, a further detailed investigation is required to create vibrant neighborhoods by designing walkable and drivable streets.




CONCLUSIONS

This study has explored the influence of spatial network layouts on urban vitality using geographic big data for Wuhan, an inland city in China. Concentration, accessibility, livability, and diversity are four major components that characterize urban vitality in Wuhan. The new technique of sDNA was employed to measure street configurations, including density, connectivity, closeness, betweenness, severance, and efficiency, from a multi-scalar perspective. Furthermore, the stratified spatial heterogeneity between street network metrics and urban vitality was investigated using the Geodetector tool. The following conclusions can be drawn.

First, the areas with the highest levels of urban vitality are clustered in the downtown area, whereas the uptown area is characterized by low urban vitality. Concentration, accessibility, and livability demonstrate a declining trend in concentric rings, whereas livability reveals a fluctuated upward trend. Second, 16 variables representing connectivity, closeness, betweenness, severance, and efficiency are computed. The correlation between these network characteristics and urban vitality is sensitive to different spatial scales. Third, the influence of street network layouts on urban vitality varies at multiple scales. Overall, connectivity has the largest explanatory power for urban vitality, amounting to over 40%, whereas betweenness and closeness have similar explanatory power of ~28%. Efficiency and severance contribute 22 and 10% to the spatial heterogeneity of urban vitality, respectively.

These conclusions shed light on the mechanisms between street configurations and urban vitality from the multi-scalar perspective. In the future, more strategies of vitality-based urban design should be encouraged to revitalize traditional downtown neighborhoods and build new neighborhoods in the uptown area. Multiple stakeholders, such as urban planners, real estate developers, policy makers, and non-profit representatives, should collaborate to devise effective street design guidelines for creating healthy, vibrant neighborhoods.
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FOOTNOTES

1In the era of globalization, the phenomenon of cities growing slowly or declining has become a significant international political and economic issue. A shrinking city can be characterized by population loss, financial crisis, employment decline, and other social problems.

2In China, the hierarchical administrative structure is provinces/prefecture-level cities/counties/towns. In each prefecture-level city, there are many city districts in charge of jiedao-level units. The community neighborhood is the lower governance unit of jiedaos.

3The popular interpolation methods include inverse distance weighted (IDW) and kriging. The authors use these two methods to calculate the pattern of housing prices and age. By comparing the model performances, the results produced by kriging conform to the spatial trend of housing prices and age with lower prediction errors over the map.
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An adequate imputation of missing data would significantly preserve the statistical power and avoid erroneous conclusions. In the era of big data, machine learning is a great tool to infer the missing values. The root means square error (RMSE) and the proportion of falsely classified entries (PFC) are two standard statistics to evaluate imputation accuracy. However, the Cox proportional hazards model using various types requires deliberate study, and the validity under different missing mechanisms is unknown. In this research, we propose supervised and unsupervised imputations and examine four machine learning-based imputation strategies. We conducted a simulation study under various scenarios with several parameters, such as sample size, missing rate, and different missing mechanisms. The results revealed the type-I errors according to different imputation techniques in the survival data. The simulation results show that the non-parametric “missForest” based on the unsupervised imputation is the only robust method without inflated type-I errors under all missing mechanisms. In contrast, other methods are not valid to test when the missing pattern is informative. Statistical analysis, which is improperly conducted, with missing data may lead to erroneous conclusions. This research provides a clear guideline for a valid survival analysis using the Cox proportional hazard model with machine learning-based imputations.
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BACKGROUND

Before statistical analysis, data management plays a crucial role and missing data occur frequently. If there are too many missing values, excluding the missing data from the analysis is not ideal since the loss of information is substantial. In addition to the reduced power, missing data may introduce potential biases or an unsolvable issue in statistical modeling. There are three significant missingness mechanisms (1). They are missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR). Under MCAR, one could simply exclude the missing data from the analysis. However, it may introduce bias if the missing pattern is MAR or MNAR.

To preserve statistical power, one should conduct missing data imputation techniques before the analysis. The single imputation is a simple way that substitutes the mean, mode, or median for the missing data. Unfortunately, this intuitive concept may not capture the variability in the study sample and underestimate the variance, which reduces the correlation between variables or introduces a bias in the inference of the population distribution (2).

The U.S. Census Bureau developed the hot-deck imputation to investigate the missing value of current population income (3), a non-parametric imputation based on Euclidean distance (4). A new way of finding the donor is the random hot-deck, cold-deck, or sequential hot-deck imputation (5). The imputation does not require strong assumptions about the distribution, and it is applied to different types of variables. However, the primary issue is the assumption of MCAR.

The multiple imputations perform better than the simple imputation, but it still requires the assumption of MCAR or MAR (6) based on the multivariate imputation by chained equations or the Markov chain Monte Carlo.

The k-nearest neighbors (KNN) is a simple discriminatory analysis (7). Algorithms of the KNN were studied, and the minimum probability of error was pointed out (8). The KNN also implemented the direct gradient analysis (9). The concept of the training and testing sets using the KNN was further proposed (10). Later, the iterative KNN imputation based on the gray relational analysis was carried out (11). Regarding the truncated data, a previous work developed the KNN-truncated imputation to deal with the chemical compound (12).

The randomness of a decision tree could enhance predictive accuracy (13), and a random forest is a powerful tool for classification problems (14). The missing data imputation is the “rfImpute” function of the “randomForest” package. We denoted it as RFprx in the simulation study. It is based on the proximity matrix to update the imputation of the missing values. For continuous predictors, the imputed value is the weighted average of the non-missing observations, where the weights are the proximities.

The “missForest” imputation is non-parametric missing value imputation using the random forest (15). We denoted it as RFmf in the simulations. The fast unified random forests for survival, regression, and classification (RF-SRC) solved the problem when estimating the missing data with out-of-bag errors (16). This method not only applies to classification problems and the regression model but also fits the survival analysis. The random forest on-the-fly is the missing data imputation of RF-SRC. We denoted it as RFotf in the simulation study. Despite the promising development of missing data imputation, none of the strategies further examined the validity of imputed data using the Cox proportional hazard model. In this research, four machine learning-based imputation strategies were compared, including the KNN, RFprx, RFmf, and RFotf.

In this research, we define supervised and unsupervised missing data imputation as the following. The supervised imputation techniques refer to methods that included the outcome variable as predictors to infer the missing data. In contrast, the unsupervised missing imputation is the one that excludes the outcome of interest in the process. The impact of various missing mechanisms, including MCAR, MAR, and MNAR, would be carefully examined under numerous scenarios. In addition to the conventional approach that evaluated the root mean square error (RMSE) or the proportion of falsely classified entries (PFC) of imputed values, we further analyzed the whole imputed data by the Cox proportional hazard model. Type-I errors of the Cox model using imputed data reveal how the imputation technique performs in the survival analysis. If the Type-I error is over 5% of the nominal level, then, the method is invalid.



METHODS

We want to assess how machine learning-based missing data imputation techniques perform in the survival analysis. The Cox proportional hazard model would incorporate the imputed data, and the results under various scenarios demonstrate overall type-I error. Therefore, the first step is to simulate the survival data under the null hypothesis, including the time to the event, censoring status, six continuous, and four categorical predictive variables. It is noted that the 10 predictors denoted as x1, x2, ⋯ , x10 are uncorrelated, and they are not associated (independent) with the two outcome variables. One of the outcome variables, t, denotes the time to the event, and e denotes the censoring status. Note that if “e = 1,” then the subject has an event, and it also means that the individual is not censored. Thus, “e = 0” identifies the censored subject. Each of the four categorical predictors (x1, x2, x3, x4) follows a binomial distribution with p = 0.5. Each of the six continuous predictors (x5, x6, ⋯ , x10) follow a normal distribution with the mean of zero and SD of one. The censoring status “e” follows a uniform distribution between zero and one, representing the random censoring. The time to the event “t” follows the exponential distribution with λ = 0.5. We employed four categorical and six continuous unrelated variables to assess the validity of various methods. The reason is that if under such a simplistic scenario, a strategy could not yield a valid estimate or result, it is unrealistic that the method would be valid under a more complicated structure.

The second step is to assign missing values for the two predictors. One of the predictors (x1) is categorical, and the other one (x5) is continuous. Each scenario simulated 1,000 repetitions. Parameters included the sample size (100, 250, 500, and 1,000), the overall missing rate (10, 20, and 30%), and missing mechanisms (MCAR, MAR, and MNAR). Hence, we carefully examined a total of 36 scenarios for the 4 imputation strategies. It is noted that within each overall missing rate, the weights of missingness are 0.2 (x1 is missing), 0.4 (x5 is missing), and 0.4 (both x1 and x1 are missing), respectively.

Two statistics evaluate the four machine learning-based imputation methods, including the RMSE for the continuous variable and the PFC for the categorical variable. This research examines the performance of imputed data in survival analysis based on the overall type-I error of the Cox model.

Root mean square error is a measure used to measure the difference between the imputed value and the actual value for continuous outcomes. A smaller RMSE indicates a smaller prediction error. The equation is [image: image], where m represents the number of missing values, yi is the actual value, and [image: image] is the imputed value.

The PFC is used to determine the imputation situation of category variables. The PFC equation is given by, [image: image]. The denominator is the number of missing values of the categorical variable, and the numerator is the number of imputed values that are not identical to the actual values. The PFC ranges from 0 to 1, and the smaller the value means better imputation.

In addition to the RMSE and PFC, this research further examines the type I error of the Cox model using the imputed data. The likelihood ratio test derives the type-I error. In this way, the type-I error could reveal the impact of imputation on the correlation structure between the predictors and the two survival outcome variables. Finally, we recorded the computation speed that tells the practicality of the different strategies. In this research, we selected machine learning-based imputation strategies that may or may not be suitable for the survival data. In addition, we considered models that any researcher could implement effortlessly. Thus, the KNN and random forest were selected.

The programming language used in this study is R language, version 3.6.1 [(17). R: A language and environment for statistical computing. R Foundation for Statistical Computing]. The Supplementary Materials of the R code (user_utility.r and main.r) listed packages used to simulate the study samples, missing mechanisms, and the imputation methods. The “VIM” package implemented the KNN. The three packages “randomForest,” “randomForestSRC,” and “missForest” are the random forest-based imputation methods. We clarified some notations as to the following: RFprxt included time to the event as the continuous outcome to generate the proximity matrix. RFprxe treated the censoring status as the categorical outcome and calculated the proximity matrix. RFmf excluded both time to the event and the censoring status in the imputation procedure. RFmfy included both time to the event and the censoring status as two more predictors when inferring the missing values in the dataset. RFotf is designed for survival analysis; thus, it included both time to the event and the censoring status when inferring the missing values. In summary, RFmf is an unsupervised imputation, RFprxt and RFprxe are partially supervised imputation methods, and KNN, RFmfy, and RFotf are the three supervised imputation techniques.



RESULTS

The simulations were conducted under the null hypothesis that 10 predictors and the survival outcome are independent. However, the missing mechanism, MNAR, altered the correlation structure that introduced the dependence between the complete data and imputed values. When the model failed to adjust for the condition, the independent variables and the outcome are correlated under MAR. Therefore, this study has 36 scenarios, and each presents a comparison between four methods. Figure 1 displays the distribution of the PFC using 500 samples. Supplementary Materials displayed results based on different sample sizes and missing rates that yielded a similar pattern. The RFotf has the best performance in the absence of MCAR and MAR. The RFprxe has the best performance in the absence of MNAR, but the accuracy is ~0.5, which means that the predictive accuracy is not satisfying.


[image: Figure 1]
FIGURE 1. The proportion of falsely classified (PFC) using 500 subjects.


Figure 2 shows that the RMSE evaluates the imputation accuracy of a continuous variable and the distributions of the RMSE using 500 samples. The results with different sample sizes and missing rates yielded a similar pattern (refer to Supplementary Materials). KNN performs the best in each scenario, but the differences between the KNN and other random forest-based imputation methods are not discernable. The size of RMSE is approximately one SD. When the missing rate is higher, the gap of RMSE among the four methods will be smaller. The RMSE decreased from 0.08 to 0.01. The RFotf is similar to the KNN. The higher the missing rate is, the higher the PFC and RMSE, which means that the higher missing rate decreases the imputation accuracy.


[image: Figure 2]
FIGURE 2. The root means square error (RMSE) using 500 subjects.


The KNN consistently performs better in RMSE, but the superiority is minor. It is not easy to identify the most prominent method in Figure 2. Regarding the PFC, the best performer is the RFotf, because the two outcome variables, “time to the event, t” and “censoring status, e,” are incorporated in the random survival forest. Table 1 summarizes the best performer of the RMSE and PFC under different scenarios.


Table 1. The best performer for proportion of falsely classified (PFC) and root means square error (RMSE).

[image: Table 1]

Type-I error of the Cox proportional hazard model under different situations further evaluated the overall performance of each imputation strategy (Table 2). This step is crucial since the comparisons between the PFC and RMSE after imputation could not warrant a valid Cox regression analysis. There are some scenarios where the results of RFotf and RFmf are very close, but the RFotf is consistently larger than the RFmf. In conclusion, the overall performance of the RFmf method is the best, a non-parametric and unsupervised imputation method that excludes the two survival outcome variables (t and e). It is noted that the RFprxe and RFprxt have much inflated type-I error, since this type of imputation considers only one dependent variable (time to the event or censoring status) when constructing the proximity matrix. However, the simulation study was based on survival data with two outcome variables. Therefore, including one of the two survival outcome variables will result in an inflated type-I error. We highly recommended avoiding the “rfImpute” function in survival data. The KNN imputation also demonstrated inflated type-I errors and should not be used for survival analysis.


Table 2. The type-I error of the Cox model.

[image: Table 2]

The RFotf includes both times to the event and censoring status in the random survival forest to impute missing values under MCAR or assumption of MAR. Thus, the RFotf is valid for survival data, and the type-I error behaves well under MCAR and MAR. However, when the missing pattern is MNAR, the RFotf showed an inflated type-I error.

The type-I error of the RFmf is lower than RFmfy, which also included time to the event and censoring status as the predictors. This phenomenon is probably due to the missing mechanism of the MNAR, and the conditional missingness introduced correlation between the observed predictors and the two survival outcome variables, time to the event and censoring.

For a small sample study, estimators, in general, have a large variance. As a result, the missing data imputed by RFmf also showed an inflated type-I error in the Cox model. When the sample size increases, the type-I error decreases and approaches the significance level of 0.05.

Finally, the run time is also studied. In each scenario, the fastest method is the KNN, followed by RFotf, and the rest of the methods are similar. When the sample size is 100, the simulation time of each method is within 0.5 s, where the KNN and RFotf only spend 0.1 s. When the missing rate is higher and the missing mechanism is MNAR, the run time of two methods is almost identical.

When the sample size is 250, the run time of KNN and RFotf is <0.5 s, but the other methods take 1–2 s. If the sample size is 500, the KNN only requires 0.5 s, RFotf takes 1.5 s, and the rest methods take about 5–6 s. When the number of samples is 1,000, the KNN takes about 1 s, RFotf takes about 5 s, and the other methods take about 15–23 s. The greater the sample size, the more significant difference in the run time between various methods.

In summary, according to the type-I error of the Cox model, the RFmf strategy that excludes the two survival outcome variables in the imputation procedure is the optimal method. However, if the run time is the only concern, the random forest on-the-fly imputation is better.



DISCUSSIONS

This research examined four machine learning-based imputation methods, including the KNN, and three strategies based on the random forest. We proposed the concepts of supervised and unsupervised imputations. Although the RMSE and PFC are similar for the four machine learning-based imputation strategies, type-I error of the Cox model could be inflated dramatically for the different methods under MNAR. Hence, the validity of the Cox model using imputed data changes dramatically under different settings. The simulation results showed that the RFmf performs the best even under the most challenging situation, MNAR. Therefore, this strategy would be valid under all types of missing mechanisms.

One of the most significant advantages of machine learning is that it is suitable for high-dimensional data, time-series data, or complex data interactions. Although this study focuses on survival data with 10 predictive variables, the concept of supervised or unsupervised imputation and the structure of predictors could be easily extended for different study designs.

Finally, the simulation study is the null hypothesis of the Cox model, where the predictive and survival outcomes are independent. Therefore, the type-I error is the essential tool when comparing performances of the four imputation strategies. Power study is not meaningful since the only valid imputation method is the RFmf. In addition, the rest strategies revealed inflated type-I errors under MNAR.

The R code implemented in the simulations is freely available. We have included the code as Supplementary Materials. The file “USER_UTILITY” is the first program that generates the study samples, missing mechanisms, and imputation strategies. The second file, “MAIN,” generates all statistical results and figures. Researchers could quickly adopt supervised and unsupervised imputations for the four methods by using the two R codes for future applications.


Limitations

In machine learning, there are many methods for prediction and classification, such as the support vector machine (SVM) (18), extreme gradient boosting machine (XGBoost) (19), and artificial neural network (ANN) (20). In future studies, these methods may also develop novel imputation strategies. Therefore, we did not include the three methods in this research. We simulated the four dichotomous and six continuous predictors as independent variables. A high correlation among them may cause more bias in type-I errors. The categorical predictors could have more levels in simulations, but we expect that the comparisons and patterns between the methods studied in this research are likely to be similar.

This machine learning-based research revealed a robust missing data imputation strategy for survival analysis under various missing mechanisms. The non-parametric “missForest” imputation (RFmf), that excludes the survival time and censoring status from the imputation scheme, could provide valid results using the Cox proportional hazard model under the impact of MCAR, MAR, and MNAR.
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INTRODUCTION

There has been growing interest among health systems in population health (1, 2). Population health aims to improve the overall health of a population across the full continuum of care by more targeted, effective and coordinated health services (3). Given the rising trend of aging population and chronic disease burden, managing population health becomes more important for health systems trying to control cost (4).

In order to improve outcomes and efficiency, health systems need to customize care and interventions based on identified risks and costs (5). One of the systematic approaches in the literature for targeting interventions to subgroups of patients with different needs is population segmentation or risk-stratification (referred as patient segmentation in the remainder of this paper). Population segmentation that divides a population into groups with related service needs is an important foundation for effective and sustainable care delivery (6–8). Segmentation divides patients into distinct groups with specific needs, characteristics or behaviors and allows for health services to be organized around patients with similar needs (7). Patient segmentation models are becoming essential element of healthcare management due to the increase in the number of programs that incentivize value-based care (9).

Although patient segmentation models can help design interventions targeting subgroups of patients, they are often based on International Classification of Diseases (ICD) codes found in electronic health records (EHRs) and/or insurance claims data and lack important social risk factors that are essential for designing interventions. World Health Organization defines social determinants of health (SDOH) as the conditions in which people are born, grow, work, live, and age (10). These factors include economic policies and systems, development agendas, social norms, social policies and political systems (10). There are numerous studies demonstrating social factors acting as powerful determinants on multiple health outcomes including coronary heart disease (11), breast cancer (12), childhood obesity (13) and end-stage renal failure (14). Literature suggests that high utilizers of healthcare resources among Medicaid and uninsured population often have multiple chronic conditions (15, 16) and programs targeting this population collectively argue that social risk factors including but not limited to language, health literacy, unemployment, substance abuse and housing are important drivers of healthcare utilization (17, 18).

Most of the current patient segmentation models use administrative billing data because insurance claims data provides a nearly complete view of patients' interactions with health care delivery system; therefore, it is a reliable source to extract utilization outcomes (19). Majority of the EHRs on the other hand contain data from clinical encounters occurring between individuals and providers within a single health system and hence miss out of network events (19). On the positive side of EHRs is that they offer more extensive data including family history, lab results, vital signs and symptoms which could help improve the population segmentation model (20). One drawback of reliance on insurance claims data and EHRs is that they miss social and behavioral factors that complicate care (21). Although, there is a subset of ICD-10-CM codes, the Z codes, for documenting SDOH in EHRs, these codes are underutilized (22, 23). As such, SDOH Z codes may not reflect the actual burden of social needs experienced by patients. To address this gap, this paper presents the complementary benefit of consumer data when it is linked to EHRs or insurance claims data. The consumer marketing data include individual-level SDOH (including income, education, lifestyle variables, language spoken, household size, smoking status, life events, shopping activity) that are not available in the insurance claims data or majority of EHR data. The combined data provides 360-degree view of patients and can help predict the risk of repeat emergency room visits or hospital admissions (24). Inclusion of SDOH is essential to improve population health as medical interventions without addressing social determinants are not sustainable and effective. This unprecedented view into the lives of patients has significant potential to improve upon segmentation approaches relying exclusively on health plan or EHR data that lack measures or even decent proxies for fitness, diet and other SDOH which can profoundly alter the course of chronic diseases. A number of commercial companies provide marketing data that is well-utilized by organizations that subscribe to their services. Experian's ConsumerViewSM U.S. database is one of the world's largest consumer database on more than 300 million individuals and 126 million households (25). ConsumerViewSM U.S. database is compiled from hundreds of resources. For example, property and mortgage data are compiled from public records and county deeds while lifestyle and interest data are compiled from consumers who have completed self-reported surveys (25). Marketing companies match and mange patient identity across the healthcare ecosystems enabling the linkage of datasets across channels and silos (26, 27). According to Acxiom, two-thirds of hospitals actively use or want third-party consumer and lifestyle data to improve patient care (24).



CURRENT PATIENT SEGMENTATION MODELS

There are two major approaches for conducting population segmentation in the literature. Expert-driven approaches are informed by expert consensus while data-driven approaches use statistical analysis such as clustering to segment a population (28). John Hopkins Adjusted Clinical Group (ACG) system and the Clinical Risk Group (CRG) system by 3M Health Information Systems are examples of expert-driven approaches (29, 30). The ACG system assigns each diagnosis code to one or more of 32 diagnosis groups referred to as Aggregated Diagnosis Groups (ADG). Both ACG and CRG system use diagnostic codes to classify patients into over 200 mutually exclusive risk groups (28). ADGs are assigned based on five features of conditions: duration, severity, diagnostic certainty, type of etiology and expected need for specialty care. The 3M CRG system assigns an individual five-digit classification code with first digit representing the core health status group, second through the fourth digit representing the base 3M CRG and the fifth digit identifying the severity-of-illness level (30). One drawback of expert-driven approaches is that they subjectively segment populations and no specific standards are set to derive the number of segments. Data-driven approaches generate evidence-based insights of population health status based on patient healthcare data to support policy decisions (1). There have been multiple studies using data-driven approaches to segment populations (19, 31, 32). Zhang et al. (33) developed a patient taxonomy with ten categories to divide high-cost Medicare Fee-For-Service patients. They found high-cost patients were most likely to have multiple chronic conditions, serious mental illness, serious medical illness and frailty (33). Low et al. (28) used cluster analysis and healthcare utilization data from electronic medical records to develop five segments of population (28). Concurrent with patient segmentation models developed by researchers, many predictive models based on SDOH have been developed by health payers and analytics companies. Most often these models are proprietary hence not available for review and scrutiny (34). For instance, a non-profit health insurance company used consumer data to develop a segmentation model to make informed adjustments to its Medicare marketing efforts (35).



DISCUSSION

As medical care is only responsible for 15 to 20% of preventable mortality in the US (36) and due to the increasing impact of social factors on health, it is now time to leverage data analytics to start to understand SDOH and its impact on health and design more social centered care coordination interventions (37). A recent critical review of patient segmentation models shows a lack of comprehensive models that integrates data from multiple sources, with a majority of the models limited to administrative billing data alone (21).

Healthcare organizations and payers should strive to link their traditional resources including EHRs and insurance claims data to consumer marketing data. Through this linkage, they can then apply advanced analytics to get tangible results that can be acted upon to improve quality of care and health outcomes. Specifically, more data driven approaches are needed to utilize available data to assess whether distinct patient subgroups might exist within population. For example, cluster analysis may be used to determine if individual level SDOH (based on consumer marketing data) and insurance claims, together can represent social, medical and behavioral health conditions to form specific relevant subgroup of patients. The proposed patient segmentation framework will facilitate healthcare resource planning and development of interventions to improve the healthcare delivery for each segment. This approach to segmentation will demonstrate heterogeneity in population groups with respect to age, morbidity, lifestyle, setting in which care was mostly used, etc. Therefore, depending on the patterns of utilization of care, complexity level of patients and lifestyle segmentation, various models of care will be needed. For instance, for “young or middle age and healthy” segment that focus little on preventive care and are fans of fast food, the most important approaches may be disease prevention, health education and robust primary care, working with non-healthcare partners such as employers, community-based disease education in order to maintain the health status and promote healthy behavior. Patients with stable but chronic condition that are more interested in adopting technology, can instead benefit more from supportive self-management such as home-based self-monitoring tools to promote health empowerment. Patients with complex chronic conditions that are not managed well and live in neighborhoods with low levels of food access may require more multidisciplinary medical and social care coordination.

Some other examples of the opportunities as a result of linking consumer data to insurance claims and/or EHRs (not limited to patient segmentation) include reduction of obesity through increasing the relevance and effectiveness of weight loss engagement strategies by using consumer lifestyle segmentation variables including diet attitudes and motivations, gauging the receptivity of patients to different outreach channels (automated voice, live agent calls and text messages) using the digital media preference, age and education level, identifying food insecure households/individuals using frequency and dollars spend in food category particularly for individuals living in low-income and low food-access neighborhoods.

Unlike other traditional SDOH data sources that are only available at the county and/or zip code level, such as Area Health Resource Files (38), US Census County Business Patterns (39), and County Health Rankings (40), consumer data is available at the individual or household level. County level social data, although useful, only represent a profile of the community and does not reliably represent the profile of the individual patient. For example, research has shown that poverty is strongly associated with an increase in risk of dying, but simply living in a high-poverty area is not (41).

Despite the important opportunity that the consumer marketing data brings to healthcare, major concerns still exist about privacy of consumers. Linking consumer marketing data to EHRs and/or insurance claims data may increase informational risk (i.e., HIPAA violations), if strict data deidentification standards are not in place and/or data protections are applied inconsistently across various entities which collect, share and use the data (42). As such, any use cases of consumer data must be HIPAA compliant to ensure protection of “individually identifiable health information” (i.e., protected health information) (43). Some of the best practices to ensure compliance are safe sourcing (working with the source compilers of consumer data to ensure compliance), safe storage (reviewing and updating data privacy policies to control access), appropriate/ethical use of data (marketing data should never be used to deny access to anyone or result in health disparities) (44).

Other challenges of using consumer data include reproducibility and analytical challenges. Predictive models developed by the private sector are not shared publicly, therefore cannot be replicated by other researchers to ensure accuracy, validity and potential model bias (34). Additionally, researchers should be cautious when selecting the analytical approaches when it comes to the inclusion of marketing data to predict health outcomes. Highly flexible machine learning algorithms may select features (e.g., reality TV show from consumer interest data) to predict mortality which may not be clinically reasonable.

Despite the challenges discussed above, consumer marketing data may open up opportunities to health researchers to understand how individual level SDOH manifest throughout a person's life. Future patient segmentation models that incorporate SDOH from consumer marketing data have the potential to improve health and reduce health disparities by ensuring that the right patients will be intervened at the right time.
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Background: The effectiveness of positive airway pressure therapies (PAP) is contingent on treatment adherence. We hypothesized that forgoing healthcare may be a determinant of adherence to PAP therapy.

Research Question: The objectives were: (i) to assess the impact of forgoing healthcare on adherence to PAP in patients with Chronic Respiratory Failure (CRF) and patients with Obstructive Sleep Apnea Syndrome (OSAS); (ii) to compare forgoing healthcare patterns in these two chronic conditions.

Study design and methods: Prospective cohort of patients with OSAS or CRF, treated with PAP therapies at home for at least 12 months. At inclusion, patients were asked to fill-in questionnaires investigating (i) healthcare forgone, (ii) deprivation (EPICES score), (iii) socio-professional and familial status. Characteristics at inclusion were extracted from medical records. PAP adherence was collected from the device's built-in time counters. Multivariable logistic regression models were used to assess the associations between healthcare forgone and the risk of being non-adherent to CPAP treatment.

Results: Among 298 patients included (294 analyzed); 33.7% reported forgoing healthcare. Deprivation (EPICES score > 30) was independently associated with the risk of non-adherence (OR = 3.57, 95%CI [1.12; 11.37]). Forgoing healthcare had an additional effect on the risk of non-adherence among deprived patients (OR = 7.74, 95%CI [2.59; 23.12]). OSAS patients mainly forwent healthcare for financial reasons (49% vs. 12.5% in CRF group), whereas CRF patients forwent healthcare due to lack of mobility (25%, vs. 5.9 % in OSAS group).

Interpretation: Forgoing healthcare contributes to the risk of PAP non-adherence particularly among deprived patients. Measures tailored to tackle forgoing healthcare may improve the overall quality of care in PAP therapies.

Clinical Trial Registration: The study protocol was registered in ClinicalTrials.gov, identifier: NCT03591250.

Keywords: CPAP, non-invasive ventilation, PAP therapy, healthcare non take up, adherence—compliance—persistence


INTRODUCTION

Sleep breathing disorders, particularly obstructive sleep apnea syndrome (OSAS), nocturnal alveolar hypoventilation and at worst chronic respiratory failure (CRF) are associated with incapacitating symptoms affecting quality of life, and poor long term outcomes including cardio-vascular events and early mortality (1–3). Since the early 80s', non-invasive positive airway pressure therapies [Continuous Positive Airway Pressure (CPAP) and Non-Invasive Ventilation (NIV)] have been the first-line treatments for OSAS and CRF (4–7).

The effectiveness of positive airway pressure (PAP) therapies is however contingent on treatment adherence, and a significant proportion of non-adherence and high therapy termination rates are observed (8, 9). Despite continuous technological innovations, adherence to PAP therapies has plateaued over the last 20 years (10), suggesting that adherence is dependent on patients' personal characteristics such as their marital or social status (11–13), their perception of treatment efficacy (14), any benefits experienced (15), and their priorities regarding personal lifestyle (16–18).

Poor adherence to PAP therapies might reflect societal vulnerability, deprivation and non-prioritization of personal health. A comprehensive and holistic way of investigating and understanding health-related behaviors is to study reasons individuals forgo healthcare and to estimate the prevalence of this attitude. The concept of forgoing healthcare corresponds to societal, health-system contexts or personal conducts and/or beliefs leading individuals to forgo or postpone self-identified healthcare needs to which they have rights. This concept allows us to understand the relationship that people have with the healthcare system and to apprehend the influence of individual and collective factors on health related behavior. A large part of research on the forgoing healthcare phenomenon has focused on underprivileged populations who forgo healthcare primarily for financial reasons (19, 20).

However, multiple reasons for forgoing healthcare are also reported by individuals without financial constraints. These include lack of time owing to the burden of professional or personal life, lassitude or negligence, and inadequate transport with long distances between their residence and care facilities. In addition, some studies on the concept of forgoing healthcare show that not all people are exposed in the same way to this phenomenon. Depending on their sex, family and/or professional situation, or their level of multidimensional deprivation, the pattern of forgoing healthcare varies (21). Furthermore, qualitative social science studies indicate that individuals can forgo care related to a particular chronic condition but seek treatment for other conditions and vice versa (22).

Therefore, assessing influence of socioeconomics factors like deprivation and healthcare non-take up on specific populations like OSAS and CRF patients is an essential step to personalization and optimization of the healthcare delivery. In addition, unlike oral treatments, PAP therapies required for OSA and CRF patients have the advantage of a long-term objective assessment of treatment adherence (thanks to telemonitoring). These respiratory pathologies represent therefore an ideal disease model for designing and testing multifactorial interventions to promote treatment adherence. Moreover, OSA and CRF subgroups have well-known differences in clinical presentations and socio-economic status that could generate different profiles for health care renunciation.

In this study, we hypothesized that forgoing healthcare may be a significant determinant of PAP-therapies adherence. As, clinical presentation and socioeconomic status is dissimilar between OSAS and CRF populations, we decided to evaluate and compare the prevalence of forgoing healthcare (related or not to their respiratory disease) in two populations, OSAS and CRF patients, both on long-term home PAP treatment. We compared the ways in which individuals forwent healthcare and the reasons.



MATERIALS AND METHODS


Study Design

The present study was a prospective monocentric cohort study (Department of Pulmonology, Grenoble Alpes University Hospital). Ethical approval was obtained from the French Ethics Committee “Ile de France II” and the study protocol was registered in ClinicalTrials.gov (NCT03591250). The study was conducted between June 2018 and November 2019. Each participant provided written informed consent before inclusion in the study.



Study Participants

During a routine medical follow-up consultation, patients meeting the following inclusion criteria were asked to participate (Supplementary Figure 1):

- Age above 18 years

- Affiliated to the French social security system or a beneficiary of this system

- A diagnosis of OSAS or CRF

- Treated with CPAP or NIV for at least 12 months

- Routinely followed by the same homecare provider (AGIR à Dom, Meylan, France)

- Able to fill in the study questionnaires.



Study Objectives

Our primary objective was the impact of forgoing healthcare on adherence to PAP therapy. The secondary objective was a comparison of forgoing healthcare patterns between patients with CRF and patients with OSAS.



Data Collection and Procedures


Assessment of Healthcare Forgone

Participants were asked to fill-in the “healthcare non-take up” questionnaire during their routine medical follow-up consultation in the Department of Pulmonology, Grenoble Alpes University Hospital. This questionnaire was originally developed by Dr. Revil's group at the PACTES laboratory (Grenoble-Alpes University, France); and previously used by us in a study of 164,092 public sector health insurance beneficiaries in France (23). Briefly, the questionnaire is structured into three sections and refers to healthcare forgone in the 12 months preceding the study inclusion consultation (Supplementary Figure 2):

i. Healthcare forgone: After the key question “Have you forgone or put-off healthcare on one or more occasions in the last 12 months (yes/no),” those answering “yes” were asked about the type(s) of healthcare forgone and their reasons, how long they had been forgoing or putting-off healthcare and their perception of their current state of health.

ii. Healthcare insurance: This section focused on whether participants had complementary, top-up health insurance [through a private company or the state-subsidized “Complémentaire Santé Solidaire” (CSS)]; and if not, the reasons why. They were also asked whether they benefited from 100% cover by the state system due to a long-term chronic condition (e.g., Type I diabetes).

Briefly, France has a two-tier system of health insurance: a compulsory primary health insurance scheme and complementary/top-up health insurance schemes. In the compulsory scheme, contributions are proportional to income and reimbursement of care is a fixed percentage of the total cost of care. The rate of reimbursement is set by the state and depends on the type of care. Complementary schemes are essentially private insurance policies which reimburse almost all the remaining healthcare costs not covered by the compulsory scheme. However, for people on low incomes, a means-tested top-up scheme is provided by the state; this “Complémentaire Santé Solidaire” (CSS) is free of charge. Finally, the compulsory French state scheme covers 100% of health expenses related to 29 severe chronic diseases including diabetes, chronic respiratory failure, cancer, cystic fibrosis etc. The list of eligible conditions is set by the public health code.

iii. Standard of living and deprivation: Socio-professional and familial status were collected. Material and social deprivation were investigated using the 11 item EPICES questionnaire (24, 25). An individual score was calculated for each participant, by adding each question coefficient to the intercept whenever the answer is “yes.” According to EPICES a score of ≥ 30 indicates deprivation.



Clinical Data and Other Socio-Demographics

Characteristics at inclusion, including age, sex, anthropometrics, main etiologies of respiratory disorders, and hospitalization in the year before inclusion were extracted from the participants' medical records. Data related to NIV or CPAP: date of treatment initiation, PAP adherence in the year following inclusion in the study (objectively measured from the device's built-in time counters and reported every 6 months) and type of mask, were collected from the homecare provider's database.



Sample Size

Based on the hypothesis of a 25% prevalence of forgoing healthcare in the population (23), and allowing for 10% dropout, the enrollment of 300 participants (150 patients treated with CPAP; 150 treated with NIV) would allow 80% power to detect a difference of 1.5 ± 3 (SD) hours/night in CPAP/NIV adherence between patients who forwent healthcare and those who did not.




Statistical Analysis

Descriptive statistics are presented as medians [IQR] for quantitative variables and frequencies (%) for qualitative variables. Chi square tests and non-parametric Mann-Whitney tests were used to compare qualitative and quantitative variables, respectively, between groups (OSAS vs. CRF).

A simple imputation method was used in cases with little missing data (<2%) (26). Otherwise, multiple imputation with fully conditional specification was performed (27).


Primary Outcome Analysis

Average PAP therapy use was defined as the mean of the measures collected from the devices in the year following inclusion. Normality of mean PAP use was assessed both graphically and using the Shapiro-Wilk test, and was not accepted. Thus, data were dichotomized using a threshold of 4 h/night and the adherence to PAP therapy was defined as: adherent for an average of ≥4 h/night, and otherwise non-adherent.

To identify whether forgoing healthcare impacted adherence to PAP therapies, univariable logistic modeling was performed. Covariates were chosen a priori based on factors that might impact PAP-therapy adherence, and included sex (28), age, BMI, family and socio-professional status (11, 29) complementary healthcare insurance, reimbursement rates, healthcare forgone, degree of deprivation (EPICES score) (30), PAP-therapy duration (years), number of hospitalizations, and etiology. Variables with a p < 0.25 were then introduced into a multivariable model. Given that we were not looking for a predictive model (therefore no evaluation based on performance) but an explanatory model, and in order to take into account the potential confounding factors, a stepwise descending selection was used for the final model selection.

Given the collinearity between forgoing healthcare and deprivation, a four-modality categorical variable was used in the model: (1) healthcare forgone and no deprivation, (2) no healthcare forgone and deprivation, (3) healthcare forgone and deprivation, (4) no deprivation and no healthcare forgone.



Secondary Outcome Analysis

A comparison of the pattern of forgoing healthcare between patients with OSAS and those with CRF was conducted using a Chi-square test for qualitative variables and a non-parametric Wilcoxon test for the quantitative variables.





RESULTS

The study flow chart is shown in Supplementary Figure 3. Of 298 patients included in the study and who responded to the healthcare non-take-up questionnaire, four patients had no objective measure of their PAP adherence and were excluded from the analysis. None of the patients refused to fill-in the questionnaire.

Table 1 shows the main characteristics of the study population. Participants were predominantly male (64.3%) and obese (30.8 [25.4; 35.4] kg/m2). Large proportions of the study cohort were living as a couple (67.1%) and/or retired (61.8%). All participants with CRF were prescribed treatment with NIV and 93.7% of OSAS patients were prescribed CPAP at night. Median adherence to PAP therapy was high (7.3 h [5.4; 8.8]) with only 12.8% non-adherent patients, i.e., under the 4 h/night threshold. There was no difference in treatment adherence between CRF and OSAS patients.


Table 1. General and clinical characteristics of patients (N = 294).

[image: Table 1]

Over a third of the population (33.7%) declared forgoing at least one item of healthcare in the 12 months preceding inclusion and 53.4 % were considered to be deprived (EPICES score > 30) (Table 2). Patients with CRF were more often covered by health insurance at a rate of 100% than patients with sleep apnea (88.8% vs. 39.7%, respectively, p < 0.01) and were thus more often exempted from expenses related to their chronic illness (88.8 vs. 39.1, respectively; p < 0.01).


Table 2. Access to care, healthcare coverage, and deprivation (N = 294).

[image: Table 2]

Concerning the Impact of forgoing healthcare on adherence to PAP therapies: univariable analysis between adherence to PAP therapies and the different variables of interest are presented in Supplementary Table 1. In multivariable analysis, deprivation (EPICES score >30) was independently associated with the risk of being non-adherent (OR = 3.57, 95%CI [1.12; 11.37], p = 0.031). We were not able to demonstrate an independent association between healthcare non take up and PAP therapy adherence, however forgoing healthcare had an additional effect on the risk of non-adherence among patients experiencing deprivation (OR = 7.74, 95%CI: [2.59; 23.12], p < 0.001) (Table 3).


Table 3. Multivariable association between predictors and the probability of being non-compliant (N = 266).

[image: Table 3]

Longer time since PAP-therapy initiation was significantly associated with a lower probability of being non-adherent (OR = 0.88, 95%CI: [0.81; 0.96], p-value: 0.002). Patients who had one or more hospitalization in the year preceding inclusion were less likely to be non-adherent compared to those with no hospitalization at all (OR = 0.40, 95%CI: [0.17; 0.96], p-value: 0.04) (Table 3).

Concerning the patterns of forgoing healthcare between OSAS and CRF, the four most frequent types of healthcare foregone were consultations with specialists (51.5%), purchase of medical equipment (35.4%), consultations with primary care physicians (30.3%) and dental care (28.3%) (Supplementary Table 2).

Although the rate of forgoing healthcare was not different between OSAS and CRF (respectively 32.3% vs. 35.3%, p = 0.59; Table 3), the reasons for forgoing care were significantly different. For patients with OSAS it was mainly for financial reasons (49% vs. 12.5% in CRF group, p < 0.01), whereas patients with CRF forwent healthcare due to lack of mobility (25% vs. 5.9% in sleep apnea group, p = 0 < 0.01). Figure 1 shows the types of healthcare forgone and reasons. Figure 2 links types and reasons. In patients with CRF (2b), the lack of mobility was strongly linked to forgoing specialist consultations. In contrast, mainly financial reasons were given by the OSAS group (2a) (Figures 1, 2, and Supplementary Table 2).


[image: Figure 1]
FIGURE 1. Differences in the pattern of healthcare non-take up between OSAS and CRF patients. The rate of each type of healthcare type forgone and the reasons of the non-take up are presented as percentages (%).



[image: Figure 2]
FIGURE 2. Heatmap displaying the types and reasons of healthcare non-take up. (A) OSAS patients; (B) CRF patients. MD, medical device.




DISCUSSION

This study investigated the relationship between patterns of non-uptake of healthcare and PAP therapy adherence in two distinctive populations, OSAS and CRF. The rate of forgoing healthcare was higher (33.7%) than that reported in the general French population (25.4%) (23). Deprivation and foregoing healthcare exert a synergistic effect, increasing the risk of being non-adherent to PAP therapies. The picture was different in OSAS and CRF patients reflecting the functioning of the French healthcare system.

As identified in previous studies (13, 31), our results show a significant association between the level of multidimensional deprivation and PAP adherence. The novelty of our findings is to demonstrate that the combination of deprivation and forgoing healthcare is associated with a nearly 8-fold higher risk of being non-adherent. This reflects the complexity and multi-dimensionality of PAP adherence issues and the need for more transdisciplinary approaches to understand how these several social factors interact (32). The known determinants of low adherence are poorly informative explaining the 4 to 25% of variance in PAP adherence (33). There is a need to include a systematic assessment of deprivation and healthcare non-take up using appropriate questionnaires at the time of PAP therapy initiation. The consideration of societal topics should be better addressed in the education of sleep and respiratory physicians. Additionally, studies are needed to investigate the impact of health policy interventions on PAP adherence, as has been done for medications in vulnerable populations (34).

The inclusion of patients with a variety of respiratory diseases requiring PAP therapies is another originality of our study. The subsets of patients with OSAS and CFR had different patterns of types and reasons for forgoing healthcare. This reflects both different socio-economic circumstances and different health insurance coverage for the respective underlying disease. OSAS patients, with public system coverage limited to 60%, declared forgoing healthcare mainly for financial reasons whereas CRF patients (100% public coverage) explained forgoing healthcare mainly due to their lack of mobility.

For individuals with CRF the total reimbursement of healthcare costs by the French state, potentially makes it possible to totally eliminate financial barriers to healthcare access. However, the physical and psychological disabilities of CRF have repercussions leading to a deterioration in quality of life and loss of autonomy (difficulty to move about and/or the need of assistance) (35). This underlines the need for tailored solutions with an extension of public coverage to a subset of OSAS cases and greater use of telemedicine to preserve the continuity of care for CRF patients (36, 37).

In OSAS patients having only partial (60%) cover, a clear renunciation of dental and ophthalmic care was found. This has recently been addressed in France by the implementation of universal full reimbursement (“Rest à charge 0” [Zero cost to patient]) of basic dental care and glasses.

While our study is unique, it also has limitations. The main one being that we included patients treated with PAP therapies for at least 1 year whereas the mean duration of PAP treatment exceeds 8 years. This restricted the subgroup of non-adherent patients and potentially the power of the study to demonstrate an even greater effect of health care non-take-up on adherence. Further studies are needed to investigate the impact of health care non-take-up on initial PAP refusal and early PAP termination. Secondly, the present results did not consider comorbidities and polypharmacy that may be associated with healthcare non-take-up and PAP adherence (38). Finally, our study allowed to compare the healthcare non-take-up profile between the CFR and OSAS population using an explanatory exploratory approach. The aim was to obtain assumption for further research and not to provide conclusions based on a study which was not designed for this purpose. In conclusion, our study provides unique data indicating how the quality of care in PAP therapies could be improved and the design of interventional studies tailored to types and reasons for forgoing healthcare.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by French Ethics Committee Ile de France II. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

J-LP, MJ-J, SB and J-CB designed the study. ND collected the data. ND and SB carried out the statistical analyses and produced the figures. ND, J-CB, SB, AF, RT, and HR interpreted the data. ND, J-CB, SB and AF wrote the manuscript. RT, HR, MJ-J and J-LP revised the manuscript. All authors approved the version to be submitted for publication and took responsibility for the integrity of the work as a whole.



FUNDING

J-LP, SB, ND, HR, MJ-J, and RT were supported by the French National Research Agency in the framework of the Investissements d'avenir program (ANR-15-IDEX-02) and the e-health and integrated care and trajectories medicine and MIAI artificial intelligence Chairs of excellence from the Grenoble Alpes University Foundation (ANR-19-P3IA-0003). This work has been partially supported by the Mutualia private insurance company. AF was employed by Grenoble Alpes University hospital.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fpubh.2021.713313/full#supplementary-material



ABBREVIATIONS

AHI, Apnea hypopnea index; BMI, Body mass index; CPAP, Continuous Positive Airway Pressure; CRF, Chronic respiratory failure; CSS, Complémentaire Santé Solidaire (state-subsidized complementary (top-up) insurance); EPICES, Evaluation de la précarité et des inégalités de santé dans les Centres d'examens de santé (Assessment of precariousness and health inequalities in health examination centers); ESS, Epworth sleepiness score; IQR, Interquartile range; NIV, Non invasive ventilation; OR, Odds Ratio; OSAS, Obstructive Sleep Apnea Syndrome; PAP, Positive Airway Pressure; SD, Standard Deviation.



REFERENCES

 1. Lévy P, Kohler M, McNicholas WT, Barbé F, McEvoy RD, Somers VK, et al. Obstructive sleep apnoea syndrome. Nat Rev Dis Primers. (2015) 1:15015. doi: 10.1038/nrdp.2015.24

 2. Borel J-C, Burel B, Tamisier R, Dias-Domingos S, Baguet J-P, Levy P, et al. Comorbidities and mortality in hypercapnic obese under domiciliary noninvasive ventilation. PLoS ONE. (2013) 8:e52006. doi: 10.1371/journal.pone.0052006

 3. Adler D, Bailly S, Benmerad M. Clinical presentation and comorbidities of obstructive sleep apnea-COPD overlap syndrome. PLoS ONE. (2020) 15:e0235331. doi: 10.1371/journal.pone.0235331

 4. Sullivan ColinE, Berthon-Jones M, Issa FaiqG, Eves L. Reversal of obstructive sleep apnoea by continuous positive airway pressure applied through the nares. Lancet. (1981) 317:862–5. doi: 10.1016/S0140-6736(81)92140-1

 5. Wimms AJ, Kelly JL, Turnbull CD. Continuous positive airway pressure versus standard care for the treatment of people with mild obstructive sleep apnoea (MERGE): a multicentre, randomised controlled trial. Lancet Respir Med. (2020) 8:349–58. doi: 10.1016/S2213-2600(19)30402-3

 6. McMillan A, Bratton DJ, Faria R. Continuous positive airway pressure in older people with obstructive sleep apnoea syndrome (PREDICT): a 12-month, multicentre, randomised trial. Lancet Respir Med. (2014) 2:804–12. doi: 10.1016/S2213-2600(14)70172-9

 7. Masa JF, Mokhlesi B, Benítez I. Long-term clinical effectiveness of continuous positive airway pressure therapy versus non-invasive ventilation therapy in patients with obesity hypoventilation syndrome: a multicentre, open-label, randomised controlled trial. Lancet. (2019) 393:1721–32. doi: 10.1016/S0140-6736(18)32978-7

 8. McEvoy RD, Antic NA, Heeley E, Luo Y, Ou Q, Zhang X, et al. CPAP for prevention of cardiovascular events in obstructive sleep apnea. N Engl J Med. (2016) 375:919–31. doi: 10.1056/NEJMoa1606599

 9. Weaver TE, Grunstein RR. Adherence to continuous positive airway pressure therapy: the challenge to effective treatment. Proc Am Thorac Soc. (2008) 5:173–8. doi: 10.1513/pats.200708-119MG

 10. Rotenberg BW, Murariu D, Pang KP. Trends in CPAP adherence over twenty years of data collection: a flattened curve. J Otolaryngol Head Neck Surg. (2016) 45:1–9. doi: 10.1186/s40463-016-0156-0

 11. Gentina T, Bailly S, Jounieaux F, Verkindre C, Broussier P-M, Guffroy D, et al. Marital quality, partner's engagement and continuous positive airway pressure adherence in obstructive sleep apnea. Sleep Med. (2019) 55:56–61. doi: 10.1016/j.sleep.2018.12.009

 12. Mendelson M, Gentina T, Gentina E, Tamisier R, Pépin J-L, Bailly S. Multidimensional evaluation of Continuous Positive Airway Pressure (CPAP) treatment for sleep apnea in different clusters of couples. JCM. (2020) 9:1658. doi: 10.3390/jcm9061658

 13. Billings ME, Auckley D, Benca R, Foldvary-Schaefer N, Iber C, Redline S, et al. Race and residential socioeconomics as predictors of CPAP adherence. Sleep. (2011) 34:1653–8. doi: 10.5665/sleep.1428

 14. Ando H, Williams C, Angus RM, Thornton EW, Chakrabarti B, Cousins R, et al. Why don't they accept non-invasive ventilation? Insight into the interpersonal perspectives of patients with motor neurone disease. Br J Health Psychol. (2015) 20:341–59. doi: 10.1111/bjhp.12104

 15. Baron KG, Berg CA, Czajkowski LA, Smith TW, Gunn HE, Jones CR. Self-efficacy contributes to individual differences in subjective improvements using CPAP. Sleep Breath. (2011) 15:599–606. doi: 10.1007/s11325-010-0409-5

 16. Villar I, Izuel M, Carrizo S, Vicente E, Marin JM. Medication adherence and persistence in severe obstructive sleep apnea. Sleep. (2009) 32:623–8. doi: 10.1093/sleep/32.5.623

 17. Thornton CS, Tsai WH, Santana MJ, Penz ED, Flemons WW, Fraser KL, et al. Effects of wait times on treatment adherence and clinical outcomes in patients with severe sleep-disordered breathing: a secondary analysis of a noninferiority randomized clinical trial. JAMA Netw Open. (2020) 3:e203088. doi: 10.1001/jamanetworkopen.2020.3088

 18. Platt AB, Kuna ST, Field SH, Chen Z, Gupta R, Roche DF, et al. Adherence to sleep apnea therapy and use of lipid-lowering drugs. Chest. (2010) 137:102–8. doi: 10.1378/chest.09-0842

 19. Shi L, Stevens GD. Vulnerability and unmet health care needs: the influence of multiple risk factors. J Gen Intern Med. (2005) 20:148–54. doi: 10.1111/j.1525-1497.2005.40136.x

 20. Lucevic A, Péntek M, Kringos D, Klazinga N, Gulácsi L, Brito Fernandes Ó, et al. Unmet medical needs in ambulatory care in Hungary: forgone visits and medications from a representative population survey. Eur J Health Econ. (2019) 20:71–8. doi: 10.1007/s10198-019-01063-0

 21. Bazin F, Parizot I, Chauvin P. Déterminants psychosociaux du renoncement aux soins pour raisons financières dans cinq zones urbaines sensibles de la Région parisienne en 2001 [Psychosocial determinants of cessation of care for financial reasons in five sensitive urban areas of the Paris region in 2001. Sci Soc Santé. (2006) 24:11–32. doi: 10.3917/sss.243.0011

 22. Revil H. Identifier les facteurs explicatifs du renoncement aux soins pour appréhender les différentes dimensions de l'accessibilité sanitaire [Identification of the factors explaining the renunciation of care to understand the different dimensions of health accessibility. Regards. (2018) 53:29–41. doi: 10.3917/regar.053.0029

 23. Revil H, Daabek N, Bailly S. Synthèse descriptive des données du baromètre du renoncement aux soins (brs) [descriptive analysis of the healthcare non take-up barometer (brs).]. Métropôle Odenore. (2019) 41. Available online at: https://collectifhandicap54.files.wordpress.com/2019/06/synthese_analyses_descriptives_brs_-_v2_-_odenore_-_hp2.pdf

 24. Bihan H, Laurent S, Sass C. Association among individual deprivation, glycemic control, and diabetes complications: the EPICES score. Diabetes Care. (2005) 28:2680–5. doi: 10.2337/diacare.28.11.2680

 25. Labbe E, Blanquet M, Gerbaud L. A new reliable index to measure individual deprivation: the EPICES score. Eur J Public Health. (2015) 25:604–9. doi: 10.1093/eurpub/cku231

 26. Grzymala-Busse JW, Hu M. A comparison of several approaches to missing attribute values in data mining. In: Ziarko W, Yao Y, éditors. Rough Sets and Current Trends in Computing. Berlin; Heidelberg: Springer Berlin Heidelberg (2001) p. 378–85.

 27. Zhao Y. Statistical inference for missing data mechanisms. Stat Med. (2020) 39:4325–33. doi: 10.1002/sim.8727

 28. Nadal N, Batlle J, Barbé F. Predictors of CPAP compliance in different clinical settings: primary care versus sleep unit. Sleep Breath. (2018) 22:157–63. doi: 10.1007/s11325-017-1549-7

 29. Gagnadoux F, Le Vaillant M, Goupil F. Influence of marital status and employment status on long-term adherence with continuous positive airway pressure in sleep apnea patients. PLoS ONE. (2011) 6:e22503. doi: 10.1371/journal.pone.0022503

 30. Mehrtash M, Bakker JP, Ayas N. Predictors of continuous positive airway pressure adherence in patients with obstructive sleep apnea. Lung. (2019) 197:115–21. doi: 10.1007/s00408-018-00193-1

 31. Bakker JP, O'Keeffe KM, Neill AM, Campbell AJ. Ethnic disparities in CPAP adherence in New Zealand: effects of socioeconomic status, health literacy and self-efficacy. Sleep. (2011) 34:1595–603. doi: 10.5665/sleep.1404

 32. Bakker JP, Weaver TE, Parthasarathy S, Aloia MS. Adherence to CPAP: what should we be aiming for, and how can we get there? Chest. (2019) 155:1272–87. doi: 10.1016/j.chest.2019.01.012

 33. Engleman HM, Wild MR. Improving CPAP use by patients with the sleep apnoea/hypopnoea syndrome (SAHS). Sleep Med Rev. (2003) 7:81–99. doi: 10.1053/smrv.2001.0197

 34. Klein K, Bernachea MP, Irribarren S, Gibbons L, Chirico C, Rubinstein F. Evaluation of a social protection policy on tuberculosis treatment outcomes: a prospective cohort study. PLOS Med. (2019) 16:e1002788. doi: 10.1371/journal.pmed.1002788

 35. Borel J-C, Borel A-L, Monneret D, Tamisier R, Levy P, Pepin J-L. Obesity hypoventilation syndrome: from sleep-disordered breathing to systemic comorbidities and the need to offer combined treatment strategies: obesity hypoventilation syndrome. Respirology. (2012) 17:601–10. doi: 10.1111/j.1440-1843.2011.02106.x

 36. Duiverman ML, Vonk JM, Bladder G, van Melle JP, Nieuwenhuis J, Hazenberg A, et al. Home initiation of chronic non-invasive ventilation in COPD patients with chronic hypercapnic respiratory failure: a randomised controlled trial. Thorax. (2020) 75:244–52. doi: 10.1136/thoraxjnl-2019-213303

 37. Barbosa MT, Sousa CS, Morais-Almeida M, Simões MJ, Mendes P. Telemedicine in COPD: an overview by topics. COPD J Chron Obstruct Pulm Dis. (2020) 17:601–17. doi: 10.1080/15412555.2020.1815182

 38. Catho H, Guigard S, Toffart A-C, Frey G, Chollier T, Brichon P-Y, et al. What are the barriers to the completion of a home-based rehabilitation programme for patients awaiting surgery for lung cancer: a prospective observational study. BMJ Open. (2021) 11:e041907. doi: 10.1136/bmjopen-2020-041907

Conflict of Interest: J-CB and ND are employees of AGIR a dom. Homecare charity.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Daabek, Tamisier, Foote, Revil, Joyeux-Jaure, Pépin, Bailly and Borel. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	SYSTEMATIC REVIEW
published: 24 August 2021
doi: 10.3389/fpubh.2021.710575






[image: image2]

The Holistic Health Status of Chinese Homosexual and Bisexual Adults: A Scoping Review

Chanchan Wu, Edmond Pui Hang Choi* and Pui Hing Chau

School of Nursing, LKS Faculty of Medicine, The University of Hong Kong, Hong Kong, China

Edited by:
Yi Guo, University of Florida, United States

Reviewed by:
David Candon, Nottingham Trent University, United Kingdom
 Dongyu Zhang, University of Florida, United States

*Correspondence: Edmond Pui Hang Choi, h0714919@connect.hku.hk

Specialty section: This article was submitted to Life-Course Epidemiology and Social Inequalities in Health, a section of the journal Frontiers in Public Health

Received: 16 May 2021
 Accepted: 26 July 2021
 Published: 24 August 2021

Citation: Wu C, Choi EPH and Chau PH (2021) The Holistic Health Status of Chinese Homosexual and Bisexual Adults: A Scoping Review. Front. Public Health 9:710575. doi: 10.3389/fpubh.2021.710575



Background: Same-sex marriage is currently not legalized in China, despite the considerably large number of homosexual and bisexual Chinese populations. At the same time, their holistic health status remains unclear. This is the first scoping review conducted to comprehensively examine all the available literature and map existing evidence on the holistic health of homosexual and bisexual Chinese.

Methods: This scoping review used the framework of Arksey and O'Malley and followed the Preferred Reporting Items for Systematic Review and Meta-Analysis extension for scoping reviews (PRISMA-ScR). A comprehensive search strategy was carried out across 20 English (EN) and Chinese (both traditional and simplified) electronic databases from January 1, 2001, to May 31, 2020. Two reviewers conducted the reference screening and study selection independently and consulted a third senior reviewer whenever a consensus must be achieved. Data extraction was conducted using a structured data form based on the Cochrane template, after which a narrative synthesis of the findings was performed.

Results: A total of 2,879 references were included in the final analysis, with 2,478 research articles, 167 reviews, and 234 theses. Regarding the study populations, the vast majority of studies centered on men only (96.46%), especially men who have sex with men (MSM). Only 1.32% of the studies targeted female sexual minorities. The geographical distribution of all research sites was uneven, with most of them being conducted in mainland China (95.96%), followed by Hong Kong (2.05%), Taiwan (2.02%), and Macau (0.06%). Regarding the specific study focus in terms of the health domain, around half of the studies (45.93%) focused on sexual health only, and an additional quarter of the studies (24.15%) investigated both sexual health and social well-being. Meanwhile, the studies focusing on mental health only accounted for approximately 15% of the total.

Conclusions: This scoping review revealed that previous research focused more on male than female sexual minorities, on disease-centered surveys than person-centered interventions, and investigations on negative health conditions than positive health promotion. Therefore, investigations centered on the female sexual minorities and corresponding person-centered interventions are highly needed.

Review Registration: The protocol of this review has been registered within Open Science Framework (https://osf.io/82r7z) on April 27, 2020.

Keywords: bisexual, Chinese, health, homosexual, men who have men with men


INTRODUCTION

Homosexuality and bisexuality have long existed worldwide, but the recognition of same-sex marriage in many countries has only gradually occurred in recent years. In comparison, under the heavy influence of Confucianism, it has always been a traditional obligation of Chinese adults to bring offspring to the family. Thus, homosexuality is widely rejected by the Chinese and is considered not only a threat to the family but also a threat to society. For nearly 20 years (1979–1997), sex between men was considered illegal and criminalized as “hooliganism” (sodomy) in China until it was eliminated in 1997 (1). In 2001, homosexuality was no longer classified as a pathology under the Chinese Classification of Mental Disorders (2), marking a historical turning point in the progress of homosexuality in China. Despite such developments, in contemporary China, the mainland government still recognizes neither legal same-sex marriage nor civil unions, and the situations in Hong Kong and Macau are similar. In contrast, same-sex marriage has been legalized in Taiwan since 2019, even though the law was enacted outside the Civil Code (3). In general, homosexual and bisexual Chinese from the above Cross-Straits Four-Regions have experienced similar cultural and policy backgrounds in the past two decades. Thus, research on this population is of historical significance in such an era.

Compared to some Western countries where homosexuals could either cohabit or enter legal same-sex marriages when available (4), most Chinese homosexuals can only choose to either stay single or develop hidden relationships “in the closet,” and even fewer bisexual Chinese choose to disclose their sexual orientation (5). In recent decades, as research on these populations has gradually increased, some widely used behavioral concepts have been proposed by researchers to describe similar population groups regardless of their sexual identity (6–8), namely, men who have sex with men (MSM) and women who have sex with women (WSW). MSM/WSW populations may not only be involved in homosexual behaviors but also in bisexual behaviors. For instance, approximately 40% of MSM acknowledged being men who have sex with both men and women (MSMW) according to a national Chinese survey (9), while more than a quarter of the MSM claimed their sexual orientation to be bisexual (10). These indicate that research should not only focus on gays and lesbians from the perspective of sexual orientation but also on MSM and WSW from the perspective of sexual behavior.

According to the widely used definition of “health” introduced by the WHO, “Health is a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity” (11). This definition explains the concept of “holistic health,” which is a broad conceptualization of health that encompasses various dimensions, including complete physical health, mental health, and social well-being. Notably, sexual health is the most prevalent health domain in studies targeting homosexual or bisexual Chinese. Specifically, such research has always focused on certain diseases, such as AIDS and the related topic of HIV prevention, or other Sexually Transmitted Infections (STI) and unsafe sexual behaviors. Specifically, the overall national prevalence of HIV among MSM was 5.7% from 2001 to 2018 (12), while that for syphilis for the same period was 11.8% (13). Thus far, only a few studies on Chinese WSW have been conducted compared to studies on MSM. According to the only domestic study investigating 224 Beijing WSW, 15.8% of this population were infected with gonorrhea though no HIV-positive cases were detected (14). Furthermore, about half of the WSW reported bleeding during or after sex, and many of them reported that they had experienced engaging in different kinds of high-risk sexual behaviors (15). All of these findings indicate that their worrying sexual health concerns may require further attention.

Although sexual minorities in China still face many significant psychosocial difficulties that are yet to be addressed, the most common of which is long-standing social discrimination or stigma based on sexual orientation (16), there are relatively a few studies on mental health and social well-being in this population compared to their counterparts in Western countries. In particular, both lesbians and gays in China reported feeling stressed and helpless in the face of expectations from society and their parents (17, 18). Moreover, both gay and bisexual Chinese men reported having suffered internalized homophobia (19, 20), which was found to be positively correlated with loneliness and negatively correlated with lower self-evaluation (19). At the same time, most psychosocial studies targeting sexual minorities were carried out in MSM populations from a behavioral perspective, with both qualitative and quantitative studies indicating that MSM often experienced homosexual stigma (21, 22) and HIV-related stigma (23). Furthermore, MSM in China reported significantly higher levels of internalized homophobia compared with those from outside China (24), with a mean score of 2.04 vs. 1.77, as measured by the 4-point Likert Internalized Homophobia Scale. Chinese MSM also reported experiencing a high prevalence of other mental health issues, such as loneliness (35.5%) (25), moderate-to-severe symptoms of depression (26.8–50.9%) (25–27), and anxiety (26.0–36.4%) (26, 27). Even worse are the high rates of suicide ideation and suicidal behavior. A study reported that the specific suicide ideation rates were 31% among gay and bisexual men in Taiwan (28) and 26% among MSM in nine cities of mainland China (29). Meanwhile, over 12% of MSM actually attempted suicide (29), which is several times higher than that of the normal adult men (30). All these indicate that many Chinese homosexuals and bisexuals suffer from poor mental health, which could lead to self-loathing and negative effects on their self-identity (31). These mental health issues could also have further negative effects on their sexual health and/or social well-being (32).

Currently, in China, there are no census data on either the homosexual or bisexual population. This has caused concerns, given that China is the most populous country in the world, which means that the number of sexual minorities could be proportionately higher compared with those in other countries. Furthermore, with the wide use of the Internet and increasing social tolerance, sexual minority groups are no longer as hidden as before; hence, their social and health needs should be understood and addressed. Nevertheless, prevailing public attitudes toward homosexuality remain negative. For example, over half (58.4%) of the MSM in Hong Kong reported experiencing public discrimination (33), similar to the situation in mainland China (34).

To date, there have been studies on homosexual and bisexual Chinese, especially within the MSM population. These studies mainly centered on STI-/HIV-related prevalence or prevention attempts (12, 35–43), or focused on human rights and the legalization of same-sex marriage, as conducted in the fields of sociology, anthropology, law, and psychology (44–46). However, other aspects of health and well-being have yet to be fully investigated. At the same time, there are even fewer studies on female sexual minorities compared with male ones (45), thus highlighting the need for further academic attention.

In summary, the current health-related research targeting Chinese homosexual and bisexual adults seem to be unbalanced from the perspective of the gender population and health domains, indicating the essential need for further scientific review evidence. So far, there is no systematically reviewed evidence available or ongoing review either in English (EN) or Chinese on the holistic health of homosexual and bisexual people within the Chinese context. In addition, the current evidence is difficult to summarize due to variations in the types of studies and the less precisely defined subjects and research variables.

In relation to the above, a scoping review, which is a type of systematic review, can be used to comprehensively map the known information about a topic based on the available information and then identify the potential gaps in the literature, thus facilitating an assessment of the state of knowledge about the specific topic (47–50). In 2018, the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Statement was extended to Scoping Reviews (PRISMA-ScR) (51). Therefore, the current review was conducted as a systematic scoping review, following the PRISMA-ScR checklist (Supplementary Material 1). This review aims to comprehensively examine the literature to explore the breadth of current knowledge relating to the holistic health of homosexual and bisexual Chinese, identify potential knowledge gaps, and then inform future in-depth research on how to improve the health of this particular population.



METHODS

This study used the scoping review framework developed by Arksey and O'Malley (2005) (47) and further updated as recommended by the Joanna Briggs Institute (JBI) (50). This review was also conducted in accordance with a priori protocol currently under review (52), including five stages: 1) identification of the review questions, 2) identification of relevant studies, 3) study selection, 4) data extraction, and 5) summarization and reporting of the results.


Stage 1: Identification of the Review Questions

The “PCC” mnemonic, representing Population-Concept-Context, is recommended by the JBI (53) as a guide to construct clear research questions for a scoping review. Correspondingly, in this review, “Population” refers to all Chinese homosexual and bisexual adults living in mainland China, Hong Kong, Macau, or Taiwan. Chinese sexual minorities who were born or living abroad were excluded due to policy and cultural differences. Furthermore, in this review, “Concept” refers to holistic health, a broad conceptualization of health defined by the WHO (11) that encompasses varied dimensions of health, including the complete physical, mental, and social well-being of an individual. This review, therefore, targeted all these health-related aspects. Finally, “Context” refers to the locations of study settings. Thus, following the overarching review question: “What is the holistic health status of Chinese homosexual and bisexual adults?” some detailed review questions are as follows: 1) “What health-related variables have been investigated about homosexual and bisexual Chinese?” 2) “What types of research have been conducted and which disciplines were most involved in carrying out studies targeting this population?” and 3) “What are the differences among the sample populations in terms of sexual orientation (between homosexuals and bisexuals) and gender (between male and female minorities)?”



Stage 2: Identification of Relevant Studies and Search Strategy

The eligibility criteria for this scoping review using the PCC framework are shown in the a priori protocol. In addition to homosexual and bisexual people from the perspective of sexual orientation, MSM/MSMW and WSW groups were also included in terms of behavioral categories. Regarding the concept of holistic health, after reviewing health-related definitions (54–58), this review included both negative and positive variables related to mental health, physical (sexual) health, and social well-being. In terms of context, this review included studies conducted in all regions of China, including mainland cities, Hong Kong, Macau, and Taiwan. Regarding the inclusion criteria of the study types, all original studies using qualitative, quantitative, or mixed methods, reviews and published dissertations were included. Meanwhile, study protocols or blogs, book chapters, conference abstracts, research letters, editorial notes or commentaries were excluded.

For a comprehensive literature search, research articles, reviews, and theses published in 2001 or later were searched. This is because homosexuality has no longer been regarded as a mental illness in China since 2001 (2). All relevant databases in both EN and CN languages related to health care, psychology, and social science were searched. Specifically, 20 databases were searched, including 12 EN language databases (PubMed, Web of Science, CINAHL Plus, ScienceDirect, Social Work Abstracts, APA PsycInfo, etc.), four Simplified Chinese (SC) databases (China National Knowledge Infrastructure-CNKI, China Biological Medicine Database-SinoMed, etc.), and four traditional Chinese (TC) databases (Index to Taiwan periodical literature system, National Digital Library of Theses, Dissertation in Taiwan, etc.).

The search strategy for this review was adapted from the Peer Review of Electronic Search Strategies (PRESS) Evidence-Based Checklist (59). Handsearching was also used as a supplementary method, although unpublished documents were excluded from this review due to limited resources. Pilot searching was conducted in both EN (PubMed) and CN (SinoMed) language databases before the formal search, with the aim of identifying all relevant keywords or subject headings before finalizing the search strategy. The Medical Subject Headings (MeSH terms) and corresponding Chinese translation MeSH terms (CMeSH terms) are summarized in the Supplemental Material 2. The final search of the above mentioned databases was conducted throughout May 2020 and updated on May 31, 2020. Some updated studies were further reviewed on a monthly basis by checking the available email alerts (Supplementary Material 3).



Stage 3: Study Selection

After searching, the identified records were exported to and managed by EndNote X9 (for EN and TC literature) and NoteExpress (for SC literature). Both software programs could automatically identify duplicate records. Then, two reviewers independently performed the study selection, which included title screening, abstract screening, and full-text screening according to the JBI guidelines (51, 53). Specifically, the title and abstract screening were carried out simultaneously referring to the PCC criterion, and the number of excluded references in each step was recorded and compared. In case of inconsistencies, the two reviewers discussed until data consistency was achieved. Afterward, the full texts of all potentially eligible references were retrieved for further screening, and disagreements on the study selection were resolved by a discussion between the two main reviewers and consultation with a third senior researcher. Finally, those references that were excluded during full-text screening were recorded following specific exclusion reasons, in line with the PCC framework (Supplementary Material 4).



Stage 4: Data Extraction

Initially, a data extraction template was developed based on the Cochrane Data Extraction Template (60), after confirming all essential variables and key information to extract. Then, after conducting the pilot extraction using both qualitative and quantitative eligible studies, a revised and detailed version of the data extraction form was used. The data extraction was also conducted independently by two reviewers with regular discussion, and then continuously updated in an iterative manner. Specifically, the data extracted included specific details about the “Reference Characteristics,” “Study Characteristics,” and also “PCC-related Information,” including authors and affiliations, year of publication, study design, population and sample size, study settings, health domains, and corresponding findings.



Stage 5: Summarization and Reporting of the Results

All retrieved information from the data extraction form was documented in Microsoft Excel, and narrative synthesis was used. The quantitative findings were descriptively summarized in the form of tables using frequencies and percentages. Next, the summarization of qualitative evidence including the collaboration network and co-word analysis was conducted via social network analysis by UCINET (61) and then visualized using the NetDraw program (62). The critical appraisal process is not necessary for a scoping review (48, 49), and it is also not feasible to evaluate the quality of each included reference (Supplementary Material 5). Nevertheless, this review tried to perform a quality evaluation of the journals in which all the included articles were published (Supplementary Material 6).




RESULTS

The final database search from January 1, 2001, to May 31, 2020, yielded a total of 14,811 references. After removing 4,227 duplicates, 10,584 references remained for further screening. Specifically, 5,655 were excluded after title screening, and 1,328 were excluded after abstract screening as they did not meet the PCC eligibility criteria. Of the 3,601 remaining records for full-text screening, 727 were excluded due to specific reasons (Supplementary Material 4). Finally, a total of 2,879 references incorporating an additional five references obtained through the manual search were included in the final analysis (Supplementary Material 5), including 2,645 articles and 234 theses. From the perspective of the publishing language, there were 708 EN references, 2,151 SC records, and 20 TC records. The study screening and selection were conducted following the PRISMA flow diagram (63). The detailed process and specific results are presented in Figure 1.


[image: Figure 1]
FIGURE 1. Search results and study selection process referring to Preferred Reporting Items for Systematic Review and Meta-Analysis (PRISMA). *: ProQuest searching of the 5 databases: ProQuest Dissertations & Theses A&I; ProQuest Dissertations & Theses Global; APA PsycInfo; Sociological Abstracts; Social Services Abstracts.



Time Trends of Publications and Corresponding Studies

Among all the 2,879 included references, the overall number of publications gradually increased and then stabilized in the past two decades (blue line in Figure 2). As this study only included references published before May 2020, the data in 2020 were dropped from both Figures 2, 3, so as not to distract the trends. Regarding the trend in the number of studies started each year over time, it can be seen that the research conducted before 2010 increased year by year, while the following decade (2011–2019) showed a significant downward trend (orange line in Figure 2). Review articles first appeared in 2003, and around 10 reviews were conducted every year thereafter without an obvious trend of increase or decrease (green line in Figure 2).


[image: Figure 2]
FIGURE 2. Time trends of publications, corresponding studies, and reviews. Since this study only included references published before May 2020, the data in 2020 was dropped as it would be distracting the trends.



[image: Figure 3]
FIGURE 3. Publication distribution by study types per year (2001–2019). Since this study only included references published before May 2020, the data in 2020 was dropped as it would be distracting the trends.


Among the 2,879 included publications, 74.71% (2,151) were written in SC and 86.07% (2,478) were research articles. Figure 3 shows the distribution of study types in both EN and CN publications. Among the 234 theses, some incorporated two or more independent studies (cross-sectional survey and following intervention study); thus a total of 276 identical studies were carried out.



Author Affiliations and Funding Information

Regarding the distribution of author affiliations, the majority of affiliations (89.41%) were located in mainland China, of which more than half (54.74%) were affiliated with the Center for Disease Control and Prevention (CDC), and around a third (33.53%) were affiliated with universities, mainly medical universities (MUs). As for institutional cooperation, over half of the studies (55.24%) were conducted by a single institution; and approximately one-third of the research (30.40%) was carried out through domestic cooperation, which was more common in CN articles than in EN publications (29.38 vs. 1.02%, respectively). In contrast, the proportion of international cooperation among authors in EN publications exceeded that in CN publications (12.40 vs. 1.97%, respectively). Regarding the funding information, 36.68% (1,056/2,879), 1.84% (53), and 1.08% (31) of studies obtained funding from mainland China, Hong Kong, and Taiwan, respectively, while over one-third (37.93%) of studies were not funded. Furthermore, around 23% of the studies were funded by foreign organizations or global sources (Table 1), thereby revealing the global nature of these related studies.


Table 1. Institutional characteristics of 2,645 articles and 234 theses.
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Characteristics of the Included Reviews

Review articles accounted for the smallest proportion (167/2,645, 6.31%) of all articles, among which 25.15% (42/167) were published in EN and 74.85% (125/167) were published in SC. Most of the reviews centered only on the male population, especially MSM (151, 90.42%), while only four reviews focused on female sexual minorities (Table 2). These findings indicate the insufficient attention given to this population, thus highlighting the need for further research in this group. Notably, there was just one scoping review among all the included reviews, which summarized only the HIV prevalence and corresponding prevention intervention programs for MSM and transgender populations (64). Overall, the included reviews mostly focused on sexual health (86.83%), such as the incidence or prevalence of HIV/STI and related treatment. In comparison, less attention was given to mental health (7.19%) and social well-being (2.40%).


Table 2. Characteristics of the included reviews.
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Characteristics of the Included Studies

There are 2,754 studies in all the included publications, including 2,478 research articles (1,812 SC, 14 TC, and 652 EN publications) and 276 studies from 234 theses. The majority of the studies (2,677, 97.20%) used the originally collected data, while the remaining ones were conducted as secondary analyses using previous data. Of all the original studies, nearly half (1,324, 48.46%) had sample sizes between 101 and 500; and 23.53% had sample sizes larger than 1,000, most of which involved series of cross-sectional surveys. Given that there were a certain number of published CN studies with unclear descriptions of the methodologies used, the detailed characteristics of the study design and sampling methods used data from the 675 published EN studies (652 research articles and 23 studies from 14 theses). Specifically, most of the studies (75.41%) were conducted as cross-sectional investigations, followed by qualitative studies (54, 8.00%); less than 1% were mixed-method studies (Table 3). Around a quarter of the studies used multiple sampling methods, followed by the Internet- and venue-based sampling methods.


Table 3. Study and sampling characteristics of included EN studies.
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Population Information

Among all the 2,879 publications, the vast majority of the research, whether original studies or reviews, focused on MSM (2,667, 92.64%). Specifically, in the 675 EN publications with detailed population descriptions, most average ages ranged between 20 and 35 years. There was just one study that targeted bisexual people only (65), while over 40 studies involved homosexuals only. In addition, in all studies that indicated specific sexual orientation, the proportion of homosexuals was greatly higher than that of bisexuals (Table 4). Nearly two-thirds of the studies collected data on the marital status of the sample populations (around 10–30% were married). Thus, the marital and living conditions of homosexuals and bisexuals, along with their spouses, are worthy of further exploration.


Table 4. Population characteristics of all included references.
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Context Information

Among all 2,712 research references (2,478 research articles and 234 theses), 2,704 provided clear setting information, including 3,310 study sites (both single and multiple sites), although the geographical distribution of all study sites was uneven. Specifically, when analyzing all study sites from publications in both languages, 95.96% of the studies were conducted in mainland China, followed by Hong Kong (2.05%), and Taiwan (2.02%); meanwhile, only two nationwide studies (66, 67) involved Macau (0.06%), and no original single-site study was conducted in Macau. Furthermore, when analyzing study sites in EN publications, similarly, the majority of studies (83.41%) were conducted in mainland China, followed by Hong Kong (8.89%) and Taiwan (6.52%). However, when considering the geographical area or population size, the results showed that more studies were conducted per unit area or population in Hong Kong, compared with Taiwan, the mainland, and Macau (in descending order). In all the research conducted in mainland China, study sites were mostly located in the east (841, 25.41%) and southwest (742, 22.42%). Three places that had the highest number of studies were Sichuan Province (383, 11.57%), Guangdong Province (316, 9.55%), and Beijing Municipality (286, 8.64%).

In addition, this review attempted to provide an economic description of the study sites in terms of gross domestic product (GDP). The results showed that all study sites can be categorized into three groups, “Economically developed areas” [per capita GDP exceeding CNY¥100,000, Chinese Yuan (CNY)], “Economically moderate areas” (per capita GDP between CNY¥50,000 and CNY¥100,000), and “Economically underdeveloped areas” (per capita GDP less than CNY¥50,000). Most of the studies were conducted in economically moderate or developed areas (57.43 vs. 32.57%, respectively), while only 10% were carried out in economically underdeveloped areas, indicating the insufficient attention given to relatively poor places. Regarding the specific study settings, over half of the studies (63.85%) were conducted offline [usually in CDCs, some gay communities, or through non-governmental organizations (NGOs)], while around one-fifth of the studies (14.81%) were conducted online via Internet websites (Table 5).


Table 5. Context characteristics of all included references.
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Concept Information

Among all keywords that appeared in the included publications, “MSM” had the highest frequency as population variables in both CN and EN publications, followed by some sexual health-related concepts (e.g., HIV, STI, and sexual behaviors) and concepts related to mental health (e.g., stigma and depression), as shown in Supplementary Material 7. However, the concept of “social well-being” or other positive health-related concepts did not appear frequently. Co-word analysis was conducted to map the relationships among all keywords using UCINET and NetDraw (61), in which a higher number of co-occurrences indicated a closer relationship between the two keywords, as shown in Figure 4. The colors and lines were automatically generated after K-core analysis, specifically, the larger the number corresponding to the color, the higher the frequency of co-occurrence; the thicker the line, the stronger the degree of co-occurrence. Correspondingly, the results showed that “MSM” was the keyword with the highest frequency (1,908 times), co-occurring most frequently with other keywords. This was followed by “HIV” and “AIDS.” In addition, HIV-/STI- and sexual health-related words were also high-frequency keywords. At the same time, keywords, such as “University students” appeared, indicating that young people were gaining increasing research attention. However, the frequency of the keyword “Lesbian” was very low, and that of “Bisexual” was even lower. Overall, male- and sexual health-related keywords appeared more frequently than female- and other health-related variables.
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FIGURE 4. Co-word analysis of all English (EN) keywords and translation of Chinese ones. The colors and lines were automatically generated after K-core analysis, specifically, the larger the number corresponding to the color, the higher the frequency of co-occurrence; the thicker the line, the stronger the degree of co-occurrence.


In addition, this review extracted the specific foci of 675 published EN studies, which had clear descriptions of the study variables they used. Among them, around half (45.93%) focused on sexual health only, and an additional quarter (24.15%) investigated both sexual health and social well-being. In comparison, the total number of studies focused on mental health accounted for only about 15%, whether it was the only variable in the research or one of the variables used (Table 6). Although the number of studies conducted for different genders varied greatly (627 vs. 16), the comparison revealed that male-related research focused more on sexual health (HIV/STI), while female-related research was relatively more concerned with mental health (25.00 vs. 3.35%). Furthermore, four studies investigated breast-related health among female sexual minorities (68–71), all of which were conducted in Taiwan.


Table 6. Study focus and gender differences in 675 studies published in EN.
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This review also extracted all the health-related variables and corresponding measurement tools mentioned in the 675 studies published in EN. In comparison, less than a quarter of the studies clearly stated that they used validated scales (19.48%) or self-developed tools (4.73%), most of which reported their reliability or validity. Specifically, the most studied variables were still sexual health-related, such as sexual behavior and HIV screening (Table 7). The word clouds (Supplementary Material 7) also showed comparisons of variables investigated among the 16 female-specific studies and 627 male-specific studies.


Table 7. Specific health-related variables and corresponding measurements.
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DISCUSSION

To the best of our knowledge, this is the first scoping review conducted to synthesize the holistic health of homosexual and bisexual populations in mainland China, Hong Kong, Macau, and Taiwan. So far, it is also the most comprehensive systematic scoping review, with the highest number of included literature published in both EN and CN. Specifically, this review included all scientific literature published from January 2001 to May 2020, since homosexuality was removed from the list of mental illnesses in China in 2001 (2). The trends of all publications showed that research on related minorities increased significantly year by year, reaching a peak in 2013, and then gradually stabilized in the following years with some fluctuations. However, when observing the trend of new studies carried out every year, the trend of a gradual decrease in research over the past decade (2011–2020) is evident, indicating that research attention on this population is gradually decreasing. Considering the reality that more and more sexual minorities are choosing to “come out” (72, 73), thus decreasing trend is a cause for concern and warrants further academic attention.

In response to the core review question in line with the PCC framework, this review found that there are far more studies on homosexuals than on bisexuals and other sexual minorities. In particular, the attention given to the male population was much higher than that to female groups (96.46 vs. 1.32%, respectively), especially in the most extensive MSM-related publications (92.64%). Regarding specific health-related concepts, there were far more studies on sexual health than investigations of mental health or social well-being (Table 7). In particular, the HIV-/STI-centered research was more common, with the concerns of scholars gradually evolving from HIV/STI prevalence (41, 74–76), treatment (77, 78), and corresponding adherence (79, 80) toward various prevention approaches, including both professional-led (81, 82) and self-testing/self-care programs (83–85). However, despite the prevalence of disease-centric research, less attention was paid to positive health concepts, such as sexual satisfaction, with only one survey conducted in the male group (86) while no relevant investigations for female minorities. All the above findings suggest that more research on female sexual minorities is needed in the future, whether research on mental health or the positive aspects of sexual health.

Specifically, there was an increased prevalence of HIV, syphilis, and gonorrhea among MSM (12, 87, 88). Although HIV was not detected in the female population in the existing studies, other diseases were relatively common, such as gonorrhea, chlamydia, and bacterial vaginosis (14), all indicating a worrying trend in sexual health in these sexual minorities. In terms of mental health, homophobia was universally experienced by gay men (19, 20), along with helplessness and other stressful feelings, which were also common among general homosexuals (17, 18). These may have further negative effects on their well-being directly or indirectly (32). Regarding social well-being, there were a certain number of investigations on the quality of life of general MSM (89, 90), MSMW (91), and HIV-infected MSM (92–94); and their perceived or received social support (95–99). These findings suggest that social support, which could serve as a protective factor against mental issues, should be further enhanced. While there were no such studies targeting female sexual minorities, similar studies among this relatively unnoticed population should be conducted to investigate and improve their quality of life.

In addition, this review provided some other novel discoveries that have not yet been reported. First, the comparison of the cooperation between author institutions in CN and EN language journals showed greater international cooperation when publishing EN articles and greater domestic cooperation when publishing CN ones. This finding can be attributed to factors such as the language advantage and increasing international exchanges and cooperation of scholars. Second, the distribution of the profession of authors showed that the most common academic major was public health (63.7%), followed by psychology (6.4%), global health (3.9%), and nursing (2.7%). This indicates that scholars in the field of public health have relatively more experience, insights, and contributions to research on the health of sexual minorities. This finding also serves as a reminder for researchers in other disciplines to take the initiative to carry out relevant research. Third, regarding the dynamic development of sampling methods, with the increased visibility of these minority populations and the popularization of the Internet, sampling methods have gradually transitioned from using a venue-based approach to using multiple methods. Thus, more recent surveys now rely on the Internet or smartphone applications. Correspondingly, many new investigation approaches and more innovative intervention projects have been promoted, such as crowdsourcing interventions to promote HIV/STI prevention (100, 101) and the use of Internet popular opinion leaders (iPOL) interventions that rely on online peer support (102). This finding suggests that academics should carry out research with a developmental and more person-centered perspective to better promote health outcomes in these populations.

This review has some implications for relevant stakeholders regarding the holistic health improvement of homosexual and bisexual Chinese. First, for health service providers, especially medical staff in the field of public health, their gender, and sexuality literacy should be improved, as they are the direct providers of health care. Therefore, it is recommended that health professionals learn relevant knowledge so as to provide more diverse and professional advice. In addition, health-related institutions need to be as open and diversified as possible to provide more health services and increase health care accessibility, allowing more sexual minorities to actively seek help to a greater extent. Second, studies have shown that community engagement can help with health improvement by enhancing knowledge dissemination and facilitating testing (22, 103), thus highlighting the importance of a diverse and supportive community environment. Therefore, for social service providers, it is recommended that they proactively reach out to help and provide more social and psychological information to eliminate homophobia, biphobia, and other forms of discrimination. At the same time, all service providers should consciously participate in multidisciplinary cooperation to better provide person-centered holistic health care that can empower all sexual minorities to take pride in their own health and encourage them to maintain healthy behaviors. Finally, compared to studies on various general populations under the heteronormativity context, there are very few studies on sexual minorities. Thus, there is an urgent need for researchers or scholars from different disciplines to conduct research from different perspectives, with the common goal of helping everyone express their true selves and lead healthy lives.

This review has several limitations that should be addressed. First, despite the inclusion of numerous references in both languages, it is still difficult for a single review to accurately conclude the holistic health status of homosexual and bisexual Chinese from a comprehensive perspective. Due to the uneven quality of the included literature (as described in Supplementary Material 6), this review only summarized the objective demographic data (population and context information) from all the publications. While the summarization of concept information and study characteristics was based on the data extracted from EN publications only, most of which were peer-reviewed. Second, although this review attempted to conduct quality assessments of all included journals, nearly a quarter of the included articles were published in relatively low-quality journals, thereby leading to a potential limitation. Third, this review only included studies conducted in mainland China, Hong Kong, Macau, and Taiwan, while studies on overseas Chinese were excluded due to different social ideologies and policy backgrounds. This could mean that the findings were less representative of all homosexual and bisexual Chinese worldwide. Further comparison studies among the Chinese in various regions can be carried out in the future. Finally, this review involved a large number of references; hence, the findings might not be sufficiently population-specific or health-specific. Thus, more precise reviews or more targeted studies are needed in the future.



CONCLUSIONS

This scoping review summarized all the literature on the holistic health of homosexual and bisexual Chinese from 2001 to 2020. Existing evidence showed that previous research focused more on male than female sexual minorities, on HIV-/STI-centered surveys than person-centered investigations, on CDC-led interventions than crowdsourcing programs, and negative health conditions than positive health promotion. Thus, more investigations centered on the female population and following person-centered interventions are highly needed, along with the implementation of health promotion programs for this population group. Furthermore, projects that increase community engagement should be carried out among different communities, whether in communities based on gender or sexual orientation. Finally, researchers with more multidisciplinary backgrounds need to participate in the research on sexual minorities. In particular, there should be greater involvement of professionals from different disciplines to deliver adequate health care and social care services for Chinese homosexuals and bisexuals.
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Introduction: Despite the growing efforts to standardize coding for social determinants of health (SDOH), they are infrequently captured in electronic health records (EHRs). Most SDOH variables are still captured in the unstructured fields (i.e., free-text) of EHRs. In this study we attempt to evaluate a practical text mining approach (i.e., advanced pattern matching techniques) in identifying phrases referring to housing issues, an important SDOH domain affecting value-based healthcare providers, using EHR of a large multispecialty medical group in the New England region, United States. To present how this approach would help the health systems to address the SDOH challenges of their patients we assess the demographic and clinical characteristics of patients with and without housing issues and briefly look into the patterns of healthcare utilization among the study population and for those with and without housing challenges.

Methods: We identified five categories of housing issues [i.e., homelessness current (HC), homelessness history (HH), homelessness addressed (HA), housing instability (HI), and building quality (BQ)] and developed several phrases addressing each one through collaboration with SDOH experts, consulting the literature, and reviewing existing coding standards. We developed pattern-matching algorithms (i.e., advanced regular expressions), and then applied them in the selected EHR. We assessed the text mining approach for recall (sensitivity) and precision (positive predictive value) after comparing the identified phrases with manually annotated free-text for different housing issues.

Results: The study dataset included EHR structured data for a total of 20,342 patients and 2,564,344 free-text clinical notes. The mean (SD) age in the study population was 75.96 (7.51). Additionally, 58.78% of the cohort were female. BQ and HI were the most frequent housing issues documented in EHR free-text notes and HH was the least frequent one. The regular expression methodology, when compared to manual annotation, had a high level of precision (positive predictive value) at phrase, note, and patient levels (96.36, 95.00, and 94.44%, respectively) across different categories of housing issues, but the recall (sensitivity) rate was relatively low (30.11, 32.20, and 41.46%, respectively).

Conclusion: Results of this study can be used to advance the research in this domain, to assess the potential value of EHR's free-text in identifying patients with a high risk of housing issues, to improve patient care and outcomes, and to eventually mitigate socioeconomic disparities across individuals and communities.

Keywords: electronic health record, free-text, clinical notes, housing, natural language processing, social determinants of health


INTRODUCTION

The adoption of electronic health records (EHRs) among U.S. hospitals and outpatient facilities has dramatically increased over the last decade (1, 2). Meaningful Use criteria (3, 4), the main driver of increased EHR adoption (5), has incentivized a higher capture rate of demographic and clinical information (6). Moreover, clinical informaticians and health information technology (HIT) experts have started to assess and optimize the documentation and collection of social determinants of health (SDOH) in EHRs for specific subpopulations of patients (7–12); however, SDOH documentation is still an uncommon practice in EHRs (13).

Despite the growing effort to standardize coding for SDOH concepts (14) such as Logical Observation Identifiers Names and Codes (LOINC) (15), SDOH variables are infrequently captured in EHR's structured fields and are often limited to certain SDOH types within specific clinical conditions (e.g., child abuse within the pediatric population; smoking cessation in primary care) (16, 17). However, SDOH challenges may be discussed with healthcare providers during visits and recorded in EHRs as free-text notes (i.e., providers' notes). Most SDOH variables are still captured in the unstructured fields of EHRs such as admission or clinical progress notes (14). For example, lack of social support among older adults is mentioned considerably more in geriatric notes compared to coded EHR data or other structured data sources such as insurance claims (7, 18).

While the HIT challenges exist, collecting SDOH information and implementing SDOH-specific interventions on a patient-level has become a priority for value-based care settings operating under specific organizational structures such as accountable care organizations or patient-centered medical homes (19, 20). Various factors have played a role in increasing the priority of SDOH collection among value-based settings. Some payers have started to mandate the collection of SDOH variables using survey instruments [e.g., Center for Medicare and Medicaid Innovation's Comprehensive Primary Care Plus (21) and some Medicaid (22) and private plans (23) among contracted value-based providers]. Additionally, certain states have recently introduced SDOH-derived variables to adjust the global budgets of their contracted health providers (24) [e.g., neighborhood stress index in Massachusetts' Medicaid program (20)].

Despite the incentives of value-based health systems to collect patient-level SDOH, operational challenges in rolling out large-scale SDOH surveys have limited such efforts on a population level (23, 25). Thus, the EHR free-text notes might provide a more complete or accurate accounting of SDOH challenges; however, traditional approaches for review and abstraction of patient information from medical record notes are laborious, expensive, and slow. Recent developments in text mining and natural language processing (NLP) of digitized text allow for reliable, low-cost, and rapid extraction of information from EHRs (7, 8, 18). Developing NLP algorithms that could function in different healthcare systems would improve the generalizability and application of such methods in extracting social needs from the EHR's free text. Thus, EHR text mining methods can be integrated within value-based operations to improve the identification of patient populations with SDOH challenges.

This study attempts to evaluate a practical text mining approach (i.e., advanced pattern matching techniques using regular expressions; RegEx) in identifying phrases referring to housing challenges, an important SDOH domain affecting value-based healthcare providers, using EHR of a large multispecialty medical group in New England region, United States. To present how this approach would help the health systems to address the SDOH challenges of their patients we assess the demographic and clinical characteristics of patients with and without housing issues and briefly look into the patterns of healthcare utilization among the study population and for those with and without housing challenges. The development of generalizable text mining methodologies with promising performance will help to identify social needs of patients for research purposes and to enhance the value of EHRs for population health management of at-risk patients across different health systems.



METHODS


Data Source

We used de-identified EHR data from a large multispecialty medical group from New England, United States. We utilized data on a cohort of members who received health insurance coverage between 2011 and 2013 (based on data availability and agreement with the medical group about data access) and were assigned to this medical group as their primary source of medical care from this health plan. We extracted both structured and unstructured EHR data. Structured EHR data included age, gender, ICD-9 diagnosis codes in different settings, and the number of visits to the emergency department (ED), in-patient (IP) visits (hospitalization), or outpatient (OP) clinic visits. Unstructured data included free-text provider notes for all patients who had at least one note between the years 2011 and 2013. We did not have any limitations in selecting the provider notes and only excluded lab results and radiology and pathology reports. We explored the use of text mining techniques (i.e., pattern matching using RegEx) to determine housing challenges in the unstructured data. The institutional review board at Johns Hopkins Bloomberg School of Public Health reviewed and approved this project. Written informed consent from the participants of the study was not required by local legislation and national guidelines.



Identifying SDOH Challenges

The data custodian identified housing issues as a growing source of challenge in their population. To address this need, the research team reviewed published articles in peer-reviewed journals, using PubMed as the preferred database. After reviewing the available evidence on housing challenges with high-impact on healthcare utilization and outcomes and consulting the subject matter experts we decided to determine five categories of housing challenges. The categories included: homelessness current (HC), homelessness history (HH), homelessness addressed (HA), housing instability (HI), and building quality (BQ). Figure 1 presents each selected category, how we defined each category, and the type of phrases associated with each one in the EHR.


[image: Figure 1]
FIGURE 1. Selected categories of housing challenges, definition of each category, and type of phrases associated with each one in the electronic health record.


Homelessness was split into three distinct categories due to different operational interventions (clinical and social) addressing each category. For example, referring a patient to a homeless shelter does not apply if the patient only has a history of homelessness but is not currently homeless. Also homelessness status of a patient may change or a patient may have two or more homelessness statuses. We addressed this issue by reporting the housing challenges at a note level, when each encounter of homelessness was counted separately, and at a patient-level when a patient was considered homeless if they had at least one encounter of homelessness. We did not report the longitudinal change in the homelessness status for each patient. The HC and HH status was linked to the specific encounter when they were documented in the EHR and were reported both at a note level and patient level.



Generating Phrases for Each Housing Category

To identify notes containing housing issues, we used hand-crafted linguistic patterns that a team of experts developed. We first reviewed ICD-10, Current Procedural Terminology (CPT), LOINC codes, Systematized Nomenclature of Medicine (SNOMED) terminologies (14), and the description of housing issues in public health surveys and instruments [e.g., American Community Survey (26), American Housing Survey (27), The Protocol for Responding to and Assessing Patients' Assets, Risks, and Experiences (PRAPARE) (28), and the Accountable Health Communities tool from the Center for Medicare and Medicaid Innovation (21)]. We also reviewed phrases derived from a literature review of other studies and the results of a manual annotation process from a past study (7). To craft the linguistic patterns the expert team developed a comprehensive list of all available codes and specific content areas for each selected housing domain and matched them across different coding systems. Supplementary Table 1 presents examples of available codes and phrases for different categories of housing issues.

The expert team developed phrases based on aspects of the housing issues addressed in the codes, terminologies, and surveys. We further refined those phrases to address potential overlap with clinical phrases as well as learning from the underlying EHR's free-text manual tagging process. We categorized the refined phrases into green, yellow, and red phrases in multiple iterations. Green phrases indicated an active housing challenge referring to the existence of the housing issue during the encounter. Yellow phrases indicated a potential risk for a housing issue but were not conclusive. Red phrases were factors not necessarily correlated with a housing challenge. We only assessed the presence of the green phrases in free-text notes.



Development of the Regular Expression Patterns

We intended to develop a text mining approach that could be used in a healthcare system with minimal effort and no need for advanced computational capacity, hence we used the RegEx (i.e., pattern matching) as our text mining approach. We developed multi-level RegEx patterns using green phrases for each housing category. We then developed a custom web-based application and a backend Structured Query Language (SQL) database to automate the execution of the RegEx patterns, to provide advanced RegEx functionality (e.g., negation, context detection), and for storing/preparing the results for further analysis.



Development of the Training and Validation Dataset

The training dataset included 2,564,344 free-text clinical notes in the EHR of 20, 2017 patients. To develop the validation dataset we selected a sample of 100 patients based on the ICD-9 codes indicating a possible housing issue in their EHR structured data (20 patients for each category of the housing categories). We randomly selected 20 additional patients from the rest of the population who did not have any ICD-9 codes indicating a housing issue in their structured EHR (a total of 120 patients for the validation dataset).

Our SDOH expert (EH) trained two annotators to review and independently tag phrases describing any housing issues in the free-text EHR notes for the selected sample of 120 patients. We further customized an open-source application to pre-highlight keywords referring to housing challenges in the EHR free-text notes of the patients. The annotators initially annotated 3 test patients to assess inter-rater reliability and were consequently further trained to ensure higher agreement levels. Each annotator manually annotated all EHR records for half of the sample patients using in-house built-in functions of the customized open-source application. A third annotator then reviewed all annotated phrases for potential false positive (FP) cases across all 120 patients.



Assessing the Performance of the Text Mining Approach

We used two different techniques to assess the performance of the RegEx text mining approach. First, we randomly selected and manually assessed 100 phrases per category of housing challenges identified by the RegEx techniques and documented the true positive (TP) and FP instances. Second, we compared the RegEx results against the manually annotated sample of 120 patients. The following sections provide more details of the two approaches.


Assessment #1: True Positive and False Positive Rates Among Random Patients

We first iteratively pruned the raw results of the RegEx technique to reduce potential high FP RegEx patterns. After finalizing the fine-tuning of the RegEx patterns, we extracted 100 random phrases per category of housing challenges from the pruned RegEx results and performed a phrase level assessment to calculate TP and FP rates. Supplementary Table 2 includes sample phrases found by the RegEx technique. The table lists TP findings (i.e., the RegEx found a correct housing challenge) and FPs (i.e., the RegEx found a phrase that was not a housing challenge – falsely identified as positive) for each housing category (i.e., except homeless history, as RegEx did not find any matches). Some categories did not result in 100 patients hence this assessment was limited to the maximum number of phrases identified by the RegEx pattern technique (e.g., HC only returned 65 phrases hence we assessed 65 phrases for this category). A total of 372 patients were assessed by this methodology across all housing categories. We defined precision as TP/(TP+FP), representing the positive predictive value in the text mining field. This approach did not provide false negative (FN) rates [i.e., missed recall (sensitivity) rate calculations] but offered a larger sample of patients identified by the RegEx patterns (i.e., max 100 phrases times 5 categories).



Assessment #2: Recall (Sensitivity) and Precision (Positive Predictive Value) of the RegEx Model

The second approach, a common evaluation approach in the text mining domain, provided both recall (sensitivity) and precision (positive predictive value) measures for the RegEx technique – as it generated TP, FP, and FN rates – but was limited to 120 sample patients whose EHR records were manually annotated for housing issues. We defined TP as cases where RegEx matched the annotators' tagging (i.e., matching the housing categories) and FP as cases where RegEx found an incorrect phrase that was not annotated by the annotators. FN included phrases that the annotators deemed relevant, but RegEx did not mark them as a housing issue. We calculated TP, FP, and FN at three levels of phrase, note, and patient. We did not use true negative (TN) cases in the assessment due to the large text not being identified or annotated by either method (i.e., RegEx or annotators). We defined recall as TP/(TP+FN) representing the sensitivity concept in the text mining domain and precision as TP/(TP+FP) representing positive predictive value. Due to the lack of TN results in the text mining field, we did not report specificity. We used the basic R function (the R version: 3.5.1) to calculate the recall (sensitivity) and precision (positive predictive value).




Clinical Characteristics and Healthcare Utilization

We assessed the impact of housing issues on healthcare utilization including inpatient, ED, and outpatient visits. We defined (1) the inpatient visits as the acute care inpatient hospitalization stays, regardless of cause excluding pregnancy and delivery, newborns, and injury, (2) ED visits as those that were not the precursors to subsequent observation stays and inpatient hospital stays in the same period, and (3) the outpatient visits as the instances where patients received ambulatory care in outpatient settings. To describe a patient's health status, we assigned each ICD diagnosis code to one or more of 32 diagnosis groups referred to as Aggregated Diagnosis Groups (ADGs) (29) (see Supplementary Table 3 for more details) and also grouped over 8,600 diagnoses into condition categories. We also calculated the Charlson Comorbidity (30) Index, a weighted index to predict the risk of death within 1 year of hospitalization for patients with specific comorbid conditions. Additionally, we calculated the Elixhauser Comorbidity Index (31), a method of categorizing comorbidities of patients based on ICD diagnosis codes found in administrative data. The ADG, Charlson, and Elixhauser scores were used to measure the burden of chronic conditions and comorbidities in our analysis.




RESULTS

The study data included EHR structured data for a total of 20,342 patients and 2,564,344 free-text clinical notes. The mean age in the study population was 75.96 (SD: 7.51). Additionally, 58.78% of the cohort were female. Table 1 presents the demographic and clinical characteristics of the total study population and those with and without housing issues. Patients with housing issues were older (mean ages of 78.40, 78.78, and 77.98 years for homeless patients, and those with housing instability and building quality issues) than those with no housing issues (mean age of 75.9 years). Patients with housing issues were more female (69.60%, 70.62%, 61.11% for homeless patients, and those with housing instability and building quality issues) than those with no housing issues (58.62%).


Table 1. Demographic and clinical characteristics of study population categorized by housing issuesa.

[image: Table 1]


Clinical Characteristics and Healthcare Utilization

Table 1 also presents the results of descriptive analyses for patients with housing issues, those with no housing issues, and the general population. Patients with housing issues were sicker and had higher comorbidity scores than the overall population and those with no housing issues. They also utilized the healthcare services more often. For instance, 62.40% of patients with homelessness, 63.13% of patients with housing instability, and 53.70% of patients with building quality issues had an ED visit during the study period. The ED utilization was at 34.45% for those without housing issues. Among other notable findings was the high number of outpatient visits among patients with housing issues and particularly those with homelessness (80% of patients with homelessness had outpatient visits during the study period). Figure 2 presents the distribution of housing issues for different clinical conditions. For example, a higher frequency of housing issues was noted among those with a mental illness.


[image: Figure 2]
FIGURE 2. Distribution of housing issues for patients with different clinical conditions in the study population. The groups identified by the red circles have statistically significant differences.




Findings of the RegEx Text Mining Technique

Table 2 depicts the total number of phrases, notes, and patients found for each housing category using the RegEx text mining methodology. The RegEx text mining identified 526 unique phrases, 494 (0.02%) unique notes, and 369 (1.82%) unique patients with housing issues. We did not define the phrase-level denominator hence phrase percentages could not be calculated. Considering the FN rate, we estimated ~890 (4.40%), unique patients, with any housing issues in our study population. Several patients had more than one housing issue documented in their free-text notes. Table 3 shows the overlap of housing categories among notes and patients. For example, 21 patients in the HA category also had other housing issues; 9 of them had housing instability and 7 had building quality issues.


Table 2. Total number of cases identified by the RegEx text mining techniquea.

[image: Table 2]


Table 3. Total number of housing issue overlaps identified by the regex text mining technique.

[image: Table 3]



Assessing Performance of RegEx Technique

Table 4 presents the results of the performance assessment of the RegEx technique using 100 randomly selected phrases (Assessment #1). Housing instability had the highest precision (positive predictive value) rate of 89%. Table 5 presents the performance assessment of the RegEx technique at the phrase, note, and patient level using manual annotation (Assessment #2). The RegEx technique had a high level of precision (positive predictive value) at all levels (96.36, 95.00, and 94.44%, respectively) but the recall (sensitivity) rate was relatively low (30.11, 32.20, and 41.46%, respectively).


Table 4. Performance assessment of the RegEx text mining technique using 100 random phrases.

[image: Table 4]


Table 5. Performance assessment of the RegEx text mining technique using manual annotation.
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DISCUSSION

Value-based healthcare systems are increasingly at stake to address the underlying SDOH challenges of the population they serve (24). However, SDOH variables are commonly captured in EHR's free-text which makes the use of this information challenging in operational settings (14). Furthermore, healthcare providers are facing operational challenges in rolling out population-level surveys to collect individual-level SDOH information from their patients (23). Hence, text mining approaches that reveal SDOH factors within EHR's free-text can be helpful to identify patients with SDOH challenges and to implement targeted interventions for patients with such challenges.

EHR data is also gradually playing an instrumental role in the population health management efforts of value-based providers (34, 35). Compared to and in the absence of insurance claims, EHRs provide additional data types that can be utilized for risk stratification efforts (34, 36–39). EHR-derived SDOH data, such as housing challenges, can potentially help to improve these risk stratification efforts, although certain challenges such as potential immaturity of EHR's functionality across providers (40–42). SDOH data quality issues (43), and the need for complex text mining methods to extract SDOH from EHR's free-text should be addressed (7, 44). Moreover, as population health management efforts are gradually aligning clinical outcomes with public health goals (45–48), identifying SDOH factors of high-risk patients will be key in addressing underlying disparities within populations residing in states with statewide population-level global budgets such as Massachusetts (20) and Maryland (49, 50). Value-based providers may also utilize non-EHR data sources to access SDOH information (e.g., health information exchange) (51).

Therefore, the development of text mining approaches that could help extraction of SDOH information from EHR of a healthcare system regularly and could be generalizable across different healthcare systems would provide an operational solution to using this arguably largest source of SDOH information in the healthcare system. In this study, we exercised this approach by utilizing a pragmatic text-mining methodology (i.e., RegEx) and identified various phrases in EHR's free-text that reflected five categories of housing issues (i.e., three categories of homelessness, housing instability, and building quality). Our RegEx algorithm identified 369 unique patients (1.82% of the study population) with housing issues. Considering the 41.46% recall (sensitivity) of the RegEx patterns among the 120 manually annotated patients, total unique patients with housing issues after adding the estimated FNs were calculated at 890 (~4.40% of the study population). In other words, the study results showed that potentially 1 in 20 patients in our study population had a housing issue.

Furthermore, to present how this text mining approach would help the health systems to address the SDOH challenges of their patients we assessed the demographic and clinical characteristics of patients with and without housing issues and briefly look into the patterns of healthcare utilization among the study population and for those with and without housing challenges. In our study population patients with housing issues were older (mean age of ~78 years across three categories of housing issues and ~76 years among those with no housing issues), had a higher number of comorbidities (e.g., Charlson Comorbidity Index of ~2.5 across three categories of housing issues and ~1.6 among those with no housing issues), and utilized the healthcare services more often (e.g., ~54–63% ED utilization among patients with housing issues vs. ~34% among those with no housing issues). This information would help care managers, care coordinators, and social workers to tailor specific social interventions and/or conducting referrals to community-based social services organizations (52, 53). Clinicians can also utilize such information to explore the underlying housing issues at the point of care, and population health experts might use this information to better predict utilization rates associated with such patient population (54).

We provided a comprehensive approach to the performance assessment of our RegEx technique. We first assessed the performance by selecting 100 random phrases from each category of housing issues. This approach showed a precision (positive predictive value) of ~57–89% across five housing categories. We also performed manual annotation on free-text notes of 120 patients (100 patients with housing issues based on the ICD-9 codes indicating a possible housing issue in their EHR structured data, 20 patients for each category of the housing categories, and a random sample of 20 additional patients who did not have any ICD-9 codes indicating a housing issue in their structured EHR). The manual annotation revealed high precision (positive predictive value) of the RegEx technique at the phrase, note, and patient-level (~96, 95, and 94%, respectively). But the recall (sensitivity) was low at the phrase, note, and patient-level (~30, 32, and 41%, respectively). The RegEx pattern matching approach that we applied in this study is considered a basic text mining technique with rigid flexibility and potentially high FN rates. For instance, any housing phrases not embedded in the RegEx patterns will be missed in the results. The high FN rates resulted in low recall (sensitivity) for the text mining technique and the RegEx algorithm failed to identify a high number of patients with actual housing issues. However, the high precision (positive predictive value) helped to know, with high certainty, that those identified as patients with housing issues indeed were suffering from those challenges.

Manually tagging EHR's free-text for SDOH variables is an exhausting task involving several annotators spending hundreds of hours to generate the “gold standard” text. Manually annotated gold standard text is required to both assess RegEx techniques as well as train, test and evaluate advanced NLP techniques. EHR data sources that also include survey-level SDOH information will be critical in future SDOH NLP research as survey data can be treated/assumed as the gold standard text, hence enabling researchers to train, test, and evaluate the accuracy of their NLP methods. This approach might result in lower false-negative instances and improve the recall (sensitivity) of the text mining/ NLP techniques. Alternatively, approximated SDOH factors associated with the residential location/address of patients can be assessed as a proxy to train and/or validate advanced NLP techniques (e.g., compare the NLP results with SDOH variables derived based on patient's residential address).

Our results were slightly different from other studies using rule-based systems to identify social needs in free-text provider notes. For instance, Conway et al. (55) tested the performance of Moonstone, a new, highly configurable rule-based clinical NLP system for extraction of information requiring inferencing from clinical notes derived from the Veterans Health Administration. Their system achieved a precision (positive predictive value) of 0.66 (lower than ~94–96% at the phrase, note, and patient-level in our study) and a recall (sensitivity) of 0.87 (higher than ~30-41% at phrase, note, and patient-level in our study) for phrases related to homelessness and marginally housed.

In another study, Dorr et al. (56) extracted the phenotypic profiles for four key psychosocial vital signs including housing insecurity or homelessness from EHR data. They used lexical associations expanded by expert input, then, for each psychosocial vital sign, and manually reviewed the retrieved charts. Their system achieved a precision (positive predictive value) of >0.90 in all psychosocial vital signs except for social isolation. Navathe et al. (8) utilized MTERMS, an NLP system validated for identifying clinical terms within medical record text to extract social factor information from physician notes. They customized and developed the MTERMS NLP system on a randomized 500 annotated physician note training set and tested the diagnostic characteristics. After development, they validated the system by studying the diagnostic characteristics of the system vs. a gold standard manual review of a new set of randomized 600 physician notes. They achieved a precision (positive predictive value) of 1.0 and a recall (sensitivity) of 0.66 for housing instability.

While beyond the scope of this study, future efforts should also incorporate more advanced text mining approaches such as statistical NLP techniques (e.g., embedding, word2vec, and deep learning such as the recursive neural network). Recent studies utilizing such advanced NLP techniques have shown promising results in identifying syndromes not encoded properly by EHR's structured data elements (44, 57–59), Other approaches such as creating text preparation tasks may help to improve the results of the text-mining/NLP techniques. These tasks may include detecting clinical templates and repeated copy/pastes of some information in the text. They may also include detecting various sections of clinical notes that may result in the detection of false positive or false negative phrases. For instance, omitting family history of SDOH challenges and keeping the mentions of patient's specific SDOH issues may result in lower false positive or false negative instances.

This study had several limitations. First, we only identified predefined housing phrases in the EHR's free text. Second, we did not use a statistical NLP approach to assess the likelihood of notes or patients having similar phrases addressing categories of housing issues. Hence, we could not calculate the TN rates for patients and notes with housing issues. Third, we only measured the stratified rates of comorbidity and utilization among patients having any phrases related to housing issues in their free-text notes.

Moreover, we did not evaluate the net effect of the housing issues on healthcare utilization using multivariate analysis. Future research should analyze the effect of housing issues on long-term healthcare utilization while adjusting for clinical variables. The study period might also limit the study results. As in the last few years, there have been a growing number of providers and practices that actively plan for assessing and documenting the SDOH challenges in the EHR. Therefore, there might be a higher number of TP and TN instances of housing issues in the free-text EHR, which would impact the performance of the text mining techniques.

Finally, we measured the availability of housing issues regardless of the underlying socioeconomic status of the patients. Future research should expand on the underlying population denominator to patients in high need of SDOH interventions (e.g., Medicaid patients) as well as comparing NLP results with geo-driven SDOH factors (e.g., comparing the neighborhood-level housing issues, measured based on patient's residential address, with individual-level social needs found in the EHR's free-text notes).



CONCLUSION

This study assessed the use of a pragmatic text mining methodology in identifying various SDOH housing factors in EHR's free text. The study results revealed a high precision (positive predictive value) for the assessed text mining approach but the recall (sensitivity) was low. The simplicity of this approach suggests its generalizability across the healthcare systems. The development of generalizable text mining methodologies with promising performance will enhance the value of EHRs to identify at-risk patients across different health systems, improve patient care and outcomes, and eventually mitigating socioeconomic disparities across individuals and communities.
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The five-year survival rate of childhood cancer has increased substantially over the past 50 yr; however, racial/ethnic disparities in health outcomes of survival have not been systematically reviewed. This scoping review summarized health disparities between racial/ethnic minorities (specifically non-Hispanic Black and Hispanic) and non-Hispanic White childhood cancer survivors, and elucidated factors that may explain disparities in health outcomes. We used the terms “race”, “ethnicity”, “childhood cancer”, “pediatric cancer”, and “survivor” to search the title and abstract for the articles published in PubMed and Scopus from inception to February 2021. After removing duplicates, 189 articles were screened, and 23 empirical articles were included in this review study. All study populations were from North America, and the mean distribution of race/ethnicity was 6.9% for non-Hispanic Black and 4.5% for Hispanic. Health outcomes were categorized as healthcare utilization, patient-reported outcomes, chronic health conditions, and survival status. We found robust evidence of racial/ethnic disparities over four domains of health outcomes. However, health disparities were explained by clinical factors (e.g., diagnosis, treatment), demographic (e.g., age, sex), individual-level socioeconomic status (SES; e.g., educational attainment, personal income, health insurance coverage), family-level SES (e.g., family income, parent educational attainment), neighborhood-level SES (e.g., geographic location), and lifestyle health risk (e.g., cardiovascular risk) in some but not all articles. We discuss the importance of collecting comprehensive social determinants of racial/ethnic disparities inclusive of individual-level, family-level, and neighborhood-level SES. We suggest integrating these variables into healthcare systems (e.g., electronic health records), and utilizing information technology and analytics to better understand the disparity gap for racial/ethnic minorities of childhood cancer survivors. Furthermore, we suggest national and local efforts to close the gap through improving health insurance access, education and transportation aid, racial-culture-specific social learning interventions, and diversity informed training.
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INTRODUCTION

The shifting racial/ethnic makeup of the population indicates that in as early as 2045 the United States (US) will become a “minority majority population” country (1). By 2060, non-White individuals will make up more than 60% of the population (2). Racial/ethnic disparities in health are the race- and ethnicity-specific illnesses, injuries, or mortality (3) that disproportionately impact the marginalized groups. The growing diversity of the US population will be accompanied by growing health disparities.

Health equity is considered one of the four basic human rights (3), yet determinants of the inequity and effective implementation strategies to improve racial/ethnic disparity in health outcomes are still limited. Although life expectancy of the US general population has steadily increased since the 1950s in the US, non-Hispanic Black individuals have a 40% higher overall mortality rates (4) and non-Hispanic Black and Hispanic populations have a higher burden of chronic health conditions (e.g., cancer, heart disease, diabetes) (5) compared to non-Hispanic White individuals. In addition, minority populations often have lower healthcare utilization and access to quality care (6). In the context of oncology, health disparities in the US are significantly different in the rates of cancer screening, incidence, survival, treatment-related complications, and quality-of-life (7). Although the 5-yr relative cancer survival rates of childhood cancer have reached 94% among the child and 85% among adolescent survivors (8), there is evidence of lower patient-reported outcomes and survival rates (9–11) in minority vs. non-Hispanic White survivors. Furthermore, the mechanisms behind these disparities are understudied.

While scholars have yet to agree on specifics, it is clear that health disparities are influenced by multiple factors. Some argue that socioeconomic status (SES) is a stronger determinant of health outcomes than race per se (12). Others suggest that cultural (13) or population-level factors (14) contribute to health disparities in childhood cancer survivors. Neighborhoods with a higher proportion of Black or Hispanic residents are associated with higher poverty due to a lack in community investment and built environments (i.e., fast food restaurants, liquor stores, lack of green space) which decrease the opportunities for healthy eating and exercises (15). Disadvantaged neighborhood conditions (e.g., high crime rate, poor community support, collective efficacy or social capital) have shown elevated mortality through the mechanisms of practicing health behaviors (16).

The main objective of this study was to summarize the evidence of racial/ethnic disparities in health outcomes for survivors of childhood cancer based on a scoping review of previously published literature. We focused on race/ethnicity as the primary variable determining disparities in health outcomes, and viewed SES factors as confounding or mediating variables that explain the associations between race/ethnicity and health outcomes. This is because the vast majority of the studies selected are based on the cross-sectional design, and the true effect of SES factors on health outcomes cannot be determined (e.g., survivors having lower incomes may develop worse chronic health conditions, and worse health conditions may further lower survivors' incomes). Specifically, we aimed to elucidate the role that personal/family/community-level SES factors alongside other demographic and clinical factors might play to explain the associations between race/ethnicity and health outcomes. Based on these findings, we made recommendations toward improving health disparities for minority childhood cancer survivors, especially by identifying modifiable social determinants of health using information technology, integrating social determinant information into healthcare systems, and suggesting potential interventions for health outcomes improvement.



METHODS

In line with our aims, a scoping review was performed to aggregate evidence from empirical studies. Scoping reviews are particularly useful for complex/diverse issues (17) such as race/ethnicity, and generally precede systematic and meta-analyses (18).


Article Selection and Screening Process

We performed a literature search process according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses Extension for Scoping Reviews (PRISMA-ScR) (19). Two independent investigators researched the title and abstract for articles published between inception and February 2021 in the PubMed and Scopus using the terms “race”, “ethnicity”, “childhood cancer”, “pediatric cancer”, and “survivor”. In addition, the search was limited to articles published in the English language and available in full-text. The initial search yielded 26 articles from PubMed and 173 articles from Scopus. After removing duplicates, a combined total of 189 articles were prepared for screening.

Two independent investigators screened the articles for inclusion if these articles included the following criteria: health disparity (i.e. difference in outcome based on race/ethnicity), health outcomes/late effects, and any age range of the survivorship stage. We excluded articles if they met the following criteria: not reporting health outcomes/late effects (90 articles), race/ethnicity listed but only in descriptive statistics (64 articles), no full-text available (4 articles), and absence of IRB approval or otherwise proof of rigor (e.g., qualitative, opinion, review, briefs, and meta-analysis; 6 articles). In addition, two Swiss articles were removed from subsequent review because they did not include non-Hispanic Black or Hispanic survivors. We included two articles that use the term “non-White” (i.e., a combined concept for non-Hispanic Black and Hispanic) into our review.



Data Charting

We extracted data from each article according to the study design, race/ethnicity, health outcomes, and risk modulators of racial/ethnic disparity in health outcomes. We focused on marginalized/minoritized (20). US categories of non-Hispanic Black and Hispanic, and reported its association with health disparity.

We classified health outcomes of childhood cancer survivors by four distinct categories: (1) healthcare utilization, (2) patient-reported outcomes, (3) chronic health conditions, and (4) survival rates. For counting health outcomes of interest, if studies reported outcomes in more than one category, these studies were listed in different, separate outcome categories. Healthcare utilization outcomes included the concept of healthcare self-efficacy, initial and follow-up care visits, contact with general or cancer-specific healthcare providers, and use of hospital services. Patient-reported outcomes included the concept of health-related quality of life, symptom presence or severity, adaptive functioning, and post-traumatic stress. Chronic health conditions represented individual health conditions (e.g., diabetes) or organ system-based condition groups (e.g., endocrine). Survival outcomes were categorized as all-cause or condition-specific survival rates. In addition, we reported the factors used to explain racial/ethnic disparities in health outcomes per the rationale of the articles or statistical modeling process (e.g., the mediating effects from the path analysis and covariate-adjustment or interaction effects from the standard regression models).




RESULTS


Characteristics of the Selected Articles

Figure 1 presents the PRISMA flow diagram for the process of article selection. Of 185 full-text articles initially identified, 23 articles which met the inclusion/exclusion criteria were selected into full review and data extraction. Table 1 summarizes the characteristics of the 23 selected articles, published between 2002 and 2020. All study populations included in the 23 articles were from North America. A majority (52%) of the selected articles were based on the US National Cancer Institute-funded Childhood Cancer Survivorship Study or the US Surveillance, Epidemiology, and End Results program (SEER). The size of the samples ranged from under 100 (5 articles) to over 10,000 (6 articles). The age range of survivors included in the 23 articles varied from adolescents (7 articles) and young adults (5 articles) to adults (5 articles) or all ages (6 articles). The distribution of race/ethnicity was calculated and presented as percentage with non-Hispanic White as the reference group (see Table 1). The average percentages were 6.9% for non-Hispanic Black and 4.5% for Hispanic, which were smaller compared to 13.4% for non-Hispanic Black and 18.5% for Hispanic in the general US population (45). Data abstracted from the selected studies were all cross-sectional in nature. A variety of statistical techniques were used to test the statistical difference and suggest the influential factors. The most used methods included multivariate modeling (13 articles) and ratio-based models [e.g., odds ratio (3 articles), proportional hazards (2 articles), or standardized ration (3 articles)]; other methods included analysis of covariance and flexible parameters model.


[image: Figure 1]
FIGURE 1. PRISMA diagram of study selection. Adapted from (21).



Table 1. Characteristics of studies included in the scoping review.
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Disparities in Healthcare Utilization

Five articles reported racial/ethnic disparities in healthcare utilization (Table 2). The type of healthcare utilization disparities reported for non-Hispanic Black survivors included general medical contact (26) and an initial survivorship visit (28). The type of healthcare utilization disparities reported for Hispanic survivors included general medical contact (26), a cancer center visit (26), the use of follow-up care (35), health-care self-efficacy, defined as perceived control and confidence in managing healthcare (36), and seeking information from a hospital (37) or from family members (37). Across the articles, risk modulators included in analytic models for healthcare utilization disparities included clinical factors (diagnosis, treatment), individual characteristics (age, sex, depressive symptoms, post-traumatic growth, self-efficacy), individual-/family-level SES (educational attainment, household income, health insurance coverage), and social/contextual factors (support, family influence).


Table 2. Factors influencing disparities in healthcare utilization for childhood cancer survivors by race/ethnicity.
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In two articles, inclusion of individual characteristics and individual-/family-level SES in multivariable modeling attenuated the statistical significance for racial/ethnic disparities in healthcare utilization. Specifically, in an odds-ratio model, inclusion of individual-level and family-level SES and individual characteristics (cancer diagnosis and age at the time of study) removed statistical significance of the disparity in general medical contact among non-Hispanic Black male survivors (26). Similarly, inclusion of age, sex, and individual-level SES (i.e., health insurance) removed the statistical significance for receiving less cancer-related information from family members among Hispanic survivors (37). However, two articles found significant racial/ethnic disparity after adjusting for individual characteristics and social contextual factors in the multivariable analyses. Specifically, inclusion of cancer treatment, age, sex, social support, family influence, post-traumatic growth, depressive symptoms, and self-efficacy factors revealed significantly fewer previous receipt of follow-up care among Hispanic survivors compared to non-Hispanic White survivors (35). In addition, inclusion of cancer treatment, age, sex, social support, family influence, post-traumatic growth, and depressive symptoms factors revealed significantly lower healthcare self-efficacy for Hispanic survivors compared to non-Hispanic White survivors (36).



Disparities in Patient-Reported Outcomes

Nine articles have reported racial/ethnic disparities in patient-reported outcomes (Table 3). The types of patient-reported outcomes assessed for non-Hispanic Black survivors included quality-of-life (24), adverse mental health (26), functional impairment (26), pain or abnormal sensations (32), migraines (32), frequent headaches (32) and parental uncertainty about the child's health (41). The types of patient-reported outcomes assessed for Hispanic survivors included post-traumatic growth (23, 42), psychosocial health (33), quality-of-life (33), school functioning (33), emotional functioning (33), parental post-traumatic stress (34), depression (34), and conceptual, social and practical adaptive functioning (39), pain or abnormal sensations (32), and frequent headaches (32). In addition, the types of patient-report outcomes assessed for non-White survivors included psychosocial functioning (33), quality-of-life (33), school functioning (33), and positive impact of cancer (44). Across the articles, risk modulators included in multivariable modeling comprised clinical factors (diagnosis, treatment), individual characteristics (age, sex, depressive symptoms, post-traumatic stress, optimism, fatigue), individual-/family-level SES (educational attainment, health insurance, household income, parent educational attainment), and social/contextual factors (birthplace, language spoken at home).


Table 3. Factors influencing disparities in patient-reported outcomes for childhood cancer survivors by race/ethnicity.
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In two articles, inclusion of individual characteristics and SES in multivariable modeling attenuated the significance for racial/ethnic disparities in patient-reported outcomes. Specifically, inclusion of cancer diagnosis, individual-level SES and age at study participation removed the significance for adverse mental health outcomes among non-Hispanic Black females (26). Similarly, inclusion of family-level SES removed the significance for poor global, conceptual, social, and practical adaptive functioning in Hispanic survivors (39). However, one article found that after adjusting for cancer diagnosis and fatigue symptoms, poorer psychosocial functioning and quality-of-life in minority (both non-Hispanic Black and Hispanic) survivors vs. non-Hispanic White survivors remained statistically significant (33).



Disparities in Chronic Health Conditions

Five articles reported racial/ethnic disparities in chronic health conditions (Table 4). The type of chronic health condition disparities assessed for non-Hispanic Black survivors included vitamin-D deficiency (27), subsequent neoplasms (31), cardiovascular disorders (31), cardiovascular risks (38), and serious/life-threatening health conditions (43). The type of chronic health condition disparities assessed for Hispanic survivors included vitamin-D deficiency (27), obesity (29), subsequent neoplasm (31), endocrine condition (31). Across the articles, risk modulators included in multivariable modeling included clinical factors (diagnosis, treatment), individual characteristics (age, sex, pubertal status), individual-level SES (educational attainment, income, health insurance), family-level SES (parent educational attainment, household income), and lifestyle health risk for chronic health conditions (BMI and cardiovascular risk factors including obesity, diabetes, hypertension and dyslipidemia).


Table 4. Factors influencing disparities in chronic health conditions for childhood cancer survivors by race/ethnicity.
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In two articles, inclusion of clinical factors, individual characteristics, and SES in the modeling attenuated the significance for racial/ethnic disparities in chronic health condition. Specifically, one article found that inclusion of clinical factors, individual characteristics, and SES factors removed the significance of disparity in subsequent neoplasms for non-Hispanic Black survivors (31). Another article suggested that inclusion of clinical and demographic factors removed the significance of the disparity in serious/life-threatening health conditions for non-Hispanic Black survivors (43). However, one article found that disparities in subsequent neoplasms and cardiovascular disorders remained significant for non-Hispanic Black survivors and disparities in subsequent neoplasms and endocrine disorders remained significant for Hispanic survivors after adjusting for clinical, cardiovascular risk, and/or individual SES factors in the modeling (31).



Disparities in Survival Rates

Five articles reported racial/ethnic disparities in survival rates (Table 5). Type of survival outcomes assessed for non-Hispanic Black survivors included all-cause mortality (22), all-cause mortality including relative and standardized rates (31), subsequent malignancy mortality (22), risk of cardiovascular-specific death (25), and risk of any death (25). Types of survival metrics assessed for Hispanic survivors included all-cause standardized mortality rates (31). Type of survival metrics assessed for non-White survivors included hazard of death for survivors diagnosed with acute myeloid leukemia, astrocytoma, and non-astrocytoma CNS tumors (30) and mortality to incidence ratios (40). Across the articles, modulators included in multivariable modeling included clinical factors (time since cancer diagnosis, age at cancer diagnosis, cancer type), individual characteristics (age, sex), SES (educational attainment, income, health insurance), lifestyle health risk (cardiovascular risk factors such as obesity, diabetes, hypertension, dyslipidemia), neighborhood factors (census-track SES Index), and US national mortality rate (for the purpose of mortality standardization).


Table 5. Factors influencing disparities in survival for childhood cancer survivors by race/ethnicity.
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In two articles, inclusion of clinical and SES factors attenuated the significance for racial/ethnic disparities in survival outcomes. Specifically, one article found that inclusion of census-tract (i.e., neighborhood-level) SES removed the significance of death hazard for non-Hispanic Black survivors diagnosed with astrocytoma and non-astrocytoma CNS tumor, but not acute myeloid leukemia (30). Another article suggests that the adjustment individual and clinical factors removed the significance of cardiovascular-specific death for non-Hispanic Black survivors (25). However, another article found that disparities in all-cause relative mortality rates remained statistically significant for non-Hispanic Black and Hispanic survivors after adjusting for clinical factors, individual demographic and SES factors, and cardiovascular risk in the modeling (31). In addition, based on a path analysis focusing neighborhood socioeconomic determinants as the mediator, one article found significantly higher death hazard among non-White survivors of acute myeloid leukemia compared to non-Hispanic White survivors (30).




DISCUSSION

Compared to non-Hispanic White, non-Hispanic Black and Hispanic childhood cancer survivors suffer more from poorer health outcomes including healthcare utilization, patient-reported outcomes, chronic health conditions and survival rate. While there is an effect of race/ethnicity on health outcomes for childhood cancer survivors; there is not yet enough evidence to determine the true effect of SES across all outcomes given the cross-sectional design of previous studies. The current findings do show that embedded in race and ethnicity are a multitude of factors at the clinical (e.g., disease, treatment), individual (e.g., demographic, SES), and neighborhood (e.g., community SES) levels that may explain some of the disparities and poor health outcomes. However, the magnitude of racial/ethnic disparities changed in some but not all studies after adjusting for these risk modulators. As such, we see a complex interplay among these risk factors for health disparities. Future research is warranted to elucidate the complex associations between racial/ethnic and SES factors and health outcomes for childhood cancer survivors.


Disparity-Specific Risk Modulators

Potential risk modulators that explained the associations between race/ethnicity and health outcomes attempted in all articles were reviewed. Risk modulators commonly reported for healthcare utilization disparity included individual-level SES (26, 28). Social support and religious importance (35–37) also explained aspects of the racial/ethnic disparities. In patient-reported outcomes, risk modulators for racial/ethnic disparities included family-level SES (23, 24, 26, 39), family dynamics (34, 42), and treatment factors (33). Particularly for Hispanic survivors, family dynamics (e.g., language spoken at home) should be further investigated as they are potentially protective factors for poor patient-reported outcomes. In chronic health conditions, most articles found that racial/ethnic disparities remained statistically significant after risk modulators (e.g., clinical factors, individual demographic and SES factors, and cardiovascular risk factors) were included in the multivariable modeling (27, 29, 31, 38, 43). It is possible that underlying biological mechanisms (e.g., inherited genetic predisposition to disease risks and epigenetic modifications due to life experiences or environmental exposures) and disadvantaged neighborhood environments may elevate disparities in chronic health conditions beyond the influence of individual SES and clinical risk. In survival rate, individual-level and neighborhood-level SES (22, 30, 31), together with age at cancer diagnosis (25, 39) and years since diagnosis, played an important role for risk facilitation (26).

Bhatia et al. argues that the “burden of morbidity and mortality [between races] is comparable because mortality is mitigated by SES” (12, 46); however, our findings suggest that the effect of SES on disparities is less straightforward. In fact, individual-level, family-level, and neighborhood-level variables may have distinct impacts on health disparities. We found that adjustment for SES increased the magnitude of disparities in some patient-reported outcomes (i.e. adverse mental health for Black females, post-traumatic stress for Hispanic parents) rather than mitigated them (23, 26). Furthermore, various sources and datasets used to quantify SES risk modulators in the analysis across studies may complicate the interpretations of findings. While the majority of the articles in our review used individual-level SES or family-level SES), one article used a validated composite SES index with seven specific indicators (proportion employed in working class occupations, proportion over 16 employed, education index, median household income, proportion below 200% poverty level, median rent and median house value) (30, 47) to capture the complex influences of different levels of SES. However, very few selected articles included neighborhood contextual factors in the analysis. In fact, neighborhood-level factors such as the built environment (e.g., green space) (48), accessibility to healthy food (49), and healthcare services (50) are increasingly considered key determinants of health outcomes for adult-onset cancer but not for pediatric cancer research. In addition, race/ethnicity-sensitive indices warrant consideration including crime-rate, incarceration, and residential segregation. The use of geospatial neighborhood metrics may provide useful information for understanding disparities in health outcomes thereby offering a more complete depiction of health disparities for childhood cancer survivors.

In addition to improving SES measurement for childhood cancer research, it is important to use a holistic and life-course approach to investigating risk of health disparities. Williams (4, 51) suggests that race is an antecedent for SES instead of a variable inside, and embedded in race and ethnicity are layered factors that may be inextricably linked. Geronimus et al., suggest the burden of physiological stress (i.e. allostatic load) of race, ethnicity, and low SES can accumulate over time (52), which in turn may link to health disparities in underserved minority breast cancer (53, 54) and general (54) populations. Cultural and familial factors can influence the impact of allostatic load (54, 55) which may explain the risk for poor patient-reported outcomes in minority survivors. Krieger (56) suggested a federal mandate to include and categorize individual-level data pertinent to racialized societal inequities and explicit justification of metrics used to categorize racial groups. Therefore, in addition to standard SES variables, the design and collection of standardized race/ethnic-specific risk modulators for childhood cancer survivors are needed.



Racial/Ethnic Disparity-Specific Interventions

Risk modulators that substantially impact health outcomes of individual childhood cancer survivors were SES, healthcare accessibility, and health insurance. Several studies suggested that neighborhood-level SES (30), individual-level SES (26, 31) and/or family-level SES (26, 39) plays a more significant role as compared to health insurance in explaining the effects of race/ethnicity on poor health outcomes in childhood cancer survivors. In fact, a population-based study found that improving health insurance coverage alone may disproportionately benefit non-Hispanic White with lower SES rather than racial/ethnic minorities (57, 58). A more inclusive, need-based financial assistance program for individual survivors should be considered for minority survivors to reduce the risk of health disparities. In addition, the first two to three years from cancer diagnosis (25, 38, 43) and primary caregiver education background and proximity/access to care (39) were associated with elevated risk of health disparities in minority childhood cancer survivors. Therefore, healthcare systems should assess the disparity status for minority childhood cancer survivors immediately following completion of therapy and provide social support or resources to address these issues (e.g., coordinating transportation aids for minority families) toward improving follow-up care and reducing disease burden.

Our findings highlight that individual-level factors, such as culture (28, 33, 34, 37) and sex (26, 28) may contribute to racial/ethnic disparities in health outcomes. Cultural beliefs (i.e. fatalism) and gender beliefs seem relevant to health disparities in non-Hispanic Black survivors (26), while family dynamics, such as foreign-born parents experiencing greater amounts of post-traumatic stress, may impact Hispanic survivors (34, 59). In addition, minority childhood cancer survivors who had better social skills (27) and post-traumatic growth (31) were associated with better health outcomes. Therefore, it is critical to provide culture-/race-/ethnicity-/gender-specific social and emotional learning (i.e. stress prevention) interventions and diversity informed training for healthcare navigators (i.e. social workers, hospital staff, researchers, etc.). Social and emotional learning interventions that acknowledge established race-/gender-related stigma are avenues to augment resilience and provide social support and belonging.



Racial/Ethnic Disparity in Era of Digital Health and Big Data

There is an opportunity to leverage health information technology to promote health equity for minority and underserved populations (60, 61). Emerging evidence has found that the use of eHealth and mHealth platforms can improve physiological and psychological well-being, health knowledge, and self-management skill in racial/ethnic minorities and underserved populations (62). Given the importance of visiting oncologists/primary physicians for follow-up care and maintaining healthy lifestyle among childhood cancer survivors, mHealth and eHealth technology represent the methods that may improve access to medical care (e.g., telemedicine consultation and remote lifestyle and psychological interventions), communication with healthcare providers (e.g., digital therapy and education, tailored supportive resources), and symptom monitoring and management (e.g., real-time symptom monitoring for identifying early signs of late effects) (62). However, the vast majority of current eHealth and mHealth applications are designed in the English language. Future efforts are warranted to ensure the provision of technology platforms that are multilingual and culturally and literately appropriate.

Improving medical informatics infrastructure within healthcare systems can facilitate the collection and assessment of social determinants of health data for cancer survivors on a regular-basis and integrate social determinant information into clinical decision-making process. Incorporating neighborhood-/community-level social determinant data into electronic health records (EHRs) will allow clinicians to provide tailored interventions that are clinically actionable based on the survivors' need and contextual influence. Given the big data stored in EHRs, the use of artificial intelligence analytics (e.g., machine learning and natural processing techniques) can help identify complex social determinants for individual minority survivors. Recent evidence suggests that implementation of machine learning approaches helps identify the patterns of social determinants for impaired health outcomes with superior performance compared to the use of traditional analytics (63).



Limitations

While this scoping review provides useful information for racial/ethnic disparities in health outcomes among childhood cancer survivors, the findings should be carefully interpreted. First, race/ethnicity data from all articles were self-reported. Self-reported race/ethnicity information is often arbitrary and poorly defined (16). Furthermore, based on the available data included in the articles, we only focused on two traditionally minoritized/marginalized groups and excluded other non-White minority groups from our review. For example, American Indian childhood cancer survivors with acute lymphoblastic leukemia have lower survival rates compared to other races/ethnicities (46). Second, characteristics and patients of the survivor populations included in our review were generally homogenous. As the majority of selected studies were derived from the US-based Childhood Cancer Survivorship Study or the Surveillance Epidemiology and End Results registry, health outcome data are likely to overlap in time, collection, and patients. As mentioned in the beginning of the Results section, the percentage of minority survivors in the selected study was far lower than the percentage of the US general population. Finally, this scoping review focused on non-Hispanic Black and Hispanic health disparities, which is an emerging topic supported by current research on minoritized populations (20). In fact, the studies selected into our review did not breakdown race/ethnicity into categories beyond the three minoritized categories reported. Some articles just reported White and Other. It is critical to evaluate health disparities across more categories and intersections of races and ethnicities in the future research. It is also important to use a community-based, culture-specific participatory research design to recruit and engage racial/ethnic minorities to in childhood cancer survivorship research for better understanding the gap while also elucidating clinical interventions (64).




DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



AUTHOR CONTRIBUTIONS

JB and I-CH: concept and design. MH and LR: administrative support. TR and TM: collection and assembly of data. TR, TM, and I-CH: data analysis and interpretation. TR and I-CH: manuscript writing. All authors editing and final approval of manuscript. All authors contributed to the article and approved the submitted version.



FUNDING

The research reported in this manuscript was supported by the National Cancer Institute under award number R01CA238368 (MPIs: I-CH, JB) and V-Foundation Robin Roberts Cancer Thrivership Fund under award number DT2020-014 (MPIs: ZW, I-CH). The content is solely the responsibility of the authors and does not necessarily represent the official views of the funding agencies.



REFERENCES

 1. US Census Bureau. Methodology, Assumptions, and Inputs for the 2017 National Population Projections. Washington (2018). Available online at: https://www2.census.gov/programs-surveys/popproj/technical-documentation/methodology/methodstatement17.pdf (accessed September 30, 2021).

 2. US Census Bureau. American Community Survey demographic and housing estimates. Washington (2020). Available online at: https://www.census.gov/programs-surveys/acs/data.html (accessed September 30, 2021).

 3. Ford CL, Airhihenbuwa CO. The public health critical race methodology: praxis for antiracism research. Soc Sci Med. (2010) 71:1390–8. doi: 10.1016/j.socscimed.2010.07.030

 4. Williams DR. Race, socioeconomic status, and health. The added effects of racism and discrimination. Ann N Y Acad Sci. (1999) 896:173–88. doi: 10.1111/j.1749-6632.1999.tb08114.x

 5. American Association for Cancer Research. Cancer Progress Report. Philidelphia (2020). Available online at: https://cancerprogressreport.aacr.org/progress/ (accessed September 30, 2021).

 6. Heron M. Deaths: leading causes for 2017. Natl Vital Stat Rep. (2019) 68:1–77. Available online at: https://www.cdc.gov/nchs/data/nvsr/nvsr68/nvsr68_06-508.pdf

 7. Viale PH. The American cancer society's facts & figures: 2020 edition. J Adv Pract Oncol. (2020) 11:135–6. doi: 10.6004/jadpro.2020.11.2.1

 8. Huang IC, Ehrhardt MJ LI C, Mulrooney DA, Chamaitilly W, Srivastava D, et al. Longitudinal assessment of patient-reported cumulative symptom burden as an indicator of chronic health conditions in adult survivors of childhood cancer: a joint report of the St. Jude Lifetime Cohort (SJLIFE) and the Childhood Cancer Survivor Study (CCSS). J Clin Oncol. (2018) 36:10571. doi: 10.1200/JCO.2018.36.15_suppl.10571

 9. Dixon SB Li N, Yasui Y, Bhatia S, Casillas JN, Gibson TM, et al. Racial and ethnic disparities in neurocognitive, emotional, and quality-of-life outcomes in survivors of childhood cancer: a report from the Childhood Cancer Survivor Study. Cancer. (2019) 125:3666–77. doi: 10.1002/cncr.32370

 10. Robison LL, Hudson MM. Survivors of childhood and adolescent cancer: life-long risks and responsibilities. Nat Rev Cancer. (2014) 14:61–70. doi: 10.1038/nrc3634

 11. Nolan VG, Krull KR, Gurney JG, Leisenring W, Robison LL, Ness KK. Predictors of future health-related quality of life in survivors of adolescent cancer. Pediatr Blood Cancer. (2014) 61:1891–4. doi: 10.1002/pbc.25037

 12. Bhatia S, Gibson TM, Ness KK, Liu Q, Oeffinger KC, Krull KR, et al. Childhood cancer survivorship research in minority populations: a position paper from the Childhood Cancer Survivor Study. Cancer. (2016) 122:2426–39. doi: 10.1002/cncr.30072

 13. Egede LE. Race, ethnicity, culture, and disparities in health care. J Gen Intern Med. (2006) 21:667–9. doi: 10.1111/j.1525-1497.2006.0512.x

 14. Caplin DA, Smith KR, Ness KK, Hanson HA, Smith SM, Nathan PC, et al. Effect of population socioeconomic and health system factors on medical care of childhood cancer survivors: a report from the childhood cancer survivor study. J Adolesc Young Adult Oncol. (2017) 6:74–82. doi: 10.1089/jayao.2016.0016

 15. Williams DR, Sternthal M. Understanding racial-ethnic disparities in health: sociological contributions. J Health Soc Behav. (2010) 51:S15–27. doi: 10.1177/0022146510383838

 16. Gomez SL, Shariff-Marco S, DeRouen M, Keegan TH, Yen IH, Mujahid M, et al. The impact of neighborhood social and built environment factors across the cancer continuum: current research, methodological considerations, and future directions. Cancer. (2015) 121:2314–30. doi: 10.1002/cncr.29345

 17. Peters MD, Godfrey CM, Khalil H, McInerney P, Parker D, Soares CB. Guidance for conducting systematic scoping reviews. Int J Evid Based Healthc. (2015) 13:141–6. doi: 10.1097/XEB.0000000000000050

 18. Sucharew H, Macaluso M. Progress notes: methods for research evidence synthesis: the scoping review approach. J Hosp Med. (2019) 14:416–8. doi: 10.12788/jhm.3248

 19. Page MJ, McKenzie JE, Bossuyt PM, Boutron I, Hoffmann TC, Mulrow CD, et al. The PRISMA 2020 statement: an updated guideline for reporting systematic reviews. BMJ. (2021) 372:n71. doi: 10.1136/bmj.n71

 20. Brown LA, Strega S. Research as Resistance, 2e: Revisiting Critical, Indigenous, and Anti-Oppressive Approaches. Canadian Scholars' Press (2015).

 21. Moher D, Liberati A, Tetzlaff J, Altman DG, The PRISMA Group. Preferred reporting items for systematic reviews and meta-analyses: the PRISMA statement. PLoS Med. (2009) 6:e1000097.

 22. Armstrong GT, Pan Z, Ness KK, Srivastava D, Robison LL. Temporal trends in cause-specific late mortality among 5-year survivors of childhood cancer. J Clin Oncol. (2010) 28:1224–31. doi: 10.1200/JCO.2009.24.4608

 23. Arpawong TE, Oland A, Milam JE, Ruccione K, Meeske KA. Post-traumatic growth among an ethnically diverse sample of adolescent and young adult cancer survivors. Psychooncology. (2013) 22:2235–44. doi: 10.1002/pon.3286

 24. Barrera M, Atenafu EG, Schulte F, Bartels U, Sung L, Janzen L, et al. Determinants of quality of life outcomes for survivors of pediatric brain tumors. Pediatr Blood Cancer. (2017) 64:e26481. doi: 10.1002/pbc.26481

 25. Berkman AM, Brewster AM, Jones LW Yu J, Lee JJ, Peng SA, et al. Racial differences in 20-year cardiovascular mortality risk among childhood and young adult cancer survivors. J Adolesc Young Adult Oncol. (2017) 6:414–21. doi: 10.1089/jayao.2017.0024

 26. Castellino SM, Casillas J, Hudson MM, Mertens AC, Whitton J, Brooks SL, et al. Minority adult survivors of childhood cancer: a comparison of long-term outcomes, health care utilization, and health-related behaviors from the childhood cancer survivor study. J Clin Oncol. (2005) 23:6499–507. doi: 10.1200/JCO.2005.11.098

 27. Choudhary A, Chou J, Heller G, Sklar C. Prevalence of vitamin D insufficiency in survivors of childhood cancer. Pediatr Blood Cancer. (2013) 60:1237–9. doi: 10.1002/pbc.24403

 28. Daly A, Lewis RW, Vangile K, Masker KW, Effinger KE, Meacham LR, et al. Survivor clinic attendance among pediatric- and adolescent-aged survivors of childhood cancer. J Cancer Surviv. (2019) 13:56–65. doi: 10.1007/s11764-018-0727-3

 29. Gance-Cleveland B, Linton A, Arbet J, Stiller D, Sylvain G. Predictors of overweight and obesity in childhood cancer survivors. J Pediatr Oncol Nurs. (2020) 37:154–62. doi: 10.1177/1043454219897102

 30. Kehm RD, Spector LG, Poynter JN, Vock DM, Altekruse SF, Osypuk TL. Does socioeconomic status account for racial and ethnic disparities in childhood cancer survival? Cancer. (2018) 124:4090–7. doi: 10.1002/cncr.31560

 31. Liu Q, Leisenring WM, Ness KK, Robison LL, Armstrong GT, Yasui Y, et al. Racial/ethnic differences in adverse outcomes among childhood cancer survivors: the childhood cancer survivor study. J Clin Oncol. (2016) 34:1634–43. doi: 10.1200/JCO.2015.66.3567

 32. Lu Q, Krull KR, Leisenring W, Owen JE, Kawashima T, Tsao JCI, et al. Pain in long-term adult survivors of childhood cancers and their siblings: a report from the Childhood Cancer Survivor Study. Pain. (2011) 152:2616–24. doi: 10.1016/j.pain.2011.08.006

 33. Meeske KA, Patel SK, Palmer SN, Nelson MB, Parow AM. Factors associated with health-related quality of life in pediatric cancer survivors. Pediatr Blood Cancer. (2007) 49:298–305. doi: 10.1002/pbc.20923

 34. Meeske KA, Sherman-Bien S, Hamilton AS, Olson AR, Slaughter R, Kuperberg A, et al. Mental health disparities between Hispanic and non-Hispanic parents of childhood cancer survivors. Pediatr Blood Cancer. (2013) 60:1470–7. doi: 10.1002/pbc.24527

 35. Milam JE, Meeske K, Slaughter RI, Sherman-Bien S, Ritt-Olson A, Kuperberg A, et al. Cancer-related follow-up care among Hispanic and non-Hispanic childhood cancer survivors: the Project Forward study. Cancer. (2015) 121:605–13. doi: 10.1002/cncr.29105

 36. Miller KA, Wojcik KY, Ramirez CN, Ritt-Olson A, Freyer DR, Hamilton AS, et al. Supporting long-term follow-up of young adult survivors of childhood cancer: correlates of healthcare self-efficacy. Pediatr Blood Cancer. (2017) 64:358–63. doi: 10.1002/pbc.26209

 37. Miller KA, Ramirez CN, Wojcik KY, Ritt-Olson A, Baezconde-Garbanati L, Thomas SM, et al. Prevalence and correlates of health information-seeking among Hispanic and non-Hispanic childhood cancer survivors. Support Care Cancer. (2018) 26:1305–13. doi: 10.1007/s00520-017-3956-5

 38. Oikonomou EK, Athanasopoulou SG, Kampaktsis PN, Kokkinidis DG, Papanastasiou CA, Feher A, et al. Development and validation of a clinical score for cardiovascular risk stratification of long-term childhood cancer survivors. Oncologist. (2018) 23:965–73. doi: 10.1634/theoncologist.2017-0502

 39. Raghubar KP, Orobio J, Ris MD, Heitzer AM, Roth A, Brown AL, et al. Adaptive functioning in pediatric brain tumor survivors: An examination of ethnicity and socioeconomic status. Pediatr Blood Cancer. (2019) 66:e27800. doi: 10.1002/pbc.27800

 40. Samaan MC, Akhtar-Danesh N. The impact of age and race on longevity in pediatric astrocytic tumors: a population-based study. Pediatr Blood Cancer. (2015) 62:1567–71. doi: 10.1002/pbc.25522

 41. Santacroce S. Uncertainty, anxiety, and symptoms of posttraumatic stress in parents of children recently diagnosed with cancer. J Pediatr Oncol Nurs. (2002) 19:104–11. doi: 10.1177/104345420201900305

 42. Tobin J, Allem JP, Slaughter R, Unger JB, Hamilton AS, Milam JE. Posttraumatic growth among childhood cancer survivors: associations with ethnicity, acculturation, and religious service attendance. J Psychosoc Oncol. (2018) 36:175–88. doi: 10.1080/07347332.2017.1365799

 43. Wasilewski-Masker K, Mertens AC, Patterson B, Meacham LR. Severity of health conditions identified in a pediatric cancer survivor program. Pediatr Blood Cancer. (2010) 54:976–82. doi: 10.1002/pbc.22431

 44. Zebrack BJ, Stuber ML, Meeske KA, Phipps S, Krull KR, Liu Q, et al. Perceived positive impact of cancer among long-term survivors of childhood cancer: a report from the childhood cancer survivor study. Psychooncology. (2012) 21:630–9. doi: 10.1002/pon.1959

 45. US Census Bureau. Quick Facts: Race and Hispanic Origin. Washington (2020). Available online at: https://www.census.gov/quickfacts/fact/table/US/PST045219 (accessed September 30, 2021).

 46. Bhatia S. Disparities in cancer outcomes: lessons learned from children with cancer. Pediatr Blood Cancer. (2011) 56:994–1002. doi: 10.1002/pbc.23078

 47. Yu M, Tatalovich Z, Gibson JT, Cronin KA. Using a composite index of socioeconomic status to investigate health disparities while protecting the confidentiality of cancer registry data. Cancer Causes Control. (2014) 25:81–92. doi: 10.1007/s10552-013-0310-1

 48. Kish JK Yu M, Percy-Laurry A, Altekruse SF. Racial and ethnic disparities in cancer survival by neighborhood socioeconomic status in Surveillance, Epidemiology, and End Results (SEER) Registries. J Natl Cancer Inst Monogr. (2014) 2014:236–43. doi: 10.1093/jncimonographs/lgu020

 49. Richardson LD, Norris M. Access to health and health care: how race and ethnicity matter. Mt Sinai J Med. (2010) 77:166–77. doi: 10.1002/msj.20174

 50. Syed ST, Gerber BS, Sharp LK. Traveling towards disease: transportation barriers to health care access. J Community Health. (2013) 38:976–93. doi: 10.1007/s10900-013-9681-1

 51. Williams DR. Race/ethnicity and socioeconomic status: measurement and methodological issues. Int J Health Serv. (1996) 26:483–505. doi: 10.2190/U9QT-7B7Y-HQ15-JT14

 52. Geronimus AT, Hicken M, Keene D, Bound J. “Weathering” and age patterns of allostatic load scores among blacks and whites in the United States. Am J Public Health. (2006) 96:826–33. doi: 10.2105/AJPH.2004.060749

 53. Linnenbringer E, Gehlert S, Geronimus AT. Black-white disparities in breast cancer subtype: the intersection of socially patterned stress and genetic expression. AIMS Public Health. (2017) 4:526–56. doi: 10.3934/publichealth.2017.5.526

 54. Peek MK, Cutchin MP, Salinas JJ, Sheffield KM, Eschbach K, Stowe RP, et al. Allostatic load among non-Hispanic Whites, non-Hispanic Blacks, and people of Mexican origin: effects of ethnicity, nativity, and acculturation. Am J Public Health. (2010) 100:940–6. doi: 10.2105/AJPH.2007.129312

 55. Maguire-Jack K, Lanier P, Lombardi B. Investigating racial differences in clusters of adverse childhood experiences. Amn J Orthopsychiatry. (2020) 90:106–14. doi: 10.1037/ort0000405

 56. Krieger N. Structural racism, health inequities, and the two-edged sword of data: structural problems require structural solutions. Front Public Health. (2021) 9:301. doi: 10.3389/fpubh.2021.655447

 57. Manuel JI. Racial/ethnic and gender disparities in health care use and access. Health Serv Res. (2018) 53:1407–29. doi: 10.1111/1475-6773.12705

 58. Callison K, Nguyen BT. The effect of medicaid physician fee increases on health care access, utilization, and expenditures. Health Serv Res. (2018) 53:690–710. doi: 10.1111/1475-6773.12698

 59. Tobin J, Miller KA, Baezconde-Garbanati L, Unger JB, Hamilton AS, Milam JE. Acculturation, mental health, and quality of life among hispanic childhood cancer survivors: a latent class analysis. Ethn Dis. (2018) 28:55–60. doi: 10.18865/ed.28.1.55

 60. Kruse CS, Beane A. Health information technology continues to show positive effect on medical outcomes: systematic review. J Med Internet Res. (2018) 20:e41. doi: 10.2196/jmir.8793

 61. Clauser SB, Wagner EH, Aiello Bowles EJ, Tuzzio L, Greene SM. Improving modern cancer care through information technology. Am J Prev Med. (2011) 40:S198–207. doi: 10.1016/j.amepre.2011.01.014

 62. Armaou M, Araviaki E, Musikanski L. eHealth and mHealth interventions for ethnic minority and historically underserved populations in developed countries: an umbrella review. Int J Community Well-Being. (2020) 3:193–221. doi: 10.1007/s42413-019-00055-5

 63. Seligman B, Tuljapurkar S, Rehkopf D. Machine learning approaches to the social determinants of health in the health and retirement study. SSM Popul Health. (2018) 4:95–9. doi: 10.1016/j.ssmph.2017.11.008

 64. Elk R, Emanuel L, Hauser J, Bakitas M, Levkoff S. Developing and testing the feasibility of a culturally based tele-palliative care consult based on the cultural values and preferences of southern, rural african american and white community members: a program by and for the community. Health Equity. (2020) 4:52–83. doi: 10.1089/heq.2019.0120

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Publisher's Note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2021 Reeves, Mathis, Bauer, Hudson, Robison, Wang, Baker and Huang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 05 November 2021
doi: 10.3389/fpubh.2021.742355






[image: image2]

Disparities in Hepatocellular Carcinoma Survival by Insurance Status: A Population-Based Study in China

Jing Wu1,2*, Chengyu Liu1,2 and Fengmei Wang3*


1School of Pharmaceutical Science and Technology, Tianjin University, Tianjin, China

2Center for Social Science Survey and Data, Tianjin University, Tianjin, China

3The Department of Gastroenterology and Hepatology, Tianjin Third Central Hospital, Tianjin, China

Edited by:
Yi Guo, University of Florida, United States

Reviewed by:
Hui Shao, University of Florida, United States
 Wei Wang, Merck, United States

*Correspondence: Jing Wu, jingwu@tju.edu.cn
 Fengmei Wang, wangfengmeitj@126.com

Specialty section: This article was submitted to Life-Course Epidemiology and Social Inequalities in Health, a section of the journal Frontiers in Public Health

Received: 16 July 2021
 Accepted: 29 September 2021
 Published: 05 November 2021

Citation: Wu J, Liu C and Wang F (2021) Disparities in Hepatocellular Carcinoma Survival by Insurance Status: A Population-Based Study in China. Front. Public Health 9:742355. doi: 10.3389/fpubh.2021.742355



Objective: Health disparities related to basic medical insurance in China have not been sufficiently examined, particularly among patients with hepatocellular carcinoma (HCC). This study aims to investigate the disparities in HCC survival by insurance status in Tianjin, China.

Methods: This retrospective analysis used data from the Tianjin Basic Medical Insurance claims database, which consists of enrollees covered by Urban Employee Basic Medical Insurance (UEBMI) and Urban and Rural Resident Basic Medical Insurance (URRBMI). Adult patients newly diagnosed with HCC between 2011 and 2016 were identified and followed until death from any cause, withdrawal from UEBMI or URRBMI, or the latest data in the dataset (censoring as of December 31st 2017), whichever occurred first. Patients' overall survival during the follow-up was assessed using Kaplan-Meier and extrapolated by six parametric models. The hazard ratio (HR) and 95% confidence intervals (CI) were calculated with the adjusted Cox proportional hazards model including age at diagnosis, sex, baseline comorbidities and complications, baseline healthcare resources utilization and medical costs, tumor metastasis at diagnosis, the initial treatment after diagnosis and antiviral therapy during the follow-up.

Results: Two thousand sixty eight patients covered by UEBMI (N = 1,468) and URRBMI (N = 570) were included (mean age: 60.6 vs. 60.9, p = 0.667; female: 31.8 vs. 27.7%, p = 0.074). The median survival time for patients within the UEBMI and URRBMI were 37.8 and 12.2 months, and the 1-, 3-, 5-, 10-year overall survival rates were 63.8, 50.2, 51.0, 33.4, and 44.4, 22.8, 31.5, 13.1%, respectively. Compared with UEBMI, patients covered by URRBMI had 72% (HR: 1.72; 95% CI: 1.47–2.00) higher risk of death after adjustments for measured confounders above. The survival difference was still statistically significant (HR: 1.49; 95% CI: 1.21–1.83) in sensitivity analysis based on propensity score matching.

Conclusions: This study reveals that HCC patients covered by URRBMI may have worse survival than patients covered by UEBMI. Further efforts are warranted to understand healthcare disparities for patients covered by different basic medical insurance in China.

Keywords: hepatocellular carcinoma, survival, health disparities, insurance, China


INTRODUCTION

Primary liver cancer is the sixth commonly diagnosed cancer and the third leading cause of cancer death worldwide, with about 905,667 new cases and 830,180 deaths in 2020 (1). China is the most afflicted country with almost half of global newly diagnosed patients and fatalities (410,038 new cases and 391,152 deaths in 2020) (2). Moreover, the prognosis for Chinese with primary liver cancer is inferior than other countries and regions, with a 5-year survival probability of only 14.1% (3). Hepatocellular carcinoma (HCC) accounts for ~90% of all local primary liver cancer, followed by intrahepatic cholangiocarcinoma amongst other types (4). Effective HCC treatment options, depending on the tumor stage and the underlying liver function, include hepatectomy, liver transplantation, transarterial chemoembolization (TACE), ablation, radiotherapy, and systemic therapies. Previous studies have indicated that patients with cancer may alter treatment options to reduce the out-of-pocket expenses and ease their financial burden (5).

Health insurance positively affects cancer diagnostics and treatments as it decreases patients' financial burden (6, 7). A previous study reported that patients with no insurance were more likely to be diagnosed at an advanced stage for all cancers when compared to those with private insurance (7). Furthermore, many studies have claimed that insurance status might be an important prognostic factor because of its impact on access to health care (8–18). Two studies have reported that Medicare or commercial insurance, compared with Medicaid or no insurance, were associated with improved HCC survival in the United States (15, 16). This association was declared in several other cancers, such as breast, lung, colorectal, bladder, multiple myeloma, and follicular lymphoma (9–14). However, the relationship between insurance status and cancer survival has not been extensively studied in China.

As the largest developing country, China has launched basic medical insurance schemes in the 1990s. After more than ten years of development, near-universal health insurance coverage was achieved in 2011, which consisted of three schemes: Urban Employee Basic Medical Insurance (UEBMI) for enrollees; Urban Resident Basic Medical Insurance (URBMI) for children, students and other unemployed adult residents living in urban areas; and New Rural Cooperative Medical Scheme (NRCMS) for all residents living in rural areas (19, 20). As these three insurance schemes were initially designed for individuals with different affordability of healthcare services based on their financial situation, benefits packages were quite different. Compared with UEBMI, patients enrolled in URBMI or NRCMS were underinsured which meant that they had lower reimbursement rate and limited coverage (20). In 2016, the URBMI and NRCMS were merged to form the Urban and Rural Resident Basic Medical Insurance (URRBMI) to improve administrative efficiency (19). URRBMI and UEBMI covered 13.61 billion inhabitants accounting for 96.4% of the total Chinese population in 2020 (21). However, the differences in benefits packages still exist between the current two basic medical insurances in China (21).

So far, only two studies have reported the disparities in cancer survival related to basic medical insurance in China (22, 23). One study revealed that non-small cell lung cancer patients enrolled in insurance plans with higher reimbursement rate or broader coverage (UEBMI or Free Medical Care) had better survival rates than those with inadequate insurance (uninsured or NRCMS) (22). The other study suggested that underinsured patients (NRCMS) faced a higher risk of breast cancer-specific mortality (23). However, the relationship between basic medical insurance and HCC survival was not reported.

Tianjin, one of the four municipalities in China, is the largest coastal city located in the Northern part of mainland China, and ranks 7th among all 31 provinces/municipalities regarding Gross Domestic Product per capita (GDP). In addition, Tianjin is the first provincial-level region that have achieved the integration of URBMI and NRCMS schemes in China and has established a relatively comprehensive basic medical insurance system. By 2020, there were about 11.64 million enrollees (UEBMI: 6.18 million, URRBMI: 5.46 million) in the northern municipality (24). This study aims to investigate the disparities in HCC survival by insurance status in Tianjin, China.



MATERIALS AND METHODS


Data Source

This population-based study was conducted on data obtained from the Tianjin Basic Medical Insurance claims database (2008–2017), which consists of enrollees covered by UEBMI and URRBMI. The database consisted of inpatient, outpatient and pharmacy services claims. Enrollment history, patient demographics (age, sex, working status), dates of service, diagnoses, information on medical prescriptions and procedures, and related costs were recorded in this database. International Statistical Classification of Diseases and Related Health Problems 10th Revision (ICD-10) codes and medical records were used to identify the disease diagnoses. In addition, all-cause mortality information was included in a separate dataset, which could be linked by patients' unique identification number. This study was exempted from applying for ethical approval by the Safety and Ethics Committee of the School of Pharmaceutical Science and Technology, Tianjin University.



Study Population

Males and females, aged over 18 years, with a first discharge diagnosis or outpatient diagnosis of HCC (defined as ICD-10 code C22.0, supplemented by Chinese descriptions), between January 1st 2011 and December 31st 2016, were eligible for inclusion. According to the insurance at the time of diagnosis, patients were grouped into two categories, UEBMI and URRBMI. The date of the first recorded HCC diagnosis was defined as the index date, and the 12 months before the index date was defined as the baseline period. Patients who were not continuously enrolled in the UEBMI or URRBMI during the 12 months prior to the index date, and patients who had history of any malignant neoplasm during the baseline period, were excluded. The cohort was followed until death from any cause, withdrawal from UEBMI or URRBMI, or the latest data in the dataset (censoring as of December 31st 2017), whichever occurred first. All patients in this study were continuously enrolled in only one type of insurance (UEBMI or URRBMI) during the whole study period, including the baseline and follow-up periods.



Outcomes Measures

Overall survival, measured in months, was calculated from the index date to the date of death, December 31st 2017, or the last enrollment date, whichever occurred first. Survival for patients still alive at the end of their follow-up period were censored.



Covariates of Interest

The primary covariate of interest was the insurance status, which was described as UEBMI or URRBMI. Additional covariates of interest included the following: age at diagnosis (categorized as 18–44, 45–54, 55–64, 65–74, or >75 years), sex (male or female), baseline healthcare resources use and medical costs (any hospitalizations, average length of stay per hospitalization, any outpatient visits and total direct medical costs), baseline Charlson Comorbidity Index (CCI) score [computed using an algorithm provided by Quan et al. (25)], liver comorbidities and complications (including hepatitis, liver cirrhosis, fatty liver, alcoholic liver, liver failure, as well as portal hypertension, hepatorenal syndrome, ascites, esophageal variceal bleeding, hepatic encephalopathy, jaundice, and primary peritonitis), tumor status at diagnosis (metastasis or not) and initial treatment after diagnosis which may represented the severity of the disease to some extent and was broadly categorized as curative surgery (including hepatectomy and liver transplantation), non-curative surgery (including TACE and ablation), or no surgery. The ICD-10 codes used for the identification of liver comorbidities and complications were listed were reported in the Supplementary Table S1. In addition, antiviral therapy was considered since it could significantly improve the liver function of HCC patients (26, 27). Patients who had at least two prescriptions of antiviral medication during the follow-up period were defined as receiving antiviral therapy.



Statistical Analysis

Descriptive statistics were performed to estimate the patients' characteristics for the UEBMI cohort, the URRBMI cohort and all patients. The t-test and the chi-squared test were employed for continuous variable and categorical variables, respectively, to determine the significant differences in characteristics between the two cohorts.

Patients' overall survival during the follow-up period was estimated by the Kaplan-Meier method and compared with a log-rank test. The hazard ratio (HR) and 95% confidence intervals (CI) were calculated with adjusted Cox proportional hazards models. Age at diagnosis, sex, baseline healthcare resources utilization and medical costs were adjusted in the Model A. CCI score and baseline liver comorbidities and complications were additionally included in Model B on the basis of Model A. Model C was adjusted for tumor metastasis at diagnosis and initial treatment after diagnosis as the proxy of the severity of HCC on the basis of Model B. Model D was carried out with additional adjustment for antiviral therapy during the follow-up aiming at excluding the effect of non-anticancer therapy on HCC survival. The proportionality hazards assumption was tested by the Schoenfeld residual method. As the initial treatment may violate the proportionality assumption, the Model C and Model D were stratified by initial treatment (28). In addition, the Cox models were also adjusted for the calendar year; however, due to violating the proportionality assumption and the lack of statistically meaningful differences, it had not been included in the final model.

The lifetime survival beyond the follow-up period for the UEBMI cohort, the URRBMI cohort, and all patients were estimated by extrapolating the Kaplan-Meier survival curves. Six distributions for the parameters were considered, including Exponential, Weibull, Gompertz, Log-logistic, Log-normal and Generalized gamma. The lifetime in this study was defined as 100 years old based on the average life expectancy of Tianjin residents (81.79 years old in 2019) (29). The Log-normal model fitted better than other parameter distributions for all cohorts based on the assessment using Akaike's information criterion (AIC), Bayesian information criterion (BIC), and the visual inspection method (Supplementary Table S2, Supplementary Figures S1–S3). As the suboptimal distribution, Generalized gamma models were used for sensitivity analysis (Supplementary Figure S4).

In addition, to minimize potential bias, propensity scores were calculated by multivariate logistic regression including age, sex, CCI score, liver comorbidities and complications, tumor metastasis at diagnosis, as well as baseline healthcare resources utilization and medical costs (Supplementary Table S3). Two matched cohorts were identified using one-to-one nearest neighbor matching without replacement, with a caliper of 0.0008. Sensitivity analysis based on the cohorts after matching was performed to assess the robustness of the results.

The significant level was defined as two-sided alpha = 0.05. All statistical analyses were performed using Stata statistical software (version 13.0; StataCorp, College Station, Texas).




RESULTS


Baseline Characteristics

A total of 2,068 patients newly diagnosed with HCC were identified, of which UEBMI covered 1,468 and 570 were covered by URRBMI (Figure 1). The mean age of the total cohort was 60.7 years (UEBMI vs. URRBMI: 60.0 vs. 60.9, p = 0.667), with 30.7% females (UEBMI vs. URRBMI: 31.8 vs. 27.7%, p = 0.074). Compared with patients covered by UEBMI, those in the URRBMI cohort tended to use fewer healthcare resources (including shorter length of stay per hospitalization and fewer outpatient visits) with lower related medical costs during the baseline period and were with lower CCI scores, but were more likely to be diagnosed with severe liver diseases such as decompensated cirrhosis, liver failure and ascites (Table 1).


[image: Figure 1]
FIGURE 1. Sample selection flowchart. UEBMI, Urban Employee Basic Medical Insurance; URRBMI, Urban and Rural Resident Basic Medical Insurance; HCC, hepatocellular carcinoma.



Table 1. Baseline characteristics for patients with HCC.

[image: Table 1]



Short-Term Survival of HCC Patients

During the follow-up period (mean: 25.9 months, median: 16.7 months), 783 and 297 deaths were observed in the UEBMI and the URRBMI cohorts (52.3 vs. 52.1%, p = 0.947, Supplementary Table S4). 1-, 3-, 5-year overall survival rates among patients covered by UEBMI were 63.8, 51.0, and 44.4%, compared with 50.2, 33.4, and 22.8% among patients covered by URRBMI (p < 0.001; Table 1, Figure 2). There were also statistically significant differences in overall survival among patients in different subgroups (age of 18–44 vs. 45–54 vs. 55–64 vs. 65–74 vs. ≥75; male vs. female; CCI score ≤ 4 vs. CCI score >4; non-cirrhosis vs. compensated cirrhosis vs. decompensated cirrhosis) based on Kaplan-Meier methods and log-rank tests (Supplementary Figure S5). In addition, 1-, 3-, 5-year overall survival rates for all patients with HCC were shown in Table 2.


[image: Figure 2]
FIGURE 2. Kaplan-Meier survival curves for patients with HCC during the follow-up period. UEBMI, Urban Employee Basic Medical Insurance; URRBMI, Urban and Rural Resident Basic Medical Insurance; HCC, hepatocellular carcinoma.



Table 2. Patients' overall survival during the follow-up period.

[image: Table 2]

In the multiple Cox proportional hazards model that adjusted for measured confounders (Table 3), patients covered by URRBMI had a 72% higher risk of death than those covered by UEBMI (HR: 1.72; 95% CI: 1.47–2.00). Compared with adult patients younger than 45 years old, there was worse survival among patients who were at least 45 years old (45–54 years, HR: 1.79; 95% CI: 1.23–2.59; 55–64 years, HR: 2.45; 95% CI: 1.72–3.49; 65–74 years, HR: 3.43; 95% CI: 2.40–4.89; ≥75 years, HR: 5.25; 95% CI: 3.66–7.53). Moreover, male patients had a higher risk of death than females (HR: 1.74; 95% CI: 1.51–2.00). In addition, some factors also appeared to be associated with decreased or increased survival in the multiple Cox model, including compensated cirrhosis (HR: 1.34; 95% CI: 1.12–1.60), decompensated cirrhosis (HR: 1.85; 95% CI: 1.54–2.21), baseline outpatient visit (HR: 2.01; 95% CI: 1.72–2.34), tumor metastasis (HR: 2.58; 95% CI: 2.19–3.04), fatty liver disease (HR: 0.66; 95% CI: 0.48–0.91), antiviral therapy (HR: 0.52; 95% CI: 0.43–0.62). In addition, the results of the Model A, Model B and Model C with adjustment for fewer variables were shown in Supplementary Table S5.


Table 3. Multivariate analysis for overall survival in patients with HCC.
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Lifetime Survival of HCC Patients

Based on the total cohort's mean age (60.7 years old), overall survival curves were extrapolated to 40 years (i.e., 480 months) after the diagnosis of HCC to cover the lifetime horizon (Figure 3). The 10-year survival rates among the total cohort, the UEBMI cohort and the URRBMI cohort were 27.1, 31.5, and 13.1%, respectively. The results using Generalized gamma models did not vary significantly from those observed in the Log-normal models (Supplementary Figure S6).


[image: Figure 3]
FIGURE 3. Log-normal projection survival curves for patients with HCC during the lifetime. UEBMI, Urban Employee Basic Medical Insurance; URRBMI, Urban and Rural Resident Basic Medical Insurance; KM, Kaplan-Meier; HCC, hepatocellular carcinoma.




Sensitivity Analysis

The survival difference was reduced but still statistically significant (URRBMI vs. UEBMI, HR: 1.49; 95% CI: 1.21–1.83) in the two cohorts after propensity score matching. Baseline characteristics, Kaplan-Meier survival curves and multiple Cox proportional hazards models for the two cohorts after matching were reported in the supplementary (Supplementary Tables S3, S6, Supplementary Figure S6).




DISCUSSION

To the best of our knowledge, this is the first study to investigate the disparities in HCC survival by basic medical insurance in China as well as the first study to examine the discrepancies between UEBMI and URRBMI. In this population-based study, we found evidence of disparities in HCC survival by insurance status; the patients enrolled in URRBMI might have a higher risk of death than those enrolled in UEBMI whether during the follow-up period or over their lifetime.

Similar results were found in previous studies. In a study based on the data derived from Beijing Cancer Registry, underinsured (uninsured or NRCMS) patients with non-small cell lung cancer had shorter cancer-specific survival than well-insured (UEBMI or Free Medical Care) individuals (HR: 1.24; 95% CI: 1.03–1.49; P = 0.021) after adjusting for age, sex, cancer stage, smoking status, family history and residential area (22). Another study based on the Breast Cancer Information Management System in Sichuan West China Hospital has also suggested that patients covered by rural schemes (i.e., NRCMS) faced a higher risk of breast cancer-specific mortality (HR: 1.29; 95% CI: 1.00–1.65; P = 0.046) than those covered by urban schemes (URBMI, UEBMI, and/or commercial insurances) when adjusted for age, calendar year at diagnosis, ethnic group, education level, marital status, comorbidity, tumor characteristics (for example, histological type, hormone receptor status, tumor stage) and treatment (23). Compared with the previous studies, the HR of death for UEBMI and URRBMI cohorts in this study was larger (primary analysis: HR: 1.72; 95% CI: 1.47–2.00; sensitivity analysis HR: 1.49; 95% CI: 1.21–1.83). A possible reason might be that variables related to socioeconomic status (SES), such as educational level, income, and work status, were not sufficiently considered in this study. Enrollees in UEBMI always have a relatively higher SES and may pay close attention to health status, get more cancer screenings, and have full access to medical treatment. Additionally, some studies have also demonstrated that lower SES was associated with worse HCC-specific survival (30–32). Furthermore, previous studies examining the relationship between insurance and survival in other countries also have shown that patients with a good insurance status have better survival than those with poor insurance status, not only among HCC patients, but also among many other cancers (8–18).

Several mechanisms may contribute to the observed disparities in HCC survival between UEBMI and URRBMI. Firstly, patients with poor benefit packages are likely to have less access to healthcare (33). In this study, patients in the URRBMI cohort used fewer healthcare resources during the baseline period and had lower CCI scores. However, it did not mean that patients covered by URRBMI were in better health status, because they were found to be more likely to have some sorts of severe liver diseases including decompensated cirrhosis, liver failure and ascites during the baseline period. In addition, previous studies have reported that patients with inadequate insurance tended to receive cancer screening less frequently and were more likely to have an advanced stage of malignancy at diagnosis, which may be related to worse survival (22, 23, 34, 35). Even without the tumor stage variables in the database, this study showed that more patients in the URRBMI cohort had metastasized at diagnosis (Supplementary Table S7). In addition, when tumor metastasis at diagnosis and initial treatment after diagnosis were adjusted in the model, HR decreased from 2.14 (95% CI: 1.84–2.49, Model B) to 1.86 (95% CI: 1.59–2.16, Model C), which suggests that the survival disparity between UEBMI and URRBMI may exist before diagnosis (Supplementary Table S5). Secondly, the insurance status may also impact the treatment options, especially for uncovered therapies or with higher out-of-pocket expenses. Disparities in treatment by insurance status have been observed in the United States, with privately insured patients with HCC consistently being more likely to receive hepatectomy (35, 36). Some studies indicated that cancer patients with lower reimbursement rates were less likely to receive adjuvant chemotherapy and postoperative radiation therapy and were less likely to afford the high out-of-pocket expenses for an emerging therapy that significantly improved survival (e.g., targeted agents and immune agents) in China (23, 37). Herein, there were 11.7, 26.7, 61.6% and 11.6, 29.8, 58.6% patients with curative surgery, non-curative surgery, and no surgery for HCC patients in the UEBMI and the URRBMI cohorts, respectively (P = 0.356; Supplementary Table S7). There was no significant difference in receiving surgery between the two cohorts. Still, the preoperative and postoperative adjuvant therapy was not further analyzed due to insufficient power. Sorafenib was the only emerging drug approved for advanced HCC during the study period, but the basic medical insurance had not covered it by December 2017. Therefore, we could not examine whether more HCC patients enrolled in UEBMI had been treated with Sorafenib. In addition, the insurance status can be an indicator for health consciousness, health habits or socioeconomic status in this study, which might contribute to the survival (37, 38).

To understand the potential mechanisms contributing to the observed disparities in HCC survival, some additional analyses on the relationship between reimbursement rate (defined as the anti-cancer medical costs paid by basic medical insurance divided by the anti-cancer total costs in the insurance coverage) and HCC survival had been conducted. When the reimbursement rate was additionally adjusted in Model D, the HR of insurance type (URRBMI vs. UEBMI) decreased from 1.49 (95% CI: 1.21–1.83) to 1.42 (95% CI: 1.13–1.79) among matched cohorts (see Supplementary Table S8), which suggests that small part of the disparity in survival between UEBMI and URRBMI may be attributed to reimbursement rate. But further research is warranted to clarify the mechanisms by which health insurance affects survival.

Some factors also appeared to be associated with HCC survival in this study, consistent with previous studies. The risk of death increased with age, and patients who were 45 years old or older had a significantly higher risk of death than those younger than 45 years old. Males with HCC had worse survival than females, which was well-established in a previous study recruiting Americans (15, 39). Liver cirrhosis including compensated cirrhosis and decompensated cirrhosis were also related to the decreased survival, which was demonstrated among patients with HCC in Taiwan, China (40). Notably, some studies have indicated that hepatitis and liver cirrhosis are risk factors for HCC, and chronic hepatitis might lead to cirrhosis and then to HCC or other types of liver cancer. About 45% of patients had hepatitis (mainly HBV and HCV) or cirrhosis, respectively, before being diagnosed with HCC in this study. Therefore, regular screening and monitoring for patients with hepatitis or cirrhosis may contribute to the earlier diagnosis and better survival.

Antiviral therapy was also found to be associated with increased survival. To be mentioned, there were about 44.1 and 44.9% of patients in UEBMI and URRBMI cohorts with hepatitis during the baseline period, but the proportion of patients taking antiviral therapy were only 22.6 and 9.3% during the follow-up period (Supplementary Table S7). It is possible that some patients were cured during the baseline period. Still, HCC patients with hepatitis in the URRBMI cohort were less likely to receive antiviral treatment than those in the UEBMI cohort. Literature also reported that some antiviral regimens had better efficacy but were more expensive, and the benefits of these new antiviral regimens might not be accessible to all patients (41). Fatty liver disease was also associated with increased survival in the primary analysis (HR: 0.66; 95% CI: 0.48–0.91), but the association attenuated in the sensitivity analysis (HR: 0.54; 95% CI: 0.26–1.11). As fatty liver is a disease with no apparent clinical symptom, patients with URRBMI were more likely undiagnosed based on the discussion above. Therefore, the impact of fatty liver showed by the primary analysis might be biased. In addition, as there were no tumor stage variables in the database, we examined the tumor metastasis at diagnosis in the multiple Cox models, which was demonstrated to be associated with decreased HCC survival. Our findings highlight the importance of early screening and diagnosis for high-risk individuals.

Furthermore, this is also the first study to examine the survival of patients with HCC in mainland China. The median survival time was 31.0 months, which was similar to that of the Chinese patients in the U.S. (34.0 months) (42). The 1-, 3-, 5-, 10-year overall survival rates in this study were 60.6, 47.3, and 40.3%, respectively, which were slightly lower than in Taiwan, China (71.68, 57.14, and 47.82%) (40).

There are also some limitations to this study. Firstly, this study was conducted based on the Basic Medical Insurance claims database in Tianjin. The disparities in benefit packages by UEBMI and URRBMI may differ from those in other provinces. However, compared with UEBMI, patients enrolled in URRBMI continuously suffer from poorer benefit packages in almost all regions of China. Therefore, the results presented in this study, to a certain degree, could reflect the disparities in HCC survival by basic medical insurance in China. Secondly, this study did not examine the HCC-specific survival due to a lack of related information in the database. Nevertheless, studies that examined both cancer-specific survival and all-cause survival have reported similar results for the two outcome measures (15, 23). Thirdly, the database does not collect data on clinical characteristics (e.g., tumor stage), health behaviors (e.g., smoking, drinking), SES (e.g., education, income, work status) and private insurance. These factors likely differ between patients enrolled in UEBMI and URRBMI, especially SES and private insurance. If we were able to control for these factors, the HR of death for UEBMI and URRBMI cohorts in this study might decrease. Lastly, emerging therapies (i.e., Sorafenib) and some other prognostic factors (e.g., time to treatment, the preoperative and postoperative adjuvant therapy, complications related to the therapy and the treatment) related to treatment were not included, which might have an impact on HCC survival. Future studies using richer information on clinical characteristics, treatments, and SES are warranted to understand better the HCC survival disparities examined in this study.



CONCLUSION

This study reveals that HCC patients covered by URRBMI may have worse survival than patients covered by UEBMI. Further efforts are warranted to understand healthcare disparities for patients covered by different basic medical insurance in China.
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Physiatry is a medical specialty focused on improving functional outcomes in patients with a variety of medical conditions that affect the brain, spinal cord, peripheral nerves, muscles, bones, joints, ligaments, and tendons. Social determinants of health (SDH) play a key role in determining therapeutic process and patient functional outcomes. Big data and precision medicine have been used in other fields and to some extent in physiatry to predict patient outcomes, however many challenges remain. The interplay between SDH and physiatry outcomes is highly variable depending on different phases of care, and more favorable patient profiles in acute care may be less favorable in the outpatient setting. Furthermore, SDH influence which treatments or interventional procedures are accessible to the patient and thus determine outcomes. This opinion paper describes utility of existing datasets in combination with novel data such as movement, gait patterning and patient perceived outcomes could be analyzed with artificial intelligence methods to determine the best treatment plan for individual patients in order to achieve maximal functional capacity.

Keywords: big data, physical function, outcomes, physiatry, physical medicine and rehabilitation, social determinants of health


INTRODUCTION

Physical medicine and rehabilitation, or physiatry, is a specialty that treats medical conditions affecting the brain, spinal cord, peripheral nerves, joints, muscle, bone, tendons and ligaments. The main treatment goal of physiatry is to maximize function and independent living. Physiatry care spans the entire continuum of health care from consultation in the acute care hospital to post-acute inpatient rehabilitation, home health, outpatient, and community re-integration. Patients move through these levels of care as they gain functional independence or have a need for ongoing care (Figure 1). Patients enter the healthcare system at different “starting points” in the care spectrum. At each phase of care and transition, physiatrists coordinate patient care and make critical decisions regarding rehabilitation needs based on medical status and functional progress. This decision-making is made more complex by the wide diversity of patient types, socioeconomic backgrounds, medical conditions, injury complexity, and patient-family perception of needs.


[image: Figure 1]
FIGURE 1. Overview of possible patient pathways through the spectrum of physiatric care and variation of medical data sources and SDH captured and stored across rehabilitation settings.


Social determinants of health (SDH) are various social and economic factors, including education, healthcare access, and community support, which can impact health status and health outcomes (1). SDH guide resource allocation, discharge planning, access to outpatient rehabilitation services and other therapeutic interventions and progress assessment. However, despite their potential impact, SDH data are notoriously poorly collected and coded in the electronic health record (EHR) (2) which makes assessing their impact post-hoc challenging. Furthermore, specific SDH can contribute to disparities in outcomes among patient subgroups (3, 4). For example, SDH, including educational attainment, housing and living environment, and social support, influence rehabilitation outcomes with various post-acute conditions such as stroke (5–14), spinal cord injury (SCI) (15, 16), traumatic brain injury (TBI) (17–21), amputation (22–24), and chronic conditions such as osteoarthritis (25), chronic pain (26), and cardiopulmonary disease (27).

Due to wide availability of therapies and interventions, it is challenging for physiatrists to determine which patient subgroups will achieve the best outcomes. This challenge may be met through exploration of big data and artificial intelligence techniques. Presently, machine learning and artificial intelligence are not commonly used in this field to predict outcomes, but should be. We propose a critical reappraisal of data collection methods and development of a “biopsychosocial model” (28) that includes SDH and physical functional measures. In this opinion and perspective paper, we present: (1) SDH driving functional outcomes; (2) available big datasets relevant to physiatry and possible artificial intelligence application; and (3) new measurement and analysis methods that could improve care pathway mapping and functional outcomes in physiatry. The search terms “social determinants of health,” “big data,” “electronic health record,” “physiatry,” “rehabilitation,” “physical medicine and rehabilitation” were used to identify relevant articles discussed herein. All relevant articles were reviewed and representative articles that included the main patient populations treated in physiatry are presented next.



SOCIAL DETERMINANTS OF HEALTH ON PHYSIATRY CARE PATHWAYS

SDH are vital to collaborative short and long-term goal setting with the patient and family, with establishing home safety parameters, setting expectations for rate and type of functional gains, and reintegration into social-vocational roles. In the outpatient setting, SDH affects symptom progression, mental health, social functioning and access to the amount or type of services obtained for a given diagnosis (29). Commonly measured SDH each care setting are summarized in Supplementary Table 1.


Acute Care Setting

In acute care, SDH are reviewed that could impact referral decisions and admissions into post-acute care. The decision to refer is described as “subjective” (30), yet referral of patients to the appropriate level of care ensures equitable access (31). Limiting or delaying access to services after severe injuries such as stroke or TBI can worsen functional disability and related outcomes27 and contributes to health disparities. For many conditions, early intensive rehabilitation can optimize functionality and re-engage patients back into life. SDH that affect referral to post-acute services include gender, race (29, 32), age, payor source (32), place of living (community alone, community with others, nursing home) (30), social support or living status, and geographic region (23). For medically-complex conditions, such as dysvascular amputation, inpatient rehabilitation referrals occur more often when the patient is married, has Medicaid and lives in a city; older, unmarried patients with history of nursing home residence are more often referred to skilled nursing facilities (SNF) (23). Patients with knee or hip arthroplasty may enter the rehabilitation pathway in post-acute care or outpatient settings depending on SDH, including age, gender and availability of caregiver at home. Younger patients and those with more family support are commonly referred to less intensive care settings (33). Among patients with hip fracture or joint replacement, SNF placement was more common in those with no insurance, Medicaid, and those who were Hispanic or black. SNFs are associated with less rigorous rehabilitation compared to an inpatient rehabilitation hospital (34, 35). Thus, a key transition at which functional outcomes is impacted is discharge to the next setting.



Post-acute Care Setting

The post-acute care setting shapes functional and clinical outcomes by rehabilitation prescription (type and volume of therapies). Inpatient rehabilitation hospitals are required to provide physician management at least 3 days per week, 24 h nursing care and at least 3 h of intensive rehabilitation therapy five times a week. Differences exist in the delivery of occupational, physical and speech-language therapy among post-acute settings for treatment of the same diagnosis (36). Gains in mobility and self-care are frequently better after inpatient rehabilitation compared to SNF (36, 37). Unfavorable outcomes in post-acute settings include long rehabilitation hospital stays, slow trajectory to achieve functional milestones (mobility, various activities), small functional gains, discharge to long-term care and acute care readmission. In general, worse outcomes occur with advanced age (15, 38–40), non-white race (19, 41), insurance type (42), less family support or living alone (23, 32, 40). Older patients are less able to engage in intensive rehabilitation therapies for SCI or hip fracture (3, 15). Some SDH, such as gender, have differential effects on rehabilitation outcomes. Specifically, female gender is associated with higher odds of discharge to home (43) and better supervision-level only status for more functional activities than men after stroke by discharge (10, 43, 44), but females demonstrate lower efficiency of functional improvement during rehabilitation than males after knee arthroplasty (45).

Readmission to acute care is differentially affected by SDH in different settings. For patients with knee arthroplasty receiving care in an inpatient rehabilitation hospital, advanced age and non-white race increased the odds for 90-day readmission (35). However, age, gender, race, marital status and living arrangement did not predict hospital readmissions for patients in a SNF, but medical conditions such as congestive heart failure did (46). Other evidence shows that patients with SCI are more likely to be readmitted multiple times if unemployed, female, have Medicaid (16, 47) or if rehabilitation was provided in a SNF (48). SDH in the context of the diagnoses and rehabilitation exposure will be important in future analytic methods for outcome prediction.



Reintegration Back Home

Successful community reengagement includes social, leisure, instrumental, vocational, school or volunteer participation. For some diagnoses like stroke, reengagement in community activities and self-care is best predicted by a supportive living situation (49, 50). In patients with TBI, community reintegration is complex, and strength of associations between SDH and outcomes vary widely. Scoping reviews found that white race, higher education, employment, level of disability and mood/affect contribute to reintegration (51). Conversely, poor housing is a risk factor for moderate-to-severe disability after hospital discharge for stroke (52). SDH are critical in the success of personal and societal engagement over the long-term.



Outpatient Setting

Common musculoskeletal conditions, such as arthritis and chronic back pain, disproportionately affect people who are non-white (black, Hispanic), older, have less than a high school level of education, low annual income, single, unemployed, and/or living in inner cities or rural areas (53–55). Job positions requiring more craft skills than managerial-professional skills are strongly related to back pain (56). Prospective evidence shows that pain symptom severity and disability are worse over time among non-white, less-educated individuals (26, 56, 57) and those with less social support (24). Neighborhood location and resources may influence effectiveness of long-term care for people in different geographical areas. For example, people with knee osteoarthritis who live in safe areas with better social cohesion and have resources for participation in physical activity have better mental health (25), which may improve health outcomes overall. In a mixed sample of individuals with stroke, cardiopulmonary disease and arthritis, social identification (social group membership in the community) fostered feelings of self-efficacy and confidence, which reduced disability (27). Our understanding of SDH effects on functional outcomes across all settings could be improved with the study of additional determinants related to rehabilitation access, quality and effectiveness. Additional determinants required to fully understand functional outcome trajectories are in Supplementary Table 1.




LEVERAGING BIG DATA AND EXPANDING MACHINE LEARNING IN PHYSIATRY

An exciting opportunity to improve prediction of functional improvement exists through the use of artificial intelligence. Based on existing evidence and state of the science, various machine learning algorithms already helped create predictive equations for standard functional measures after inpatient rehabilitation for stroke: Functional Independence Measure (FIM), 10-m walk test, 6-min walk test and Berg Balance Scale (58). Moreover, machine-learning modeling predicted 30-day hospital readmissions after discharge to post-acute care, using patient SDH and other characteristics (59).


Existing Datasets

Current datasets used in physiatry contain a mixture of institutional data obtained by EHR extraction. Specific registries and administrative datasets each have advantages and disadvantages, described Supplementary Table 2. Often, breadth, detail and consistency of data are sacrificed. Outcomes in PM&R are focused on functional outcomes rather than survival, and tracking and recording these data remains a major challenge to expanding datasets.

Many physiatry-specific datasets are focused on specific conditions, such as stroke or osteoarthritis, and contain limited SDH data (Supplementary Table 3). One of the more generalized datasets is the Uniform Data System for Medical Rehabilitation which has existed for almost 30 years and is used by approximately 70% of inpatient rehabilitation facilities in the U.S. and contains FIM data before, during and after completed rehabilitation (60). Similarly, the Model Systems for Burn, TBI and SCI have been in use over 20 years, and gather social, psychologic, functional data and patient outcomes (61). More recently, datasets are being developed which examine patient-reported outcomes for benchmarking Medicare payments. These include the American Academy of Physical Medicine and Rehabilitation registries (for low back pain, ischemic stroke), and the American Spine Registry created by the American Association of Neurologic Surgeons and American Academy of Orthopedic Surgeons (62, 63). SDH tend to be limited to age, gender, race/ethnicity, insurance type, housing situation and discharge location. This highlights the need to expand data collection to create better predictive models. Non-specific datasets (Supplementary Table 3) typically contain the “easy-to-collect” SDH like age, gender, race/ethnicity, insurance type, living situation (housing type, people in household), discharge location and readmissions. Functional status is often assessed by proxy for where the patient was discharged, and readmission to a hospital or another rehabilitation facility (64). Unfortunately, the physical/occupational therapy or rehabilitation type received, and functional performance are generally not present, as seen in the Supplementary Tables 2, 3.



Extraction of SDH, Rehabilitation Components and Key Words

Often, research does not present the rehabilitation elements or different proportions of time spent in specific activities like gait retraining, patient education or activities of daily living (65). The use of large datasets with detailed information about therapeutic activities and outcomes including SDH, functional assessment scores, and patient-reported outcome measures could improve treatment precision and optimize patient success. Natural language processing (NLP), language modeling and word embedding techniques could be used on provider notes to find items from patient interactions or audio files that are related to SDH and functionality (66). For example, NLP can be used to identify which patients are more likely to miss therapy, or functional recovery time could be predicted for resource allocation and treatment planning (67), as well as identify SDH impact on functional progress among physiatric patients.



Non-linear Modeling of Functional Change

Functional recovery in physiatry is rarely a linear process. Patients initiating care at lower functional levels receive more treatment, and more treatment is associated with longer recovery, likely because treatment was resourced according to need (68). This can be addressed by using non-linear modeling using supervised techniques such as non-linear regression, decision trees, non-linear support vector machines and unsupervised techniques like clustering and artificial neural networks (69). For example, non-linear modeling was applied to create a non-linear risk score for stroke which performed better than the Framingham Stroke Risk Score, and we postulate that this approach would also be successful in predicting functional outcomes following stroke or other diseases in the early or later recovery stages (70, 71). Furthermore, the effects of SDH on functional outcomes in physiatry is unlikely to be linear and their inclusion could have protective effects against health plan underpayment for treatment in high-risk vulnerable populations (72). In our view, non-linear modeling methods would help the field better establish which SDH impact which aspects of functionality during each stage of rehabilitation from acute to long-term. These techniques could immediately and positively change how treatment is applied to different patient diagnoses depending on the acuity of the condition. Figure 2 provides a summary of these novel techniques.


[image: Figure 2]
FIGURE 2. Proposed functional and performance metrics and processes to improve prediction of functional trajectories in patients with physiatric diagnoses. SDH, Social determinants of health; AI, Artificial intelligence.





PROPOSED NOVEL MEASUREMENT APPROACHES 194

Several challenges exist with interpretation of functional outcomes in physiatry. First, the level of functional impairment dictates the type and amount physiatry services provided and the long-term outcomes independent from SDH. Second, the health status (defined as comorbid health conditions, personal, social and environmental factors) preceding hospital admission or outpatient visit impacts rehabilitation outcomes. Physical function and mobility are embedded in many health measures, from post-acute care and surgical outcomes, to chronic frailty and disability; these are represented as a domain of human activity in the International Classification of Functioning, Disability, and Health (73). Yet, mobility and other functional activities remain under-studied, and commonly-used medical terminologies do not reflect functional status in the EHR. Health status impacts FIM scores, is linked to SDH and can be used for clinical decision-making or predicting functional outcomes. For example, gender-related differences exist in the health status factors that result in worse functional status after TBI for men (dementia, epilepsy, chronic cardiovascular pathology, mental health disorders) (74). Third, changes in SDH over time are rarely accounted for in physiatry research, a critical flaw that has been a barrier to understanding changes in function with different treatment approaches. Thus, linking SDH longitudinally to patient data and function is the next essential step in advancing treatment precision.


Approach 1. Establishing Functional Level and Health Status Prior to Disease

Physiatrists should have data regarding the patient's general health status and functional level prior to disease onset and be able to use these data to predict the extent of the patient's potential for recovery. These data would ideally be obtained prior to the disease, possibly at prior primary care physician visits or collected data from wearable technology such as FitBit®. Less optimal methods would be surveying the patient and/or their family and friends regarding their estimation of patient functional capacity.



Approach 2. Longitudinal Capture of SDH and Physical Function

The level of function at the start of rehabilitation coupled with health status and SDH, shape the trajectory and time-scale of recovery (58, 68). Supportive evidence includes widening disparities in FIM scores after stroke among white, black and Hispanic patients from rehabilitation to 12 months-post discharge; these different recovery patterns are strongly influenced by age (75). Also, there is population shifting among subgroups of patients undergoing physiatric treatment. Compared to years prior, individuals with non-vascular lower limb amputation today are more cognitively intact, but less physically functional and less able to afford prostheses—all of which can impact functional and clinical outcomes independent of other treatments provided (76). Longitudinal capture of SDH and physical function metrics will dramatically improve interpretation of treatment efficacy, disability fluctuation patterns, hospital readmissions, morbidity risk and mortality over time.



Approach 3. Capturing Movement and Gait Patterns in the EHR

Daily activity metrics that reflect community ambulation and physical activity patterns could be clinically useful to determine real-life functioning in the home and community (77). These metrics could include distance walked, daily step count and intensity of the steps taken; higher intensities are related to lower risk for major mobility disability (78) and predict independent living (79). Commercially-available triaxial accelerometers that produce raw acceleration output (Actigraph, Axivity, GeneActiv) can be used to determine average acceleration, intensity gradient or acceleration above which most active 30 min are captured. These raw data could be uploaded into the EHR on personal medical portals at specific follow-up intervals from the home or clinic.

Movement patterns produced during execution of functional tests provide insight on neuromotor strategies across a diverse range of patients. Gait metrics could be quickly extracted from 2D trajectories of body poses using single camera videos from the sagittal view (computer models available and freely shared) (80). Clinically-meaningful metrics could include gait speed, cadence, gait deviation index and knee flexion. Collection of gait metrics over time as part of routine care, coupled with SDH and clinical measures, would provide a complete picture of the patient experience and success with treatment. For example, lower gait speed was previously associated with age, literacy, and blue collar occupation (81).



Approach 4. Perceived Functional Outcomes and Self Efficacy

Inclusion of measures of perception of physical function and self-efficacy would inform how much functional limitation is modified by thoughts and feelings. Higher self-efficacy (82) directly relates to better community reintegration (83), functionality (24, 82), and independence in conditions such as amputation and osteoarthritis. Patient-perceived function and self-efficacy could be measured through traditional methods such as survey. We propose a new approach of capturing patient experiences through audio recording analysis. We envision a patient portal (accessible through phone or computer) in which patients could record changes in symptoms, pain and functional ability at specific time points after initiation of treatment or follow-up using standardized prompt questions from validated surveys or a diagnosis-specific question set. These audio files could be uploaded as part of the EHR. Additional free talking could supplement standardized responses and the language analyzed for key words that represent changes in well-being that may not otherwise be captured in EHR. These could include state of emotional well-being (such as, “feeling depressed,” “sad”), SDH (including “lost my job,” “retired,” “moved to new area,” “taking care of my husband,” “got married”) and physical function (examples could include “my knee pain is worse,” can't drive anymore'). These methods could improve understanding of functional fluctuations over time in different patient subgroups.




MOVING FORWARD

As we move toward precision medicine, physiatry continues to face unique challenges such as insufficient datasets, difficulty with data access-sharing and lack of SDH and functional outcomes. Physiatry is uniquely positioned to: (1) implement new forms of data collection and integration such as movement and gait patterning, and (2) improve collection of SDH and patient-reported outcomes focusing on function. From a health system-wide perspective, we advocate for a consistent and standardized collection of SDH, health status and functional measures over time for diagnoses commonly treated in physiatry. Sources could include patient EHR, surveys, claims data, smart phone applications and wearable devices. Unique sources of data could include subcategories of race, “area deprivation scores” from the Neighborhood Atlas (84), and census tract data. Using artificial intelligence with the sources proposed here could help establish optimal treatment pathways for different patient subgroups, which in turn could improve preparation at each phase of rehabilitation care and treatment precision.
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This study divided the impact of energy consumption revolution on farmers' happiness into direct and indirect effects. We empirically tested these effects using the Chinese General Social Survey (CGSS) household data in 2015 and the mediation-moderation model. The results showed that: (1) The rural energy consumption revolution has increased the probability of farmers' happiness level by 22.7%. The direct effects with obvious marginal decrement accounted for the main part (over 90%) of the total effect, but the multi-dimensional mediating mechanism was not yet robust. (2) The revolution of rural energy consumption has slightly improved farmers' happiness through the mediating role of increased leisure activities, while the negative impact of increased use-cost on the happiness of low-income farmers was nearly significant. (3) Regional economy, household income, and energy type played negative roles when moderating the above process. To low-income households in the less-developed western region, the total effects were more evident in the aspect of electricity use. Hence, several policy recommendations have been further made, including inclusive energy and strategic synergies.

Keywords: happiness, energy consumption, farmer, China, mediation-moderation analysis


INTRODUCTION

In response to the Fourth Industrial Revolution, the Chinese government has established the “Energy Consumption Revolution (ECR)” as the essential strategy for China's energy development and formulated concrete plans (1). Specifically, the “ECR” refers to the transition from the traditional energy consumption with intensive emission to the modern energy consumption with low emission (2). However, the Revolution has encountered numerous obstacles in the rural areas of China, the root cause is that Chinese rural population accounts for a high proportion (over 40%) of the total population while sparsely populated throughout China. Whether the Revolution can be successfully implemented in rural China, it depends on not only technological innovations, but also the demand for new energy sources from rural residents. It is crucial to continuously increase rural residents' satisfaction and perception of happiness in the Revolution, so as to motivate their active participation (3).

There is a body of scientific literature on rural energy consumption. First, studies have investigated the Energy Revolution and current status of rural energy consumption. Prior research used energy ladder model, energy stacking model and energy wave model to depict the general course of energy transition (4–6). Some researches described how rural energy consumption evolved from biomass energy (e.g., straw and fuelwood) to the new electrical energy sources [e.g., (4, 7)]. Although the consumption of new energy such as electricity and gas is rapidly growing in China, traditional biomass energy consumption still accounts for more than 60% of total energy consumption in rural China (8, 9). In the rural areas of Beijing, Tianjin and Hebei provinces, fuelwood and coal consumption even accounts for more than 70% of total energy consumption (10). Second, the studies investigated the issue of rural energy supply in China showed, although the commercialization of rural energy is developing fast, due to high costs of energy use, limited technological innovation and financial investment, there are still many challenges in sustainably supplying energy in rural China (11). The urgent problems which need to be solved for rural Energy Reform include the severe pollution from cheap coal energy, the high price and low utilization of clean gas and electricity energy, and the high operating cost of biogas (12). Third, after studying the energy demand in rural China, it is found that household income and the price of energy are the two key factors influencing the demand of rural household energy consumption (13–15). As income level rises, the need for energy upgrade increases for those households (16, 17). It has been proposed that the primary goal of China's energy consumption revolution is to achieve “coal-free” and “fuelwood-free” in the rural areas (2).

Prior research has also explored how energy upgrade impacts the socioeconomic and physical environment, as well as how the socioeconomic and physical environment impacts perceived happiness in rural China. Energy upgrade can significantly reduce the time women spend on housework, on the other hand, increase the time they can spend on leisure activities, increase leisure time and allow rural residents to socialize, entertain, and rest, leading to increased happiness (18). Furthermore, the reduction of traditional energy consumption, such as fuelwood and coal, has greatly decreased the emission of air pollutants such as CO2, SO2, and NOx, which improves the air quality in rural China sharply (15, 19). Improvements for living environment can significantly increase farmers' happiness (20). Thereinto, air quality has been proved playing a significant role when impacting, especially on rural residents' happiness (21). However, there were few studies focus on the relationship between energy consumption and happiness in rural China. Considering the recent energy consumption revolution, this study aimed to quantify the impact of energy consumption on farmers' happiness.



MECHANISM ANALYSIS

Based on the analysis framework of mediation and moderation effects in social psychology, we constructed a conceptual model of the mechanism for energy consumption revolution improving farmers' happiness, as shown in Figure 1. The effects of energy consumption revolution on farmers' happiness include direct effect, mediation effect and moderation effect. Thereinto, the mediation effect consists of three dimensions of economy, society and environment, while the moderation effect contains three dimensionalities: region, economic status of respondents and energy type.


[image: Figure 1]
FIGURE 1. The mechanism of energy consumption revolution effect on farmers' happiness.


First, the direct effect refers to that the energy consumption revolution directly improves farmers' happiness. On the one hand, using new energy brings rural residents a more comfortable and convenient life, directly increasing people's sense of contentment and happiness; On the other hand, the installation and use of new energy devices bring farmers a strong 'demonstration effect' and pride among neighborhood (22). Although the impact of material consumption on people's happiness is non-linear (23, 24), the marginal effect brought by energy consumption revolution is often positive, especially for rural residents in regions with relatively backward economy (25).

Secondly, the mediation effect refers to that the rural energy consumption revolution indirectly improves farmers' happiness from three dimensions: economy, society and environment. Thereinto, (1) economic dimension refers to that energy consumption revolution enables farmers to devote more time to work and obtain higher income, thus increasing their sense of contentment and happiness (26, 27); meanwhile, the energy consumption revolution may also have negative economic effects, such as resulting in higher energy use costs which will partly neutralize people's happiness. In this paper, household income and electricity cost were used to represent the mediators of these two aspects respectively. (2) The social dimension refers to the fact that the energy consumption revolution liberates farmers from complicated housework and enables them to enjoy more rest, leisure and entertainment time, thus gaining more sense of happiness (28). Here leisure time was used to proxy this mediator variable. (3) The environmental dimension means that the energy consumption revolution can improve the rural living environment and make farmers get more happiness (19). Here people's satisfaction with living environment is used as an intermediary.

Third, some key factors play moderating roles in the process of energy consumption revolution to improve farmers' happiness. (1) People's ability to accept new things differs from regional development levels, so there are certain differences in the mechanism of energy consumption revolution influencing happiness (20, 29). (2) People who are at different socioeconomic levels have significant structural differences in the sources of happiness, and they are various in the process of energy consumption revolution to improve happiness (30). (3) For different energy types, people show different acceptability, and the corresponding effects on people's happiness also vary.

Based on the above analysis, we put forward the following three hypotheses to be tested. (H1) Rural energy consumption revolution can directly improve farmers' happiness. (H2) Rural energy consumption revolution can indirectly improve farmers' happiness through economic, social and environmental dimensions. (H3) Region, people's socioeconomic level and energy type play regulatory roles in the process of consumption revolution to improve happiness.



MATERIALS AND METHODS


Data Source

We analyzed data from the Chinese General Social Survey (CGSS) which started in 2003. Every a few years, the CGSS randomly selects and surveys over 10,000 urban and rural households from all over China. Since 2015, the CGSS questionnaire has added an “Energy Module”, which contains 115 questions related to energy use. In the 2015 CGSS, 10,967 households were interviewed in total. Therein, 3,653 households finished the Energy Module, while 1,472 of them were rural households. In this study, after removing households missing data on essential variables (e.g., happiness, electricity spending), we analyzed data from 1,320 rural households.



Model Variables

The mediation-moderation models were further applied based on the collected CGSS data. All the involved model variables were listed as follows:


Primary Outcome

The primary outcome variable was subjective happiness (Happ). The CGSS included the question “Do you think your life is happy?” with five response options: very unhappy, relatively unhappy, not happy, relatively happy, and very happy. We assigned values 1–5 to the responses, a higher value indicating the greater happiness.



Primary Predictor

The primary predictor was the response to the rural energy consumption revolution (EneRef ). We defined EneRef as the consumption pattern shifting from traditional energy (e.g., fuelwood, straw, and coal) to modern clean energy (e.g., electricity, liquefied gas, natural gas, biogas, and solar energy) (2). If a household has completed the transition to modern energy in at least two of the three activities involving energy consumption (i.e., cooking, showering, and heating/cooling), the household is considered as having responded positively to the national call for energy consumption revolution (EneRefi = 1). In contrast, if a household does not complete the transition as defined, then EneRefi = 0 (9).



Mediators

The mediators included: (i) annual household income in natural logarithm (Lginco), (ii) monthly average electricity spending per person in natural logarithm (Lgespp), (iii) leisure activities (Leis), and (iv) satisfaction with living environment (Envir). Leisure activities were measured using the question “How often do you engage in leisure activities to rest or relax?”, with response options being: never, rarely, sometimes, often, and very often. Satisfaction with living environment was measured using the question “Are you satisfied with the local government's performance on environmental protection?”, with response options being: very dissatisfied, dissatisfied, average, satisfied, and very satisfied.



Moderators

The moderators included: (i) geographic region of the household (Regid): Eastern, Central, or Western China, (ii) perceived socioeconomic status (Incox), and (iii) Energy type (Enetype): fuelwood/coal, electricity, liquefied gas/natural gas, or new energy. Perceived socioeconomic status was measured using the question “How do you think about your socioeconomic status by comparing with your peers?”, with response options being: lower, almost the same, and higher (20).



Covariates

Covariates included participant, household, and regional features. First, we considered nine participant features, consisting gender (Sex), age (Age), health status (Heal), political affiliation (Poli), years of education (Edu), marital status (Marr), employment status (Work), religion (Reli) and insurance (Insu). Therein, health status were categorized into very unhealthy, relatively unhealthy, average, relatively healthy, or very healthy; political affiliation were categorized into yes for members of the communist party or communist youth league, or no for non-members; marital status were categorized into married or unmarried/divorced/widowed; employment status were categorized into jobless, farmer, or non-farmer; religion were categorized into having any religion or having no religion; and insurance were measured as having each of the four insurance types: basic medical insurance, basic pension, commercial medical insurance, and commercial pension. Second, we considered three household features: quantity of children (Child), whether there was a son aged 18–35 (Son) (29), and number of houses (House). Third, we considered a regional characteristic (Regn), which represented the provinces in China.

The descriptive statistics for all the above variables can be found in Table 1.


Table 1. Descriptive statistics of the model variables.
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Model Analysis

We conducted data analysis in three steps using STATA version 16. First, using subjective happiness as the outcome, we built benchmark regression models, take response to the rural energy consumption revolution and the covariates as the predictors (20, 29–31).

[image: image]

In Equation (1), Happi is the ith household's subjective happiness, EneRefi is the binary variable indicating whether the farmer responded positively to the energy consumption revolution, Contmi is a series of covariates including participant and household characteristics, Regnj is the fixed effect for the jth province, Ctem is a constant, and εi is the random error.

Second, to inspect potential mediation effects, we built mediation models by adding mediators into the above benchmark model as follows:

[image: image]
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In Equations (2) and (3), Medi is the potential mediators (i.e., Lginco, Lgespp, Leis or Envir). Since Happ, Leis and Envir are ordinal variables, we modeled these variables with ordered probability model. The other outcomes were modeled with linear regression based on the Ordinary Least Squares (OLS) method.

When using the ordered probability model in mediation analysis, the decomposition of total effect based on the traditional linear regression is not applicable. Therefore, we adopted the modified mediation effect test and decomposition method as described in (32, 33). In this method, the first step is to conduct a coefficient t-test of rural energy consumption revolution (EneRef ) in the benchmark model (Equation 1). If αxy is significant, we proceed to the second step; otherwise, the mediation effect is considered to be non-significant. The second step is to test models in Equation (2) and (3) separately. If the t-tests for both αxz and αzy are significant, we would skip third step and move forward to the fourth step; otherwise, we would proceed the third step to conduct an Iacobucci-z test:

[image: image]

In Equation (4), zxz and zzy are the t-statistics of αxz and αzy in regression models 2 and 3. If the test results for Iacobucci-z is not significant, the mediation effect will be non-significant. If the Iacobucci-z test is significant, we proceed to the fourth step, in which we will determine whether the t-test of [image: image] is significant or not. If the t-test is non-significant, it will be a complete mediation effect. In contrast, if there is significant t-test, then it indicates a partial mediation effect and the Breen decomposition must be used to calculate the direct and indirect effects in the fifth step (33). In step 5, we define σe=sqrt(3)σε/π, where σε is the standard error of the random error εi in Equation (3), the direct effect is [image: image]/σe, the mediation effect is αxzαzy/σe, and the total effect is ([image: image]Σαxzαzy)/σe.

Lastly, we built separate mediation models stratified by the moderators (i.e., Regid, Incox, and Enetype).




RESULTS


Respondents' Characteristics

In the 1320 rural households included in this analysis, there were respectively, 14 (1.1%), 91 (6.9%), 191 (14.5%), 782 (59.2%), and 242 (18.3%) households chose “very unhappy”, “relatively unhappy”, “Just so-so”, “relatively happy” and “very happy” (Figure 2A). In cooking activity, 35% of the total households remained to use fuelwood and coal, while 45% and 20% chose electricity and gas, separately; for showering, 45% still used fuelwood and coal, while 18% and 12% used solar and electricity, separately; for heating/cooling, 63% still kept fuelwood and coal, while 37% used electricity (Figure 2B). Overall, a total of 656 (49.7%) households responded positively to the call for rural energy consumption revolution through various measures. However, only 23.5% of the 1,320 households completed the structural transition to modern energy in all of the three main energy consumption activities.


[image: Figure 2]
FIGURE 2. The data distribution of happiness index (A) and energy consumption revolution (B) based on the China General Social Survey (CGSS) in 2015.




Benchmark Regression Models

We summarized the results from benchmark regression models in Table 2. Regression model 1 shows that, responding proactively to the energy consumption revolution may increase the probability of enhancing farmers' happiness level by 22.7%. The regression results for (2–1), (2–2), (2–3) and (2–4) of potential mediating variables Lginco, Lgespp, Rest and Envir, showed that the rural energy consumption revolution did not significantly increase household income, while it significantly increased per capita electricity expenditure and also the rest time of farmers. Likewise, it was inapparent in the impact on the satisfaction of rural living environment. Furthermore, regression models 1 and 3 show that older age, better health status, and possessing more house property were significantly associated with increasing of happiness, while having a son aged 18–35 was significantly associated with decreasing of happiness. It is not observed any significant association among happiness and other covariates including sex, political affiliation, years of education, marital status, employment status, religion, number of children in the household, and insurance.


Table 2. Benchmark regression results of the mediation model.
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Mediation Analysis

We summarized results from the mediation models in Table 3. As showed in the table, the tests of αxy, αxz, αzy and [image: image] were t-test statics about coefficient of rural energy consumption revolution (EneRef ) in the benchmark models 1, 2, and 3. The Iacobucci-z test was used to confirm the significance when only one of the αxz and αzy was significant. In the first step, αxy test was significantly positive for all mediators. In the second step, the αxz test was significantly positive for electricity expenditure (Lgespp) and leisure activities (Leis), but non-significant for household income (Lginco) and living environment satisfaction (Envir). In the third step, the αzy test is significantly positive for leisure activities (Leis) and living environment satisfaction (Envir), but non-significant for household income (Lginco) and electricity spending (Lgespp). In the fourth step, the Iacobucci-z test showed that the mediation effects of electricity spending (Lgespp) and living environment satisfaction (Envir) were not significant. In the fifth step, the [image: image] test revealed that only leisure activities (Leis) were a significant mediator of the relationship between energy consumption revolution and farmers' happiness. The other potential mediators were not significant.


Table 3. Testing results and decomposition of the mediation effect of energy consumption revolution on improving farmers' happiness.
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We further applied the Breen decomposition to quantify the mediation effects. As seen in Table 3, in the relationship where rural energy consumption revolution significantly increased farmers' happiness the direct effect accounted for over 90% of the total effect and the mediation effect accounted for <10% of the total effect. All of the mediation effects were brought by increased leisure activities (Leis), while the mediation effect of economic [i.e., household income (Lginco) and electricity spending (Lgespp)] and environmental (Envir) factors was not significant.



Moderation Analysis

We summarized results from the moderation analysis in Table 4. As seen in the table, the effect of energy consumption revolution on farmers' happiness varied slightly across geographic regions. Overall, the direct effect of energy consumption revolution on increasing farmers' happiness decreased from the western to central-eastern regions, with the largest value being observed in the less-developed western region. Besides, farmers in the more-developed central-eastern region are more likely to prefer leisure activities when they have time. So, the leisure activities were significantly increased because of the energy consumption revolution in central-eastern China, which in turn significantly increased farmers' happiness.


Table 4. The moderation effect of energy consumption revolution on improving farmers' happiness.

[image: Table 4]

Table 4 reported the moderation effect of household income (Incox) on the relationship between energy consumption revolution and farmers' happiness. We observed large differences in the effect of the energy consumption revolution on happiness across different household income levels. First, the direct effect of energy consumption revolution on happiness decreased from the low-income households to middle and high-income households. Second, farmers from middle- and high-income households cared more about leisure activities. The energy consumption revolution significantly increased the happiness of middle- and high-income farmers by increasing leisure activities, but the mediation effects of economic and environmental factors were not significant. Third, low-income farmers were more susceptible to the rising cost of clean energy. The energy consumption revolution near significantly reduced the happiness of low-income farmers because of the increasing electricity spending by energy consumption revolution.

The moderation effect of energy type (Enetype) was also reported in Table 4. Different types of energy had differential effects on farmers' happiness. First, the total effect of electricity, gas, and new energy on increasing farmers' happiness decreased in this order, with only electricity being significant. Second, electrical energy consumption significantly increased farmers' happiness by increasing leisure activities, while the effect of new energy sources such as liquefied gas, natural gas and especially solar energy was not significant.



Endogenous Treatment and Robustness Test

Endogenesis may come from a variety of complex factors, which can lead to systematic bias in estimates. As the model was based on cross-sectional data, propensity score matching (PSM) method was adopted to deal with the endogeneity problem (34). According to all control variables, 656 households were matched with 1:1 nearest neighbor, and 1312 matched regression samples were obtained. We found that there was a significant difference in density distribution between the control group and the treatment group before matching, and the density distribution of the control group was closer to that of the treatment group from all dimensions after matching, so the “systematic bias” between the control group and the treatment group could be better eliminated, and the propensity score matching achieved a good effect.

Further, we did a re-regression of the above benchmark and mediation model based on matched samples (Table 5). In terms of the magnitude, direction and significance of the key coefficients,the regression results before and after matching were consistent. Therefore, it is believed that there is no obvious bias in our models and the endogeneity problem will not have a systematic impact on the regression model.


Table 5. Regression results of benchmark model and mediation model after propensity score matching.
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Also, we did a serial of robustness tests. First, we adjusted the definition of Energy consumption Revolution from “If a household i has completed at least two of the three activities involving energy consumption, then EneRefi = 1” to “If a household i has completed all the three activities involving energy consumption, then EneRefi = 1”. Second, we changed the regression method from Ordered Probit to Ordered Logit. Third, we did a Placebo test by manufacturing a treatment variable of Energy consumption Revolution with the random selection. We randomly selected 656 farmers from 1320 samples as the counterfactual treatment group of rural energy consumption revolution, constructed a pseudo-explanatory variable (EneRef_fake), and used it to estimate the above benchmark model. The above process was repeated 500 times and 1000 times respectively, and the density distribution of the regression coefficient (αxy) of the primary explanatory variable (EneRef_fake) was obtained, as shown in Figure 3. This key variable, i.e., the EneRef_fake's regression coefficient αxy, was concentrated around 0, and the 1000 random results (right) were closer to 0 than the 500 random results (left). These results indicated that all these robustness tests were passed.


[image: Figure 3]
FIGURE 3. Placebo test results using 500 and 1,000 random counterfactual explanatory variables. All regressions include all control variables and provincial fixed effects.





DISCUSSION

Overall, our results show that the rural energy consumption revolution improved farmers' happiness. However, the mediation analyses show that the direct effect accounted for over 90% of the total effect; the revolution increased farmers' happiness is only through increasing leisure activities, but not through improving household income or living environment. To achieve ultimate success for energy consumption revolution to be successful, it must realize the full potential of the revolution by promoting its impact on the socioeconomic and environmental factors, so as to develop a multi-dimensional mechanism for increasing happiness.

While the rural energy consumption revolution has marginally increased farmers' happiness by increasing leisure activities, its negative impact on happiness for higher electricity expenditure is also significant especially to rural low-income households. In other words, the revolution is a double-edged sword, not only to increase leisure activities by liberating people from daily chores, but also to raise people's electricity expenditure, which leads to additional financial burden for rural low-income households. Therefore, when promoting the energy consumption revolution in rural areas, it is important to regulate electricity and gas prices, so as to guarantee that they are affordable for farmers. In addition, the energy consumption revolution has yet to improve the rural living environment, which reflects a low energy utilization rate (i.e., incomplete energy upgrades) in rural China.

Our results also show that geographic region and household income level moderated the relationship between energy consumption revolution and farmers' happiness. It is found that rural residents of less-developed Western China or low-income households were more likely to respond to the energy consumption revolution. Besides, rural residents of Central-Eastern China, where are more-developed, including middle and high-income households, pay more attention to increasing leisure activities brought by the energy consumption revolution, while rural residents of Western China or low-income households were more sensitive to the spending of electricity use.

Results from our study are meaningful for policy implications. First, it is difficult to promote the rural energy consumption revolution only as a national policy. It is important to act synergistically, by implementing or integrating it with other relevant national policies, such as policy for ‘Pollution Prevention and Abatement' (35) and ‘Poverty Reduction' (36). It is observed that only 23.5% of the rural households have completed energy upgrade, it shows that the revolution did encounter obstacles in rural China. Lack of a multi-dimensional mechanism for improving farmers' happiness is the main reason for it. Therefore, it is necessary to synergistically implement the rural energy consumption revolution with the national targeted poverty alleviation policy as well as the national pollution prevention and control policy, forming a multi-pronged strategy that simultaneously targets the socioeconomic and environmental factors associated with farmers' happiness.

Second, from the perspectives of both equity and efficiency, to introduce an energy policy that favors the poor Western regions and low-income households are important for promoting the rural energy consumption revolution. In terms of equity, “Energy Poverty Reduction” (37) is an important part of the national target of poverty reduction policy. Our results suggest that promoting the energy consumption revolution in Western China and low-income households can increase happiness. As to efficiency, the poor Western China and low-income households should be paid more attention in the energy consumption revolution. The benefits of the new energy policy, including national investments in energy infrastructure, subsidies for terminal equipment (e.g., heater, refrigerator, and air conditioner), especially price regulations related energy use, should be introduced firstly to the poor rural areas, so that farmers' happiness can be increased. In return, it will further facilitate the rural energy consumption revolution.
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Social determinants of health (SDoH) are important factors associated with cancer risk and treatment outcomes. There is an increasing interest in exploring SDoH captured in electronic health records (EHRs) to assess cancer risk and outcomes; however, most SDoH are only captured in free-text clinical narratives such as physicians' notes that are not readily accessible. In this study, we applied a natural language processing (NLP) system to identify 15 categories of SDoH from a total of 10,855 lung cancer patients at the University of Florida Health. We aggregated the SDoH concepts into patient-level and assessed how each of the 15 categories of SDoH were documented in cancer patient's notes. To the best of our knowledge, this is one of the first studies to examine the documentation of SDoH in clinical narratives from a real-world lung cancer patient cohort. This study could guide future studies to better utilize SDoH information documented in clinical narratives.
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INTRODUCTION

As the second leading cause of death in the United States (US) (1), cancer has a long list of risk factors, ranging from biological traits to clinical characteristics to social determinants of health (SDoH) (2). In recent years, there is an increasing interest in examining how SDoH contribute to cancer risk and treatment outcomes (3). The Healthy People 2030 defined SDoH as “the conditions in the environments where people are born, live, learn, work, play, worship, and age that affect a wide range of health, functioning, and quality-of-life outcomes and risks” and categorized SDoH into 5 domains, including economic stability, education access and quality, healthcare access and quality, neighborhood and built environment, and social and community context (4). A recent study (5) reported that up to 75% of cancers occurrences are associated with SDoH rather than clinical factors. Other studies have shown that many SDoH contribute to individual cancer risk, influence the likelihood of survival, and affect cancer early prevention and health equity (2, 6, 7). A recent study (8) reported that SDoH factors such as poverty, lack of education, neighborhood disadvantage, and social isolation play important roles in breast cancer stage and survival. Many SDoH factors are also associated with the screening of cervical cancer, breast cancer, and lung cancer (9).

In the past decade, the rapid adoption of electronic health record (EHR) systems has made it possible to use the rich data elements (e.g., disease diagnoses, medications) captured in longitudinal patient's EHR data for cancer studies. However, it is challenging to extract SDoH from EHRs for assessing cancer outcomes as most SDoH were captured as free text in clinical notes rather than structured fields. In February 2018, the World Health Organization (WHO) defined structured codes to capture some of the SDoH. More specifically, the International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) Z codes (Z55–Z65) can be used to capture some SDoH. However, our previous study analyzed EHR data in a large clinical research network and showed that the use of SDoH Z codes is still quite low (10). Furthermore, it is unclear how well the SDoH information was documented in clinical notes for cancer patients. On the other hand, natural language processing (NLP) is the key technology to extract SDoH from clinical notes. NLP has been applied to extract various information such as diagnoses, lab tests, side effects from clinical narratives. We have explored many NLP models including state-of-the-art transformer-based NLP models in our previous studies (11–13). In a prior study (14), we have developed an NLP package to systematically extract SDoH from clinical notes using a subset of notes identified with a keyword matching pipeline.

In this study, we identified a cohort of lung cancer patients using ICD-9 and ICD-10 codes from the University of Florida Health (UF Health) system. We applied our NLP pipeline to systematically extract a total of 15 different categories of SDoH and examined the proportion of lung cancer patients who had various SDoH documented in clinical notes. This study is one of the earliest studies to examine how well the SDoH was documented in a real-world cohort of lung cancer patient, which will guide future studies exploring SDoH from clinical text for cancer studies.



METHODS


Study Population: Lung Cancer Patients

In this study, we obtained clinical notes from the UF Health integrated data repository (IDR), a secure clinical data warehouse (CDW) that aggregates data from UF Health's various clinical and administrative information systems including the Epic electronic medical record (EMR) system. We used ICD-9 codes (162*) and ICD-10 codes (C34*) to identify a cohort of lung cancer patients from the UF Health IDR between 2011 and 2020. Patients who had at least one of the ICD-9 or ICD-10 codes and aged at least 18 years were included in the cohort. For each patient, we collected all types of clinical notes associated with the patient, which were used as the resource to extract SDoH concepts.



An NLP Pipeline for Extracting SDoH

In our previous study (14), we created an SDoH corpus using 500 notes and developed an NLP pipeline that can extract 5 different categories of SDoH including gender, ethnicity, smoking, employment, and education from clinical narratives. In this study, we further extended the annotation with 10 new SDoH categories including race, alcohol use, drug use, marital status, occupation, language, physical activity, transportation, financial constraint, and social cohesion. Financial constraint indicates patients having a temporary or current financial problem but not in a poverty status (e.g., difficulty paying for the basics). Social cohesion indicates how well the patient connects to the society (e.g., attends religious service). Next, we re-trained the NLP model using this new corpus and developed an upgraded NLP pipeline that can extract a total number of 15 different categories of SDoH from clinical narratives. The transformer-based NLP model using the BERT architecture (15) was used in this study as it achieved the best performance in our previous study (14). BERT is a bidirectional transformer-based NLP model based on masked language modeling (MLM) and uses next-sentence prediction (NSP) to learn representations from text. This SDoH pipeline first identifies the SDoH concepts and then links them to various attributes including status, frequency, and negations. We reused the clinical transformer models developed in our previous study (11) implemented using the HuggingFace (16) package in PyTorch (17). We applied this NLP pipeline to all the clinical notes collected for our lung cancer patient cohort to extract SDoH concepts. Lastly, we aggregated the SDoH concepts at the patient level to assess the proportion of patients who had at least one SDoH concept documented in each of the 15 categories. When there were multiple SDoH instances extracted for one patients of the same category, we adopted majority voting strategy to keep the instance that most frequently documented in clinical notes.




RESULTS

We identified a total of 10,855 lung cancer patients in UF Health between 2011 and 2020 and collected a total of 1,798,409 clinical notes. Table 1 shows a summary of statistics for the demographics of this lung cancer cohort. Most patients (>95%) in this lung cancer cohort are >50 years old; there are more female patients than male and the majority race is White (>72%).


Table 1. Summary of statistics for the lung cancer cohort.

[image: Table 1]

Based on our previous annotation of 5 SDoH categories using 500 clinical notes (14), we further annotated additional 10 SDoH categories and extended the previous annotation from 1,876 SDoH concepts of 5 categories to a total of 5,015 concepts of 15 different SDoH categories. Following the standard NLP development procedure, we divided the annotation into a training set and a test set using a ratio of 4:1. We used the training set to optimize the parameter of a BERT model and used the test set to calculate evaluation scores. We reused the same experiment settings for batch size and learning rate identified from our previous study (14). Using the new extended corpus, the performance (micro average F1 score for all SDoH categories) of our SDoH NLP pipeline based on the BERT model improved from 0.8791 (precision: 0.8848 and recall: 0.8734) to 0.9216 (precision: 0.9298, recall: 0.9136).

We applied the BERT-based NLP pipeline and identified a total number of 5,408,148 SDoH concepts from 1,798,409 clinical notes of 10,855 lung cancer patients. We then aggregated the SDoH concepts at the patient level and calculated the distribution of SDoH concepts for each category. Majority voting was used when there were multiple SDoH instances identified for one SDoH category. Table 2 shows the total number of SDoH concepts identified in each SDoH category and the percentage of patients with at least one SDoH concept in each category. Among the 15 SDoH categories, 3 categories (i.e., gender, alcohol use, and drug use) were extremely frequent-documented in the lung cancer patients, where over 90% of the patients in this cohort had at least one SDoH documented; 5 categories (i.e., marital status, education, occupation, smoking, race) were frequent-documented, where over 70% of the patients had at least one SDoH documented; 7 categories (i.e., ethnicity, language, physical activity, transportation, financial constraint, social cohesion, employment status) were not frequent-documented, where <60% of the patients had at least one SDoH documented.


Table 2. Social determinants of health (SDoH) concepts identified from the lung cancer patient cohort.

[image: Table 2]



DISCUSSION

Many SDoH are associated with cancer risk and cancer treatment outcomes. Yet, information related to SDoH is often unavailable in structured EHRs but is often documented in clinical notes as free text, making it challenging to examine SDoH in cancer research. In this study, we identified a cohort of lung cancer patients and applied our NLP system to extract SDoH concepts from 15 categories of SDoH. We examined the distribution of SDoH in each category and evaluated how frequent SDoH was documented for categories. This study will guide future cancer studies that aim to explore SDoH information from clinical notes.
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Metric

Connectivity

Closeness

Betweenness

Severance

Efficiency

Name (abbrev.)

Connectivity in radius
(CONN)
Junctions in radius
(UNC)

Mean Euciidean
distance in radius
(MED)
Network quantity
penalized by distance
in radius Euclidean
(NQPDE)
Angular distance in
radius (ANGD)
Betweenness
Euclidean (BTE)
Two-phase
betweenness Euclidean
(TPBTE)
Two-phase Destination
Euciidean (TPD)

Mean crow flight
distance in radius
(MCF)
Diversion ratio in radius
Euclidean (DIVE)

Mean geodesic length
in radius Euclidean
(MGLE)
Convex hul area
(HULLA)

Convex hull perimeter
(HULLP)

Convex hull maximum
(crow flight) radius
(HULLR)
Convex hull bearing of
maximum radius
(HULLB)

Convex hull shape
index (HULLS)

Description

The total number of link ends
connected at each junction

The number of junctions in the
radius

The mean length between an
origin and all destinations in the
radius

The mean length of network
weight is diviced by network
quantity in the radius

The total angular curvature on all
links in the radius
The number of geodesic paths
that pass through a vertex
The sum of geodesics that pass
through alink, weighted by the
proportion of network quantity
The proportion of origin weight
received by each destination in
the two phase betweenness
model

The mean of the crow fight
distance between each origin
and alllinks in the radius
The mean ratio of geodesic:
length to crow fight distance
over alllinks in the radius
The mean length in Euclidean
metric of all geodesics in the
radius

The area of the convex hull
covered by the network in the
radius
‘The perimeter of the convex hull
covered by the network in the
radius
“The distance from the origin to
the point where the convex hull
has its greatest radius
The direction of the projected
grid for HULLR

The perimeter of the convex hull
divided by the area of the convex
hull
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URRBMI (vs. UEBMI)
Age (vs. 18-44)
45-54
55-64
65-74
=75
Meale (vs. female)
CCl score
Compensated cirhosis (vs. No)
Decompensated cirthosis (vs. No)
Hepaits (vs. No)
Alcoholic liver disease (vs. No)
Fatty liver disease (vs. No)
Hepatic failure (vs. No)
Baseline total cost
Baseline ALOS
Any baseline outpatient visits (vs. No)
Tumor metastasis at diagnosis (vs. No)
Antiviral therapy during the follow-up (vs. No)

HR

172

1.79
245
3.43
526
1.74
1.01
1.34
1.85
0.92
0.88
0.66
099
1.00
1.00
201
258
0.62

P

<0.001

0.002
<0.001
<0.001
<0.001
<0.001

0.497

0.001
<0.001

0.314

0.457

0.012

0.890

0.561

0.556
<0.001
<0.001
<0.001

95%Cl1

1.47-2.00

1.23-2.59
1.72-3.49
2.40-4.89
3.66-7.563
1.51-2.00
0.98-1.04
1.12-1.60
154-2.21
0.78-1.08
0.62-1.24
0.48-0.91
081-1.19
1.00-1.00
0.99-1.00
1.72-2.34
2.19-3.04
0.43-0.62

The Cox model was stratified by initil treatment atter diagnosis and was broadly
categorized as curative surgery (including hepatectomy and liver transplantation), non-
curative surgery (including transarterial chemoembolization [TACE] and ablation), or no
surgery. CCl score, Charison Comorbidity Index score; ALOS, Average length of stay.

Bold values means P < 0.05.
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Metric Name (abbrev.) Best correlation and radius Metric Name (abbrev.) Best correlation and radius

Connectivity CONN +0.65, 1,500m Severance MCF +0.23,2,500 m
JNC +0.65, 1,500m DIVE —0.34,2,500 m

Closeness MED +0.28, 500m MGLE +0.29, 500 m
NQPDE +0.66, 2,500m Efficiency HULLA +0.61, 500 m

ANGD +051,2,500m HULLP +0.53, 1,000 m

Betweenness BTE +0.60, 1,500m HULLR +0.26,2,500 m
TPBTE +0.53,1,000m HULLB +0.05, 1,000 m

TPD +0.29, 1,500m HULLSI +0.07, 1,500 m
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Metrics

Connectivity

Closeness

Betweenness

Severance

Eficiency

Variables

CONN

JNC

MED

NQPDE

ANGD

BTE

TPBTE

TPD

MCF

DIVE

MGLE

HULLA

HULLP

HULLR

HULLB

HULLSI

500 m

0.428

0.427

0.148

0.329

0.122
0.382

0.307

0.057

0.067

0.082

0.140

0.382

0.308

0.073

0.022

0.256

1,000 m

0.465

0.465

0.110

0.435

0.259
0.453

0317

0.089

0.101

0.064

0.113

0.388

0.329

0.079

0.034

0.326

1,500 m

0.467

0.469

0.098

0.468

0.312
0.467

0.322

0.109

0.1056

0.054

0.096

0.367

0.325

0.095

0.036

0311

2,000m

0.447

0.444

0.074

0.459

0.329
0.434

0.269

0.109

0.081

0.077

0073

0.365

0.335

0.109

0.041

0.298

2,500 m

0.420

0.415

0.117

0471

0.337
0428

0.288

0111

0.095

0.166

0.118

0.350

0.340

0.121

0.027

0.280

N0

L=

s
4
<

by

r

N

.
$o

S

Mean

0.445

0.444

0.109

0.432

0.272

0.433

0.301

0.108

0371

0.327

0.032

0.294
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Overall UEBMI URRBMI P

(N =2,068) (N = 1,498) (N =570)
Demographic characteristics

Age [Mean (SD) 60.7 (12.6) 60.6(12.9) 60.9(11.6) 0667

Female [N (%)) 634 (30.7%) 476 (31.8%) 158 (27.7%) 0074
Comorbidities and complications [N (%)]

CCl score [Mean (SD)] 4.44 (2.16) 4.69(2.23) 3.78(1.81) <0.001
Comorbidities related to the liver
Hepatitis 916 (44.3%) 660 (44.1%) 256 (44.9%) 0727

HBV 741 (35.8%) 525 (35.0%) 216 (37.9%) 0.227

Hov 82 (4.0%) 69 (4.6%) 13 (2.3%) 0015
Girrhosis of the liver 939 (45.4%) 663 (44.3%) 276 (48.4%) 0089
Compensated cirthosis 490 (23.7%) 365 (24.4%) 125 (21.9%) 0244
Decompensated cirrhosis’ 449 (21.7%) 298 (19.9%) 151 (26.5%) 0.001
Hepatic failure 266 (12.9%) 176 (11.7%) 90 (15.8%) 0014
Fatty liver disease 92 (4.4%) 79 (6.3%) 13 (2.3%) 0.003
Alcoholc liver disease* 52 (2.5%) 42 (2.8%) 10 (1.8%) 0173
Ascites 366 (17.7%) 232 (15.5%) 134 (23.5%) <0.001
Hepatic encephalopathy 202 (9.8%) 161 (10.1%) 51 (8.9%) 0.438
Jaundice 137 (6.6%) 104 (6.9%) 33(5.8%) 0346
Portal hypertension 82 (4.0%) 57(3.8%) 25 (4.4%) 0545
Esophageal variceal bleeding 54 (2.6%) 38 (2.5%) 16 (2.8%) 0731
Primary peritonitis 52 (2.5%) 37 (2.5%) 15 (2.6%) 0834
Hepatorenal syndrome 35 (1.7%) 31(2.1%) 4(0.7%) 0.031
All-cause resource utilization and costs

Total cost [Mean(SD), CNY] 7,505 (16,870) 8,940 (17,501) 3,733 (14, 435) <0.001

Any hospitalizations [N (%)) 428 (20.7%) 314.(21.0%) 114 (20.0%) 0630

ALOS per hospitalization [Mean(SD)] 12.9(10.5) 14.0(11.4) 99(6.6) <0.001

Any outpatient visits [N (%) 1,578 (76.3%) 1,424 (95.1%) 154 (27.0%) <0.001

GGl score, Charison Comorbicity Index score; HBV, hepatitis B virus; HCV, hepatits C virus; CNY, Chinese yuan (vear-2017 1 USD = 6.77 CNY); ALOS, Average length of stay.
tPatients with Iver cirhosis who had the following symptoms were defined as decompensated liver cirthosis: ascites; esophageal variceal bleeding; hepatorenal syndrome; portal
hypertension; hepatic encephalopathy and jaundice; hepatic encephalopathy and primry peritonitis; jaundice and primary peritoniti.

*Including alcoholic ver cirthoss, alcoholic hepatits, alcoholic fatiy liver disease and alcoholic liver failure; hepatits, iver cirhosis, fatty liver disease and liver feilure in this table only
included non-alcoholic disease. Bold values means P < 0.05.
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Overall UEBMI

(N =2,068) (N =1,498)
Overall survival, mo.

Median 31.0 37.8
Mean[95%Ci] 40.7* [39.0, 42.4) 438" [41.9,45.7)
Survival rate[95%Cl]

1-year 60.6[58.4,62.7] 638(613,66.2)
3-year 47.3[44.9,49.6] 510483, 53.6)
5-year 40.3(37.8,42.8] 44.4[415,47.2)

URRBMI
(N =570)

122
27.47[39.0, 42.4)

50.2[45.5,54.8)
33.4(28.3,38.6)
228(17.1,20.0]

*Largest observed analysis time was censored; mean was underestimated.
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Group Gross  Direct Indirect effect
effect  effect
Region  Western 0274 0248" Lginco Non-significant
(Regid) regions ©.118) (0.121)  [gespp Non-significant
Leis  Non-significant
Envir Non-significant
Central- 0231 0200" Lginco Non-significant
castern (0087 (0.089) ygespp Non-signifcant
regions Leis  significant(+)
Envir Non-significant
Income  Lowincome ~ 0.288"  0274" Lginco Non-significant
level ©118)  0.118) 1gacn Nearsignifcant()
(incox) Leis  Non-significant
Envic - Non-significant
Highincome ~ 0.177* 0142 Lginco Non-significant
(0.090) 0.092)  [gespp Non-significant
Leis  Significant(+)
Envir Non-significant
Energy  Electricity 0217 0206™ Lginco Non-significant
type (0.085) 0.087) | gespp Non-significant
(Enelype) Leis  Significant(+)
Envir Non-significant
Gas 0.267 0221 Lginco Non-significant
(liquefiedt (0.207) 0220 | ge0pp Non-significant
gas/natural y o
pone Leis  Non-significant
Envir Non-significant
Newenergy ~ 0180 0.0 Lginco Non-significant
0218 (0:228) gespp Non-significant
Leis  non-significant
Envir Non-significant

Al regressions include all control variables and fixed effects; ***, ** and * indlcate that the

regression results are significant at 1, 5, and 10% levels, respectively.





OPS/images/fpubh-10-778002/fpubh-10-778002-t005.jpg
Happ  Lginco Lgespp  Rest  Envir  Happ

EneRef ~ 0283 0075  0426'* 0.187** 0079  0218™
(O71)  (0087) (0025 (0065  (0.068)  (0.072)

Lginco 0004 0020 -0018 —0.001
©008 (0022  (0.022)  (0.022)
Lgespp 0043 -0107  -0071  -0015
(0.007) ©0071)  (0076)  (0.084)
Rest —0056  -0016 0008 0.087"
0,043  (0011) (0.033)  (0.084)
Envir -0030 -0012 0009 0.101*
0.043) (0012  (0.084) (0.036)
Samples 1312 1812 1812 1812 1812 1812
R? 0073 0261 0401 0044 0028 0091

Al regressions include all control variables and fixed effects; *** and ** indicate that the
regression resuits are significant at 1 and 5% levels, respectively.
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Variable type

Outcome variable
Primary prediotor
Mediators

Moderators

Covariates

Variable name

Happiness (Happ)
Rural energy consumption revolution (EneRef)
Log of household economic income (Lginco)
Log of average monthly electricity spending per person (Lgespp)
Leisure activities (Leis)

Habitat environment satisfaction (Envir)
Region identification (Regid)

Socioeconomic status level (ncox)

Energy type (Enetype)

Gender of interviewee (Sex)

Age of interviewee (Age)

Health status (Heal)

Political appearance (Poli)

Years of education (Ed)

Marital status (Varr)

Work status (Work)

Religion (Rel)

Number of chidren (Chid)

Son aged 18-35 (Sor)

Number of properties (House)

Social insurance (Insu)

The statistics were based on the China General Social Survey (CGSS) in 2015.

Mean

3.8689
0.4970
32198
1.3935
3.2303
3.4492
2.4447
16623
18121
0.4894
52.3909
3.4545
00818
6.5508
0.8265
0.8811
0.1174
21144
0.2492
11212
16788

Std

0.8262
0.5002
1.6160
0.4217
1.0124
0.9604
0.96256
0.5516
0.4632
0.5001
15.2084
1.1397
0.2742
4.0692
0.3788
0.7287
0.3220
1.3426
0.4327
0.4445
0.6550

Min

1.0000
0.0000
0.0000
0.0000
0.0000
0.0000
1.0000
1.0000
1.0000
0.0000
18.0000
1.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000
0.0000

5.0000
1.0000
6.9996
3.3981
5.0000
$5.0000
4.0000
3.0000
3.0000
1.0000
91.0000
5.0000
1.0000
19.0000
1.0000
2.0000
1.0000
10.0000
1.0000
5.0000
4.0000
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EneRef

Lginco

Lgespp

Leis

Envir

Heal

Poli

Edu

Marr

Work

Reli

Child

Son

House

Insu

Fixed effect

Sample size
R

Happ
(Model 1)

0227
(0.070)

-0.108
(0.068)
0.009"*
(0.003)
0261
(0.034)
0.155
©0.112)
0013
(0010)
-0004
(0.091)
-0.078
(0.048)
0.142
(0.100)
0.046
(0.032)
—0.212
(0.076)
0218
(0.086)
0019
(0.048)
Y
1320
0.071

Lginco
(Model 2-1)

0085
(0.086)

0043
(0.096)
~0.056
0.049)
-0.033
0.049)
0546
(0.085)
0.006
(0.004)
0151
(0.039)
0.128
(0.140)
0.007
©0.013)
0492
(0.121)
0.787**
(0.068)
0.060
(0.129)
-0.025
(0.039)
-0.073
(0.092)
0243
(0.081)
0.116"
(0.065)
Y
1320
0261

Lgespp
(Model 2-2)

0.130"
(0.025)
0.004
(0.008)

~0016
0.011)
-0.012
0012)
~0.010
(0.025)
0.002*
0.001)
~0.008
©.011)
0118
(0.049)
0.006*
(0.008)
~0.066"
(0.035)
0.044*
©0.018)
0.040
(0.040)
-0.008
©.011)
0.038
©0.027)
0,032
(0.025)
0.025
©0.017)
¥
1320
0.100

.+ and * indicate that the resuilts are significant at 1, 5, and 10% levels, respectively.

Leis
(Model 2-3)

0.196"
(0.065)
~0.029
0.022)
~0.105
(0.070)

0.003
(0.033)
0.050
(0.064)
~0.001
(0.003)
0.047
(0.030)
0.154
(0.106)
0030
(0010)
~0.119
(0.085)
~0.128"
(0.048)
0.183*
(0.108)
0057
(0.031)
-0.051
(0.069)
0.081
(0.066)
0058
(0.045)
Y
1320
0042

Envir
(Model 2-4)

0071
(0.067)
~0019
(0.022)
~0.076
0.075)
0002
(0.033)

0034
(0.063)
0,010
(0.003)
0017
(0.032)
0.009
(0.104)
~0.000
0.010)
0098
(0.087)
0030
(0.049)
~0.002
(0.104)
-0014
(0.034)
0.085
(0.073)
-0.044
(0.075)
0021
(0.045)
Y
1320
0021

Happ
(Model 3)

0211
0.073)
~0.008
0.022)
-0.085
(0.084)

0,088
(0.034)
0089
(0.036)
—0.112
(0.069)

0000
(0.003)

0260
(0.034)

0.156
©.117)
0012
0.011)

-0.016
0.092)
~0.055
(0.051)

0.160
0.102)
0.044
(0.032)

—0213""
©0.077)

0227
(0.088)

0017
(0.049)
Y
1320
0.091
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Potential mediators

Economic effect Lginco
Lgespp

Social effect Leis

Environmental effect  Envir

All regressions include all control variables and fixed effects;

Testofay  Testofax

0227 0.085

(0.070) (0.086)
0227 0.130*
(0.070) (0.025)
0227 0.196"*
(0.070) (0.065)
0227 0.071

0.070) (0.067)

and * indicate that the regression results are significant at 1,

Test of azy

-0.008
(0.022)
-0.035
(0.084)
0.088"
(0.034)
0.089"
(0.036)

lacob-z
test

~0.005
(-0011)

0,006
(0.006)

ayy test
(direct
effect)

0211
(0.073)

Mediation effect

Non- significant
Non-significant
0017

(0.009)
Non-significant

, and 10% levels, respectively.

Total effect

0227
(0.070)
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Al patients No housing issues® Homelessness® Housing instability® Building quality®

Patient Count 20,342 19919 125 160 162
Age - mean (SD)

75.96 (7.51) 75.90 (7.49) 78.40 (7.86) 78.78(7.78) 77.98(7.95)
Gender - female %

58.78 58,62 69.6 70.62 61.11

Comorbidity index - mean (SD)
Charlson® 1.6 (1.65) 1.64(1.64) 250 (1.20) 2.69(2.04) 253 (1.20)
Elixhauser® 384 2.71) 3.81(2.69) 5.82(3.27) 591(3.15) 534(3.20)
Charison weighted 2.47 2.72) 245 (2.71) 356 (3.10) 3.84(3.82) 3613.19)
Elix weighted AHRQ® 5.21(10.41) 5.14 (10.35) 8.81(12.15) 8.37 (13.42) 8.74 (12.57)
Eiix weighted VW 5.92(8.55) 5.85 (8.50) 957 (0.84) 9.36(10.16) 962 (10.43)
Utilization markers - patient count (%)
Emergency department 7.103(34.92) 6,854 (34.45) 78 (62.40) 101 (63.13) 87 (53.70)
Inpatient 4,145 (20.38) 3,969 (19.95) 67 (53.60) 76 (47.50) 48 (29.63)
Outpatient 10,637 (52.29) 10,325 (51.90) 100 (80.00) 125 (78.13) 108 (66.67)

Dx, diagnosis; SD, standard deviation.

aPatients with mentions of any domains of housing issues in their ree-text note or those with relevant ICD-9 codes were identified as patients with housing issues.

bSome patients had multile housing challenges. Therefore, the sum of figures in the columns for Homelessness, Housing Instabilty, and Building Qualty is higher than the actual
number of patients with housing challenges (All patients ~ No Housing Issues” column).

Due to the large sample size, the differences in the demographic and clinical characteristics between patients without housing issues (column 3) and those with different categories of
housing issues (columns 4-6) were statisticall significant.

<Charison score is a weighted index that is predictive of the risk of death within 1 year of hospitalzation for patients with specific comorbid contions.

9Elixhauser score is calculated based on a method of categorizing comorbidities using dlagnosis codes found in clinical data, which s predictive of hospital readmission and
in-hospital mortality.

A version of the Elixhauser score developed by the Agency for Healthcare Research and Quality (AHRG) (32).

1A version of the Elixhauser score developed by van Walraven et al. (33).
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Housing categories

Homelessness
Homelessness current
Homelessness history
Homelessness addressed
Housing instability

Building quality

Total®
Unique

#Total number of phrases identified i the EHIR during the study period describing each category of housing issues. The phrase-level denominator was not defined hence the phrase
percentage could not be calculated.

No.

104

176

174

526

Phrases®

%

NA

NA

NA

NA

NA

NA

No.

101

172

166

494

Notes®

%

0.002

0.000

0.004

0.007

0.006

0.019

No.

a7

4

76

126

146

369

Patients®

%

02325

0.0198

0.3759

0.6183

0.7222

1.8252

No.

13

10

183

301

352

890

Total patients®

%

0.5607
0.0477
0.9066
1.4912

17417

4.4019

©Total number of notes (and % of notes) in the EHR during the study period with mentions of housing challenges. The denominator included the totel number of notes in the EHR during

the stucy period.

©Total number of patients (and % of patients) in the EHR during the study period with mentions of housing challenges. The denominator included the total number of patients in the EHR

during the study period.

9Total number (and % of patients) with housing issues after considering estimated false-negative rates, assuming a 41.46% recall (sensitivity) rate for patient-level RegEx analysis (see

Table 4).

®Unique number of phrases, notes, and patients with mentions of housing challenges in the EHR during the study period. The phrase-level denominator was not defined hence the
phrase percentage could not be calculated. Some notes contained more than one housing issue and some patients reported more than one housing challenge. Therefore, the numbers

are different than the sum of all categories together.

RegEx, regular expressions.
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Notes Patients

Category HC HH HA HI Ba HC HH HA HI Ba
Homelessness current o 2 o 0 0 5 4 4
Homelessness history 0 0 0 0 0 0 0 0
Homelessness addressed 2 o 8 1 5 0 9 7
Housing instabilty 0 o 8 1 4 0 9 6
Building quality 0 o 1 1 4 o 7 6

Total number 2 0 11 9 2 13 o 21 19 17
Total %* 333 0 10.89 523 1.21 27.66 0 27.63 152 1164

4% of notes and patients with housing issues overlaps. The denominator s the totel number of notes and patients with each category of housing issues (see Table 2 for totel numbers
in each category).
HC, homelessness current; HH, homelessness history; HA, homeless addressed: Hi, housing instability; BQ, building qualit

RegEx, regular expressions.
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Phrase level assessment

Category True False  Precision (positive
positive®  positive®  predictive value) %

Homelessness current 37 28 56.92
Homelessness history 0 7 000
Homelessness addressed 66 34 66.00
Housing instabilty 89 11 89.00
Building quality 58 a2 5800

Number of phrases in each category of housing issues.
RegEx, regular expressions.
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Concept characteristics No.of  Percentage

studies
Specific variables (=30) Health domain
General sexual behavior Sexual health 218 32.30%
HIV screening Sexual health 107 15.85%
Condom use Sexual health 9 13.98%
HIV testing behavior Sexual health 78 11.56%
Syphilis screening Sexual health 69 10.22%
Drug use Social well-being 65 9.63%
Depression Mental health 64 9.48%
HIV/AIDS knowledge Sexual health 58 8.59%
HIV prevalence Sexual health 54 8.00%
Risky behavior® Sexual health 44 652%
Social support Social well-being 33 4.89%
Syphilis prevalence Sexual health 31 4.59%
Unprotected anal intercourse Sexual health 31 4.59%
Anxiety Mental health 30 4.44%
Measurements of all specific variables
Not mentioned 1399 60.15%
Scales/Questionnaires® 453 19.48%
Laboratory tests 340 14.62%
Self-developed scales® 110 4.73%
Not available 24 1.08%
Validation of measurements®
Yes 468 83.13%
No 9% 16.87%

2Validation of those measurement tools explicitly mentioned in the study. > “Risky behavior”
refers to different types of high-risk behavior, such as multiple sex partners, one-night
stands, alcohol abuse, or other uncategorized behaviors that may cause health hazards.
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Context No.(%) ~Context characteristics No. (%)
characteristics
Single o Study conducted setting®
multi-sites
Single site 2,251 (83.00) Offline
Multi-sites 453(16.70) Offine-CDC 92 (13.69)
Not clear 8(0.29)  Offine-Cinic 66(9.78)
Geographical Offline-Gay community 81(12.00)
division of all
sites®
Hong Kong 68(205)  Offine-NGO 33(4.89)
Taiwan 67(202)  Offine-Not clear 158 (28.41)
Macau 2(0.06)  Offine-University 1(0.15)
Mainland 3,173 (95.86) Online
East China 841 (25.41) Online-Application (App) 5(0.74)
Southwest China 742 (22.42) Online-Internet 100 (14.81)
SouthChina 445 (13.44) Oniine-Internet & App 27 (4.00)
North China 436 (13.17) Online-Not clear 3(0.44)
Central China ~ 269(8.13)  Online-Telephone 10 (1.48)
Northeast China 252 (7.61)  Online & Offline 54 (8.00)
Northwest China 188 (5.68)  Not mentioned 45(6.67)
Geographical Site division according to
ision of English economic status®
publications®
Mainland 563 (83.41) Economically developed areas 1,078 (32.67)
Hong Kong 60(8.89) Economically moderate areas 1,901 (57.43)
Taiwan 44(6.52)  Economically underdeveloped 331 (10.00)
Muli-sites 8(1.19) areas

@Data from 675 studlies published in EN only. ®Data from all studies mentioning the study
sites (3,310 sites in tote). “According to the Gross Domestic Product (GDP) per capita,
“Economically developed areas” include Hong Kong, Macau, Taiwan, Bejing, Shanghai,
Jiangsu, Fujian, Tianjin, and Zhejiang; “Economically moderate areas” include Guangdong,
Chongging, Hubei, Shandong, Inner Mongolia, Shaarxi, Anhui, Hunan, Liaoning, Sichuan,
Jiangx, Henan, Hainan, Ningia, Xinjiang, Xizang, Yunnan, Qinghai, Jilin, and Shan;
and “Economically underdeveloped areas” include Hebei, Guizhou, Guangxi, Helongiiang,

and Gansu.
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Study focus

Sexual health

Sexual health, Social
well-being

Mental health, Social
well-being

Sexual health, Mental health
Social well-being

Mental health

Holistic health

Breast health

Other physical health

Total

Female
(% in 16)

2(12.50)
/

3(18.75)

/
3(18.75)
4(25.00)

/
4(25.00)

4

16

Male
(% in 627)

307 (48.96)
160 (25.52)

36(5.74)

43(6.86)
33(5.26)
21(3.35)
25(3.99)
/
2(032)
627

Both Total
gender (% in 675)
(% in 32)

1(343)  810(45.99)
2(6.25) 163 (24.15)

10(31.25) 50 (7.41)

3(038)  46(6.81)

8(2500) 44 (6.52)

7(21.88) 32(4.74)

/ 25(3.70)

/ 3(0.44)

1843 3(0.44)
32 675
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Source Risk modulators Results of unadjusted models Results of adjusted Interpretation of findings

models

NON-HISPANIC BLACK

©2) US mortalty rates, sex, year of SMR = 6.67, 95% CI: Higher all-cause mortaliy risk
diagnosis 5.84-7.59 accounting for risk modulators.

©2) US mortalty rates, sex, year of SMR = 10.72, 95% Cl: Higher mortality risk of subsequent
diagnosis 7.18-15.40 malignancy accounting for risk

modulators.

@5) Age at diagnosis, time since HR = 1.75, 95% CI: 1.70-1.79 Age 0-14HR =1.26,95% Higher risk of any death.
diagnosis, cancer type CI:1.18-1.35 Age 15-35

HR=1.88,95%
Cl: 1.83-1.93
©5) Age at diagnosis, time since HR = 213, 95% CI: 1.85-2.46 Age 0-14 HR = 1.08, 95% Higher cardiovascular disease death
diagnosis, cancer type Cl: 0.62-1.89 attenuated by risk modulators.
Age 15-34 HR = 1.33, 95%
C1:0.60-2.95
@1) Clinical/demographic variables RR = 1.5, 95% ClI: 1.1-2.0, Higher all-cause relative mortality rate
.004. accounting for risk modulators.

@®1) Ciinical/demographic variables and 4,95% CI:1.1-1.9,  Higher all cause relative mortality rate
treatment .008 accounting for risk modulators.

@®1) Ciinical/demographic variables, 0,95%Cl:0.8-14,  Higher all-cause relative mortality rate
treatment, and SES (education, 83 accounting for risk modlulators.
income, & insurance)

@®1) Clinical/demographic variables, SMR = 0.6, 95% CI: Higher all-cause standardized
treatment, and SES (education, 0.4-0.8,p < 0.001 mortality rate accounting for risk
income, & insurance) modulators.

@1 Clinical/demographic variables, SMR = 0.6, 95% ClI: Higher all-cause standardized
treatment, and SES (education, 0.4-0.8,p < 0.001 mortality rate accounting for risk
income, & insurance) and SVRF modulators.

(obesity, diabetes, hypertension, and
dyslipidernia)

HISPANIC

@®1) Ciinical/demographic variables, 95% Cl: Higher all-cause standardized
treatment, and SES (education, 0.6-1.0,p mortaliy rate accounting for risk
income, & insurance) and SVRF modulators.

(obesity, diabetes, hypertension, and
dysiipidernia)

NON-WHITE*

(30) Neighborhood-level SES index™ Direct HR = 1.45, 95% Cl: Indirect HR = 1.15, Higher hazard of death for Acute

1.15-1.84,p < 0.01 95%Cl: 1.03-1.29,p = Myeloid Leukernia survivors.
0.01
(30) Neighborhood-level SES index** Direct HR = 1.80, 95% Cl: Indirect HR = 1.08, 95% Cl: Higher hazard of death for
1.42-230, p < 0.0001 0.98-1.20,p = 0.12 Astrocytoma sunvivors attenuated by
risk modulators.
©0) Neighborhood-level SES index™* Direct HR = 1.41,95% Cl: Indirect HR = 109, 95% Cl;  Higher hazard of death for
1.11-1.78,p < 001 097-122,p = 0.14 non-astrocytoma ONS tumors
attenuated by risk modulators.

“0) None MIR = 27.4%, p = 0.001 Higher mortality to incidence without

accounting for risk modulators.

Bold denotes statistical significance with p < 0.05; Reference group Non-Hispanic White or Caucasian; * Listed as other or Non-White; ** Tract SES Index, National Cancer Institute
Census Tract-level socioeconomic status (SES) Index. CVRF, Cardiovasculer Risk Factor; SES, Socioeconomic Status; HR, Hazards Ratio; OR, Odd Ratio. SMR, Standard Mortality
Ration; RR, Relative Ratio; MIR, Mortality to Incidence Ratio.
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“Less than 5 years since last treatment;

Non-Hispanic Whit.

Sample size

N = 26443

N = 164316

N =8767

N=484

N =866
N=321

N = 31866

N=13841

N =139
N=193
N=193
N =193
N =88418
N=114

N = 5956

N=519

N =6425

Age
(vears)

0-18

11-21

8-16"

0-34

2-36™

>6
6-21"

0-19*

18-38

8-18"

14-26"+

14-26
=216
15"
019"
521+
019
379+
14-25

12.1%

>18

Population

SEER

Treatment
Center

Canadian
Children’s

SEER

CCss

Sloan
Kettering
CHOA
Sunvivor Ciinic

SEER

ccss

CCss

CHLA

csP

LA SEER
LA SEER
LA SEER
SEER

CHLA

SEER

Clinic

CcsP

CHOA

CCss

Race/Ethnicity (%)

NHB (8.8); H (14.4)

Hispanic (English 27.6;
ESL, 19.1)

Black (5.4)

Black (10.7)

Hispanic (15.6)

Black (12.1); Hispanic
(15.6)

48.5% Non-White
Black (2.4); Hispanic
29.9)

NHB (11.8); Hispanic
@1.5)

NHB (5); Hispanic (5.4)

NHB (4.3); Hispanic
(19
Hispanic (48%)

Hispanic (US, 12.9;
foreign born 43.8)

Hispanic (54.4)
Hispanic (54.4)
Hispanic (54.4)
Black (10.7); Other (8.1)

Hispanic (20.8); Other
(19.2)

Non-White (17.8)
Black (33.3)

Hispanic (56.2)

Black (14)

Non-White (6.4)

Health outcome
category

Survival rates

Patient-reported
outcomes
Patient-reported
outcomes

Chronic health
conditions and survival
rates

Healthcare utilization,
patient-reported
outcomes

Chronic health
conditions

Healthcare utilization

Chronic health
conditions

Survival rates

Survival rates and
chronic health
conditions
Patient-reported
outcomes

Patient-reported
outcomes.

Patient-reported
outcomes
Healthcare utilzation
Healthcare uilzation
Healthcare utiization
Chronic health
conditions
Patient-reported
outcomes

Survival rates

Patient-reported
outcomes
Patient-Reported
outcome
Chronic health
condition
Patient-reported
outcomes

Specific health outcomes

All-cause mortality; non-
recurrence/non-external
mortality

Post-traumatic growth,
post-traumatic stress

Quality of lfe and emotional
quality of lfe

Cardiovascular conditions,
overall mortality

Screening, mental health

Vitamin-D deficiency i.e.
chemiluminescent assay

Initial visit
Obesity

Overall survival

Cardiovascular condition,
overall mortality

Pain

Total and psychosocial
function

Parent post-traumatic
stress, depression

Follow-up care
Healthcare self-efficacy
Information seeking
Cardiovascular condition

Adaptive functioning
Mortaliy to incidence ratio
and relative survival trend
Uncertainty, anxiety, stress
Post-traumatic growth
Severity of symptoms

(CTCEA)
Positive impact

'No information on years since last treatment; *Parent responses; *Mean age reported in years at survey/assessment; Reference Group:

CCSS, Childhood Cancer Survivor Study; CHLA, Children’s Hospital of Los Angeles; CHOA, Childhood Healthcare of Atlanta; CHOC, Children's Hospital of Orange County; CSF, Los
Angeles Cancer Surveillance Program; SEER, Surveillance Epidemiology and End Results Program.
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Source

Risk modulators

NON-HISPANIC BLACK

@8)

(6)

8

HISPANIC

@8)

@8)

6

7)

@7)

SES (insurance, education,
household income), age, diagnosis
SES (insurance, education,

household income), age, diagnosis

Gender, age, treatment factors (year

and age of diagnoss, diagnosis,
therapy subsequent event), and
logistic factors (insurance, distance
from clinic)

SES (insurance, education,
household income), age, diagnosis
SES (insurance, education,
household income), age, diagnosis

Age, sex, social support, family
influence, post traumatic growth,
depressive symptoms, treatment,
seff-efficacy

Age, sex, social support, family
influence, post traumatic growth,
depressive symptoms, treatment,
seff-efficacy

Age, sex, health insurance

Age, sex, health insurance

Results of unadjusted models

OR = 0.6; 95% Cl: 0.5-0.9

HR = 0.77, 95% Cl: 0.64-0.94

OR =0.55, 95% Cl: 0.25-1.21,
p=0.17

=-0.38(0.19),p < 0.4

OR = 2.1,95% CI:
1.47-3.79,p < 0.05

OR = 0.48, 95% Cl: 0.24-0.98,
p <005

Results of adjusted models

OR=0.7;95% CI: 0.5-1.0
(males)

OR = 0.5;95% Cl: 0.3-0.7
(females)

HR= 0.64, 95% Cl: 0.52-0.79

OR = 0.6; 95% Cl: 0.4-0.8

OR=17,95% Cl:
1.2-2.3 (males)

OR=15,95% Cl:

1.1-2.0 (fenales)

OR = 0.33, 95% CI: 0.11-0.96,
p=003

=-0.42(0.20), p < 0.05

OR = 2.52, 95% Cl: 1.19-5.30,
p <005

OR = 050, 95% Cl: 0.23-1.09,
p<0.1

Interpretation of findings

Lower general medical contact
attenuated by risk modulators.
Lower general medical contact
accounting for risk modulators.
Less likely to have initial survivorship
visit.

Lower general medical contact
accounting for risk modlators.
More likely to visit cancer center
accounting for risk modulators.

Less likely to report previous use of
follow-up care after accounting for
tisk modulators,

Lower health-care self-efficacy after
accounting for risk modulators.

Less likely to get information from
hospital.

Less likely to get information from
family attenuated by risk modulators.

Bold denotes statistical significance with p < 0.05; Reference group Non-Hispanic White or Caucasian; * Reference group listed as Non-Hispanic. SES, Socioeconomic Status; HR,
Hazards Ratio; OR, Odd Ratio.
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Source

Risk modulators

NON-HISPANIC BLACK

26) SES (insurance, education,
household income), age,
diagnosis

©6) SES (insurance, education,
household income), age,
diagnosis

©2) None

@) None

©2) None

@1

HISPANIC

@2 None

©2) None

©3) Demographics,
disease/treatment factors,
depressive symptoms,
PTSS, optimism, QOL, SES

©3) Diagnosis and fatigue

©3) Diagnosis and fatigue

©3) Diagnosis and fatigue

©3) Diagnosis and fatigue

@4 Birthplace, education,
income, stress, and
treatment intensity

@4 Birthplace, education,
income, stress, and
treatment intensity

©9) Family-level SES (parent
education and family
income)

@9 Family-level SES (parent
education and family
income)

©9) Family-level SES (parent
education and family
income)

©9) Family-level SES (parent
education and family
income)

@2) Age, sex, social support,
family influence, PTG,
depressive symptoms,
treatment, self-efficacy

NON-WHITE*

©4) Family income and caregiver
education

@3) Diagnosis and fatigue

(33) Diagnosis and fatigue

(@3) Diagnosis and fatigue

(4 Demographic and ciinical

variables

Results of unadjusted models

OR = 0.8;95% Cl: 0.5-1.2

5% CI: 1.2-2.5

HR = 1.91, 95% Cl: 1.58-2.30,

p <0.001
HR =1.85, 95% CI: 1.54-2.22,
p <0.001
HR = 1.68, 95% Cl: 1.40-2.02,
p <0.001

p <0.001

HR =1.74,95% CI: 1.27-2.39,
p =0.001

HR = 1.44, 95% Cl: 1.06-1.96,
p=002

p=052

p =002

p=004

p <0.0001

p =0.002

p <005

p <001

p <001

p <005

p=026

p=035

Results of adjusted models
OR = 0.6;95% Cl: 0.5-1.0
(females)

OR=12;95%Cl: 08-18
(females)

p < 0.05 (English primary
language)

p <001

p<0.01

p =0.001

p=001

$ = 14.20 (3.95), p = 0.0005
(Foreign born)

$ = 4.35 (1.90), p = 0.02
(Foreign born);

$=4.09 (1.28), p = 0.0002 (US
born)

p=025
p=0.19
p=048
p=0.15

OR=0.25, 95% Cl: 0.13-0.45

p=004
p=004
p=001
p <001

Interpretation of findings

Less adverse mental health after accounting for
risk modulators.

Higher functional impairment attenuated by risk
modulators.

Higher reports of pain or abnormal sensation
without accounting for risk modulators.

Higher reports of migraines without accounting
for risk modulators.

Higher reports of other frequent headaches.
without accounting for risk modulators.

Higher parental uncertainty without accounting
for risk modulators.

Higher reports of pain or abnormal sensations
without accounting for risk modulators.

Higher reports of other frequent headaches
without accounting for risk modulators,

Lower Post-traumatic Growth (PTG)
accounting for risk modulators.

Lower psychosocial health after accounting for
risk modulators.

Lower total reported quality of e after
accounting for risk modiulators.

Lower school functioning accounting for risk
modulators.

Lower emotional functioning accounting for risk
modulators.

Higher parent post-traumatic stress.

Higher rates of depression.

Lower global adaptive functioning attenuated
by risk modulators.

Lower conceptual adaptive functioning
attenuated by risk modiulators.

Lower social adaplive functioning attenuated
by risk modulators.

Lower practical adaptive functioning attenuated
by risk modulators.

Higher post-traumatic growth scores
accounting for risk modiulators.

Lower emotional qualty of e accounting for
tisk modulators.

Lower psychosocial funclioning after
accounting for risk modulators.

Lower total reported quality of e after
accounting for risk modiulators.

Lower school functioning accounting for risk
modulators.

More positive impact of cancer in all five

aspects of growth accounting for risk
modulators.

Bold denotes statistical significance with p < 0.05; Reference group Non-Hispanic White or Caucasian; * Listed as Other or both Non-Hispanic Black and Hispanic. SES, Socioeconomic
Status; PTS, Post Traumatic Stress; QOL, Quality of Life; HR, Hazards Ratio; OR, Odd Ratio.
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Source

Risk modulators

NON-HISPANIC BLACK

@7

9

@1

@1)

@1

@1

@1

@1

@1

©8)

“3)

HISPANIC
@n

@9)

@1

@1

@1

Pubertal status
Diagnosis and fatigue
Clinical/demographic variables

Ciinical/demographic variables and
treatment

Clinical/demographic variables,
treatment, and SES (education,
income, & insurance)
Ciinical/demographic variables,
treatment, SES (education, income, &
insurance), and CVRF (obesity,
diabetes, hypertension, and
dyslipidemia)

Clinical/demographic variables

Glinical/demographic variables and
treatment

Clinical/demographic variables,
treatment, and SES (education,
income, & insurance)

More or less that years of diagnosis

Treatment, diagnosis, age and gender

Pubertal status
Diagnosis and fatigue

Clinical/demographic variables,
treatment, SES (education, income, &
insurance), and CVRF (obesity,
diabetes, hypertension, and
dysiipidernia)

Clinical/demographic variables,
treatment, and SES (education,
income, & insurance)
Clinical/demographic variables,
treatment, SES (education, income, &
insurance), and CVRF (obesity,
diabetes, hypertension, and
dysiipidemia)

Results of unadjusted models

OR = 3.11,95% Cl: 1.78-5.46

HR = 0.98, 95% Cl: 0.52-1.86,
p=095

RR=0.9,95%Cl:0.7-12,p =
0.32

OR = 2.08, 95% ClI: 1.09-3.97

Results of adjusted
models

OR =3.25,95% CI:

1.83-5.78

OR = 2.06,95% Cl: 0.26 =
11.85,p = 0436

RR = 0.6, 95% CI: 0.4-0.9,
p=0009

RR=0.5,95% CI: 0.3-0.8,
p =0.005

RR = 0.6, 95% CI: 0.4-0.9,

.6, 95% CI: 0.4-0.9,
p=002

1.9,95% Cl: 1.2-2.9,
.005

RR =1.8,95% Cl: 1.1-2.7,
p=001

6,95% Cl: 1.0-2.3,

HR = 1.60, 95% CI:
1.05-2.43,p = 0.03

RR = 1.5,95% Cl: 1.0-2.1,

OR =2.14,95% Cl:
141-4.13
OR=2.29,95% Cl:
1.23-4.30
RR= 1.6, 95% Cl: 1.
p=0005

Interpretation of findings

More likelihood of vitamin-D
deficiency

Higher risk of obesity accounting for
tisk modlators.

Higher rate of subsequent neoplasms
accounting for risk modulators.
Higher rate of subsequent neoplasms
accounting for risk modlators.
Higher rate of subsequent neoplasrms
accounting for risk modiulator.

Higher rate of subsequent neoplasms
accounting for risk modlulators.

Higher grade cardiovascular
conditions accounting for risk
modulators.

Higher grade cardiovascular
conditions accounting for risk
modulators.

Higher grade cardiovascular
conditions accounting for risk
modulators.

Higher cardiovascular after five years
accounting for risk modlators.
Higher severity (Grade 3-4) in health
conditions after accounting for risk
modulators.

More likelihood of vitamin-D
deficiency.

Higher risk of obesity accounting for
risk modulators.

Higher rate of subsequent neoplasms
accounting for risk modulators.

Increased risk for endocrine
conditions accounting for risk
modulators.

Increased risk for endocrine
conditions accounting for risk
modulators.

Bold denotes statistical significance with p < 0.05; Reference group Non-Hispanic White or Caucasian. CVRF, Cardiovascular Risk Factor; SES, Socioeconomic Status; HR, Hazards
Ratio; OR, Odd Ratio; RR, Relative Ratio.
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Assessment level

Measure Phrase Note Patient
True positive® 53 38 17
False positive® 2 2 1
False negative® 123 80 24
Recall (sensitivity) % 30.41 32.20 41.46
Precision (positive predictive 96.36 95.00 94.44
value)%

aNumber of phrases, notes, and patients in each category.
RegEx, regular expressions.
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Variable

BMI (Kg/m?)
Sex

Age

Family situation

Socio-professional status

PAP Therapy

Indication for PAP therapy

Delay since PAP therapy initiation (years)

Delay since primary diagnosis (years)

Number of hospitalizations in the year preceding inclusion
% of patients with PAP adherence >4 h/night
Average PAP-therapy adherence (t/night)

Items Whole
population
(N =294)
30.8[25.4; 35.4]
M 189 (64.3)
<60 years 83(28.2)
160:70] 109 (37.1)
>70 years 102 (34.7)
Couples 160 (55.4)
Aone 129 (44.6)
Working 66(22.8)
Retired or 224.(77.2)
Unemployed
CPAP 148 (50.3)
NV 146 (49.7)
osAs 157 (53.4)
COPD 26(88)
Neuromuscular 23(7.8)
pathology
OHs 32(10.9)
Chest well 56(19)
disorder and
others
72[22;12.2]
8546129
0[0;2)
Yes 232 (87.2)
7.3(54;88)

osAs
(N =158,
53.74%)

31.1[26.6;34.8)
126 (79.7)
43(272)
64 (40.5)
51(323)
104 (67.1)
51(329)
48 (30.8)
108 (69.2)

148/(93.7)
10(6.3)
157 (99.4)
00
00

1(006)
00

7.9(29;13)
8.4(3.4; 12.5)
0[0;0]
134 (87.6)
68(53;8)

CRF
(N = 136, 46.26 %)

20.4[23.3;37.3)

63(46.3)
40(29.4)

45 (33.1)
51(37.5)
56 (41.8)
78(68.2)

18 (13.4)
116(86.6)

00
136 (100)
0(0)
26(19.1)
23(16.9)

31228
56 (41.2)

52[1.7;109]

108 (6.4; 14.7)
2(0,4)
98(86.7)

82(5.8;10.4]

p-value*

0.40
<0.01
0.41

<0.01

<0.01

<0.01

<001

0.02
0.08
<0.01
0.84
<0.01

Missing

137

28
28

Values in Numbers (%) or median O},

“Comparaison of CRF and OSAS groups (p-value were calculated using Chi square tests and non-parametric Mann-Whitney tests).

BMI, Body mess index; COPD, Chronic obstructive pulmonery disease; CPAR, Continuous positive airway pressure; CRF, Chronic respiratory failure; NIV, Non-invasive ventietion; OHS,

Obesity hypoventilation syndrome; OSAS, Sleep apnea syndrome; PAPR, Positive airway pressure.
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Variable

Access to care
Health care forgo
Healthcare coverage
Coverage ratio

100% coverage due to total disabilty or
long-term ilness

Complementary (top-up) health insurance

Reasons for not having top-up insurance
- *I don't see the point”

- “lam 100% covered by Health Insurance
and | don't think | need any additional”

Deprivation

EPICES score

Patients with EPICES score >30
Deprivation and healthcare non-take up
No deprivation and no healthcare non-take up
Deprivation and no healthcare non-take up
No deprivation and healthcare non-take up
Deprivation and healthcare non-take up

Values in Numbers (%) or median IQR).

Items

Yes

Partial (60%)
100%
Yes

None or
state-subsidized
“Complémentaire
Santé Solidaire (CSC)"

Private

Yes
Yes

N (%)

CRF, Chronic respiratory failure; OSAS, Sleep apnea syndrome.

All population
(N =294)

99(33.7)

109 (37.6)
181 (62.4)
180 (62.1)

46(15.8)

246 (84.2)

2(14.9)
750)

31.4[15.4; 47.3)
157 (53.4)

111(37.8)
84/(28.6)
26(8.8)
73(24.8)

51(32.3)

94 (60.3)
62(39.7)
61(39.1)

18(11.4)

140 (88.6)

2(50)
1(25)

23.1 [10.1; 42.6)
60 (43.7)

40 (20.41)
48(35.29)
8(5.88)
40 (29.41)

CRF
(N =136,
46.26 %)

48(35.3)

15(11.2)
119(88.8)
119(88.8)

28(20.9)

106 (79.1)

0(0)
6(60)

37.3(26.6;50]
88(64.7)

71 (44.94)
36(22.78)
18 (11.39)
33(20.89)

pvalue  Miss
0.59 0
<001 4
<001 4
003 2
002 0
024 0
<001 o
<001 0
<001 0
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Sample Missing rate Missing mechanism Complete data KNN RFpot RFpne RFoy RFnty RFmt

100 0.1 MCAR 0.079 0.088 0.085 0.092 0.082 0.088 0.08
100 0.1 MAR 0.084 0.095 0.094 0.098 0.09 0.094 0.085
100 0.1 MNAR 0.087 0.003 0.095 0.093 0.09 0.001 0.089
100 02 MCAR 0.001 0.002 0.102 0.113 0.081 0.095 0.079
100 0.2 MAR 0.076 0.083 0.089 0.105 0.073 0.085 0.073
100 0.2 MNAR 0.075 0.08 0.09 0.106 0.075 0.082 0.074
100 03 MCAR 0.085 0.101 0.12 0.134 0.004 0.114 0.086
100 03 MAR 0.072 0.002 0.114 0.13 0.087 0.107 0.078
100 03 MNAR 0.085 0.105 0.114 0.136 0.092 0.104 0.086
250 0.1 MCAR 0.055 0.057 0.083 0.069 0.051 0.059 0.051
250 0.1 MAR 0.06 0.066 0.079 0.089 0.064 0.072 0.084
250 0.1 MNAR 0.054 0.059 0.072 0.083 0.054 0.058 0.053
250 0.2 MCAR 0.062 0.065 0.082 0.095 0.065 0.068 0.056
250 02 MAR 0.062 0.078 0.093 0.117 0.069 0.087 0.087
250 02 MNAR 0.054 0.072 0.087 0.115 0.059 0.068 0.056
250 03 MCAR 0.069 0.004 0.125 0.169 0.075 0.007 0.07
250 03 MAR 0.059 0.09 0.126 0.153 0.073 0.09 0.084
250 03 MNAR 0.07 0.083 0.126 0.165 0.069 0.089 0.059
500 0.1 MCAR 0.061 0.057 0.073 0.082 0.058 0.062 0.057
500 0.1 MAR 0.051 0.059 0.082 0.077 0.065 0.061 0.056
500 0.1 MNAR 0.068 0.066 0.08 0.096 0.069 0.071 0.066
500 0.2 MCAR 0.05 0.065 0.105 0.141 0.065 0.062 0.053
500 02 MAR 0.056 0.069 0.113 0.141 0.055 0.067 0.055
500 02 MNAR 0.063 0.072 0.102 0.147 0.064 0.067 0.061
500 03 MCAR 0.046 0.065 0.137 0.201 0.063 0.074 0.046
500 03 MAR 0.047 0.078 0.154 0.224 0.058 0.079 0.054
500 03 MNAR 0.057 0.068 0.131 0.204 0.061 0.071 0.056
1,000 0.1 MCAR 0.063 0.069 0.074 0.094 0.065 0.067 0.053
1,000 0.1 MAR 0.042 0.049 0.077 0.1 0.044 0.048 0.044
1,000 0.1 MNAR 0.047 0.064 0.07 0.081 0.062 0.066 0.051
1,000 02 MCAR 0.043 0.054 0.121 0173 0.048 0.057 0.043
1,000 0.2 MAR 0.048 0.067 0.127 0.191 0.062 0.06 0.051
1,000 0.2 MNAR 0.063 0.065 0.151 0217 0.06 0.069 0.055
1,000 03 MCAR 0.047 0.061 021 032 0.047 007 0.046
1,000 03 MAR 0.043 0.066 0.237 0.362 0.049 0.069 0.049

1,000 03 MNAR 0.045 0.07 0217 0.351 0.061 0.071 0.085
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Population
characteristics

Target population®
MSM

Gay

Gay & Lesbian
Homosexual & bisexual
Male

General homosexual &
bisexual

Lesbian

wsw

MSMW
Bisexual Male
MSM and WSW

Homosexual & bisexual
Female

Others (LGBTQ+)
Mean years of age®
<20.0

200~299
300~399

>40.0

NA

Marriage rate (ever)®
0-9.9%

10.0-19.9%
200-29.9%
30.0-39.9%
400-59.9%
60.0-88.6%

All married

NA

No. (%)

2,667 (92.64)
66 (2.29)
33(1.15)
28(0.97)

21(0.73)

19(0.66)
15 (0.52)
10(0.35)
6(021)
6(021)
4(0.14)

4(0.14)

1(0.15)
226/(33.48)
100 (14.81)
4(0.89)
342 (50.67)

73(1081)
183 (27.11)
104 (16.41)
47 (6.96)
30 (4.44)
12(1.78)
3(0.44)
223 (33.04)

Characteristics

Gender®
Male only
Both gender
Female only

Other (include
transgender)

Whether patients or
not®

Non patients
HiV-infected people
Others (Syphilis)
Orientation®

All homosexual

Al bisexual

Homosexual rate
<40.0%
40.0-49.9%
50.0-59.9%
60.0-69.9%
70.0-79.9%
280.0%

NA

Bisexual rate
<20.0%
20.0-29.9%
30.0-39.9%
40.0-49.9%
50.0-69.9%
260.0%

NA

No. (%)

2,777 (96.46)
60 (2.08)
38(1.82)

4(0.14)

2,626 (91.21)
241 (837)
12/(0.42)

40(5.93)
1(0.15)

9(1.34)
26/(3.85)
50 (7.41)
82 (12.15)

119(17.63)
80 (11.85)

268 (39.70)

82 (12.15)
107 (15.85)
48(7.11)
21@3.11)
6(0.89)
2(0.30)
368 (54.52)

aData from all 2,879 publications; ®Data from 675 studies published in EN only.
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Article institutions (n = 2,645)

First author affiliation
coc

University

Hospital

Scientific Institution

Health authority

Others

First author affiliation location
Mainland China

Overseas

Hong Kong

Taiwan

Macau

Not available

First author profession®
Public health

Psychology

Global health

Nursing

Sociology

Medicine

Psychiatry

Not available

Others

If involved nursing profession
Yes

No

First author is nursing profession
Yes

No

Institution cooperation
International cooperation
Domestic cooperation

Single institution

Funding sources®

Not funded/ Not available
Mainland China

China and foreign funding
America

No. (%)

1,448 (54.74)
887 (33.53)
256 (9.68)
29(1.10)
10 (0.38)
15(057)

2365 (89.41)
144 (5.44)
85 (3.21)
48(1.81)
2(0.08)
1(0.04)

430 (63.70)
43(6.37)
26 (3.85)
18 (2.67)
18 (2.67)
11(1.63)
10 (1.48)
15 (2.22)

104 (15.41)

92 (3.48)
2553 (96.52)

55 (2.08)
2500 (97.92)

380 (14.87)
804 (30.40)
1461 (65.24)

1092 (37.93)

1056 (36.68)

343 (11.91)
130 (4.52)

Thesis institutions (n = 234)

Degree
Master thesis

PhD thesis

Author affiliation

Mainland China

Hong Kong

Taiwan

Overseas

Universities

SRIEBIHTAB 2] H.0+(China CDC)
BREERKF(Anhui MU)
AR K 2(Chongaing MU)
111 K2#(Shandong University)
The Chinese University of Hong Kong
TZRERHETMMY)
RHEBERER (Tianjin MU)
LR (Hebei MU)

8 K#(Qingdao University)
K ilin University)
FLHABE R K2 (Kunming MU)
BB R A2 (Xinjlang MU)
“#(China MU)
K2#(Shanxi MU)

Profession/Major
Epidemiology

Public health

Social Medicine

Psychology

Dermatology

Sociology

Nursing

Maternal, Chid and Adolescent Health
Others

Funding sources®

Global Funding

Hong Kong

Taiwan

Funding from other organizations

3 Among 675 studies published in English (EN) (652 research papers and 23 studies from 14 theses). ®Among all 2,879 publications.

No. (%)

200 (85.47)
34 (14.53)

214 (91.45)
10 (4.27)
6(2.56)
4(.71)

28(11.97)
24(10.26)
15 (6.41)
11(4.70)
10 (4.27)
9(3.85)
9(3.85)
8(3.42)
8(3.42)
72.99)
6(2.56)
6(2.56)
6(2.56)
5(2.14)
82 (35.04)

112 (47.86)

53 (22.65)
13(5.56)
10 (4.27)
8(3.42)
6(2.56)
4(.71)
4(1.71)
24(10.25)

107 3.72)
53(1.84)
31(1.08)
67 (2.33)
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Target population

Male only
MSM

Gay

MSMW

Female only

Lesbian

WswW

Both gender

Gay & Lesbian

MSM & WSW

Clinical people or not
HIV-infected

Non patient

Review type

General literature review
Systematic Review (SR)
SR and Meta-analysis
Scoping review
Review focus

Sexual health

Mental health

Social well-being
Overall review or others.

English reviews

41

I

1

24

Chinese
reviews

113
111
2

© o 0N = e~

121

11

12

105

1"

6

Total

154
151

© o on N s =

162

122

36

145

12

6

%

92.22%
90.42%
1.20%
0.60%
2.40%
1.20%
1.20%
5.39%
3.59%
1.80%

2.99%
97.01%

73.05%
4.79%

21.66%
0.60%

86.83%
7.19%
2.40%
3.59%
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Sampling method
Muiltiple methods
Internet-based sampling
Venue-based sampling
Convenience sampiing
Snowball sampling
Respondent Driven
Sampling

Purposive sampling

Not available

Others

Random sampling
Time-Location Sampling
Modality of recruitment
Offine:

Mixed

Oniine

Not clear

Sample size

1-50

51-100

101-200

201-300

301-400

401-500

501-600

601-700

701-800

801-900

901-1000

>1000

Data collection person
Researcher

Participant

Researcher or Participants
Not clear

Data collection method
Questionnaires

Laboratory tests &
questionnaire

Interviews
Laboratory tests
Questionnaires & interviews

Focus Group Discussion
(FGD)

Interviews & FGD
Others/ Multiple
approaches

Total

Mixed
method

study

1(0.15)
1(0.15)
/

/
2(0.30)
2(0.30)

3(0.44)
2(0.30)
1(0.15)

1(0.15)
1(0.15)

2(0.30)
2(0.30)

1(0.15)
1(0.15)

4(0.59)
/

1(0.15)

1(0.15)

6(0.89

Qualitative Quantitative

study

12(1.78)

3(0.44)

5(0.74)

4(059)

9(1.33)
/

18 (2.67)
/
3(0.44)
/

/

41(6.07)

8(1.19)

5(0.74)
/

49(7.26)
5(0.74)

52(7.70)
/
2(0.80)
/

1(0.15)
/

43(6.37)
/
/
5(0.74)

4(059)
1(0.15)

54(8)

study

160 (23.7)
112 (16.59)
97 (14.37)
82(12.15)
65 (9.63)
62(9.19)

6(0.89)
13 (1.9)
7(1.04)
9(1.39)
2(0.30)

294 (43.56)

172 (25.48)

135 (20.00)
14 (2.07)

1(0.15)
14.2.07)
39(5.78)

68(10.07)
87 (12.89)
97 (14.37)
67 (9.93)
29 (4.30)

15 (2.22)
20 (2.96)
14 (2.07)
164 (24.3)

252 (37.39)
250 (38.37)
75 (11.11)
29(4.30)

383 (57.48)
218 (31.56)

2(0.30)
10 (1.48)
/

/

/
1(0.15)

615(91.11)

Total

173 (25.69)
116 (17.19)
102 (15.11)
86 (12.74)
76 (11.26)
64(0.48)

24(3.56)
13(1.93)
10 (1.48)
9(1.83)
2(0.30)

338 (50.07)

182 (26.96)

141 (20.89)
14(2.07)

50 (7.41)
19 (2.81)
40 (5.93)
69(10.22)
87 (12.89)
o7 (14.37)
67(0.99)
29(4.30)
15 (2.22)
20 (2.96)
16 (2.37)
166 (24.59)

305 (45.19)

260 (38.52)
81 (12.00)
29(4.30)

390 (67.78)
213 (31.56)

45 (6.67)
10(1.48)
5(0.74)
50.74)

4(059)
3(0.45)

675 (100)
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Variable

Deprivation and
healthcare non-take

up

Time since initiation
of PAP-Therapy

Hospitalizations in
the previous year

Items.

Deprivation and no
healthcare non-take
up

Deprivation and
healthcare non-take
up

Deprivation and
healthcare non-take
up

Deprivation and no
healthcare non-take
up (reference)

=1 hospitalization
No hospitalization

OR

367

201

7.74

0.88

0.40

95% Cl

[1.12; 11.37)

035; 11.68)

[259; 23.12)

[0.81;0.95]

[0.17;0.96]

p-value

0.0311

0.4332

0.0002

0.0021

0.0396

An univarieble analysis was conducted to select the variablesto be included in the
mulivariable analysis, which were: The reimbursement rate, PAP-therapy duration (vears),
number of hospitalizations in the previous year and the interaction between healthcare
non-take up and deprivation.





