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Editorial on the Research Topic 


Defining the Spatial Organization of Immune Responses to Cancer and Viruses In Situ 


Cellular organization within tissues is purposeful: specific cell-types are arranged at different proximities with intent, thus enabling intercellular crosstalk and driving tissue functions in health, disease, and response to therapy. Elucidating the spatial pattern of cells and molecules within their native tissue microenvironment is therefore critical towards identifying tissue-based biomarkers predictive of clinical outcome.

Multiplexed tissue imaging methods—including imaging mass cytometry (IMC) (1), multiplex ion beam imaging (MIBI) (2, 3), multiplex immunohistochemistry (mIHC) (4), CO-Detection by indEXing (CODEX) (5, 6), cyclic immunofluorescence (CyCIF) (7, 8), and spatial transcriptomics (9–12)—allow for the simultaneous detection of more than 50 proteins and 1000s of transcripts, thereby empowering the interrogation of spatial organization within tissues. Importantly, these technologies retain the native tissue context of each individual cell, while enabling deep phenotypical and functional interrogation. To date, these methods have enhanced our understanding of the diverse tissue microenvironments in oncology (3, 13–19), reactive and auto-immunology (5, 20, 21), and microbiology (22–24).

This Research Topic focuses on the spatial organization of immune responses to cancer and viral infections. It brings together nine manuscripts that 1) contribute methods to improve the accuracy of cell-type annotation, 2) provide new computational tools to profile spatial tissue patterns, and 3) advance our understanding of spatially resolved immune responses to cancer, infections, and immunotherapy.

A well-designed multiplexed antibody panel is critical for accurate cell-type annotation and serves as the foundation for characterizing cellular composition, cell-cell interactions, intracellular functional states and all further downstream spatial analyses (Phillips D. et al.) optimize a 56-marker CODEX panel consisting of major structural, tumor, and immune cell markers, including eight regulatory proteins that are common immunotherapy targets—PD-1, PD-L1, CTLA-4, ICOS, IDO-1, LAG-3, OX40, TIM-3, and VISTA. As such, this panel provides an important tool for informing clinical cancer care and the design of therapeutic combination strategies across tumor types. Jiang S. et al. present a 21-marker CODEX panel consisting of 18 antibodies for major immune cell-types and 3 Ebola virus-specific antibodies in rhesus macaques. Importantly, this is one of the first highly multiplexed tissue imaging antibody panels targeted towards rhesus macaques, a common non-human primate model used to evaluate the efficacy of medical countermeasures against biothreat pathogens. Development and optimization of both multiplexed antibody panels was costly and time-consuming, but these panels are easy to reproduce, expand upon, and translate towards other multiplexed imaging modalities. For example, the analogous biochemistry of CODEX and MIBI/IMC antibody conjugations have allowed many of our stains to be reproduced across these platforms (unpublished observations from D.P. and S.J.). Thus, these studies provide investigators with a solid starting point for interrogating how cells functionally organize within tissues to mount coordinated immune responses to cancer, infections, biothreats, and therapeutic intervention.

Accurate cell-type identification is also heavily influenced by chosen normalization strategy and data pre-processing algorithms. Hickey et al. evaluate the performance of major normalization techniques (i.e., Z, log(double Z), min-max, and arcsinh) in mitigating the effects of noise on cell-type annotation in a CODEX dataset. This study shows that regardless of the downstream unsupervised clustering algorithm used, Z normalization of marker intensity results in the most reproducible intra- and inter-sample comparisons for the most accurate cell-type annotation. Correct cell-type identification also depends on the ability to minimize and correct for lateral signal spillover from adjacent cells, a particular challenge in packed lymphoid or tumor tissues. Given the large number of antibody tags imaged in multiplexed experiments, cumulative pairwise spillovers in densely packed tissues can have detrimental effects on cell-type assignments and downstream biological conclusions. Bai et al. present a lateral spillover compensation algorithm termed Reinforcement Dynamic Spillover EliminAtion (REDSEA), which allows robust reassignment of lateral spillover signal to the cell of origin based on the proportion of the shared boundary between adjacent cells. Application of REDSEA to MIBI and CyCIF datasets led to significant improvement in cell-type annotation (i.e., 56.0% of cells were correctly identified at baseline compared to 81.5% after a border-based REDSEA compensation). These studies provide platform agnostic image processing tools that increase the certainty of marker intensities extracted from individual segmented cells, thereby improving the speed and accuracy of cell-type identification.

In addition to REDSEA (Bai et al.), this Research Topic provides additional computational tools that resolve cellular tissue heterogeneity and reveal complex tissue architecture. Yuan et al. present Seg-SOM, a computer vision method for dimensionality reduction of nuclear morphology in histological images. Seg-SOM is easily scalable: it is entirely automated, performs dimensionality reduction on hundreds of thousands of cells within seconds, and can operate on H&E-stained or multiplexed images. Application of Seg-SOM to breast cancer imaging datasets enabled the 1) prediction of tumor-infiltrating lymphocyte density in normal and cancerous breast tissues and 2) classification of ductal carcinoma in situ lesions into those that exist in isolation or were accompanied by invasive breast cancer. Baranwal et al. present Cell-Graph Attention (CGAT) Network, a graph-theory approach that allows for grading of pancreatic disease based on point patterns derived from multiplexed immunofluorescence-stained images. The CGAT framework can differentiate pancreatic ductal adenocarcinoma from chronic pancreatitis. This is of fundamental clinical impact as the similar pathological appearances of these conditions can often lead to either a missed diagnosis of an aggressive cancer or repeated, unnecessary biopsies of a benign condition. Modular implementation of these computational approaches into existing analytical pipelines will provide new avenues of investigation and facilitate a greater understanding of spatial dynamics in complex tissue microenvironments.

A major effort of multiplexed tissue imaging is to better understand how the composition and spatial interactions of distinct cell-types in tumor tissues contribute to disease prognosis and response predictions during immunotherapy. Stoltzfus et al. leveraged upon multi-parameter confocal imaging, histocytometry, and a previous described computational method for distinguishing tissue organization, CytoMAP (30), to characterize immune cell organization in mouse models of colorectal and pancreatic cancer to identify a perivascular immune niche (i.e., co-localization of myeloid and CD8+ T cell aggregates adjacent to tumor blood vessels), which is positively associated with anti-PD-L1 immunotherapy response. The increased abundance of this perivascular immune niche following immunotherapy suggests a major role of blood vessels in coordinating the active remodeling of innate and adaptive immune cells within tumors, leading to improved antitumor immunity. Ardighieri et al. combine immunohistochemistry with RNAscope to identify a subset of M1-type tumor-associated macrophages (TAMs) (i.e., CXCL10+IRF1+STAT1+) in ovarian cancer. Patients with a high density of these tumor-infiltrating macrophages have improved prognoses and superior responses to platinum-based therapies. These findings are also extended to other cancer types—including melanoma, head and neck squamous cell carcinoma (HNSCC), colorectal cancer, endometrial cancer, breast cancer, and lung cancer—suggesting that these specialized M1-polarized TAMs are part of a T-cell infiltrated immune contexture that confers a better clinical outcome. Yoshimura et al. utilized multiplexed immunohistochemistry and image cytometry-based quantification to reveal co-localization of PD-1+ helper T cells and CD163+ TAMs within tumor cells nests as a negative prognostic indicator in HNSCC. This finding suggests that CD163+ TAMs exert their immunosuppressive effects on effector PD-1+ helper T cells, in line with recent orthogonal work showing that co-localization of PD-1+CD4+ T cells and Tregs was associated with poor response to immunotherapy (18). Collectively, these studies provide a framework for utilizing advanced spatial analyses to interrogate the complexity of the tumor microenvironment and decode the therapeutic response in situ.

For multiplexed tissue imaging to reach its full potential as a research paradigm, it is pertinent that these studies are not performed in isolation. Orthogonal interrogation with synergistic tools, such as RNA quantification methods including spatial transcriptomics, single-cell RNA sequencing, and other advanced techniques are needed to precisely define the genetic and protein topographies of human tissues. The development of multi-omic measurements in situ is a key fundamental advancement in this regard, including the quantification of metabolic states (21), nucleic acids and proteins (12, 23, 25), clonality (26), and epigenetic states (27). The continued advancement of computational methods is also vital for multi-scalar inferential analysis across different measurement modalities (28). Future studies must be performed in large, well-annotated clinical cohorts to delineate more subtle features of the tissue’s spatial architecture and to determine if spatial findings translate broadly, with the incorporation of powerful statistical frameworks to aid in experimental designs (29). To this end, numerous challenges must be overcome, including 1) establishing protocols for collecting tissue specimens that minimize fixation artifacts, 2) compilation of published lists of domain expert-verified antibody clones that retain specificity even after conjugation, 3) development of better methods for segmentation, normalization and quantification of single-cell protein expression intensities, 4) novel algorithms to automate cell-type and tissue feature identification in a scalable manner, 5) experimental and computational methods to enable multi-modal measurements of spatial-resolved single cells.

In sum, investigation into the spatial organization of cells and molecules within tissues is advancing at a rapid and exciting pace. The articles in this Research Topic serve as a reference for those interested in using multiplexed tissue imaging technologies and emerging computational tools to enable a comprehensive understanding of tissue-level immune responses to cancer, viral infections, and immunotherapy.
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Immunotherapies are revolutionizing cancer treatment by boosting the natural ability of the immune system. In addition to antibodies against traditional checkpoint molecules or their ligands (i.e., CTLA-4, PD-1, and PD-L1), therapies targeting molecules such as ICOS, IDO-1, LAG-3, OX40, TIM-3, and VISTA are currently in clinical trials. To better inform clinical care and the design of therapeutic combination strategies, the co-expression of immunoregulatory proteins on individual immune cells within the tumor microenvironment must be robustly characterized. Highly multiplexed tissue imaging platforms, such as CO-Detection by indEXing (CODEX), are primed to meet this need by enabling >50 markers to be simultaneously analyzed in single-cells on formalin-fixed paraffin-embedded (FFPE) tissue sections. Assembly and validation of antibody panels is particularly challenging, with respect to the specificity of antigen detection and robustness of signal over background. Herein, we report the design, development, optimization, and application of a 56-marker CODEX antibody panel to eight cutaneous T cell lymphoma (CTCL) patient samples. This panel is comprised of structural, tumor, and immune cell markers, including eight immunoregulatory proteins that are approved or currently undergoing clinical trials as immunotherapy targets. Here we provide a resource to enable extensive high-dimensional, spatially resolved characterization of the tissue microenvironment across tumor types and imaging modalities. This framework provides researchers with a readily applicable blueprint to study tumor immunology, tissue architecture, and enable mechanistic insights into immunotherapeutic targets.




Keywords: immunotherapy, CODEX multiplexed tissue imaging, immunophenotyping, immunoregulatory proteins, tumor microenvironment, cancer immunity, lymphoma



Introduction

Immunotherapies work through the blockage or stimulation of immunoregulatory proteins to enhance the body’s innate ability to target and destroy tumor cells. CTLA-4, PD-1, and PD-L1 are the most widely studied inhibitory checkpoint molecules, and drugs targeting these proteins have revolutionized treatment for numerous solid and hematological malignancies (1). Unfortunately, only about 20% of patients derive long-lasting benefits from current immunotherapies (2). Novel therapies targeting inhibitory (e.g., IDO-1, LAG-3, TIGIT, TIM-3, VISTA) and stimulatory (e.g., ICOS, GITR, OX40, 4-IBB) proteins within the tumor microenvironment (TME) are under active investigation (3–7). Clinical trials are also underway to combine these novel pre-clinical treatments with established anti-CTLA-4 (i.e., ipilimumab) and anti-PD-1 (i.e., pembrolizumab and nivolumab) therapies for greater effect (7–13). This expanding list of targets underscores the urgent need to characterize the expression of immunoregulatory proteins, in the native context of individual cells within the TME, to drive immunotherapy selection for cancer patients (14).

Clinical staining of immunoregulatory proteins is routinely performed with conventional one- or two-color immunohistochemistry (IHC). Studying more than two markers either requires a careful selection of primary antibodies (i.e., raised in different species to prevent cross-reactivity with the secondary antibodies) or the use of consecutive tissue sections, which is problematic for studying samples with low tissue availability and makes it extremely difficult to co-localize markers at the single-cell level. Therefore, conventional IHC drastically limits accurate classification of both cell-type and function (e.g., reactive PD-1+ CD4+ T cells versus immunosuppressive PD-1+ FOXP3+ CD4+ T cells). This in turn limits a comprehensive understanding of the TME and the factors underlying immunotherapy responsiveness.

The emergence of multiplexed tissue imaging has enabled researchers to overcome these challenges and to further our understanding of cancer immunotherapy. Recent work exemplifies how multiplexed IHC (mIHC) is superior to single-plex PD-L1 IHC, tumor mutational burden, or gene expression profiling for predicting response to PD-1/PD-L1 blockade therapies across 10 different solid tumors (15). CO-Detection by indEXing (CODEX), a commercialized and accessible multiplexed tissue imaging platform (Akoya Biosciences, Menlo Park, California, USA), uses oligonucleotide-conjugated antibodies and sequential fluorescent reporters, to detect up to 60 markers simultaneously in a single tissue section at resolutions that resolve individual cells. As such, CODEX generates detailed information on the distribution of different cellular phenotypes, while maintaining the morphological context of healthy and diseased tissues (16). Since the CODEX method was first described in 2018 (17), this technology has been successfully adapted for use in FFPE tissues (16, 18) and applied to immunophenotype solid (16) and hematological (19) malignancies. Establishment of a companion computational framework has been crucial for processing raw CODEX imaging data, mapping cellular interactions, and analyzing cellular neighborhoods (16–21). These studies have accelerated the discovery of new immune cell subsets (16, 17) and biomarkers (19), and correlated spatial organization with cancer prognosis (16) and immunotherapeutic outcomes (19).

A fundamental aspect of the CODEX methodology relies upon a well-designed and validated antibody panel. Combining up to 60 markers in a single experiment requires that all antibodies to stain robustly under the same antigen retrieval condition, and that antibody performance is optimized by the imaging order. Herein, we describe the establishment of a 56-marker panel to analyze FFPE cutaneous T cell lymphoma (CTCL) tissues by CODEX. This panel comprises immune, tumor, and structural (e.g., epithelial, stromal, vascular) markers. It also includes eight immunoregulatory proteins—ICOS, IDO-1, LAG-3, PD-1, PD-L1, OX40, Tim-3, and VISTA—to simultaneously phenotype, localize, and quantify these functional molecules on individual cells within the TME, adding important insights to the field of cancer immunotherapy. This work serves as a blueprint for customizing CODEX antibody panels and provides researchers and clinicians with a working antibody panel for high-dimensional characterization of the TME, with broad adaptability to different malignancies of interest or alternative imaging platforms, such as Imaging Mass Cytometry (IMC) (22–24), Multiplexed Ion Beam Imaging (MIBI) (25–28), and tissue-based cyclic immunofluorescence (t-CyCIF) (29).



Methods


Tissue Material

Skin tumor samples were obtained from CTCL patients treated at Stanford University. Written informed consent was obtained from all patients. The use of their tissues for this research was fully anonymized and approved by the Stanford University IRB Administrative Panels on Human Subjects in Medical Research (HSR 46894). FFPE histology blocks were generated according to standard pathology procedures (30). A tissue microarray was then created from eight CTCL specimens (Supplementary Table 1). Tissue microarray cores were 0.6 mm in diameter and acquired from the most heavily tumor-infiltrated area of the biopsy. The tissue microarray was sectioned at 4-µm thickness and mounted onto Vectabond™-treated (Vector Laboratories, Burlingame, CA, USA; #SP-1800) square glass coverslips (Electron Microscopy Sciences, Hatfield, PA, USA; #72204-01), as previously described (16, 19).



Antibodies and DNA Oligonucleotide Conjugation

Commercially available purified, carrier-free monoclonal and polyclonal anti-human antibodies (Table 1) were conjugated to maleimide-modified short DNA oligonucleotides [TriLink Biotechnologies, San Diego, CA, USA; for detailed oligonucleotide sequences see (16)] at a 2:1 weight/weight ratio of oligonucleotide to antibody, as previously described (16, 18, 19). Conjugated antibodies were subsequently stored at 4°C, where they remained stable for at least 1 year. Conjugated antibodies were titrated and validated under the supervision of a board-certified pathologist (C.M.S.) and confirmed with an online database (The Human Protein Atlas; www.proteinatlas.org) (31).


Table 1 | Marker panel (56 antibodies and 2 nuclear stains) for CODEX.





CODEX Multiplexed Tissue Staining and Image Acquisition

CODEX staining and imaging were performed as previously described (16, 18, 19). Briefly, the coverslip containing the tissue section was baked at 70°C for 1 hour, deparaffinized in xylene, rehydrated in ethanol, and washed in ddH2O before performing heat-induced epitope retrieval with Dako target antigen retrieval solution, pH 9 (Agilent Technologies, Santa Clara, CA, USA; #S236784-2) at 97°C for 10 min on a LabVison PT Module (Thermo Fisher Scientific, #A80400012). The coverslip was subsequently blocked using blocking buffer [S2 buffer containing B1 (1:20), B2 (1:20), B3 (1:20), and BC4 (1:15)] and stained with the 56-marker antibody panel (Table 1) to a volume of 100 µl overnight at 4°C. After fixation with 1.6% paraformaldehyde, 100% methanol, and BS3 (Thermo Fisher Scientific, Waltham, MA, USA; #21580), the coverslip was mounted onto a custom-made acrylic plate (Bayview Plastic Solutions, Fremont, CA, USA). Imaging of the CODEX multicycle experiment was performed using an inverted fluorescence microscope (Keyence, Osaka, Japan; model BZ-X710) equipped with a CFI Plan Apo λ 20x/0.75 objective (Nikon, Tokyo, Japan), a microfluidics instrument (Akoya Biosciences, Menlo Park, CA, USA), and CODEX driver software (Akoya Biosciences, Menlo Park, CA, USA). Light exposure times and the order of markers per cycle are outlined in Table 1. The Hoechst nuclear stain (Thermo Fisher Scientific; #62249) was acquired in each cycle and DRAQ5 nuclear stain (Cell Signaling Technology, Danvers, MA, USA; #4084L) was acquired in the final cycle. After completion of the multi-cycle reaction, manual hematoxylin and eosin (H&E) staining was performed according to standard pathology procedures (30), and the tissue microarray was re-imaged in brightfield mode.



Processing and Analysis of CODEX Data

Raw TIFF image files were processed using the CODEX Toolkit, as previously described (18, 19). Briefly, after the data was uploaded, cell segmentation was performed using DRAQ5 nuclear stain. Antibody expression was quantified at the single-cell level and this data was cleaned by gating using CellEngine (https://cellengine.com). This yielded a total of 25,456 cells across the eight tissue microarray cores. The resultant FCS files were imported into the VorteX clustering software (20) and subjected to unsupervised X-shift clustering, with the following 30 parameters: CD1a, CD3, CD4, CD7, CD8, CD11c, CD15, CD20, CD25, CD30, CD31, CD34, CD38, CD45, CD56, CD68, CD138, CD163, CD206, α-smooth muscle actin, cell size, cytokeratin, FoxP3, HLA-DR, Ki-67, mast cell tryptase, PD-1, PD-L1, podoplanin, and vimentin. Cell morphology and size were used to further refine clusters manually and those with similar features were merged, resulting in 18 cell-types. As all specimens did not contain epithelium, and in turn Langerhans cells, clusters with CD11c+ dendritic cells and Langerhans cells were merged and classified as antigen presenting cells (APC). This led to 17 cell-types (Figure 2A). The expression frequencies of ICOS, IDO-1, LAG-3, PD-1, PD-L1, OX40, Tim-3, and VISTA were determined for CD4+ T cells, CD8+ T cells, Tregs, M1 macrophages, M2 macrophages, and tumor cells by manual gating in CellEngine (https://cellengine.com).



Visualizing CODEX Data

Seven-color overlay images with select markers were created in ImageJ (https://imagej.net/). Simulated brightfield IHC images were generated from CODEX fluorescence data using an ImageJ macro (https://bitbucket.org/davemason/makehdab/src/master/). Voronoi diagrams of assigned cell-types were created in Python, with slight modifications to previously described scripts (https://github.com/nolanlab/NeighborhoodCoordination/) (16).




Results

Here, we describe the development, optimization, and application of a 56-marker antibody panel to characterize the composition, spatial organization, and functional immune status of the TME in FFPE tumors by CODEX (Table 1). Marker selection was based on 1) in-house testing of antibody performance in IHC and FFPE-CODEX (16, 18, 19), 2) IHC experience in clinical pathology laboratories, 3) commercially available fluorophore-conjugated antibodies that either in their conjugated or unconjugated forms work in IHC, 4) IHC and FFPE multiplexed tissue imaging publications, and 5) online databases like The Human Protein Atlas (www.proteinatlas.org) (31). Notably, 51 of the 56 antibodies in this panel have been used in other multiplexed imaging studies (Supplementary Table 2) (16, 18, 23, 24, 26–29). These 51 antibodies were studied in different tissues (e.g., tonsil, breast cancer, colon cancer, pancreatic cancer, squamous cell carcinoma, etc.), using different modalities (i.e., CODEX, MIBI, IMC, t-CyCIF), and by different research groups (i.e., in different countries, by different operators), which emphasizes the reproducibility of these markers and satisfies an orthogonal strategy for antibody validation (32). The key contribution of the current study is therefore the presentation of a robust, working 56-marker panel focused on immunophenotyping and immunoregulation. Interested researchers can easily purchase, conjugate, and titrate the antibodies shown in Table 1 as a starting point for their own multiplexed tissue imaging panels.

All antibodies were conjugated to unique maleimide-modified DNA oligonucleotides (with lengths between 10-19 nucleotides), added to tissues that were subjected to high pH (pH 9) antigen retrieval buffer, incubated overnight at 4°C, and tested/titrated in CODEX single-staining experiments. Antibody testing was performed using tonsil (Supplementary Figure 1) and a tissue microarray with 16 healthy and 54 cancerous tissues (16, 18) to ensure the inclusion of appropriate positive and negative controls. Conjugated antibodies were stained at a dilution between 1:25 and 1:200 and visually evaluated for subcellular localization (e.g., nucleus, cytoplasm, membrane), cell-type (e.g., immune, tumor, or stromal cells), signal intensity, dynamic range, and signal-to-noise ratio.

After determining the optimal conditions for each conjugated antibody by CODEX single-staining, a 56-marker multicycle experiment was performed on a CTCL tissue microarray compiled from eight patients (Supplementary Figures 2 and 3A, B). All antibodies performed as expected when imaged during the CODEX multicycle experiment (Supplementary Figure 4), including the seven polyclonal antibodies used in this panel, which showed consistent staining intensity, appropriate spatial expression patterns, and no anomalous cross-reactivity. Importantly, the reproducibility of antibody staining is high within a single CODEX multicycle experiment for a given tissue region (16, 18, 21), between patient samples (Supplementary Figure 5) as well as across experiments processed in parallel (19). For all CODEX experiments, the first cycle is a “blank” cycle (i.e., no fluorescent oligonucleotides are added). This is critical for assigning cell-types from imaging data, which consists of subtracting background fluorescence signals that arise from auto-fluorescence and non-specific antibody binding (measured from the “blank” cycle), segmenting the image to identify individual cells, and integrating the staining intensity of all markers on each cell to identify cell-types.

The 56-marker panel consists of structural, tumor, and immune markers as well as antibodies against proteins that reflect functional cellular states and immune regulation. A representative seven-color overlay image shows structural, lymphoid, myeloid, and tumor cell markers in a CTCL tissue microarray core (Figure 1). Seven-color overlay images for all tissue microarray cores are shown in Supplementary Figure 3C.




Figure 1 | Detection of structural, lymphoid, myeloid, and tumor markers by CODEX in a single CTCL tissue microarray core (patient 6). Seven-color overlay image with cytokeratin (epithelium; green), vimentin (stroma; blue), CD31 (vasculature; gray), Ki-67 (proliferation; red), CD45 (leukocytes; cyan), CD3 (T cells; magenta), and CD68 (macrophages; yellow). Below panels show H&E, Hoechst (nuclear), and individual marker stainings. Scale bars, 100 µm.



This panel enables extensive immunophenotyping: 33 of the 56 antibodies recognize antigens specific for T cells, B cells, plasma cells, NK cells, macrophages, dendritic cells, Langerhans cells, granulocytes, and mast cells. In fact, 11 of the 17 identified cell-types were immune specific, where dendritic cells and Langerhans cells were merged and classified as APCs (Figure 2A). The immune cell-types include APCs, B cells, CD4+ T cells, CD8+ T cells, granulocytes, M1 macrophages, M2 macrophages, mast cells, NK cells, plasma cells, and Tregs. The frequency of immune cell subsets across all patients identified populations with high (APCs, 18%; CD4+ T cells, 18%; CD8+ T cells, 20%; M2 macrophages, 18%; Tregs, 10%), medium (B cells, 4%; M1 macrophages, 7%), and low abundance (NK cells, 2%; granulocytes, 1%; mast cells, 1%; plasma cells, 1%) (Figure 2B). Voronoi diagrams (i.e., cell position plots) were used to generate a map of immune cell-type positions (Figure 2C). These maps reveal substantial spatial heterogeneity between patients, suggesting dynamic and variable effects of immune surveillance within the TME.




Figure 2 | Detecting cell-types by CODEX. (A) Heatmap of CODEX-identified cell-types clusters by protein expression; antigen presenting cells (APCs) include dendritic cells (DCs) and Langerhans cells (LCs). (B) Immune cell composition in all patients. (C) Voronoi diagrams mapping cell-type positions, colored according to the legend.



The identification of immune cell-types has historically been based on the presence or absence of cluster of differentiation (CD) proteins, other cell surface markers, and lineage-specific transcription factors. Distinguishing cell-types in high dimensional tissue imaging data can be challenging due to 1) lateral marker spillover of cells adjacent to each other, 2) variable staining intensity of lineage-specific proteins across cell-types, and 3) simultaneously integration of lineage-specific marker expression patterns. Using higher-order unsupervised X-shift clustering (20) and manual refinement based on cell size and morphology, we were able to confidently stratify immune cell-types, even when they were bordering other lineage-specific immune cells (Figure 3). Two representative H&E-stained samples from the same tissue section, with six zoomed-in Voronoi diagrams representing the cell-types identified, are shown in Figures 3A, B. The major immune cell-types, stratified by lymphoid and myeloid lineages, are shown as Voronoi cell-type representations, 20x fluorescence images, and simulated brightfield images, which recreate the staining pattern that would be observed by conventional IHC using chromogenic methods (Figure 3C, top to bottom). Together, these data demonstrate the capability of this well-designed and titrated panel to effectively enumerate major immune cell-types and visualize their location within the overall TME architecture.




Figure 3 | Visualizing immune cell-types by CODEX. (A, B) H&E stainings for two different CTCL patients and corresponding Voronoi diagrams from 6 select regions; see Figure 2B for full Voronoi diagram. (C) Major immune cell-types separated by lineage and shown as: 1) a zoomed-in region from one the six selected Voronoi diagrams, color-coded as in (A, B) (top panel), 2) a CODEX fluorescent image with Hoechst nuclear stain (blue) and the marker of interest (white) (middle panel), and 3) a simulated brightfield IHC image for the marker of interest (bottom panel). Scale bars: (A, B) 100 µm, (C) 10 µm.



In addition to phenotypic stratification, we leveraged upon the high multiplexing capabilities of CODEX to include functional markers, particularly immunoregulatory proteins that are essential for the study of cancer immunology and immunotherapy. Specifically, we focused on eight functional immune molecules that are the targets of approved or in trial immunotherapies: ICOS, IDO-1, LAG-3, OX40, PD-1, PD-L1, TIM-3, and VISTA (Figure 4A) (2, 33–37). Representative examples of the staining pattern of these markers on T cells, macrophages, and tumor cells are shown (Figure 4A). Protein expression comparisons of immune and tumor cells reveal that PD-L1 was predominantly expressed on tumor cells, while ICOS, IDO-1, LAG-3, and OX40 were predominantly present on immune cells, and TIM-3 and VISTA were expressed on both tumor and immune cells in similar proportions (Figure 4B). The expression of each immunoregulatory protein varies across immune cell-types and individual patients (Figure 4C and Supplementary Figure 6), consistent with previous reports (26, 38–41). For example, PD-1 was strongly expressed on CD4+ T cells, ICOS on CD4+ T cells and Tregs, TIM-3 on M1 and M2 macrophages, and VISTA on M1 macrophages. These results demonstrate how simultaneous analysis of phenotypic and functional markers on single-cells, within their native spatial, tissue context, is a powerful approach for understanding the diverse landscape of functional immune molecules in cancer, and their roles in the immunotherapy responsiveness across patients.




Figure 4 | Expression of immunoregulatory proteins on different cell-types. (A) Color overlays of immune (CD4 – green; CD8 – cyan; FoxP3 – blue; CD68 – yellow; CD206 – magenta), tumor (Ki-67 – red; CD4 – green), and immunoregulatory proteins (ICOS, IDO-1, LAG-3, OX40, PD-1, PD-L1, TIM-3, VISTA – white). (B) Percentage of immune (T cells and macrophages) and tumor cells expressing immunoregulatory proteins; mean and standard error across patients. (C) Heatmap showing the mean percentage of immunoregulatory protein expression for the different T cell, macrophage, and tumor cell populations.





Discussion

Advancements in cancer immunotherapies require intimate knowledge of the orchestrated interaction and organization of cancer and immune cells. Multiplexed immunophenotyping approaches are essential in our efforts to identify predictive biomarkers of response and reveal insights into therapeutic mechanisms of action. Established, clinically accessible mIHC tissue imaging techniques are limited by the number of markers (≤ 7), while other multiparameter technologies (e.g., mass cytometry (CyTOF) and single-cell RNAseq) lack spatial context. The CODEX multiplexed tissue imaging method utilized in this study overcomes these limitations, and the 56-marker antibody panel established here enables extensive immunophenotyping of archival FFPE cancer specimens. Construction of a panel that captures structural markers, major immune cell-types and markers that inform cellular functional states (e.g., Ki-67 for proliferation and granzyme B for cytotoxicity), including immunoregulatory proteins, is paramount towards this goal. This work presents a blueprint for providing novel insights into the spatial organization and functional status of the TME, which are critical for advancing the field of cancer immunotherapy.

An important prerequisite for the study of FFPE tissues is the need for antigen retrieval, which involves the reversal of crosslinks formed during formalin fixation, to make epitopes accessible for antibody binding. Antigen retrieval involves boiling tissues in a specified pH buffer (ranging from pH 3 to 10) and detergents. Since the pH can greatly influence antibody binding (24, 42) and the entire CODEX antibody panel is stained simultaneously on a single tissue section, all antibodies must be optimized to perform with the same antigen retrieval protocol. The panel described here is optimized for antigen retrieval at pH 9, followed by antibody staining at 4°C overnight. In total, we conjugated 59 antibodies for implementation in this panel. 56 antibodies eventually passed our quality control assessment and were deemed as successfully conjugated and validated in FFPE human tissues, translating to a 94.9% success rate (i.e., 56/59 antibodies). The three antibodies that did not pass our assessment were TCR-α/β (clones G-11, T10B9), CTLA-4 (clones 2188A, BN13, L3D10), and TIGIT (clone TG1), likely owing to alteration of the antibody structure during the partial reduction step of the CODEX conjugation, the high pH antigen retrieval condition, aberrant oligonucleotide-antigen interactions, and/or low signal intensity.

Establishment a CODEX antibody panel, as described here, involves several considerations. First, antibodies must perform as expected when they intermixed with other antibodies. When combined, some antibodies may generate unexpected staining patterns not observed individually, due to aberrant cross-reactivity between antigens and/or oligonucleotides (43, 44). Second, multiple overlapping markers must be used to accurately classify cell-types. For instance, in this panel, Tregs were defined by co-expression of FoxP3, CD25, CD3, CD4, and CD45 (and lack of co-expression of non-lineage specific markers). This ability to visually inspect the spatial expression pattern of antibodies and cross-validate them against lineage-specific markers is a unique capability of highly multiplexed tissue imaging and an important milestone of antibody validation. Third, the multicycle panel order must be carefully considered. Importantly, after 10 cycles of iterative washing, hybridization, and stripping, we observe a slight decrease in signal strength of nuclear markers (16). Thus, antibodies that target nuclear markers and other low abundance proteins were placed in earlier cycles. As marker intensity and tissue morphology is not otherwise degraded during a multicycle (16, 18), the other markers were distributed to balance the panel across the fluorescent channels (i.e., Alexa488, ATTO550, and Alexa647). Fourth, to prevent fluorescent channel bleed through that could obscure a weaker signal, care must be taken to avoid combining within one cycle antibodies that stain different epitopes on the same cells at drastically different levels of intensity. For example, in this panel the helper T cell markers CD4 (strong staining) and CD5 (weak staining) were placed in different cycles. Finally, markers with low abundance, weak signal, and/or high background—generally this includes immunoregulatory proteins—should be imaged with the Alexa647 channel to overcome low signal-to-noise ratios, often from high tissue autofluorescence. As signal amplification is currently absent in CODEX, when further enhancement of the signal intensity is needed—herein for LAG-3—a reporter oligonucleotide with fluorescent tags on both the 3’ and 5’ ends should be used. A benefit of CODEX antibody panels is that they are customizable, allowing new tumor, immune, signaling, and drug target markers to be added as needed. Additionally, antibodies included in previously described CODEX panels (16, 18, 19) are compatible with the current panel and can be incorporated in the future as more unique oligonucleotides are validated and disclosed.

Immunotherapy is achieved through disruption of specific cell-to-cell interactions, resulting in activation of tumor surveillance by the native immune system. While such treatments are increasingly first-line for numerous cancers, not all patients derive benefit. The success or failure of immunotherapy likely depends on the balance between the expression of the drug-targeted immunoregulatory protein on immune and tumor cells as well as their location within the TME (19, 45–47). Multiplexed imaging studies utilizing 20-60 markers are generally required to achieve novel biomarker discovery studies (16, 19, 23, 26, 48). The 56-marker panel described here enables rigorous immunophenotyping and incorporates eight high value immunomodulatory proteins—ICOS, IDO-1, LAG-3, OX40, PD-1, PD-L1, TIM-3, and VISTA—that will empower further work into a better mechanistic understanding of immunotherapeutic responses (2, 33–37). This study also identified major differences in immunoregulatory protein expression between cell-types in CTCL, consistent with that previously observed with other tumor types (40). For example, PD-1 and ICOS were strongly expressed on CD4+ T cells, whereas TIM-3 and VISTA were strongly expressed on macrophages. Furthermore, immunoregulatory protein expression was highly variable across CTCL patients, in line with previous reports (40, 49); some patients had high expression of numerous markers whereas others had low expression of all markers. This degree of heterogeneity highlights the importance of analyzing functional immune molecules in individual patients and larger patient cohorts. Additionally, since the tissue microarray cores were obtained from only one area of the skin tumor biopsy, it is pertinent to incorporate several tissue microarray cores from the same sample or the whole tumor section to account for intra-tumor heterogeneity (50–53).

In summary, we developed, optimized, and applied a 56-marker antibody panel to analyze FFPE tumors by CODEX, exemplified by its application to CTCL. This panel allows the composition, location, and cellular state (e.g., proliferation or cytotoxicity) of TME components to be assessed relative to the expression of trial-targeted immunoregulatory proteins on immune and tumor cells. Since the CODEX antibody conjugation method is similar to that of other multiplexed imaging platforms, it is likely that the panel described here will be compatible with MIBI (25, 26), IMC (22), imaging cycler microscopy (ICM) (54), DNA exchange imaging (DEI) (55), MultiOmyx (MxIF) (56), and t-CyCIF (29). In our laboratory, we have had general success in antibody clone transfer between the CODEX and MIBI platforms. In fact, 22 of 56 antibodies included in this CODEX panel have been utilized in prior MIBI studies (26–28). While slight modifications to the antibody dilutions may be required when applying this panel across platforms (i.e., to account for small alterations in signal-to-noise ratios stemming from the mode of antibody detection: oligonucleotides in CODEX versus metals in MIBI and IMC), working knowledge of this panel will save considerable time, effort, and resources for researchers interested in studying the TME and immunotherapy responsiveness with multiplexed tissue imaging approaches. Ultimately, this panel allows for high-dimensional, spatially resolved characterization of the TME and offers unprecedented insights into tumor immunology, tissue architecture, the discovery of immunotherapy biomarkers, and potential applications beyond.
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Supplementary Figure 1 | Single-staining validations for the major immune cell-types around a germinal center in tonsil tissue. Four color images of APCs (specifically DCs), B cells, CD4+ T cells, CD8+ T cells, granulocytes, M1 macrophages, M2 macrophages, mast cells, NK cells, plasma cells, and Tregs are shown, with the key marker for the cell-type of interest (cyan), an positive control (red), negative control (green), and DRAQ5 nuclear marker (blue). Scale bars, 100 µm.

Supplementary Figure 2 | Experimental workflow for CODEX. Clinical tissue specimens are stained using the 56-marker panel of antibodies conjugated to unique DNA oligonucleotides. A multicycle experiment is performed, with iterative cycles of hybridization of corresponding fluorescent oligonucleotides, imaging, and chemical stripping of fluorescent oligonucleotides. This results in a 58-dimensional image depicting protein expression for the 56 antibodies and 2 nuclear markers (Hoechst and DRAQ5), which can be used to generate 7-color overlay images and for subsequent analysis.

Supplementary Figure 3 | Tissue microarray of eight CTCL tumor samples. (A) H&E staining, (B) Hoechst (nuclear) staining, and (C) seven-color overlay images of cytokeratin (green), vimentin (blue) CD31 (gray), Ki-67 (red), CD45 (cyan), CD3 (magenta), and CD68 (yellow). Scale bars, 100 µm.

Supplementary Figure 4 | CTCL tissue stained with a 56-marker CODEX antibody panel. A single tissue region with epithelium (top left in each image) and dermis (remainder of image) is depicted in false gray color for each antibody. H&E and Hoechst (nuclear) stainings are also shown. Scale bar, 100 µm.

Supplementary Figure 5 | Quantification of marker expression level. The distribution of expression is plotted for each of the 56 antibodies and DRAQ5 per patient sample. The black dot represents the median expression and the black lines represent the standard deviation.

Supplementary Figure 6 | Expression of immunoregulatory proteins in T cells, macrophages, and tumor cells. (A–E) Percentage of marker-positive (A) CD4 T cells, (B) CD8 T cells, (C) Tregs, (D) M1 macrophages, (E) M2 macrophages as a percentage of all immune cells. (F) Percentage of marker-positive tumor cells as a percentage of all tumor cells. Marker expression is shown individually for the 8 CTCL patients. Gray boxes indicate that the marker is not detected in that cell-type.
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Ovarian carcinomas (OCs) are poorly immunogenic and immune checkpoint inhibitors (ICIs) have offered a modest benefit. In this study, high CD3+ T-cells and CD163+ tumor-associated macrophages (TAMs) densities identify a subgroup of immune infiltrated high-grade serous carcinomas (HGSCs) with better outcomes and superior response to platinum-based therapies. On the contrary, in most clear cell carcinomas (CCCs) showing poor prognosis and refractory to platinum, a high TAM density is associated with low T cell frequency. Immune infiltrated HGSC are characterized by the 30-genes signature (OC-IS30) covering immune activation and IFNγ polarization and predicting good prognosis (n = 312, TCGA). Immune infiltrated HGSC contain CXCL10 producing M1-type TAM (IRF1+pSTAT1Y701+) in close proximity to T-cells. A fraction of these M1-type TAM also co-expresses TREM2. M1-polarized TAM were barely detectable in T-cell poor CCC, but identifiable across various immunogenic human cancers. Single cell RNA sequencing data confirm the existence of a tumor-infiltrating CXCL10+IRF1+STAT1+ M1-type TAM overexpressing antigen processing and presentation gene programs. Overall, this study highlights the clinical relevance of the CXCL10+IRF1+STAT1+ macrophage subset as biomarker for intratumoral T-cell activation and therefore offers a new tool to select patients more likely to respond to T-cell or macrophage-targeted immunotherapies.




Keywords: ovarian cancer, macrophage, signature, CXCL10, polarization



Introduction

Ovarian carcinomas (OCs) (1) represent a heterogeneous group with three main subtypes (high-grade serous carcinoma [HGSC], clear cell carcinoma [CCC] and endometrioid carcinoma [EC]) distinct by microscopic findings and molecular features. High-grade serous carcinoma (HGSC) represents the most common and lethal subtype. Patients with HGSC usually present with advanced disease involving the pelvic and peritoneal cavity associated with malignant ascites; in addition, transcoelomic metastases or distant spread can be observed at the diagnosis. Standard treatment consists of primary upfront debulking surgery followed by adjuvant cytotoxic platinum-taxane based therapy (1, 2). Most of the patients initially respond to this front-line approach; however, 70% relapses within three years. Therapy resistance mechanisms include genomic instability, epigenetic deregulation, and change in tumor microenvironment, leading to the cancer outgrowth (3, 4). A fraction of patients is refractory to platinum-based regimens and relapses early during treatment, displaying a rapid fatal course (1).

Few improvements in clinical outcomes have been obtained in OCs. Encouraging results have been achieved with the introduction of inhibitors targeting poly (ADP-ribose) polymerase (PARP), particularly effective in Homologous Recombination Deficiency (HRD) positive cases (5). HRD is detected in up to half of tumors due to inactivation of HRD genes by mutations or promoter hypermethylation (6). PARP inhibitors maintenance therapy improves progression-free survival (PFS) in platinum-sensitive newly diagnosed and recurrent OCs (7, 8). Immunotherapy based on immune checkpoint inhibitors (ICIs), has shown clinical efficacy in solid cancer (9). On the contrary, until now, the global response rate of HGSC to ICIs resulted modest, ranging from 10 to 25%, thus suggesting an urgent need for predictive biomarkers. It should be noted that OCs are characterized by low mutational burden and this could represent one of the possible explanations of lower response rate to ICIs in comparison to other cancer types (10). However, the recent combination of ICIs and PARP inhibitors in HRD+ OCs has shown promising results (11), suggesting higher intrinsic immunogenicity associated with the HRD group.

The composition, density, and functional orientation of the immune contexture predict patient survival and response to various treatments in different cancers (12) including OCs, the latter being traditionally considered scarcely immunogenic. A set of studies challenged this view and demonstrated that a subgroup of OCs displays a higher CD3+ TILs density associated with longer progression-free intervals and better survival in advanced-stage OCs (13). These observations were subsequently confirmed by others (14) and by a recent meta-analysis (15). In contrast to TILs, the clinical significance of tumor-associated macrophages (TAMs) is largely ignored with conflicting observations.

In the present study, we explored the tumor ecosystem of OCs on archival whole tumor sections. Data indicate that high density of CD3+ T-cells and CD163+ TAMs marks a consistent group of immune infiltrated HGSC, stratifies patients with different outcomes and correlates with a thirty-gene signature (OC-IS30) containing among others IFNγ-regulated genes. On the contrary, in most CCCs a high TAM density is not combined with a significant T-cell infiltration. By extending the analysis to The Cancer Genome Atlas, OC-IS30 strongly predicts a favorable outcome in a large cohort of HGSC. By immunohistochemistry for pSTAT1 and IRF1 together with RNAscope-mediated detection of CXCL10, we could identify an M1-type macrophage (Mϕ) population associated with immune infiltrated HGSC, but not CCC. We extended and confirmed these findings to other cancer types by immunohistochemistry and by an unbiased analysis of scRNAseq dataset.



Materials and Methods


Collection of Patient Samples

Ninety-seven cases of ovarian carcinoma treated between 1999 and 2009 were identified from the archive files of the Department of Pathology, ASST Spedali Civili of Brescia (Brescia, Italy) and included in the study. Hematoxylin & Eosin (H&E) stained slides were reviewed by an expert (LA) for appropriate classification according to the WHO 4th Edition (2014). All patients were treated and followed at the Division of Obstetrics and Gynecology ASST Spedali Civili di Brescia, Brescia, Italy. Clinical and pathology data are summarized in Table 1 and the full dataset in Supplementary Table S1. The study was approved by the local IRB (WW-IMMUNOCANCERhum, NP-906, NP-1284).


Table 1 | Clinicopathological features of the entire cohort of patients.





Immunohistochemistry

Immunohistochemistry was performed on four-micron FFPE tissue sections with anti-CD3 (clone LN10, 1:100) anti-CD163 (clone 10D6, 1:50, Thermo Scientific) and anti-CD303/BDCA2 (clone 124B3.13, 1:75, Dendritics) antibodies, recognizing respectively T-cells, TAMs and plasmacytoid dendritic cells (PDCs). CD3 and CD163 stains were performed on Bond Max automatic immunostainer (Leica Biosystems). Immunostains for anti-CSF-1R (clone FER216, 1:1,500, Millipore), anti-IRF-1 (clone D5E4, 1:100, Cell Signaling), anti-phospho-STAT1 (clone Tyr701 rabbit, 1:500, Cell Signaling), TREM2 (anti-TREM2 antibody (clone D8I4C, 1:100, Cell Signaling Technology) and Granzyme-B (anti-GZMB antibody, clone GrB-7, 1:20, Dako) were performed manually upon microwave or thermostat bath oven epitope retrieval in ethylenediamine tetra-acetic acid (EDTA) buffer (pH 8.00). Immunoreaction was revealed by using Novolink Polymer (Leica Microsistem) followed diaminobenzidine as chromogen and with hematoxylin as nuclear counterstain. For double immunostain, after completing the first immune reaction, the second was visualized using Mach 4 MR-AP (Biocare Medical), followed by Ferangie Blue.



RNAscope

To localize CXCL10 positive cells, tissues were analyzed with RNAscope assay (Advanced Cell Diagnostics, Newark, CA, USA) using RNAscope 2.5 HD Assay-RED kit and Hs-CXCL10-C2 probe (Cat No. 311851-C2) recognizing the nt 2 to 1,115 of the CXCL10 reference sequence NM_001565. The sections from fixed human tissue blocks were treated following the manufacturer’s instructions. Briefly, freshly cut 3 μm sections were deparaffinized in xylene and treated with the peroxidase block solution for 10 min at room temperature followed by the retrieval solution for 15 min at 98°C and by protease plus at 40°C for 30 min. Control probes included Hs-POLR2a-C2 (Cat No. 310451) and DapB-C2 (Cat No. 310043-C2). The hybridization was performed for 2 h at 40°C. The signal was revealed using RNAscope 2.5 HD Detection Reagent and FAST RED. Combined RNAscope and immunohistochemistry (for CD163, IRF1, Phospho-STAT1, CSFR1 and TREM2) were used to identify the cellular source of CXCL10. To this end, CXCL10 detection by RNAscope was followed by immunoreaction was visualized using Novolink Polymer (Leica Microsistem) followed by DAB or using Mach 4 MR-AP (Biocare Medical) followed by Ferangi Blue (Biocare Medical).



Digital Image Analysis

Cell density of selected immune populations was analyzed using digital microscopy. The absolute cell count was quantified automatically using a custom-programmed script in Cognition Network Language based on the Definiens Cognition Network Technology platform (Definiens AG, Munich, Germany). Briefly, CD3, CD163, and BDCA2 stained slides were digitalized using an Aperio ScanScope CS Slide Scanner (Aperio Technologies, (Leica Biosystem, New Castle Ltd, UK) at 40× magnification and analyzed using Tissue Studio 2.0 (Definiens AG). The quantitative scoring algorithm was customized using commercially available templates (Supplementary Figure S1). The image analysis pipeline comprised segmentation of nucleus objects and cell classification based on a pre-trained decision tree, according to staining intensity. Immune cell counts were expressed as the number of positive cells/mm2 of ovarian cancer area.



RNA Extraction and Gene Expression Analysis

A custom immune signature of 105 genes, selected on the basis of a PubMed literature search, was devised for the digital transcript counting, including targets for innate and adaptive immunity, co-stimulatory or immune effector molecules, and chemokines with their corresponding receptors (Supplementary Table S2). A representative formalin-fixed and paraffin-embedded (FFPE) tumor block was retrieved from the biobank. Tissue was cut into 10/20 μm sections and treated with Deparaffinization Solution (QIAGEN). RNA was extracted using Qiagen RNeasy FFPE kit (QIAGEN). Total RNA concentration and proteins contamination were determined by a Nanodrop spectrophotometer (Nanodrop Technologies, Ambion, Waltham, MA, USA). Quality of RNA was monitored using Agilent 2100 Bioanalyser System (AGILENT). Total RNA (100 ng) was assayed on a nCounter platform using NanoString technology (NanoString, Seattle, WA), testing the whole set of 105 endogenous genes, five housekeeping genes, six ERCC (External RNA Control Consortium) positive controls and eight ERCC negative controls (Supplementary Table S2). Raw mRNA counts were normalized applying a sample-specific correction factor to all the target probes per manufacturer’s recommendations (technical normalization with Positive Controls Normalization spiked in every assay and biological normalization using housekeeping genes). The resulting normalized counts were used in downstream analyses. Pearson correlation analysis between log2 IHC densities and log2 mRNA Nanostring normalized counts were performed by Hommel correction for multiple comparisons deriving the OC-IS30 Immune signature. A penalized linear ridge regression was applied to the Z-scores OC-IS30 gene expression to weight the signature for its application in external datasets. For the Nanostring data heatmaps, the above values were turned into Z-scores. For Nanostring gene expression analysis, normalization and differential expression (DE) were performed with Nanostring nCounter nSolverTM 4.0 (Nanostring MAN-C0019-08), with Nanostring Advanced Analysis Module 2.0 plugin (Nanostring MAN-10,030–03) following the Nanostring Gene Expression Data Analysis Guidelines (Nanostring MAN-C0011-04).



External Cohort Validation (TCGA)

For external cohort in-silico analysis, publicly available HGSC data from The Cancer Genome Atlas [TCGA-OV, N = 312 (6)] have been considered. Records of cases with full annotation on tumor stage, survival data, mutational status of BRCA1 and BRCA2 genes (both germline and somatic) and tumor mutational burden (TMB) were retrieved through the Computational Biology Center Portal (cBio): http://www.cbioportal.org/ and downloaded on 15th Feb 2020. Data of mRNA expression profile (TCGA_eset) were downloaded through the curated OvarianData v.1.24.0 R package (16)). The TCGA dataset was investigated computing the OC-IS30 Immune signature and the whole immune fraction applying CIBERSORTx (17) using a signature matrix (18) able to compute the global immune transcriptome. Raw counts for primary solid tumor samples of further eight TCGA projects (TCGA-BLCA, TCGA-BRCA, TCGA-COAD, TCGA-HNSC, TCGA-LUAD, TCGA-LUSC, TCGA-SKCM, and TCGA-UCEC) were downloaded from GDC Legacy Archive (hg19) using TCGAbiolinks R/Bioconductor package. The FFPE samples were removed. Normalized expression levels, by upper quartile normalization measured in RSEM were obtained. Overall stage was included as clinical variables and 4,496 cases, including the OV dataset, were available for the analysis.



Generation of Human Monocyte-Derived Mϕ

PBMCs were obtained from buffy coats of healthy volunteer blood donors (courtesy of the Centro Trasfusionale, ASST Spedali Civili, Brescia) by Ficoll–Paque (GE Healthcare, Milano, Italy) density gradient centrifugation at 360×g for 30 min. Peripheral blood CD14+ monocytes were magnetically sorted with human Pan Monocyte Isolation Kit (Cat. No. 130-096-537, Miltenyi Biotec, Bergisch Gladbach, Germany) following manufacturer’s instructions. Isolated monocytes (7 × 105 cells/ml) were seeded in RPMI 1640 medium (Cat. No. 1-41-F01-I Bioconcept, Allschwil, Swiss) supplemented with 10% FBS (Biochrom GmbH, Berlin, Germany), GlutaMAX™-I (Cat. No. 35050-038, Life Technologies, Carlsbad, CA), 20 U/ml penicillin, 20 µg/ml streptomycin (Cat. No. 15070-063, Life Technologies, Carlsbad, CA). After overnight culture, non-adherent cells were removed by washing with DPBS (Cat. No. 14190-094, Life Technologies, Carlsbad, CA) and adherent monocytes were cultured over 7 days in the presence of 100 ng/ml human M-CSF premium grade (Cat. No. 130-096-489, Miltenyi Biotec) to generate macrophages (M0). The medium was not replaced throughout the culture period. Macrophages polarization was obtained by replacing culture medium with fresh RPMI 1640 medium supplemented with 10% FBS and containing 50 ng/ml recombinant human IFN-γ (Cat. No. 300-02, Peprotech, London, UK) or 20 ng/ml recombinant human IFN-γ (Peprotech) + 100 ng/ml LPS from Escherichia coli O55:B5 (Cat. No. L6529 Sigma-Aldrich, St. Louis, MO) (for M1 polarization) or 20 ng/ml Recombinant human IL-4 premium-grade (Cat. No. 130-093-920, Miltenyi Biotec) or 20 ng/ml Recombinant human IL-10 research-grade (Cat. No. 130-093-948, Miltenyi Biotec) (for M2 polarization) for 4 or 18 h. M0 cultured with fresh medium without polarization cytokines was used as control.



Cell-Block Preparation

Cell suspensions of macrophages were centrifuged for 10 min at 3,000 rpm. A solution of plasma (100 μl, kindly provided by Centro Trasfusionale, ASST Spedali Civili, Brescia) and HemosIL8 RecombiPlasTin 2G (200 μl, Instrumentation Laboratory, Bedford Ma, USA, Cat. No. 0020003050) (1:2) were added to cell pellets, mixed until the formation of a clot, then placed into a labeled cassette. The specimen was fixed in 10% formalin for 1 h followed by paraffin inclusion.



qRT-PCR

IL-6, CXCL10 and COX2 mRNA targets were quantified by reverse transcription-polymerase chain reaction (qRT-PCR) assay using the Vii-A 7 Real-Time PCR System (Applied Biosystems, Thermo Fisher Scientific, Waltham, MA, USA). Total RNA was purified from M0, M1 and M2 macrophages using the RNeasy® Mini Kit (Cat. No. 74104, Qiagen). The cDNA was synthesized by iScript gDNA cDNA Synthesis kit (Cat. No. 1725035, Bio-Rad Laboratories Inc., Hercules, CA, U.S.A.) from 150 ng of total RNA, in a total volume of 20 μl. About 1 μl of the cDNA synthesis reaction was used for the specific amplification of the target transcripts. The Ribosomal Protein S18 (RPS18) transcript was used as normalization control. The qPCR was performed in a total volume of 10 μl with TaqMan® Universal Master Mix II (Cat. No. 4369016, Applied Biosystems, Thermo Fisher Scientific) and the Gene Expression Assay (Supplementary Table S3). The threshold cycle (Ct) was determined for each sample and quantification was performed using the comparative Ct method. ΔCt was derived as CtTarget − CtHousekeeping and considered for statistical analysis.



Western Blotting

The intracellular levels of targets and actin proteins were determined by western blotting. Cells were washed, re-suspended in RIPA lysis buffer (Cat. No. 89900, Pierce, Thermo Fischer Scientific) with a Protease Inhibitor Cocktail (Cat. No. 78440, Sigma-Aldrich) and sodium orthovanadate (Na3VO4) (Cat. No. 450243, Sigma-Aldrich), and kept in ice for 10 min. After 20 min centrifugation at 12,000×g at 4°C, the supernatant was collected and protein concentration determined by Bradford assay. A total of 20 μg of proteins was loaded on 4–12% NuPAGE® Bis-Tris Mini Gels (Cat. No. NP0335, Invitrogen™, Thermo Fisher Scientific) under reducing condition and transferred onto a PVDF membrane (Cat. No. LC2007, Invitrogen™, Thermo Fisher Scientific). Membranes were incubated in the blocking solution 5% BSA (Cat. No. A3059, Sigma-Aldrich) in T-TBS (TBS, 0.05% Tween 20) (Cat. No. 28360, Invitrogen™, Thermo Fisher Scientific) for 1 h at room temperature; subsequently membranes were exposed to primary antibodies diluted in blocking solution, for 16 h at 4°C. Primary antibodies are listed in Supplementary Table S4. After washing in TBS-T, the blots were incubated with the appropriate secondary antibody (anti-Rabbit Cat. No. sc-2077 Santa Cruz Biotechnology, Inc., Dallas, TX, USA), conjugated with horseradish peroxidase for 1 h at room temperature. Immunoreactive proteins were detected by SuperSignal™ West Pico Chemiluminescent Substrate (Cat. No. 34577, Thermo Fisher Scientific) and visualized by autoradiography.



Statistical Analysis

For histological, clinical, and pathological analysis the qualitative variables were described as absolute and relative frequencies. We considered overall survival (OS) and progression-free survival (PFS). In the absence of any events, survivals were censored at last follow-up visit. Qualitative variables were compared between groups using Chi-square test, quantitative one by t-test, Mann–Whitney test or ANOVA, and post-hoc pairwise comparisons as appropriate. By evaluation of Q–Q plots and applying the Shapiro–Wilk Test immune cells densities’ distribution followed a log-normal distribution; for statistical analysis log2 values of densities were used. Median values of continuous variables’ distributions were set as cut-offs for dichotomization. Univariable and multivariable analyses were performed with Cox proportional hazard models. For all analyses the proportional hazards assumption was tested and verified; estimates were reported as hazard ratio (H.R) with 95% Confidence Intervals (CI). In all analyses a two-tailed P value <0.05 was considered significant. GraphPad Prism (San Diego, CA, USA), and R (version 3.6.2) were used for statistical analysis.



scRNAseq Data Analysis

Processing of the Pan-Cancer Blueprint dataset. We downloaded the raw datasets and selected the myeloid cells dataset (using the article annotation with the mention “Myeloid” in the cell type metadata, 37,334 cells) of Qian et al. (19) from a web server (http://blueprint.lambrechtslab.org). Cells were merged using the Canonical Correlation Analysis (CCA) and the Mutual Nearest Neighbors (MNN) algorithms and we selected the 5,000 most variable genes (following the Seurat 3 pipeline). We next performed Louvain graph-based clustering. At the resolution 0.6 we obtained 27 clusters. Eleven clusters (c1, 2, 3, 4, 5, 9, 10, 12, 18, 19, 26) expressed high levels of CD68 and were labeled as macrophages.




Results


Heterogeneity of T-Cells and TAMs Immune Contexture in OC Subtypes

By digital image analysis on stained sections, we measured T-cells and Mϕ immune-contexture in a retrospective cohort of OC (n = 97) and explored associations (Figures 1A–I). To this end, serial sections from a representative tumor area of primary OC obtained from a single tissue block were stained for CD3 and CD163. The density of T-cells resulted extremely variable ranging from 2 to 2,967 cells/mm2 (mean 283 cells/mm2, median 106 cells/mm2, IQR 34–311 cells/mm2); similarly, CD163+ TAMs counts varied from 51 to 4,714 cells/mm2 (mean 529 cells/mm2, median 372 cells/mm2, IQR 224–704 cells/mm2). The full dataset is reported in Supplementary Table S1. Both densities’ distribution followed a log-normal distribution, log2 values of densities were thus used for statistical analysis (Supplementary Figure S2). Subgroup analysis among OCs with different histology indicates that HGSCs are significantly more infiltrated by CD3 T-cells, compared to CCCs (p = .02, Figure 1B) and by CD163+ TAMs, compared to ECs (p = .027, Figure 1C). Moreover, the TAMs/T-cells ratio resulted significantly higher in the CCC subtype compared to HGSC (p = .045) or to EC subtypes (p = .04, Figure 1D). Both immune populations resulted highly correlated (R = .77, p=<.0001) also when considering the OC subgroups HGSC (R=.79, p<.0001), CCC (R=.74, p = .0002) and EC (R = .70, p = .001) respectively (Figure 1E). As indicated by double and triple stain for CD3, GZMB and CD163, T-cells/TAM interactions were commonly observed in HGSCs (Figures 1F, G, J, K) but not in CCCs (Figures 1H, I). This analysis highlights differences in immune contexture between OCs subtypes, with immune infiltrated HGSC and T-cell poor CCC positioned at the extreme of a functional spectrum.




Figure 1 | Immune contexture in OCs by digital microscopy and interactions of CD3+ T-cells and CD163+ TAMs. (A) Sections are from four representative HGSCs (case #72, #59, #57 and #75) and immunostained for CD3 and CD163, recognizing T-cells (left column) and tumor-associated macrophages (TAMs) (right column). Case #72 and #59 are HGSCs with rich immune cell density, characterized by high CD3+ T-cells and CD163+ TAMs, intraepithelial and stromal infiltrates. In opposition case #57 and #75 correspond to two HGSCs with low immune cell density, showing very low-number of CD3+ T-cells and CD163+ TAMs. Sections are counterstained with hematoxylin. Images had been acquired form Digitalized slides using Aperio Image Scope (Leica Biosystems) Magnification 200×; scale bar 100 um. Box plots showing CD3+ T-cells (B) and CD163+ TAMs (C) densities in different OCs subtypes. Box-plots showing the ratio of CD163+/CD3+ densities (D). Scatter plot (E) illustrating the correlation analysis between CD163+ and CD3+ immune cells’ densities in the whole cohort and among different OCs subtypes. P values estimated by One-way ANOVA with Tukey’s correction for multiple comparisons in (B–D); R and P values estimated by Pearson correlation test in (E). Sections from HGSCs (F, G, J, K) and CCCs (H, I) cases and immunostained as labeled, showing common interactions between T-cells and CD163+ TAMs observed in HGSCs and not in CCCs; magnification: 400× (F–I), 600× (J, K); scale bar: 50 um (F–I); 33 um (J, K). HGSC, High Grade Serous Carcinoma; EC, Endometrioid Carcinoma; CCC, Clear Cell Carcinoma.





T-Cells and TAMs Immune-Contexture Predict Outcome in HGSC

We focused our clinical correlation analysis on HGSCs, the more represented OC subtype (Table 1). The mean log2 CD3+ T-cells density was significantly higher in patients with low-risk features, such as Stages I–II (p = 0.03) and negative peritoneal cytology (p = 0.016). Moreover, a higher immune cells infiltrate was associated with a better response to first-line treatment. Specifically, a complete response to chemotherapy was associated with higher CD3+ T-cells density (p = 0.04). Moreover, platinum sensitivity and platinum re-eligibility were associated either with higher CD3+ T-cell density (p = 0.008, p = 0.009) and CD163+ TAM density (p = 0.028, p = 0.031). We further expanded this analysis by evaluating the relevance of the immune contexture in terms of clinical outcome. To this end, subgroups were defined using the median values of each immune cell densities’ distributions as cut-offs (CD3Hi vs CD3Low and CD163Hi vs CD163Lo). The univariate survival analysis, reported in Supplementary Table S5, confirmed, both for OS and PFS respectively, the association with worse prognosis of well-known clinical variables as higher Stages III–IV (H.R. 10.56, p = .02; H.R. 6.63, p = .009), macroscopic residual tumor (H.R. 7.15, p <.001; H.R. 2.89, p = .002), and positive peritoneal cytology (H.R. 4.25, p <.007; H.R. 4.41, p = .002). The CD163Hi group experienced a better OS (H.R. 0.48, p = .019, Figure 2A) and better PFS (H.R. 0.56, p = .042, Supplementary Figure S3A); besides, the CD3Hi had a better OS (H.R. 0.35, p = .001, Figure 2B and Supplementary Figure S3B).




Figure 2 | Clinical significance of CD3+ T-cells and CD163+ TAMs density in HGSC. Univariable overall survival estimates (Kaplan–Meier method) according to CD3+ T-cells (A) and CD163+ TAMs (B) densities; p-values estimated with log-rank test. Treemap showing subgroup composition based on immunoscore and results of association analysis between immunoscore and chemotherapy response (CHT resp.), platinum resistance (Plat. Res.) and survival events (Death or Recurrence) (C). Heatmap of unsupervised hierarchical clustering by Euclidean distance of log2CD3+ T-cells and log2CD163+ TAMs densities, each row represents a patient (D). Univariable overall survival estimate (Kaplan–Meier method) of immunoscore classes (E), pairwise comparisons p-values adjusted with FDR. Forest-plot of multivariable overall survival analysis (F). Cut-offs for CD3Hi and CD163Hi densities were set at median values for each distribution. *P < 0.05; **P < 0.01.



As both T-cells and TAMs were associated with favorable prognosis and were positively correlated, we further expanded our analysis by identifying three additional groups, namely the ImmunoscoreLoLo (CD3Lo and CD163Lo), the ImmunoscoreHiLo/LoHi (CD3Hi and CD163Lo, or CD3Lo and CD163Hi) and the ImmunoscoreHiHi (CD3Hi and CD163Hi) groups, as shown in the Treemap (Figure 2C). A higher Immunoscore was associated with both chemotherapy response (p = 0.04) and platinum sensitivity (p = 0.03, Figures 2C, D). In addition, univariate survival analysis showed a better OS (ImmunoscoreHiLo/LoHi: H.R. 0.17, p <0.001; ImmunoscoreHiHi H.R. 0.28, p <0.001; Figure 2E) and PFS (ImmunoscoreHiLo/LoHi: H.R. 0.23, p <0.001; ImmunoscoreHiHi H.R. 0.41, p = 0.005; Supplementary Figure S3C and Supplementary Table S5) for higher immunoscore compared to ImmunoscoreLoLo as reference group. In term of OS, the multivariable survival analysis (Figure 2F) confirmed a favorable prognosis for ImmunoscoreHiHi (H.R. 0.35, p = 0.008) compared to ImmunoscoreLoLo OCs; moreover, a better PFS was observed for ImmunoscoreHiLo/LoHi (H.R. 0.40, p = 0.031) and ImmunoscoreHiHi (H.R. 0.49, p = .037) groups compared to ImmunoscoreLoLo OCs (Supplementary Figure S3D). The immunoscore variable was even more relevant than others clinical covariates as Stage or positive peritoneal cytology that lost the statistical significance in the multivariable model.



OC-IS30 Immune Signature Marks Immune Infiltrated OCs

We further expanded our findings by measuring the expression of a custom immune signature in the OC cohort using Nanostring technology. The custom immune signature included one-hundred and five targets covering genes relevant for innate and adaptive immunity, effector molecules, and chemokine with their corresponding receptors (Supplementary Table S2). Eighty-one cases were deemed suitable for Nanostring-based gene expression analysis (GEA). A set of healthy ovarian tissue (n = 12) was included as control group. Differential expression analysis revealed a significant up-regulation (adj. p-values <0.05) of a large set of targets in OCs compared to controls (Supplementary Figure S4A). A supervised analysis based on histology subgroups revealed lack of significant differences for most of the targets (Supplementary Figure S4B), with the exception of four targets including CSF1, the latter significantly higher in HGSC and correlating with a high density of CD163+ TAMs (Supplementary Table S6). To extend the finding obtained by digital microscopy analysis, we correlated the GEA of OCs cases with the corresponding T-cell and TAMs density. Of technical relevance, among all 105 genes of the tested signature, none was inversely correlated with immune cells densities (Figure 3A). In addition, a set of thirty genes (from here referred as OC-IS30) (Supplementary Table S6) showed a significant direct positive correlation with CD3+ T-cells or CD163+ TAMs tissue densities (adj. p-value <0.05) (Figures 3B–D). This finding was confirmed and extended by applying CIBERSORTx (17) to the external OV-TCGA dataset using a signature matrix (18) able to compute T-cells and macrophages (Figure 3E). Of note, the OC-IS30 gene set contained targets relevant to T-cell attracting chemokines (CXCL10, CXCL9, CXCL11, and CXCL16), immune effector function (GZMA, GNLY, PRF1, GZMB, GZMH), Mϕ biology (CSF1, CSF1R, CCL2, CCL4, and CD163), immune checkpoints (IDO1, CTLA4, CD274, PDCD1LG2, and PDCD1) and interferon signature (CXCL10, CXCL9, CXCL11, CXCL16, CD274, IDO1, STAT1, MX1, OAS1). The latter finding suggest an ongoing interferon response in immune infiltrated OCs; based on very low density of PDCs infiltration in primary OC (Supplementary Figure S5), our data are more consistent with an IFNγ signature.




Figure 3 | OC-IS30 identify inflamed OCs. Heatmap of Pearson R coefficients of correlation analysis between log2Immune cells densities (for CD3+ T-cells and CD163+ TAMs) and log2normalized Nanostring gene signature. The 30 significant correlated genes (OC-IS30 signature) are underlined in brown (Hommel adjusted p-values) (A). Lollipop chart showing β coefficients of the penalized ridge linear regression, in descending order based on the weight of each gene, for the prediction of the sum of CD3+ and CD163+ density in the OCs cohort (B). Heatmap of Z-score of OC-IS30 signature in the OCs training cohort; top annotations showing histology subtype and CD3+ T-cells and CD163+ TAMs densities (C). Scatter plot of the predicted OC-IS30 density against the observed CD3+ T-cell and CD163+ TAMs density in the training cohort (R = 0.67, p < 0.0001) (D). Scatter plot of the OC-IS30 score against the sum of T-cell and TAMs fractions estimated by CIBERSORTx in the TCGA cohort (R = 0.62, p < 0.0001) (E).





OC-IS30 Predicts Favorable Outcome in HGSC and Across Human Cancer Types

The clinical significance of OC-IS30 was tested in the external OV-TCGA dataset (6) containing 312 HGSCs annotated in term of clinical and molecular finding (Stage, Overall Survival, mutational status of BRCA1 and BRCA2 genes, and tumor mutational burden (TMB). OC-IS30 expression was not significantly associated with tumor stage (p = 0.09), BRCA1-2 mutations (p = 0.098) or TMB (p = 0.08), as reported in Supplementary Figures S6A–C. For the distribution of OC-IS30 score the median value was set as cut-off point for identification of rich (Hi) or poor (Lo) immune represented group. The HiOC-IS30 group was associated with a better OS at univariable analysis (H.R. 0.68, CI95% 0.50–0.91, p = 0.01, Figure 4A), as well as using a multivariable model including well known prognosticators (Figure 4B). Specifically, the multivariable analysis confirmed the favorable prognostic significance of OC-IS30-Hi (H.R 0.72, p = 0.036) independent from BRCA1-2 mutations (H.R. 0.55, p = 0.004) and TMB (H.R. 0.72, p = 0.01); the positive combined effect of HiOC-IS30 and BRCA1-2 mutations is reported by Kaplan–Meier curves in Figure 4C. By exploring the TCGA datasets, we expanded our analysis across different cancers and found that the OC-IS30 predict favorable outcome independent from Overall Stage and cancer site (H.R. 0.85, CI95% 0.79–0.91, p <0.0001, Figures 4D, E).




Figure 4 | Prognostic significance of OC-IS30 in the TCGA datasets. Prognostic significance of HiOC-IS30 group by univariable (A) and multivariable (B) overall survival analysis; Kaplan–Meier curves of the OC-IS30 status combined with BRCA1 and BRCA2 mutational status (C). Contour plots from a multivariable Cox model analyzing samples from 9 TCGA datasets (N = 4,496) including the Overall Stage, the OC-IS30 Score [weighted log(normalized gene expression+1) applying the coefficients defining the OC-IS30 signature (Figure 3B)] and the tumor site showing the significant, independent and additive favorable prognostic significance (color gradient) of lower Stage (D) and higher OC-IS30 score (E) across the different tumor sites. P values estimated by log-rank test in (C) and by Cox models in (A, B, D, E). BLCA, Bladder Urothelial Carcinoma; BRCA, Breast invasive carcinoma; COAD, Colon adenocarcinoma; HNSC, Head and Neck squamous cell carcinoma; LUAD, Lung adenocarcinoma; LUSC, Lung squamous cell carcinoma; OV, Ovarian serous high grade carcinoma; SKCM, Skin Cutaneous Melanoma; UCEC, Uterine Corpus Endometrial Carcinoma. *P < 0.05; **P < 0.01.





M1-Polarized TAMs Hallmark Immune-Infiltrated HGSC But Not T-Cell Poor CCC

Data from the literature (20) and from this study using OC-IS30 indicate a clinical benefit of the IFNγ response in OCs. The observed effect might derive from an IFNγ response by tumor cells or host immune cells, particularly TAM. To answer this question at the single-cell level we tested the expression and cellular localization of a set of M1- and M2-type macrophages (Mϕ) markers including IRF1, IRF4, CD163, and pSTAT1Y701 by immunohistochemistry. To validate these markers for formalin-fixed cells, we initially monitored their expression and cellular localization on cell-block sections of monocyte-derived macrophages. To this end, we generated monocyte-derived (M0) Mϕ and polarized them to M1-type (M1IFNγ and M1IFNγ+LPS) and M2-type (M2IL-4 and M2IL-10) Mϕ , as also confirmed by the expression of IL6 and COX2 (Supplementary Figure S7A, B). We found that IRF1 and pSTAT1Y701 induction and nuclear localization were strictly coupled with M1 polarization, being limited (IRF1) or totally absent (pSTAT1Y701) in M2IL-4 and M2IL-10 Mϕ (Supplementary Figures S7C, D). On the contrary, IRF4 results strongly modulated in M1IFNγ+LPS and M2IL-4 Mϕ with a basal level of nuclear expression also in M1IFNγ Mϕ (Supplementary Figure S7E). CD163 is induced in Mϕ  generated by IL-10- and CSF1, as measured by flow cytometry (21), and for this reason it has been considered an M2-type Mϕ  marker. We found that its cytoplasmic expression is, however, easily detectable by IHC in all polarization conditions (M0, M1, and M2) (Supplementary Figure S7C), suggesting that CD163 expression is promiscuous in Mϕ populations and cannot be used as M2-specific marker by IHC.

We subsequently analyze HiOC-IS30CD163Hi (n = 15) and LoOC-IS30CD163Lo (n = 4) from the HGSC group. In OCs tissues, nuclear pSTAT1Y701 and IRF1 were detected in tumor cells and cells of the microenvironment (Figure 5A). Based on a three-tiered IHC score, we found a significant positive correlation between protein biomarkers and the corresponding mRNA level, as detected by Nanostring (Figure 5B). Moreover, by double stain for CD163, we could confirm nuclear reactivity for pSTAT1Y701 and IRF1 in a fraction of CD163+ TAMs (Figures 5C, D). As a relevant tissue pattern, we could detect tumor areas of “inducible” pSTAT1Y701 and IRF1 expression containing clusters of positive tumor cells and TAMs (Figures 5A, C). By quantitative analysis, HiOC-IS30CD163Hi cases were significantly enriched of IRF1+ tumor cells (p = .0086) and pSTAT1Y701+ TAMs (p = .007) compared to LoOC-IS30CD163Lo (Figures 5E, F). This observation suggests an M1-type polarization of CD163+ TAMs in immune-infiltrated OCs. We extended these findings to CCC (n = 10), a subtype displaying poor T-cells infiltration in our cohort. By double immunohistochemistry for pSTAT1Y701 and CD163, CCC resulted largely devoid on pSTAT1Y701+ TAMs (mean ± SD = 1.6 ± 2.0%, Figure 5D). These observations highlight heterogeneity in M1-type polarization in OC subtypes with diverse T-cell contexture.




Figure 5 | IFNγ polarization on cancer cells and stromal M1 type macrophages (Mϕ) in OCs. Sections from OCs cases and immunostained as labeled (A, C, D). Magnification 200× (A, C; scale bar 100 um); magnification 400× (D, scale bar 50 um). Different levels of pSTAT1Y701 and IRF1 expression in LoOC-IS30CD163L and HiOC-IS30CD163Hi HGSCs cases (A). Spearman correlogram of IRF1, pSTAT1Y701 and CSF1R in OCs by IHC and Nanostring (B). A fraction of HGSCs infiltrating CD163+ TAMs expresses pSTAT1Y701 and IRF1 (C). Sections of CCCs showing that this tumor histotype is largely devoid of pSTAT1Y701+ TAMs (D). Heatmap showing the IHC IRF1 and pSTAT1Y701 expression on different tissue compartments compared to the matched OC-IS30 score and log2CD163+ density (E); Violin plots reporting the IHC IRF1 and pSTAT1Y701 expression in the HiOC-IS30CD163Hi and LoOC-IS30CD163Lo groups, p values estimated by Mann–Whitney test (F). (G–I) Sections from OCs immunostained or subjected to in situ hybridization as labeled; while CXCL10 is detected in HiOC-IS30CD163Hi HGSCs (G) cases it is absent in a LoOC-IS30CD163Lo CCCs cases (H). A fraction of CXCL10+ cells is confirmed to have a M1 Mϕ identity and areas containing CXCL10+ macrophages are enriched of T-cells (I). Magnification: (G, H) 200× (scale bar 100 um) and (I) 600× (scale bar 33 um, first three panels) and 400× (scale bar 50 um, right panel). (C, D): arrowheads pointing double positive cells.





M1-Type TAMs Produce CXCL10 and Co-Localize With T-Cells

Among IFNγ targets, the chemokine CXCL10 has been shown to control T-cell recruitment into the tumor environment (22). We tested mRNA expression by using qPCR and RNAscope-based in situ hybridization. Both approaches demonstrate that only M1IFNγ and M1IFNγ+LPS were associated with high induction of CXCL10 transcript, whereas M0, M2IL-4 and M2IL-10 Mϕ resulted largely negative (Supplementary Figures S7F–G). This data was confirmed by RNAscope-based in situ hybridization of formalin-fixed cell-block preparation (Supplementary Figure S7F). On biopsies, we could subsequently detect more abundant CXCL10 transcript in HiOC-IS30CD163Hi (n = 3) cases compared to LoOC-IS30CD163Lo (n = 3) (Figure 5G). Moreover, also most CCCs (n = 10) were largely devoid of CXCL10 stain (Figure 5H). By combining RNAscope with IHC we could confirm a M1 Mϕ identity of a fraction of CXCL10+ cells, in addition to CXCL10+ cancer cells (Figure 5I). The analysis of double stained sections from immune infiltrated HiOC-IS30CD163Hi (n = 3) revealed that areas containing CXCL10+ macrophages are enriched of T-cells (Figure 5I). These findings confirmed that immune infiltrated HiOC-IS30CD163Hi are enriched of M1-type Mϕ, producing the T-cell attracting chemokine CXCL10 and surrounded by CD3+ T-cells.



A Fraction of M1-Type Mϕ in OCs Co-Expresses CSF1R and TREM2

As illustrated in Supplementary Figure S4B, CSF1 mRNA resulted significantly higher in HGSC compared to other OCs, and its level correlated with a high density of CD163+ TAMs (Supplementary Table S6), as also supported by in vitro findings documenting CD163 regulation by CSF1 (21). Moreover, CSF1R expression by Nanostring strongly correlates with CSF1R protein expression in OCs (Figure 5B). Previous studies have suggested expression of CSF1R on cancer cells in OCs (23), however, our findings clearly indicate that the expression is largely restricted to TAMs (Figure 6A). CSF1R blockade on TAMs has obtained some meaningful level of clinical efficacy in human cancer with high level of CSF1 (21). TAMs modulation by CSF1R blockade encompasses a range of biological activities from depletion to their reprogramming, the latter further amplified by CD40 agonist (24). HiOC-IS30CD163Hi cases were significantly enriched in pSTAT1Y701+ TAMs (p = .007) as indicated in Figures 5E, F. By using double immunohistochemistry, we could detect a fraction CSF1R+ TAMs expressing pSTAT1Y701, IRF1 and CXCL10 (Figure 6B). Accordingly, also M1 type Mϕ generated from peripheral blood monocytes resulted CSF1R+ by IHC (Figure 6C). We have recently reported that TREM2 is selectively expressed on TAMs in various human cancer (25). TREM2 is expressed on CSF1R+ TAMs and is modulated by CSF1 and its blockade on TAMs results in delayed tumor growth, remodeling of the tumor immune contexture and increased ICI efficacy. We found that similarly to CD163 and CSF1R, TREM2 was also stably expressed by M1 type Mϕ generated from peripheral blood monocytes by IHC (Figure 6D). TREM2+ TAMs infiltrate HiOC-IS30CD163Hi (Figure 6E), however, only a minor fraction of them co-expressed pSTAT1Y701, IRF1 and CXCL10 (Figure 6F). All these findings indicate that appropriate characterization of Mϕ on OCs requires modified approaches and might help in patient selection to CSF1R- and TREM2-blockade alone in combination with existing ICI.




Figure 6 | CSF1R and TREM-2 expression in OCs. Sections from HGSCs cases (A, B, E, F) and from cell-block preparations of polarized monocyte-derived Mϕ (C, D) immunostained as labeled. Magnification 200× (A, E; scale bar 100 um) and 400× (B, F, scale bar 50 um). CSF1R expression in OCs is largely restricted to TAMs (A). Double immunohistochemistry showing co-expression of pSTAT1Y701, IRF1 and CXCL10 in CSF1R+ TAMs (B). M1 type and M2 type Mϕ generated from peripheral blood monocytes express CSF1R (C). M1 type Mϕ generated from peripheral blood monocytes express TREM2 (D). TREM2 is expressed on TAMs in HGSCS. TREM2+ TAMs detected in HiOC-IS30CD163Hi (E); a fraction of TREM2+ TAMs co-expressed pSTAT1Y701, IRF1 and CXCL10 (F).





M1-Type Mϕ Polarization Occurs Across MϕSubsets and Cancer Types

We found that the prognostic power of HiOC-IS30 extend to various cancer types (Figures 4D, E). By using double immunohistochemistry for CD163 and pSTAT1Y701, we screened a set of human cancers including melanomas (n = 4), head and neck squamous cell carcinomas (n = 8), MSI+ colorectal carcinomas (n = 4), MSI+ endometrial carcinomas (n = 4), breast carcinomas (n = 8) and lung carcinomas (n = 4). A significant fraction of these cancers contained CD163+pSTAT1Y701+ M1-type Mϕ  producing CXCL10 and surrounded by CD3 T-cell infiltration (Supplementary Figures S8A, B). These data extend our OCs findings across human cancer types.

Recent high dimensional studies of human tumor-associated myeloid cells have led to the identification of discrete TAM subsets based on their transcriptional profile. Specifically, emerging mononuclear phagocytes subsets in cancer are distinct on the basis of their ontogeny, differentiation state, functional orientation, proliferation potential and predictive power in response to ICI treatments (26, 27). To gain further insight on the transcriptional profile of M1-polarized TAMs in various cancer types we explored a pan-cancer scRNAseq dataset [n = 36; (19)] comprising ovarian HGSC, breast, lung and colorectal cancers. To this end, we merged 37,334 myeloid cells from all cancer types. Louvain Graph-based clustering at the resolution 0.6 identified 27 clusters of mononuclear phagocytes (Figure 7A). Among CD68+CD163+ TAMs also expressing the recently identified TREM2 marker, we could identify a CXCL10+IRF1+STAT1+ M1-type Mϕ population (Cluster 9) (Figures 7A, B) shared between all cancer types (Figure 7C). We next performed differential gene expression analysis between the CXCL10+IRF1+ TAM cluster (cluster 9) and the rest of the myeloid cells. Gene pathway analysis showed that transcripts enriched in cluster 9 were involved in interferon signaling as well as in MHC-dependent antigen processing and in cross presentation (Figure 7D and Supplementary Table S7, Supplementary Figure S9). Altogether, these results show that M1-polarized TAMs form a functionally distinct subset of TAMs infiltrating various types of cancers. These M1-polarized TAMs are part of a T-cell infiltrated immune contexture positively correlating with better clinical outcome.




Figure 7 | scRNAseq analysis of myeloid cells across cancer types. In (A) is shown the experimental design from published dataset: scRNAseq of myeloid cells (left panel). Dimensionality reduction of scRNAseq data merged from lung, colorectal, ovarian and breast tumors was performed using a Louvain graph-based clustering identifying 27 clusters (middle panel). Each dot represents an individual cell (n = 37,334). Violin plots illustrating expression distributions among the 27 clusters of CXCL10 (right panel). UMAP plot showing expression of CD68, CD163, TREM2, CXCL10, STAT1 and IRF1 (B). Proportion of cells of the CXCL10+ cluster 9 per tumor type (C); BC, breast cancer; CRC, colorectal cancer. Reactome pathway analysis for genes characterizing cluster 9 (adjusted P value <0.05) (D).






Discussion

This study reports the characterization of the immune contexture in OCs, by digital microscopy analysis of a retrospective institutional cohort. Heterogeneity in terms of CD3+ T-cell and CD163+ Mϕ infiltration emerged among OC subtypes, including immune-infiltrated HGSC and T-cell poor CCC. Immune-infiltrated HGSC display high density of CD3+T-cells and of CD163+ TAMs associated with favorable clinical features and response to chemotherapy or platinum sensitivity. Gene expression analysis by using OC-IS30 immune signature generated from our institutional cohort and extended to the OV-TCGA dataset (6), uncovers the existence of a clinically meaningful functional immune response, particularly in the BRCA mutated subgroup. Immune-infiltrated HGSC contain CXCL10-producing IFNγ-polarized M1-type Mϕ surrounded by T-cells also expressing GZMB, indicating ongoing spontaneous T-cell response. All these findings were extended to and confirmed in other immunogenic human cancers types.

The clinical relevance of the endogenous immune response to ovarian carcinoma (OC), and specifically the favorable prognostic effect of CD3+ T-cells and CD8+ T-cells have been suggested by a set of observation from pre-clinical and clinical studies (13) and confirmed by a recent meta-analysis (15). Endogenous specific T-cell response has been documented in OCs. Neo-epitope specific CD8+ T-cells and CD4+ T-cells were identified both in peripheral blood and among TILs in immunotherapy-naïve OCs (28). Data on the role of Mϕ are less consistent. Early studies indicate that Mϕ purified from OCs ascites display functional heterogeneity (29), a finding consistent with distinct Mϕ polarizations associated to a bivalent behavior (30). In immune infiltrated OCs, the density of CD3+ T-cells correlates with the density of CD163+ TAMs and the two cell types resulted intermingled, suggesting their functional interaction. Of note, we found that a fraction of M1-type TAM in OCs produce abundant CXCL10, likely representing one of the relevant T-cell attracting chemokines in this neoplasm. To the other side of the spectrum, we identified a consistent subgroup of CCC containing macrophage deficient in M1-type polarization and lacking T-cell infiltration. CCC are distinct from HGSC in terms of molecular profile and response to systemic treatments; this study highlights distinct features also in terms of immune ecosystem likely accounting for their clinical behavior. Novel treatment options for CCC should consider these findings for a proficient bypass of the T-cell exclusion mechanisms.

The role of Mϕ in cancer immune surveillance is rapidly evolving (31, 32). In progressively growing cancer, TAMs modulate tumor progression by regulating various tumor-promoting functions including immunosuppression, angiogenesis, tumor cell proliferation, and stromal infiltration. However, recent findings indicate that similarly to other innate immune cells (33), human TAMs display a significant plasticity (34) as also confirmed by recent high dimensional analysis (26, 27). IFNγ-dependent M1 polarization can be mediated by neighboring T-cells, as observed in this study, or by NK cells (35). M1 Mϕ initiates pro-inflammatory responses and promotes direct or T-cell mediated antitumor effector functions (34, 36) particularly in highly immunogenic cancer (35). This plasticity accounts for a different prognostic relevance associated of TAMs. Based on this dichotomy, major approaches targeting these cells are exploring novel paradigms such as TAMs reprogramming in addition to their depletion and recruitment blockade, as for CSF1R blockade (21, 24). Various biomarkers have been proposed for the identification of TAMs polarization on archival tissue (37). By single-cell analysis of FFPE sections, this study identifies M1-type TAMs based on in vitro modeling of monocyte-derived M1IFNγ and M1IFNγ+LPS. OCs-associated M1-type TAMs resulted CXCL10+IRF1+ STAT1p+. Data analysis of scRNAseq pan-cancer dataset confirmed the existence of a CXCL10+IRF1+ STAT1+ M1-type Mϕ across human cancers displaying activation of antigen presenting and cross presentation gene programs. IRF1 represents a crucial transcriptional regulator of the IFNγ-response (38) and recent findings on human cancers identified IRF1 as a central hub in cancer immunity (39). In macrophages, IRF1 drives M1 polarization (39) by increasing the expression of pro-inflammatory cytokines and chemokines (40). In addition, IRF1+ Mϕ displays a tumoricidal activity (41) mediated by nitric oxide. The microRNA (miRNA)-processing enzyme DICER is significantly down-modulated by IFNγ. Of note, STAT1+IRF1+ TAM have been observed in tumor-bearing mice with DICER conditional deletion (42) and resulted in tumor inhibition by recruitment of activated CTL.

Immune infiltrated HGSC are defined by CD3HiCD163Hi immunoscore and display a better outcome, independently from other major prognosticators. Immune infiltrated HGSC are also enriched of OC-IS30. The immune cell component plays a relevant role in the clinical response to various HGSC treatments (43). The primary systemic treatments include chemotherapy with platinum-based regimens combined with taxanes. Of note, outcomes of platinum-based regimen are significantly dependent on the existing tumor immune microenvironment (44). In the last few years, Poly (ADP-ribose) polymerase (PARP) inhibitors have been included for HGSC showing HRD. Several trials demonstrated the efficacy of these compounds both as maintenance therapy after first-line chemotherapy (8, 45) or after the treatment of recurrent disease. The best performance for PARP inhibitors is observed in tumors with BRCA1 or BRCA2 mutation or with at least an HRD phenotype. A recent meta-analysis confirmed their efficacy with improvement of PFS in platinum-sensitive recurrent OC (7). The findings presented here indicate that a proficient immune microenvironment predicts a better outcome. BRCA1 and BRCA2 mutated tumors are also densely infiltrated by T-cells, however, we found that the prognostic effect of the OC-IS30 signature, as tested in the TCGA cohort, is independent and additive from BRCA status and others prognosticator (Figure 4B).

The role of immunotherapy in OCs has been recently investigated by testing the efficacy of ICI (anti-PD1 or anti-PDL1) as single therapy. The results of the first trials with ICIs (46) showed a fair effectiveness. However, the recent combination of ICIs and PARPi provided better results (11, 47). The best results obtained applying ICIs in the subgroup of BRCA1 or BRCA2 mutated patients can be explained by recent studies showing that PD1 and PDL1 are highly expressed in BRCA1 or BRCA2 mutated patients. Moreover, PARPi administration to breast cancer cell lines further enhance PD-L1 by inactivating GSK3β (48), thus explaining the benefit obtained by the combination of PARPi and anti-PD-L1 therapy (11). It should be reminded that, particularly in HGSC, PD-L1 is primarily expressed by macrophages and that a high density of PD-L1+ Mϕ correlates with CD8+ T-cells and predicts favorable survival (49). The cellular source and the magnitude of expression of PD-L1 might variably dictate its immune escape potency (50). Based on our findings, it is highly likely that the major source of PD-L1 in OC is from innate immune resistance mechanisms with its dominant hub on M1-type TAMs, whose fine-tuned modulation might further enhance the clinical benefit. These findings identify the combined analysis of immune-contexture and immune signatures as a novel biomarker in OCs management, to be further investigated in the predictive setting.

In conclusion, the results of this study document a proficient immune contexture in a subgroup of primary OCs. Findings proposed here are in keeping with a relevant role of the innate TAMs compartment in OCs immune surveillance, likely unleashing the endogenous adaptive T-cell response. However, T-cell exclusion occurs also in OCs, particularly in the CCC subtype, likely as a result of the lack of CXCL10+-producing M1-type Mϕ. Since CCC is already infiltrated by macrophages, their repolarization to a CXCL10+TAM might provide a clinical benefit. As an extension of this analysis, M1-type Mϕ sharing a common transcriptional activation state were also detected across various human immunogenic cancers. However, intratumor heterogeneity in TAM polarization emerged in this study, with also a fraction of CSF1R and TREM2 M1-type Mϕ. This indicates that using approaches targeting molecules of immunosuppressive myeloid cells such as CSF1R and TREM2 would partially affect the endogenous anti-tumor TAM component. Instead, implementation of reprogramming approaches that further bolster the already present macrophage component is needed.
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Multiplex imaging technologies are now routinely capable of measuring more than 40 antibody-labeled parameters in single cells. However, lateral spillage of signals in densely packed tissues presents an obstacle to the assignment of high-dimensional spatial features to individual cells for accurate cell-type annotation. We devised a method to correct for lateral spillage of cell surface markers between adjacent cells termed REinforcement Dynamic Spillover EliminAtion (REDSEA). The use of REDSEA decreased contaminating signals from neighboring cells. It improved the recovery of marker signals across both isotopic (i.e., Multiplexed Ion Beam Imaging) and immunofluorescent (i.e., Cyclic Immunofluorescence) multiplexed images resulting in a marked improvement in cell-type classification.
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Introduction

High-dimensional tissue imaging approaches such as CODetection by indEXing (CODEX), Multiplexed Ion Beam Imaging (MIBI), Cyclic Immunofluorescence (CyCIF), and imaging mass cytometry have contributed to our understanding of tissue biology and microenvironmental changes in disease (1–7). These methods, which are based on either fluorescence or isotope detection, retain the tissue context of single cells while enabling deep phenotyping capabilities (8). The accuracy of the phenotypic assignment of individual cells relies on several factors including marker specificity, instrument sensitivity, and segmentation accuracy. A significant amount of signal spillover can occur between segmented neighboring cells, particularly for signals due to robustly stained surface markers in regions of tissues densely packed with cells (i.e. lymph nodes, spleen, tumors, etc.). This lateral marker spillover differs from that due to overlapping excitation/emission spectra of fluorophores and from isotopic contamination and oxidation states (9, 10). Although the imperfect nature of cell segmentation contributes to this spillover, this phenomenon is observed even in well-segmented cells due to proximity and the interleaving of cell membranes of adjacent cells (3).

The confounding effects of signal spillover are usually identifiable by the false positive presence of markers on a cell that are generally considered mutually exclusive. Examples of mutually exclusive markers are CD3 and CD20, which are expressed on T and B cells, respectively, and CD4 and CD8, which are usually only simultaneously expressed on maturing T cells in the thymus (11). In mouse spleens imaged using CODEX, CD4/CD8 double positivity as high as 10% were observed seen due to spillover effects (3). Although the extent of these artifactual signals varies from platform to platform and depends on the markers stained and the tissue preparation methods, the effects complicate the identification of cell types, whether using manual gating methods or unsupervised algorithms. Considering that a large number of antibody tags (>40) are now routinely imaged in multiplexed studies (4, 7, 12–14), cumulative pairwise spillovers can have detrimental effects on data quality.

Here, we present a spillover compensation algorithm, REinforcement Dynamic Spillover EliminAtion (REDSEA), that is robustly applicable to several imaging modalities. We reasoned that spillover from segmented adjacent cells could be corrected based on the proportion of the shared boundary between cells, focusing only on pixels near the periphery between adjacent cells. Importantly, REDSEA correctly reassigns spillover signal, even low-abundance ones, to the cell of origin.

An ideal correction algorithm should be unsupervised and require no a priori knowledge of how the markers are distributed with the inputs being the segmentation map and the single-channel TIFF files (or equivalent) from the multiplexed images. The output is an FCS file containing the extracted per-channel quantification of the single-cell data in both the original and compensated formats which can then be used in various clustering algorithms to “recolor” the original image with cell types or other derived features such as cell neighborhood participation or cell activation state. The modular nature of such software should allow the use of pre-processing methods, and the algorithmic output that can be used directly in various downstream analysis approaches. REDSEA is thereby our contribution towards such a goal. The software implemented here is freely available from https://github.com/nolanlab/REDSEA. We applied REDSEA to datasets from two types of highly multiplexed tissue imaging approaches: mass spectrometry based MIBI and immunofluorescence-based CyCIF. Application of REDSEA resulted in a marked reduction in double positivity for known mutually exclusive markers (e.g., CD3 and CD20; CD4 and CD8a) and enrichment of cell lineage markers in expected cell types. The signals from low abundance tags remained robust after correction, indicating that the signal was appropriately reassigned to cells of origin. We finally demonstrated the use of REDSEA for sensitive and accurate stratification of cell types using unsupervised methods. The REDSEA method will improve the sensitivity and accuracy of cell-type annotation of segmented cells in highly multiplexed imaging studies using both fluorescence and isotope-based strategies.



Results


REDSEA Reduces Lateral Spillover and Boosts Marker-Specific Signals in Multiplexed Ion Beam Images

Cell segmentation is commonly used to assign and extract features from images to individual cells, allowing downstream analysis to be performed while retaining the spatial contexts of features as we previously observed (15–18). Segmentation algorithms can vary in performance, and we generally find DeepCell performs well in MIBI images compared to other alternatives (Figure S1A) (4, 18). Even in well segmented cells, however, lateral signal spillover from surface markers into adjacent cells is common (Figures 1A, B and S1B).




Figure 1 | REDSEA Corrects Signal Spillover between Adjacent Cells. (A) A schematic representing the workflow and principles of REDSEA compensation. The spillover signal from neighboring cells is dynamically eliminated based on the fraction of the shared boundary between neighboring cells and the signal intensity. (B) Left: A representative 150 µm x 150 µm MIBI image of a rhesus macaque lymph node. Two mutually exclusive markers are shown (CD3, magenta; CD20, green), and the numerical counts of CD3 are indicated in each segmented cell before and after images were subjected to spillover subtraction using the following four methods: 1) spillover subtraction on the whole cell, 2) spillover subtraction on only the border region, 3) REDSEA compensation on the whole cell and 4) REDSEA only on the border regions. The CD3 and CD20 counts per cell are colored on the same scale for the segmented cells across compensation settings. Right: Zoomed images of the yellow boxed regions on the left. The yellow arrows indicate representative cells for which CD3 spillover was successfully corrected by all the four methods; red arrows indicate successful correction by all but the whole cell subtraction method, and blue arrows indicated successful correction only by REDSEA-based and not the other compensation methods. (C) A representative 1200 µm x 1200 µm MIBI image of a rhesus macaque lymph node subjected to spillover corrections as indicated above in (B). (D) Top: Biaxial plots of marker intensities of 68,739 single cells from segmented MIBI images of rhesus macaque lymph nodes. The percentage of single-positive (top left and bottom right quadrants), double-positive (top right quadrant), and double-negative (bottom left quadrant) cells are shown for each compensation method. Bottom: A log2 fold change plot (compensated over original non-compensated) for single-positive, double-positive, and double-negative gated populations.



We observed that antibody-dependent signals in cell staining and imaging are generally evenly distributed around a cell for most markers in common use. Further, the quantity of the spillover signal from a single channel into a neighboring cell is directly associated with the strength of that channel signal in the originating cell. Thus, we reasoned that the subtraction of this artifactual signal as a fraction of the signal in the originating cell would allow the correct assignment of signals to individual cells. We also hypothesized that a border-based subtraction, instead of whole-cell subtraction, would better model the nature of the spillover. Finally, we postulated that a reinforcement methodology would allow the attribution of missing signals back to their originating cell.

Reasonable unsupervised performance of REDSEA requires at least two underlying assumptions: 1) The signals from the marker to be corrected are generally uniformly distributed around the boundary of the originating cell, and 2) the signals from the tag to be corrected is higher inside the originating cell compared to the spillover signals outside. Thus, the REDSEA approach first calculates the percentage boundary overlap of adjacent cells and extracts signals with respect to this boundary (Figure 1A). To allow flexibility for application to any imaging modality and resolution, the determination of this boundary can be user defined by the distance from the boundary (Figure S1C). Next, the signals are compensated in the overlapping boundary region or the whole cell for each pair of adjacent cells (Figures 1A and S1D).

We first validated our approach using multiplexed MIBI images of rhesus macaque lymph nodes. MIBI data were processed as previously described (14), and segmentation performed via DeepCell by training the segmentation model on manually segmented cells based on dsDNA (Figure S1E). The four spillover correction strategies were implemented on the features extracted from single-cells after nuclear segmentation (4). The four correction strategies were 1) spillover subtraction on the whole cell, 2) spillover subtraction on only the border region, 3) REDSEA compensation on the whole cell, and 4) REDSEA only on the border regions. We first tested the algorithms on two markers with expression known to be mutually exclusive, CD3 and CD20. If the compensation works well, one would expect a reduction of single-cells with both CD3 and CD20 signals, while retaining a comparable number of CD3+ and CD20+ single-positive cells. Although all the strategies effectively removed spillover signals (Figures 1B–D), border-based subtraction methods better modeled the nature of the spillover with less diminution of channel signals than did whole-cell subtraction methods while retaining the ability to correct for spillover (Figures 1B, D). Specifically, REDSEA based compensation methods retained the robustness of the CD3 and CD20 signal counts per cell, similar to the original non-compensated levels (Figure 1B, left and Figure 1C). While all four methods were able to correct the spillover in some cells (exemplified in Figure 1B, right, yellow arrows), the subtraction-only based correction methods failed in various circumstances (illustrated in Figure 1B, right, red and blue arrows).

REDSEA, which has both subtraction and reinforcement components, maintained signal intensity after correction to a greater extent than the spillover subtraction algorithm (Figure 1B, see right panels for magnified image). Quantification of single- or double-positive cells in the pre- and post correction strategies demonstrated that the REDSEA method outperformed the subtraction strategy (Figure 1D). The initial double-positive cell rate of 26.71% (total: 68,729 cells) was reduced after compensation to 6% for whole cell compensation, 11.67% for border compensation, 14.97% for whole cell REDSEA and 18.67% for border REDSEA (Figure 1D, right panel, upper right quadrant). Although the subtraction-only correction methods resulted in a greater decrease in double-positive cells, this strategy also resulted in a marked increase in double-negative cells from 3.1% initially to 47.43% for whole cell compensation, 24.12% for border compensation (Figure 1D, right panel, lower left quadrant). This substantial loss of marker signal was rescued by applying the REDSEA algorithm to a lower 16.18% for whole cell REDSEA and 10.26% for border REDSEA (Figure 1D, right panel, lower left quadrant). Proportions of both the CD3+ and CD20+ single-positive cells also diminished after subtraction-only corrections but was maintained or increased by REDSEA from the initial 49.64/17.55% (CD3+/CD20+) to 30.28/15.41% for whole cell compensation, 43.98/18.87% for border compensation, 47.39/20.18% for whole cell REDSEA and 49.59/20.15% for border REDSEA (Figure 1D, right panel, upper left and lower right quadrants).

Inspection of a number of double-positive cells not corrected by REDSEA indicates REDSEA-independent factors, such as segmentation imperfections or physically overlapping cells (Figures S1F, G). In subsequent analyses, unless otherwise noted, REDSEA corrections were performed with the REDSEA border compensation method to maximize spillover compensation while minimizing signal loss.



REDSEA Reduces Non-Specific Spillover Signals and Boosts Marker Specific Signals

We next assessed how REDSEA reduced and reinforced cell-type-specific counts for various lineage specific cell surface markers. By plotting the original or REDSEA compensated surface marker signals per cell for each group of cell types identified using unsupervised means (see Materials & Methods), we hypothesized that lineage-specific markers would increase while nonspecific markers should decrease. Indeed, we observed an increase or retention in the signal after REDSEA for CD3 and CD4 T cell markers in CD4 T cells (Figure 2, row 1), CD3 and CD8 T cell markers in CD8 T cells (Figure 2, row 2), B cell marker CD20 in B cells (Figure 2, row 3), CD68 and CD163 macrophage markers in macrophages (Figure 2, row 4 and Figure S2). Together, this is indicative that the reinforcement aspect of REDSEA operates correctly to boost lineage specific marker signals in respective cell-types.




Figure 2 | REDSEA Reduces Non-Specific Spillover Signals. Left: Arcsine and square root transformed counts per cell for CD3, CD4, CD8a, CD20, and CD68 were plotted before and after REDSEA border compensation for each of the cell types identified. Right: Representative images of each cell type with marker counts before and after REDSEA compensation.



Conversely, we observed a decrease in non-lineage specific markers for CD4 T cells, CD8 T cells, B cells, and macrophages (Figures 2 and S2). These results confirm that non-specific marker signals, such as lateral membrane spillover from adjacent cells, were successfully reduced or eliminated by REDSEA. Representative examples of cells with increased cell-type specific signals and reduced cell-type non-specific signals are highlighted (Figures 2 and S2, right).

We then devised a strategy to calculate whether previously identified cell-types were enriched in a marker-specific manner after REDSEA: 1) Only cells containing positive counts for a specific marker of interest (e.g., CD20) were considered initially, and the percentage composition of each cell type calculated. 2) Cells with 0 counts for the marker of interest after REDSEA compensation are dropped, and the new percentage composition of each cell type recalculated. 3) The relative change in percentage composition (after/before) of each cell type was then determined and plotted (Figure 3A, row 1 left).




Figure 3 | REDSEA Enriches for Cell-type-specific Signals and is Platform Agnostic. (A) Schematic of the workflow for calculation of enrichment and depletion of various cell types for each channel before and after REDSEA correction. Cells with no counts in the channel of interest after REDSEA correction were discarded, and the percentage composition of each cell type remaining was calculated. The relative change is the difference in percentage composition of each cell type before and after REDSEA correction. (B) Left: A representative 900 µm x 900 µm CyCIF image of a human tonsil. Three pairs of mutually exclusive markers are shown: CD3 (magenta) and CD20 (green); CD4 (magenta) and CD8a (green); and CD68 (magenta) and CD20 (green). The differences in percentage compositions between the REDSEA image and the original in counts of both markers per segmented cell are shown on a visual scale. Right: Biaxial plots of marker signals from each of the 6,295 single cells extracted from the segmented CyCIF images. The percentage composition of double-positive (top right quadrant) cells is shown for each compensation method.



We observed a post-REDSEA enrichment of B cells after CD20 cleanup and macrophages after CD68 or CD163 cleanup (Figure 3A, top row). Similarly, CD4 and CD8 T cells were enriched after cleanup of CD4 and CD8a respective, and both improved upon pan-T cell marker CD3 cleanup (Figure 3A, bottom row). CD56 yielded an enriched composition of NK cells, while CD21 cleanup appears to enrich cell types not annotated as part of this study. These CD21 enriched, unannotated cells are likely follicular dendritic cells (19). This quantification of the enrichment for cell types associated with a particular surface marker demonstrated the effectiveness of this methodology of spillover clean up.



REDSEA Corrects Aberrant Spillover Signal in Immunofluorescence Multiplexed Images

To ensure the platform-agnostic nature of this method, we applied REDSEA to publicly available images generated using CyCIF, an immunofluorescence-based multiplexed imaging modality (6, 20). For this study, we focused on CyCIF images generated from human tonsils, to demonstrate the robustness of REDSEA for tightly packed lymphoid tissues. To improve original cell segmentation provided, we retrained an established convolutional neural network to better identify and segment single cells (Figure S3A). We next extracted single-cell features before and after REDSEA correction and calculated the difference in signal intensity for mutually exclusive markers CD3 & CD20, CD4 & CD8a, and CD68 & CD20 due to REDSEA correction (Figure 3B, left). We observed an increase in CD20 counts due to REDSEA in B cell follicles, and an increase in CD3, CD4, and CD8a counts in T cell zones (Figure 3B left and Figure S3B, rows 1-2, red arrows). An increase in CD68 positive cells was also distributed throughout the B cell follicle and T cell zones, indicative of robust compensation of macrophages (Figure 3B left and Figure S3B, row 3, red arrows). Biaxial quantification of these single-cell signals before and after REDSEA corroborated with the spatial representation, showing a decrease of double-positive cells for these of mutually exclusive markers (Figure 3B, right). These results demonstrated that REDSEA corrects aberrant spillovers in mass spectrometry-based and fluorescence-based multiplexed imaging modalities.



Unsupervised Cell-Type Annotation Is Improved After REDSEA Correction

To assess the material benefit of REDSEA to empirical data, we performed unsupervised meta clustering, and cell-type identification (21, 22) of 1836 cells from a single MIBI field-of-view acquired on a rhesus macaque lymph node stained with 11 markers (see Materials & Methods), using the uncompensated original markers values and compensated values from each of the four correction methods described above (whole-cell subtraction or REDSEA, border subtraction or REDSEA).

From our experience with MIBI data, a few iterative rounds of unsupervised classification are generally sufficient to identify most cell types present. This is generally due to variable expression of the markers of interest, or confounding factors such as lateral marker spillover. We postulated that a proper way to benchmark the benefits of lateral spillover on unsupervised cell-type annotation would be to perform a single round of classification, at a fixed number of pre-set clusters. Comparisons to a manually curated set of cell-type annotations would then allow quantification of sensitivity and accuracy between the original state and four methods.

Of the five conditions above (original and four compensation algorithms), 30 clusters were identified via the FlowSOM algorithm (22) using CD3, CD4, CD8a, CD20, CD21, Pax-5, CD56, CD163, and CD68, before subjection to Marker Enrichment Modeling (21) to classify CD4 T cells, CD8 T cells, B cells, NK cells and macrophages in an unsupervised fashion. The effects of lateral compensation were immediately apparent: marker expressions within the cell clusters identified in the original population were more ambiguous than the distinctive compensated plots (Figure S4A). Indeed, REDSEA border correction resulted in a notable decrease in the number of cells requiring further iterative clustering and an increase in cells that were confidently annotated (Figure 4A left and Figure S4B). For cells that could not be assigned a cell type from this single-round of classification, we identified 841 in the original condition, 754 after whole cell subtraction, 682 after whole cell REDSEA, 732 after border subtraction and 259 after border REDSEA compensation. This indicates that lateral correction using border REDSEA can reduce non-specific signals which confound the unsupervised classification process.




Figure 4 | REDSEA Improves Cell-type Annotation of MIBI images. (A) Single-cell marker values were determined from a single MIBI field of view of a rhesus macaque lymph node (400 µm x 400 µm) with no corrections (Original) or 1) spillover subtraction on the whole cell, 2) REDSEA compensation on the whole cell, 3) spillover subtraction on only the border region and 4) REDSEA only on the border regions. A single iteration of unsupervised cell type classification was performed with identical parameters on extracted single cell marker values under each of the conditions. The quantification of cell types identified in terms of fold change (left) and cumulative number (right) are represented here. Not determined (yellow) denotes cell types that could not be confidently assigned to clusters identified during classification. (B) Spatial positions of cell types identified under each condition are represented as phenotype maps. Phenotype maps for cell types identified without correction (Original), with whole cell-based spillover subtraction (Whole Cell Subtraction), with consensus-based manual annotation from three independent individuals (Manual Annotation) and with border-based REDSEA [REDSEA (Border)] are shown. (C) Pseudo-colored MIBI images containing various combinations of cell-type-specific markers from the same field of view.



We then evaluated the accuracy and sensitivity of cell-type classification using manual cell-type annotations from three independent individuals (ground truth). We defined accuracy as the portion of unsupervised cell annotations that was correct compared to the ground truth. 710 cells were correctly identified in the original condition, 851 after whole cell subtraction, 926 after whole cell REDSEA, 914 after border subtraction, and 1033 after border REDSEA compensation (Figure 4A middle). The percentage accuracy for each cell type were also comparable across the methods (Figure S4C, left), with more variability for NK cells due to the low numbers present.

We next defined sensitivity as the portion of cell types annotated in the ground truth that was identified by the unsupervised clustering under each condition. 56.0% of cells were successfully identified in the original condition, 67.1% after whole cell subtraction, 73.0% after whole cell REDSEA, 72.1% after border subtraction, and 81.5% after border REDSEA compensation (Figure 4A right). The percentage sensitivity for each cell type was also generally increased for REDSEA corrected cells (Figure S4C, right).

The median marker expression for cell types identified in each case also reflects a reduction of non-specific signals, and enrichment of the appropriate cell-type-specific signals, such as CD3 for T cells and CD68 and CD163 for macrophages (Figure S4D). To visually confirm our annotations, annotated cells under each condition were plotted by their phenotypes spatially, showing an expected cell-type distribution when compared to ground truth (Figures 4B and S4E). The lower sensitivity of the original and subtraction methods was apparent from the large patches of white, unannotated cells in the phenotype maps (Figures 4B and S4E). We also plotted pseudo-colored MIBI images of the lineage-specific markers used for the unsupervised annotation (Figure 4C).

These results indicate that REDSEA will improve unsupervised cell-type classification real-world performance, speeding up a process that can be confounded otherwise by signal spillover.




Discussion

Increases in the number of markers measured on the same section of tissue, coupled with the use of unsupervised methods to identify cell populations, have allowed breakthroughs in our understanding of tumor microenvironments and cellular interactions (1–7, 14). However, the spillover of marker signals between segmented cells can confound unsupervised identification methods leading to misinterpretation of the data, and spillover is particularly difficult to isolate in the presence of 40 or more markers. To resolve this in a systematic and unsupervised way, we have developed the REDSEA algorithm to correct for marker spillover between segmented cells in multiplexed images.

Here, we validated REDSEA by analysis of mass spectrometry and immunofluorescence imaging experiments and demonstrated the platform-agnostic capabilities of our method. Although the focused nature of a primary oxygen beam on the MIBI results in fewer spillover issues than observed with immunofluorescence lasers (1, 5), the number of cells positive for both CD3 and CD20, which are not expressed on the same cell, show that spillover is a challenge for both modalities of imaging on packed lymphoid tissues (MIBI and CyCIF).

The current iteration of REDSEA has some limitations: First, it does not perform 3D corrections. Second, it is unable to correct for situations where multiple cells physically overlap. Third, REDSEA can only correct for lateral marker spillover, and not signal spillovers due to autofluorescence or imaging artefacts such as overlapping excitation/emission spectra or isotopic contamination. Fourth, its performance is dependent upon proper segmentation of cells, possible now with recently improved methods (17, 18, 23). Despite this, we show that it mitigates spillover issues in multi-parametric spatial data analysis (24) and enables greater cell recovery from imaging datasets.

In conclusion, REDSEA effectively corrects for channel spillover between adjacent cells in multiplexed imaging data in an unsupervised fashion that requires only the raw per channel TIFF images and a segmentation layer. Thus, REDSEA can be used to minimize confounding effects, reduce misinterpretation of the imaging data, and has practical applications for improving unsupervised cell type identification with current state-of-the-art methods.



Materials and Methods


Antibodies

Antibodies were conjugated to metal polymers using the Maxpar X8 Multimetal Labeling Kit (201300, Fluidigm) as per manufacturer protocols. The antibodies used, their respective clones and channels are listed in Table S1.



Gold Slide Preparation

Gold slides were prepared as previously described (14). Briefly, Superfrost Plus glass slides (Thermo Fisher Scientific, #12-552-3) were soaked in dish detergent, rinsed with distilled water, and dried with airflow to remove water drops. The slides were first coated with 30 nm of Tantalum and then with 100 nm of gold at the Stanford Nano Shared Facility (SNSF).



Animal Ethics Statement

FFPE tissues were obtained from SIV-infected and SIV-negative rhesus macaques (Macaca mulatta) of Indian origin that were housed at the Oregon National Primate Research Center (OR, USA) and at the National Institutes of Health (Bethesda, MD, USA) with the approval of the respective Institutional Animal Care and Use Committees. Animal experiments were conducted following guidelines set forth by the NIH and the Animal Welfare Act and in accordance with American Association for the Accreditation of Laboratory Animal Care (AAALAC) standards in AAALAC-accredited facilities.



Vectabond Pre-treatment of Gold Slides

Gold slides were immersed in 100% acetone for 5 min and then incubated in a mixture of 2.5 ml Vectabond (Vector Labs, #SP1800) and 125 ml of 100% acetone in a glass beaker for 30 min. Slides were subsequently washed in 100% acetone for 30 s, then dipped in distilled water to remove any residues, air dried, and stored at room temperature.



Staining

The tissue was sectioned onto gold slides at 4-µm thickness and stored in a vacuum chamber. Before staining, slides were baked for 1 h at 70°C and soaked in xylene for 3 x 10 min. Standard deparaffinization was performed thereafter (3 x xylene, 2 x 100% EtOH, 2 x 95% EtOH, 1 x 80% EtOH, 1 x 70% EtOH, 3 x ddH2O; 3 min each). Epitope retrieval was then performed at 97°C for 10 min at pH 9 (Dako Target Retrieval Solution, S236784-2) in a Lab Vision PT Module (Thermo Fisher Scientific).

Slides were cooled to 65°C in the PT Module and then removed for equilibration to room temperature. Tissue regions were marked using a PAP pen (Vector Labs). Slides were rinsed 2 x 5 min in MIBI Wash Buffer (1X TBS-T, 0.1% BSA). The slides were then blocked in MIBI Blocking Buffer (1X TBS-T, 2% donkey serum, 0.1% Triton X-100, 0.05% sodium azide) for 1 h. Finally, the antibody cocktail (antibodies in 1X TBS-T, 3% donkey serum, 0.05% sodium azide) was added and left at 4°C overnight.

The following day, slides were washed 3 x 5 min in MIBI Wash Buffer, before crosslinking in Fixation Buffer (2% glutaraldehyde, 4% PFA in 1X PBS) for 15 min. Slides were then rinsed once in 1X PBS. Quenching of crosslinkers was performed for 3 x 1 min in 100 mM Tris, pH 7.5. Slides were then dehydrated in increasing concentrations of EtOH (3 x ddH2O, 1 x 70% EtOH, 1 x 80% EtOH, 2 x 95% EtOH, 2 x 100% EtOH). Slides were kept in a vacuum desiccator until imaging on the MIBI-TOF (Ionpath Inc).



MIBI-TOF Data Acquisition and Processing

Mass imaging was performed on a custom MIBI-TOF mass spectrometer equipped with a duo plasmatron ion source (Ionpath Inc, 5). All images in this study were acquired using the following parameters: • Pixel dwell time: 12 ms • Image size: 400 µm x 400 µm at 512 x 512 pixels • Probe size: 400 nm • Primary ion current: 3.5 nA as measured via a Faraday cup on the sample holder • Number of depths: 3 MIBI images were extracted and denoised using MIBIAnalysis tools (https://github.com/lkeren/MIBIAnalysis) as previously described (4). All three depths were aligned and summed for the purpose of this study.



Image Segmentation

Cell segmentation was performed using the DeepCell convolutional neural network as previously described (4, 18). The training dataset consists of denoised MIBI images for Histone H3 and dsDNA that were cropped and randomly chosen for manual segmentation using a Wacom Tablet (Wacom Intuos Draw). A watershed algorithm was applied to the nucleus possibility map to segment the image into individual cells (4). The segmentation was performed with the parameters segmentThres = 0.01 and probNucThre = 0.35.



Adjacency Compensation Methodology and Implementation

In the segmentation map, pixels belonging to individual cells were labeled with the same number as a unique cell identifier and separated with a one-pixel wide continuous boundary labeled with zeros. The first step of the REDSEA algorithm loops through all the boundary pixels and searches in a 3x3 grid for cell labels. The boundary between two adjacent cells is then calculated as a percentage of the perimeter of each of the two cells, respectively. A sparse matrix is then assembled with these values as the coefficient of pairwise compensation. In the second step, the algorithm loops through every pixel in each cell with a user-defined pixel number and structuring element (either sudoku or star, Figure S1C) in search of boundary pixels. We found that a pixel number of 2 and a star structuring element (which performs a search in the 12 surrounding pixels) worked well with for REDSEA on our MIBI images. Once cell boundary pixels were located and the counts collected along the cell boundary, the Subtracted Signal for channel X counts of cell A was determined using the following equation:



where   denotes the boundary pixel counts for each cell K that shares a common boundary with cell A for n number of cells; bAK denotes the length of the shared boundary between cell A and cell K; and PK  is the perimeter of cell A.

REDSEA then reinforces the subtracted signal back to the originating cell. In this case, the reinforced signal is the sum of all the boundary signals for all n number of cells K around cell A:



Taking both the subtraction and reinforcement together, we obtain the equation:







where XAcomp denotes the counts of channel X for cell A after REDSEA compensation. For simplicity, we assume that  . If XAcomp  is negative, the final count is returned as zero. These equations are based on two underlying assumptions for a typical cell surrounded by neighboring cells, with mutual signal spillovers (Figure S1D, left): First, the spillover, generally due to a cell-surface marker, is uniformly distributed around the originating cell boundary. Second, in well-segmented cells, the signal of the marker is higher inside the segmentation than outside.



Comparison of Marker Intensity Before and After REDSEA

To compare the signal intensity of each channel before and after REDSEA compensation, cells with counts > 0 for the channel of interest before REDSEA were selected. For visualization purposes, marker signals per cell were normalized by cell size (pixel number), arcsine transformed (cofactor = 1), and a final square root transformation. The distribution of transformed counts before and after REDSEA was plotted for each of the cell types annotated.



Enrichment Calculation of Cell Types Before and After REDSEA

To evaluate the effect of cell type enrichment before and after REDSEA compensation, cells with counts > 0 for the channel of interest before REDSEA were selected, and the percentage of each cell type based on cell-type annotation described above was calculated; After compensation, cells with count > 0 were retained, and the new cell-type composition was calculated based on the remaining cells. The relative percentage enrichment of cell types was defined as:





Application of REDSEA to Immunofluorescent Images

The CyCIF human FFPE tonsil dataset used in this study was downloaded from Synapse (Tonsil-1 40x, https://www.synapse.org/#!Synapse:syn17796423) (20). The channels selected for REDSEA normalization were DAPI, CD3, CD4, CD8a, CD3, and CD68. For more accurate segmentation of the results compared to the provided segmentation map, a custom DeepCell neural network was trained based on the DAPI channel as described in the “Image Segmentation” section. A watershed algorithm was applied for whole-cell segmentation. The segmentation was performed with the parameters segmentThres = 0.05 and probNucThre = 0.05. The size of the structuring element was adjusted to 4 pixels to account for differences in the image sizes between MIBI and CyCIF data, and a star pattern (Figure S1C) was used to perform a search of 40 pixels around the border pixel to obtain consistent REDSEA performance.



MIBI Image Analysis and Cell-Type Annotation

Features from single cells in segmented MIBI images were extracted under each compensation condition using the same segmentation map. Markers for each cell were normalized by their median dsDNA levels for each field of view and rescaled to a 0 - 1 range. Unsupervised classification of cell types was performed with FlowSOM (22) on the markers (CD3, CD4, CD8a, CD20, CD21, Pax-5, CD68, CD163 and CD56) for 30 clusters, and cell types were identified from each cluster with marker enrichment modeling (21).



Cell-Type Sensitivity and Accuracy Calculations

Cell-type sensitivity and accuracy were determined as follows:







Visualize Illustration and Plotting of Data

All plots associated with this manuscript, with the exception of biaxial plots, were generated using ggplot2 (25).



Biaxial Quantification of Single-Cell Data

All biaxial plots and quantification were generated using CellEngine at https://immuneatlas.org/(Primity Bio).



Software

Executable MATLAB scripts of the adjacency compensation method described here, as well as detailed instructions, are available at https://github.com/nolanlab/REDSEA.




Data Availability Statement

The code and data generated in this study is available at https://github.com/nolanlab/REDSEA. The names of the public repositories and their relevant accession links are detailed in the Materials and Methods section.
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Tumors are populated by a multitude of immune cell types with varied phenotypic and functional properties, which can either promote or inhibit anti-tumor responses. Appropriate localization and function of these cells within tumors is critical for protective immunity, with CD8 T cell infiltration being a biomarker of disease outcome and therapeutic efficacy. Recent multiplexed imaging approaches have revealed highly complex patterns of localization for these immune cell subsets and the generation of distinct tumor microenvironments (TMEs), which can vary among cancer types, individuals, and within individual tumors. While it is recognized that TMEs play a pivotal role in disease progression, a better understanding of their composition, organization, and heterogeneity, as well as how distinct TMEs are reshaped with immunotherapy, is necessary. Here, we performed spatial analysis using multi-parameter confocal imaging, histocytometry, and CytoMAP to study the microanatomical organization of immune cells in two widely used preclinical cancer models, the MC38 colorectal and KPC pancreatic murine tumors engineered to express human carcinoembryonic antigen (CEA). Immune responses were examined in either unperturbed tumors or after immunotherapy with a CEA T cell bispecific (CEA-TCB) surrogate antibody and anti-PD-L1 treatment. CEA-TCB mono and combination immunotherapy markedly enhanced intra-tumoral cellularity of CD8 T cells, dominantly driven by the expansion of TCF1-PD1+ effector T cells and with more minor increases in TCF1+PD1+ resource CD8 T cells. The majority of infiltrating T cells, particularly resource CD8 T cells, were colocalized with dendritic cells (DCs) or activated MHCII+ macrophages, but largely avoided the deeper tumor nest regions composed of cancer cells and non-activated macrophages. These myeloid cell – T cell aggregates were found in close proximity to tumor blood vessels, generating perivascular immune niches. This perivascular TME was present in untreated samples and markedly increased after CEA-TCB therapy, with its relative abundance positively associated with response to therapy. Together, these studies demonstrate the utility of advanced spatial analysis in cancer research by revealing that blood vessels are key organizational hubs of innate and adaptive immune cells within tumors, and suggesting the likely relevance of the perivascular immune TME in disease outcome.
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Introduction

Multiplexed imaging and spatially resolved sequencing technologies have revealed complex cellular organization across tissue types and diverse pathological conditions (1–19). Advanced computational and statistical approaches applied to such datasets allow quantification of various spatial properties, such as cellular distance relationships, preferential cell-cell associations, and organization of tissue microenvironments (16, 20–26). This in turn allows a data-driven interrogation of how spatial context influences the transcriptional, phenotypic and functional changes within individual cells, and reveals how disorganization of cells can lead to disease pathology. One recent application of such image analytics has been in cancer research, where major efforts are directed at understanding the mechanisms of disease development, as well as the diversity of outcomes in response to immunotherapy.

Tumors are structurally complex tissues, made up of malignant cancer cells and non-malignant host cells, including stromal cells, blood and lymphatic endothelial cells, as well as diverse subsets of immune cells with pro and anti-inflammatory properties, which collectively shape the tumor microenvironment (TME) (27–30). Advanced imaging approaches have demonstrated a high degree of diversity for both cellular composition and spatial organization of cells across different tumor types, among individuals and even within individual tissues, indicating marked heterogeneity and complexity of the TME (3, 16, 31–34). Nevertheless, over a wide variety of samples, specific positional patterns for immune cells have been detected, which correlate with responses to immune therapy. This suggests that microscopy-based technologies may be able to parse out complex cellular patterning in highly heterogeneous tissues and have the potential to serve as powerful tools for companion diagnostics or prognostic studies (11, 16, 34–37).

Furthermore, imaging has offered invaluable insights into the cellular and molecular mechanisms of disease progression and immune mediated control of tumor growth. Immunologically silent (cold or excluded) tumors lack CD8 T cell infiltration or have T cells excluded to the outer peripheral borders, and frequently exhibit dominant presence of immunosuppressive tumor-associated macrophages and other suppressive myeloid cells within the tumor core. Conversely, potent infiltration of effector CD8 T cells (hot tumors) and numerical dominance over suppressive cells, such as T regulatory cells, has long been appreciated as a hallmark of effective anti-tumor immunity (38–42). Differential CD8 T cell infiltration between tumor subtypes is thought to be at least partially regulated by the mutational rates of cancer cells and the subsequent generation of tumor neoantigens (43–46). As examples, immune infiltrated tumors (e.g., microsatellite instability high colorectal cancer, bladder cancer, melanoma) have been found to be more responsive to checkpoint blockade therapies relative to more immune excluded tumors, such as pancreatic ductal adenocarcinoma or breast cancer (42, 43, 45, 47–49). To this end, novel immuno-therapeutics which elicit broad anti-tumor T cell responses independent of TCR specificity, such as T-cell bispecific (TCB) antibodies, have shown promise in preclinical testing in immune excluded cancer models (50–55).

In addition to T cell infiltration, intercellular interactions directly within the tumor tissues have been linked with positive response outcomes (56–58). In particular, interferon gamma (IFNγ) produced by CD8 T cells in response to checkpoint blockade, as well as with TCB immunotherapy, has been shown to enhance maturation of intra-tumoral DCs, leading to increased production of chemokine CXC ligand (CXCL9, CXCL10, and interleukin-12 (IL-12), which in turn promote amplified recruitment, proliferation and differentiation of CD8 T cells (57, 59, 60). Such positive feedback between DCs and CD8 T cells requires direct cell-cell crosstalk, suggesting the need for extensive communication between innate and adaptive immune cells within tumors. Moreover, recent studies have also demonstrated that a subpopulation of CD8 T cells (resource CD8 T cells) which co-express TCF1 and PD1 are not functionally exhausted, and possess a unique capacity for enhanced proliferation and generation of terminally differentiated effector CD8 T cells in response to checkpoint blockade therapy (61–69). Spatial mapping of these resource CD8 T cells revealed enriched localization near blood vessels in mouse melanomas, and in close proximity to aggregates of antigen presenting cells within vascularized regions of kidney cancers (66, 70). This suggests the existence of niche-like immune microenvironments within tumors which are likely to be involved in promoting the generation of responses to immunotherapies. As a similar concept, presence of immune-rich tertiary lymphoid structures within tumors have also been linked to disease outcome (71–77). Together, these studies suggest that immune cell organization in tumors is critical for effective tumor control with therapy. Nevertheless, the heterogeneous nature of the tumor and the microenvironments it encompasses remains poorly studied, primarily due to the general paucity of tools to study the spatial organization of phenotypically complex cells within irregularly structured tissues.

Here, we utilized multi-parameter confocal imaging coupled with advanced spatial analysis using histocytometry and CytoMAP (1, 25) to examine the complexity of immune cell organization within partially and poorly infiltrated tumors during immunotherapy. To this end, mice bearing MC38 colon carcinomas or KPC pancreatic adenocarcinomas engineered to express human carcinoembryonic antigen (CEA) were treated with CEA-TCB murine surrogate antibody and/or with anti-PD-L1 checkpoint inhibitor, both of which can synergize to promote enhanced CD8 T cell immunity (50, 57, 78, 79). As expected, CEA-TCB monotherapy and CEA-TCB plus anti-PD-L1 combination therapy led to increased CD8 T cell numbers and decreased tumor burden, indicating control of tumor growth by the immune system (50, 79). However, even in these inflammatory settings most CD8 T cells, and particularly the non-exhausted TCF1+PD1+ resource T cells, were excluded from the active CEA+ tumor nest regions. Instead, they were localized in close association with DCs and activated macrophages directly along the perivascular edge of intra-tumoral blood vessels. These perivascular immune aggregates (perivascular immune niches) were detected in untreated tumors and markedly increased in abundance during therapy, indicating active remodeling of the TME during inflammation. Moreover, the relative abundance of these immune-rich microenvironments directly mirrored response efficacy, suggesting their involvement in anti-tumor immunity after therapy. Thus, our studies provide a framework for the application of advanced spatial analysis in studying TME complexity and decoding responses to therapy, as well as reveal that the perivascular immune niche is a microenvironment subtype within tumors with likely involvement in the generation of productive immune responses after therapy.



Materials And Methods


Animals

Detailed methods can be found in Supplementary Information.



Cell Lines

Detailed methods can be found in Supplementary Information.



Tumor Studies

Six-to-nine week old huCEAtg mice were subcutaneously (s.c.) injected with 5x105 MC38-huCEA (80) or 3x105 KPC-4662-huCEA cells (81) resuspended in RPMI medium with growth factor reduced Matrigel (Corning,354230) (1:1) in a total volume of 100ul in the right flank and tumor volume (1/2 [length X width2]) was measured 2-3 times per week using calipers. Mice were randomly assigned into different treatment groups based on tumor volume. Randomized mice (similar average tumor volume among all groups) were treated from day 19-21 post tumor cell injection twice per week intravenously (i.v.) with vehicle, or murine (muCEA-TCB) (surrogate version of RG7802, RO6958688) (2.5 mg/kg) and/or anti PD-L1, generated in house (RO7013159) (i.v. (first injection, 10mg/kg) or intraperitoneally (i.p.) for all further injections, 5mg/kg). Animals were sacrificed at day 27-29 post tumor cell injection.

Six-to-ten week-old BALB/c mice were s.c. injected with 5x105 CT26.WT cell line resuspended in RPMI medium with growth factor reduced Matrigel (Corning,354230) (1:1) in a total volume of 100ul in the right flank and tumor volume measured twice per week using calipers. Mice were harvested 9 days after tumor injection for fixation and imaging.

Seven-week-old male B6 mice were s.c. injected with 5x105 B16.F10.OVA.mCherry cell line resuspended in 1X Phosphate Buffered Saline (PBS,100ul) with growth factor reduced Matrigel (Corning,354230) (50ul) in a total volume of 150ul in the right flank and tumor volume measured twice per week using calipers. Mice were harvested 14 days after tumor injection for fixation and imaging.



Tissue Preparation and Imaging

Harvested tumors were bisected and fixed with Cytofix (BD Biosciences) buffer diluted 1:3 with PBS for 12h at 4°C and then dehydrated with 30% sucrose in PBS for 12-24h at 4°C. Tissues were next embedded in O.C.T. compound (Tissue-Tek) and stored at -80°C. Tumors (MC38-hCEA, CT26, B16.F10.Ova mcherry) were sectioned on a Thermo Scientific Microm HM550 cryostat into 20µm sections. For the KPC-4662 huCEA model, tumors were fixed with 1:4 Cytofix solution for 21h at 4°C, embedded in 4% low gelling temperature agarose (Sigma) and sectioned into 70µm sections with a Vibratome (Leica 1200s).

Sample sections were prepared for imaging as previously described (1). Briefly, sections were stained with panels of fluorescently conjugated antibodies (Table S1), cover-slipped with Fluoromount G mounting media (SouthernBiotech), and imaged on a Leica SP8 microscope using 40X 1.3NA (HC PL APO 40x/1.3 Oil CS2, for 20µm and 70µm sections) oil objective with type F immersion liquid (Leica, refractive index ne = 1.5180). After acquisition, stitched images were compensated for spectral overlap between channels using the Leica Channel Dye Separation module in the Leica LASX software. For single stained controls, UltraComp beads (Affymetrix) were incubated with fluorescently conjugated antibodies, mounted on slides, and imaged with the same microscope settings as used to collect sample data. In all figures, for visual clarity, thresholds were applied to the displayed channel intensities.



Image Analysis and Histo-Cytometry

Image analysis and histo-cytometry was performed as described previously, with minor modifications (1, 6, 25, 82). Briefly, Imaris was used for initial image processing. Channel arithmetics were performed using either the default Imaris function or a customized ImarisXT extension, Calebs_Multi_EQ_ChannelArithmetics_V3 (Table 1). Imaris was next used to segment individual cell objects or to generate spots representing different cells or tissue landmarks. After surface creation, the MFI for each imaged channel, as well as the volume, sphericity, and position of the cell objects were exported and concatenated into a single.csv file using the Imaris_To_FlowJo_CSV_Converter_V6 MATLAB function, available online (Table 1). The combined.csv file was next imported into FlowJo (TreeStar) and the cell objects were classified into the indicated cell subsets according to the gating strategies shown in the respective figures.


Table 1 | Key resources and software.





CytoMAP Spatial Analysis

Analysis of regions and spatial statistics was performed using CytoMAP, as described previously (25). Details on CytoMAP analysis can be found in Supplementary Information.



Statistical Analysis

No statistical method was used to predetermine sample size. The statistical significance of Pearson’s correlation was calculated using a Student’s t distribution for a transformation of the correlation.




Results


Monotherapy With CEA-TCB and Combination of CEA-TCB With Anti PD-L1 Controls Tumor Progression in MC38-CEA Tumors

To study the composition and spatial patterning of immune cells within tumor tissues in the absence or presence of immunotherapy, we first utilized the MC38 murine colorectal carcinoma model, which has been previously shown to exhibit moderate CD8 T cell responses to checkpoint blockade therapy. To this end, MC38 cancer cells were engineered to express human CEA antigen (MC38-CEA) and inoculated s.c. into CEA transgenic mice, thus mimicking endogenous CEA expression as a tumor-associated antigen. When tumors reached 100-300mm3 in volume, animals were randomized into the following treatment groups: one group received the murine surrogate CEA-targeted T cell bi-specific antibody (CEA-TCB), which simultaneously binds to the CEA protein on cancer cells and CD3 on T cells and elicits a T cell mediated attack on CEA-expressing tumors, independent of T cell receptor specificity (50, 79); one group was treated with the checkpoint inhibitor, anti-PD-L1 (aPD-L1), and a third group was treated with the combination of CEA-TCB and aPD-L1 antibody. The last group received only vehicle control. As expected, monotherapy with CEA-TCB or aPD-L1 alone resulted in partial tumor control with substantial response variability across individual animals, while combination therapy with CEA-TCB plus aPD-L1 demonstrated enhanced efficacy across the cohort (Figure 1A) (79). Evaluation of T cell infiltration at the study endpoint by flow cytometry demonstrated significantly increased frequencies of PD1+ and Ki-67+ CD8 T cells in CEA-TCB and CEA-TCB plus aPD-L1 therapy groups, suggesting induction of potent CD8 T cell responses (Figure 1B). In contrast, aPD-L1 treatment alone failed to produce a similar magnitude response. Together, these studies confirmed published observations that the CEA-TCB immunotherapy markedly enhances anti-tumor responses by CD8 T cells, and these are further amplified by combination therapy with aPD-L1 (79).




Figure 1 | Efficacy of CEA-TCB and anti PDL-1 therapeutic interventions in MC38-CEA tumors. MC38-CEA tumor-bearing mice were treated with the indicated immunotherapies when tumors ranged ~100-300mm3 in volume. Treatment regimens were continued in 3d intervals for CEA-TCB and combination, and 7d intervals for aPD-L1. (A) Average tumor volume for each group (left), tumor volumes for each sample and treatment (right) after start of treatment. Pooled data from 2 independent experiments (n= 9/group). One-Way ANOVA with Dunnett’s multiple comparison test. (B) Frequency of CD8 T cell among all T cells (left), the percentage of Ki-67+ (center) and PD-1+ CD8 T cells (right) in each treatment group as determined by flow cytometry at study end point (22d post start of treatment, n=5/group). One-Way ANOVA with Tukey’s multiple comparison test. (C) Multiplex confocal images highlighting markers used to phenotype immune cells in MC38-CEA tumors. Scale bars are 50 µm. (D) Average density of immune cell populations for individual tumor samples (columns) per imaged volume (left) and CD8 T cell density across different groups (right), as identified via histocytometry. One-Way ANOVA with Dunnett’s multiple comparison test. (E) Correlation between the tumor volume and density of CD8 T cells identified by histocytometry. Tumor growth curves and harvest points for data in (C–E) are displayed in Figure S1A. n=2 for control, n=3 for CEA-TCB and aPDL1 and n=4 for CEA-TCB+aPDL1 group. Data points represent individual tumor samples. Bar graphs show mean, and error bars represent standard deviation (SD). *p < 0.05, **p < 0.01, ***p < 0.001.



To investigate the spatial organization of immune cells during early therapy-induced regression timepoints, we carried out multi-parameter confocal imaging of tumor tissues resected four days after initiation of therapy (Figure S1A, red lines indicate imaged samples). Samples were imaged using a 13-plex microscopy panel (Figure 1C, Table S1, S3), and imaged tissues were analyzed using histocytometry and CytoMAP, with identification of twelve major lymphoid and myeloid immune cell types, as well as of cancer-derived CEA signals. Identified myeloid subsets included CD11c+MHCII+ dendritic cells (DCs), further composed of CD103+ DC1 and SIRPα+ DC2, CD11c- CD206+ macrophages (Mfs), as well as CD11c- CD206- SIRPa+ Mfs, which were further sub-gated based on major histocompatibility complex II (MHCII) expression. Identified lymphocyte populations included CD8 T cells, which were further stratified based on TCF1 and PD1 expression, as well as CD3+ CD8- cells (putative CD4 T cells). PD-L1 expression in imaged tissues was also assessed (Figures 1C, S1B).

In accordance with the flow cytometry data (Figure 1B), combination therapy with CEA-TCB plus aPD-L1 markedly enhanced CD8 T cell infiltration, and this was primarily associated with the expansion of TCF1-PD1+ CD8 T cells (Figures 1D, S1C). While these T cells likely represent a complex mixture of effector and exhausted populations, due to lack of additional markers to further discriminate these subsets, the TCF1- PD1+ population will be referred to as effector CD8 T cells (61, 64–66, 83–87). Less dramatic increases with therapy were seen for the TCF1+PD1+ CD8 T cells (Figures 1D, S1C), a recently identified resource T cell population which undergoes proliferation in response to immunotherapy and gives rise to downstream terminal effector and exhausted cells (61, 64, 66, 67, 69, 88). CEA-TCB or aPD-L1 monotherapy groups also demonstrated partial expansion of both CD8 T cell subsets, but were less efficacious than the combination treatment. Importantly, consistent with past studies, increased density of CD8 T cells was negatively correlated with tumor volume, indicating control of disease progression by this immune cell type (Figure 1E) (35, 50, 79, 89–91). With regard to myeloid cells, we noted substantial prevalence of DC2s and Mf populations across all conditions, with partial increases in MHCII+ activated Mfs after CEA-TCB mono and combination treatments (Figure 1D). In contrast, relatively minor representation of DC1s was seen across all samples and treatments.



Quantitative Analysis of the MC38-CEA Tumor Microenvironment

We next examined the organization of CD8 T cells across the different experimental conditions. Increased CD8 T cell abundance was observed for all treatments as compared to control samples with substantially greater density after CEA-TCB plus aPD-L1 treatment (Figure 2A). Complex heterogeneous patterns of T cell infiltration were also observed across all treatment groups. To explore how the different T cell subsets were distributed throughout the tumor, we first quantified the degree of cellular infiltration into the CEA-expressing tumor regions using a simple distance-based approach. For this, MC38-CEA tumors were characterized based on the distribution of cancer cell derived CEA signal (CEA spot objects), as well as of CD206+ Mfs, which were found closely associated with the outer capsular edges of the tumors (Figure S2A). Using these parameters, we computationally defined the CEA-expressing tumor nest with CytoMAP (Figure 2B) and calculated the distance of different CD8 T cell subsets to this tumor boundary (Figures 2C, S2B). As expected, this analysis demonstrated preferential localization of CD206+ Mfs externally to the CEA+ tumor boundary, as well as the internal localization of MC38-CEA cells (Figures 2C, S2B). This also revealed that the two CD8 T cell subsets were differentially distributed within the tissues. The TCF1+PD1+ resource CD8 T cells were predominantly, but not exclusively, located closer to the tumor border as compared to the TCF1-PD1+ effector CD8 T cells, which were located further away from the border, suggesting deeper infiltration (Figures 2C, S2B). These differences were observed in all treatment groups, albeit the degree and depth of infiltration varied across experimental conditions and individual samples (Figures 2C, S2B). Together, these findings indicate that CD8 T cells increase in cellularity and at least partially infiltrate the tumors after immunotherapy, as well as that the TCF1+PD1+ progenitor and TCF1-PD1+ effector CD8 T cells have non-equivalent spatial distribution properties within the tumor tissues.




Figure 2 | Histocytometry and CytoMAP based quantification of the MC38-CEA tumor microenvironment. (A) Positional plots of CD8 T cells (black) overlaid over all imported cell objects (gray) in the indicated tumor samples. (B) CEA+ tumor regions were identified using CEA spot clustering and visualized (blue), with additional overlay of all other objects (grey). (C) The distances of select cell populations to the border of the CEA+ tumor region is shown in panel (B) from combined samples of each treatment group. Negative distances correspond to positions outside the border of the tumor region and positive distances correspond to positions inside the tumor region. (D) Heatmaps displaying the Pearson’s correlation between number of cells per neighborhood for each cell population pair for each treatment group. (E) Circos plots of the scaled and rounded positive Pearson correlation between number of cells per neighborhood across all samples for the indicated cell types. Plots were generated using (www.circos.ca). (F) Circos plots of the scaled and rounded negative Pearson correlation between the number of cells per neighborhood across all samples for the indicated cell types. Colors were auto-generated. All the above plots were generated as described in Figure S1A; n=2 for control, n=3 for CEA-TCB and aPDL1 and n=4 for CEA-TCB+aPD-L1 group.



To further interrogate cellular patterning, we used CytoMAP to quantify the spatial correlations between the different immune cell subsets and across conditions (Figures 2D–F). This analysis identifies cell types which preferentially localize near each other (positive correlation), or conversely avoid one another (negative correlation) within the tissues. The Pearson correlation coefficient was calculated for the number of cells of each population pair within 50 μm raster-scanned spatial neighborhoods across all samples and visualized (Figures 2D–F). This revealed that in all conditions T cells were positively correlated with one another, suggesting that T cells generally tend to be colocalized (Figures 2D, E). In contrast, most T cells, and in particular the resource TCF1+PD1+ CD8 T cell population, displayed either a neutral or negative correlation with CEA+ spots, suggesting a general exclusion from the tumor nest areas (Figures 2D, F). The only T cells that displayed a positive correlation with CEA+ spots were the effector TCF1-PD1+ CD8 T cells, indicating partial infiltration of the deeper tumor nest regions by this population and corroborating results obtained from the distance-based analysis (Figures 2C, S2B). Furthermore, both CD8 T cell subsets were positively correlated with DCs, and to a lesser degree with activated MHCII+ Mfs, but negatively correlated with non-activated SIRPa+CD11c-MHCII- Mfs (Figures 2D–F). Of note, while positive associations with DC1s were observed, the DC2 subset was substantially more abundant in all examined samples (Figure 1D). In addition, T cells were positively correlated with intermediate PD-L1 expression on cells in surrounding neighborhoods (Figure 2D). In contrast, high PD-L1 signal was correlated with the location of CEA+ spot objects representing cancer cells, and this correlation was further enhanced after CEA-TCB mono and combo therapy, consistent with immune-mediated modulation of this molecule (50, 79).

To globally investigate the organization of all immune cells within the MC38-CEA tumors, we next performed neighborhood clustering and region analysis. For this, raster-scanned spatial neighborhoods were clustered using a self-organizing map and regions of similar cellular representation were manually concatenated and annotated (Figure 3A). This revealed eleven distinct regions (R1-R11) with varying abundance of distinct lymphoid, myeloid and cancer cells, including: MHCII- or CD206+ Mf enriched (R2-R3), T cell dense (R4), TCF1+ CD8 T cell and DC2 enriched (R5), general T cell – DC2 rich (R6), T cell – MHCII+ activated Mf (R7), myeloid-rich with cancer cells (R8-9), as well as CEA+ tumor and tumor nest regions (R10-11) which were devoid of T cells (Figure 3A). Neighborhoods belonging to the identified regions were visually verified for the appropriate cellular composition (Figure S3A).




Figure 3 | CytoMAP based regional analysis of the MC38-CEA tumor microenvironment. (A) Spatial neighborhoods were clustered into regions and plotted on a region heatmap. Plot displays fold change of object density per neighborhood within the indicated regions across all samples. (B) UMAP plots of the color-coded neighborhoods from each treatment group displaying the heterogeneity in the tissue regions. (C) Plots of the positions of all neighborhoods for select samples from each treatment group, color coded by region classification defined in panel (A, D) Multiplexed confocal regions of interest boxed in panel (C) Arrows highlight select niches enriched in T cell and DCs. Scale bar represents 100 µm. (E) Plots showing the individual CytoMAP objects for the regions of interest shown in panel (D), color-coded by region classification defined in panel (A, F) Region prevalence for each sample (columns) within the treatment groups. (G) Ratio of immune infiltrated regions to immune excluded regions (left). Region ratio plotted versus fold change in tumor volume after the initiation of therapy. All the above plots were generated as described in Figure S1A; n=2 for control, n=3 for CEA-TCB and aPDL1 and n=4 for CEA-TCB+aPD-L1 group.



Unsupervised dimensionality reduction of the neighborhoods based on cellular composition was also performed using UMAP or t−SNE (Figures 3B, S3B) (92, 93). This visualization demonstrated clustering of similar neighborhoods, with different region types identified in Figure 3A (color-coded) also showing close alignment with the clusters. Moreover, this analysis demonstrated major changes in region representation based on condition, with marked enhancement of multiple T cell & DC enriched regions (R4-R6) after immunotherapy (Figure 3B). Given that inter-cluster distances on the UMAP plots directly reflect the degree of similarity between the clusters, with the connections between clusters also representing likely transitions between the regions, we used these plots to study general region organization within the tumors. This indicated that the R3 CD206+ Mf regions (dark grey) were most separated from the rest of the neighborhoods (Figure 3B), consistent with the segregated capsular localization of this myeloid cell type (Figure S2A). The R3 CD206+ Mf neighborhoods were connected to the rest of the neighborhoods via the R5 region (red), enriched in TCF1+PD1+ resource and TCF1-PD1+ effector CD8 T cells as well as in DCs (Figure 3B). The R5 region was in turn connected to the tumor rich regions (R8-R11). In treated samples, the R5 region was also connected to additional T cell rich regions with stronger representation of DC2 and activated MHCII+ Mfs (R4, R6, R7), albeit these were separated from CEA+ tumor regions within the UMAP space (Figure 3B). These transitions indicate likely structural organization of the regions with respect to one another, with the T cell and DC rich R5 region serving as a bridge linking the outer CD206+ Mf capsular region with the rest of the tumor, and with likely segregation of additional T cell rich neighborhoods from the tumor nest.

Direct visualization of region distribution highlighted complex spatial patterning within individual tissues and across conditions (Figures 3C–E). Some noted associations regarding CD206+ Mfs lining the capsular border and CEA+ spots defining tumor nest regions were confirmed across samples, while abundant T cell rich regions could be observed surrounding the CEA+ tumor nest regions in the CEA-TCB plus aPD-L1 samples (Figure 3C). The R5 region was primarily located in the periphery of the samples, in close association with R3 CD206+ Mf region, while the T cell rich (R4-R7) and CEA+ tumor nest regions (R8-R11) appeared segregated from one another (Figure 3C). These data indicate formation of discrete foci of immune reactivity and heterogeneous distribution of distinct TMEs across the tissues. Moreover, while the simpler distance and spatial correlation analyses indicated partial infiltration of the tumor bed by the TCF1-PD1+ effector CD8 T cells, the global region-based analysis also demonstrated that, in general, T cell rich and CEA+ tumor nest regions are spatially segregated from one another, and that even after immunotherapy, CEA+ tumor nests are relatively devoid of T cells.

We next quantified region prevalence across different conditions (Figure 3F). Each treatment group appeared to alter region representation in unique ways, with the combination group displaying the most dramatic shifts, with markedly increased abundance of the (R5) TCF1+ & DC rich and (R6) T cell & DC rich regions. In contrast, aPD-L1 monotherapy was associated with increased representation of Mf or myeloid rich tumor regions (R8, R9), and a lower abundance of T cell infiltrated regions.

Substantial intra-group variability in region prevalence was also noted and we explored whether this heterogeneity was related to disease progression of individual animals. Since CEA-TCB mono- and combination therapies were strongly associated with increased representation of several T cell rich regions (Figure 3F), we calculated the total sum of these T cell dense regions using CytoMAP. This sum was negatively correlated with the fold change in tumor volume after initiation of treatment, supporting the notion that enhanced T cell numbers and function after immunotherapy can promote tumor regression (Figure S3C). In contrast, untreated or aPD-L1 only treated samples had higher representation of the T cell excluded, CEA+ tumor regions, and the sum of these regions was associated with increased fold change in tumor volume, suggesting disease progression (Figure S3D). These relationships were further explored by calculating the ratio of T cell rich regions to CEA+ tumor regions. As expected, this calculated ratio was higher in CEA-TCB and CEA-TCB plus aPD-L1 combination groups, and importantly, was negatively associated with fold change in tumor volume (Figure 3G). Of note, even with the highly variable region representation among the individual tumors (Figure 3F), the calculated region ratio clearly aligned all samples along the same trajectory (Figure 3G). This indicates that even with extensive heterogeneity across samples and conditions, the relative representation of T cell infiltrated vs. tumor nest regions may serve as an accurate reflection of ongoing immune responses to therapy.



Perivascular Immune Niches Are a Major Inflammatory Microenvironment in MC38-CEA Tumors

Our spatial correlation and neighborhood clustering analyses revealed a strong relationship among CD8 T cells, DCs, and activated MHCII+ Mfs (Figures 2D, 3A), suggesting an intimate association between these cell types. Indeed, closer visualization of tumor cross-sections confirmed robust presence of T cells in regions heavily populated by CD11c+ DCs and MHCII+CD11c- activated Mfs (Figure 3D). These innate cells also appeared to be aggregated in intricate formations, generating structures akin to corridors or small islands segregated away from CEA+ tumor nest regions, and were localized around smaller unstained structures which appeared similar in morphology to blood vessels. To study the relationships between immune cells and tumor blood vessels, we designed a new imaging panel which incorporated CD31 vascular endothelium staining. Indeed, visual inspection of the imaged tissues revealed remarkable clustering of DCs and activated Mfs directly along the perivascular cuff of intra-tumoral blood vessels (Figure 4A). Infiltrating CD8 T cells, both TCF1+PD1+ and TCF1-PD1+, were also enriched in these perivascular regions. Presence of this perivascular immune microenvironment (perivascular niche) was observed in untreated samples, but was greatly increased in abundance after immunotherapy, especially in the CEA-TCB treatment groups (Figure 4A). To quantify these relationships, the spatial distribution of various myeloid and lymphoid cell objects, as well as of CD31 blood vessel objects was analyzed using CytoMAP. Neighborhood clustering revealed that as before, most CD8 T cells were enriched in similar regions as DCs (R2) or activated Mfs (R3) (Figure 4B). Blood vessels were also highly enriched in these regions, supporting the perivascular localization of these immune populations. Region prevalence and dimensionality reduction analyses demonstrated presence of the DC – T cell perivascular microenvironment (R2) in untreated samples, as well as marked increases after CEA-TCB combination treatment (Figures 4C, D and S4A), being in close alignment with previous analyses (Figures 3B, F). Furthermore, the spatial localization of these perivascular immune niches was observed to be predominantly restricted around the outer edge of the tumor nest or along the capsular border, indicating general segregation from the internal tumor nest compartment (Figure 4D).




Figure 4 | Perivascular immune niches in MC38-CEA tumors. (A) Multiplex confocal images showing the association between TCF1+/- CD8 T cells and DCs (CD11c+ MHCII+) with CD31+ blood vessels (BVs) across the different treatment conditions. (B) Neighborhoods (50µm) were clustered into regions and plotted on a region heatmap. Plot displays fold change of object density per neighborhood across all samples for each region. (C) Region prevalence in each sample. (D) Positional plots of all neighborhoods for selected samples, color-coded by region classification defined in panel (B).



To further explore the associations of different immune populations with tumor blood vessels, we again performed spatial correlation analysis. This confirmed the observed relationships with strong positive correlation of T cells, DC2s, and activated Mfs with blood vessels, as well as general exclusion of CEA+ cancer spot objects (Figure S4B). We also calculated the distances of immune cells to the nearest blood vessels. This revealed highly proximal positioning of DC2 near blood vessels as compared to the non-activated MHCII- Mfs (Figure S4C, left). Differences in vessel proximity between TCF1+PD1+ resource and TCF1-PD1+ effector CD8 T cells were also noted S4C, middle). In untreated samples, both subsets were generally located highly proximal (<25μm) to blood vessels. However, immunotherapy increased the distance of effector, but not resource, CD8 T cells to blood vessels, indicating partial infiltration of the deeper tumor regions by this population. Consistent with this, effector T cells were found in closer proximity to CEA+ spot objects compared to resource CD8 T cells, and this distance was further decreased with combination therapy (Figure S4A, right). Thus, the combination of region- and distance-based analyses demonstrate distinct but complementary information, that most CD8 T cells are localized in highly vascularized DC-rich microenvironments, and that during initiation of responses to immunotherapy, expanded effector, but not resource, CD8 T cells can infiltrate the tumor bed.



Perivascular Immune Niches in Additional Tumor Models

We next examined whether similar perivascular immune microenvironments could be observed in additional tumor models. We first visualized CT26 colorectal carcinomas and B16.F10 melanomas and detected strong spatial associations between activated DCs, T cells and blood vessels (Figures S4D, E). We then turned to the KPC pancreatic ductal adenocarcinoma model, which is characterized as being highly aggressive, poorly infiltrated by T cells, and resistant to checkpoint blockade therapy. KPC cells were engineered to express CEA antigen and inoculated into CEA transgenic mice. As above, when the tumors reached 100-300mm3, animals either received vehicle control injections, or were treated with the CEA-TCB and aPD-L1 mono- or combination immunotherapies. Treatment with CEA-TCB or CEA-TCB plus aPD-L1, but not aPD-L1 alone, elicited modest changes in tumor growth suggesting partial immune mediated protection (Figure 5A). Consistent with this, CEA-TCB mono and combination treatments were associated with enhanced numbers of CD8 T cells, dominantly driven by the expansion of TCF1-PD1+ effector T cells, as well as with moderate increases in activated myeloid cells in the combination treatment group (Figures 5B–D). While substantial heterogeneity in cellular abundance between samples was noted, in general, increased density of CD8 T cells after CEA-TCB therapy was negatively correlated with tumor volume, indicating partial control of tumor growth by the activated T cells (Figure 5E).




Figure 5 | Efficacy of CEA-TCB and anti PDL-1 therapeutic interventions in the KPC-CEA tumor model. (A) KPC-CEA tumor-bearing mice treated with the indicated immunotherapies starting 19 days after implantation. Treatments were continued in 3d intervals as shown by arrows. Average tumor volume (left), and volume of individual samples (right) from each treatment group are shown. Data from one independent experiment (n= 3/group). One-Way ANOVA with Dunnett’s multiple comparison test. (B) Positional plots of color-coded objects defined by histocytometry for select samples from each treatment group. (C) Density of CD8+TCF1-PD1+ (left), CD8+TCF1+PD1+ (center), or MHCII+CD11c+ (right) cells by treatment group as identified by histocytometry. One-Way ANOVA with Tukey’s multiple comparison test. (D) Correlation between the total number of CD8 T cells and either the total number (left) or percent (right) of the indicated T cell subsets. (E) Correlation between the tumor volume and the density of CD8 T cells as identified by histocytometry. Data points represent individual samples. Bar graphs show mean, and error bars represent SD. *p < 0.05, **p < 0.01.



We further analyzed the organization of immune cells within the KPC-CEA tumors using CytoMAP. As before, 50μm raster-scanned spatial neighborhoods across all imaged samples were clustered, with subsequent manual concatenation and annotation (Figure 6A). This revealed seven distinct region types with varying abundance of lymphoid, myeloid, blood vessels and cancer cells, including: (R2) blood vessel rich, (R3) CD4+ T cell and myeloid cell region with blood vessels, (R4) CD4 and CD8 T cell rich region with blood vessels, (R5) highly T cell and DC2 rich region with abundant blood vessels, as well as (R6) Mf rich and (R7) CEA+ tumor nest regions (Figure 6A). The clustering of neighborhoods into regions was also visualized with UMAP analysis, which again revealed additional structure to region associations and marked separation of T cell rich vs. CEA+ tumor nest neighborhoods (Figure 6B). Based on these data, the R5 region composed of T cells, DC2s and blood vessels appeared highly similar to the perivascular niche identified in the MC38-CEA model (Figure 4A). This was verified by visual inspection of confocal images as well as of CytoMAP annotated cells, revealing close spatial associations of T cells and DCs with intra-tumoral blood vessels (Figure 6C). These positional relationships were also quantified by calculating the distance to nearest blood vessels, or other anatomical and cellular landmarks (Figure S5). DCs were localized in closer proximity to blood vessels compared to non-activated Mfs or cancer cells (Figure S5A). Similarly, the TCF1+PD1+ resource CD8 T cells were generally more proximal to blood vessels, the tumor border, and DCs as compared to TCF1-PD1+ effector CD8 T cells, indicating distinct spatial properties for these two CD8 T cell populations (Figures S5A–D). Spatial correlation analysis was also performed, which similarly revealed positive correlation of T cells and DCs with tumor blood vessels, as well as relative exclusion from neighborhoods rich in non-activated MHCII- Mfs and CEA+ cancer spot objects across most treatment groups (Figures S6A–C).




Figure 6 | CytoMAP based regional analysis of the KPC-CEA tumor microenvironment. (A) Neighborhoods were clustered into regions and plotted on a region heatmap. Plot displays fold change of the object density per neighborhood within each region across all samples. (B) UMAP plots of the color-coded neighborhoods from each treatment group showing heterogeneity in the tissue regions. (C) Region of interest (ROI) from multiplexed confocal image showing association of the T cells and DCs with BVs. Scale bar represents 100 µm (two left images) and 30 µm (third image). The rightmost plot shows the positions of cells in the same ROI color-coded by the region classification defined in panel (A, D) Positional plots of all neighborhoods for select samples from each treatment group, color-coded by region classification defined in panel (A, E) Region prevalence for each sample (columns) within the four treatment groups. (F) Ratio of immune infiltrated regions to immune excluded regions (left). Ratio from F, plotted versus the fold change in tumor volume after initiation of therapy (right). All the above plots were generated from samples collected at d25, n=3 per group.



These data indicated that similar to the MC38-CEA model, KPC-CEA tumors also generate the perivascular immune niche. Furthermore, CEA-TCB mono and combination therapies, but not aPD-L1 treatment alone, markedly increased the representation of this perivascular niche (R5), although as in the MC38-CEA model, substantial variation in region representation for individual samples was noted (Figures 6D, E). Thus, the perivascular region can expand in size with immunotherapy, reflecting changes in the TME during inflammation and supporting a potential role for these regions in promoting anti-tumor immunity. Indeed, the sum of T cell dense regions (R3-R5) or the ratio of T cell dense to CEA+ tumor regions was negatively correlated with fold change in tumor volume post initiation of treatment (Figures 6F, S6A, B). Moreover, strikingly similar response patterns were seen across both MC38-CEA and KPC-CEA models, with close alignment of all examined samples along the same general trajectory irrespective of tumor type, or inter- and intra-group heterogeneity (Figure S6C). These data support the premise that quantitative imaging of the TME can reveal fundamental features of immune cell organization within tumors, as well as identify useful spatial biomarkers of immune responses and outcomes after immunotherapy.




Discussion

Existing dissociation-based technologies, such as multiparameter flow cytometry or single cell RNA sequencing, have revealed a large spectrum of immune cell populations with diverse phenotypic and functional properties, which can infiltrate tumors and influence disease progression (90, 94–97). However, understanding how these populations interact and influence one another within tissues inherently requires the use of microscopy. To date, this has been challenging given the general paucity of multiplex imaging and spatial analytics solutions capable of dissecting the organization of phenotypically complex cells within highly heterogenous tissues. Here, we employed high-resolution multiparameter confocal imaging, histocytometry, and computational spatial analysis with CytoMAP to resolve the complexity of the TME in two preclinical murine cancer models, the MC38 colorectal and KPC pancreatic tumors with and without immunotherapy. Our quantitative imaging tools revealed conserved subclasses of microenvironments despite substantial intergroup, sample-to-sample, and intra-tissue variation in cellular patterning. Our analyses demonstrated the existence of perivascular immune niches, which were highly enriched in DCs and resource CD8 T cells as well as other activated cell types. This TME subtype was present in untreated tumors and underwent dramatic expansion after immunotherapy. The relative abundance of immune-rich vs. cancer nest associated microenvironments directly correlated with tumor burden regression in both cancer models, and largely accounted for the heterogeneity in responses of individual animals. These observations support the established notion that activated T cells can exert substantial immune pressure on tumors after immunotherapy, as well as indicate that modular behavior of pre-existing immune microenvironments can set the balance point in anti-tumor responses after therapy.

The finding that CD8 T cells remain largely excluded from the deep tumor nest regions of ‘immunologically cold’ tumors, despite aggressive immunotherapy and substantial CD8 T cell expansion, indicates the presence of potent mechanisms regulating cellular trafficking to and within these tissues. Localization of immune cells in tumors is governed by the distribution of chemokine signals and extracellular matrix components generated by cancer associated fibroblasts, suppressive macrophages, or other cell types, which themselves respond to local tissue cues, such as hypoxia and TGFβ (58, 98, 99). The few CD8 T cells that did infiltrate the deeper CEA+ tumor nest regions were enriched in the TCF1-PD1+ population, while most TCF1+ PD1+ resource CD8 T cells remained in peripheral regions or within the perivascular immune niche. It is important to re-emphasize that the TCF1-PD1+ CD8 T cells visualized in this study likely encompass both terminal effector and exhausted populations, but these could not be distinguished due to lack of appropriate markers in our panels. Regardless, these data suggest that different T cell subsets have divergent capabilities for intra-tumoral trafficking, which is highly consistent with reported differences in expression of chemokine receptors and adhesion molecules (66, 67, 86, 100–102). Our findings on the distribution of resource T cells are also in direct concordance with two independent reports demonstrating preferential presence of resource T cells in close proximity to blood vessels (66) or antigen presenting cells (70) in mouse melanomas and human kidney tumors, respectively. Similar general relationships for the distribution of stem-like resource vs. exhausted effector CD8 T cells were noted in spleens and lymph nodes during chronic LCMV infection (61, 103, 104). This indicates a global conservation of divergent spatial trafficking programs for different T cell subsets across conditions, organs, tumor types, as well as species.

It also stands to reason that the distribution of T cell subsets within the tumor is a direct reflection of cellular function. Non-exhausted resource CD8 T cells localize near blood vessels and distal to the deeper tumor regions, while effector T cells can be recruited deeper into the nest, but likely undergo progressive exhaustion with repeated activation or continued exposure to immunosuppressive cues. To this end, additional studies into the phenotypic and functional properties of the infiltrating TCF1-PD1+ T cells (e.g., expression of additional exhaustion markers, cytokine production, proliferative potential, cytolytic ability, metabolic function) as well as in relation to the state of nearby cancer cells are necessary. Furthermore, the close spatial association of resource T cells and DCs near blood vessels may also enhance T cell proliferation in response to tumor antigens presented by the proximal innate subsets, especially following immunotherapy. In turn, this could lead to continued localized seeding of tumors with the generated effector T cells. Inflammatory signals produced by the activated T cells could also lead to further activation of neighboring myeloid and endothelial cells, promoting recruitment of additional resource and effector T cells from the vasculature, which has been observed after both checkpoint blockade and CEA-TCB therapies (57, 60, 99, 105–111). Additional chemoattraction and activation of T cells already present in the tumor is also likely (60). Such a positive feed-forward cascade is consistent with the extensive enlargement of the perivascular immune niche after immunotherapy within responder animals, supporting the importance of this microenvironment subtype in the generation of highly localized and productive anti-tumor immune responses.

One additional point of consideration is the spatial patterning observed in the myeloid cell compartment with preferential association of DCs and activated Mfs near intra-tumoral blood vessels and deeper infiltration of the tumor nest by non-activated Mf populations. Such partitioning may, at least in part, be driven by chemotactic or adhesion properties of different myeloid cells and local guidance cues generated by other cell types (58). Of interest, the formation of the perivascular immune niche was observed around some, but not all, tumor blood vessels. This indicates existence of heterogeneity in tumor vasculature which may be involved in differential immune cell localization, and further work is necessary to elucidate these mechanisms. In addition to promoting cell positioning, direct access to glucose and other nutrients from the blood stream, coupled with reduced exposure to lactic acid within the tumor nest regions, is likely to spatially restrict innate cell function to the vicinity of blood vessels (112, 113). Recent observations indicate increased consumption of glucose by DCs within tumors in comparison to other cell populations (114), indicating increased metabolic dependence on perivascular localization for functional innate immune cells. Conversely, exposure to increased hypoxia within tumors can promote the generation of immunosuppressive Mfs, consistent with our and others’ findings on increased distances of non-activated Mfs from intra-tumoral vasculature (106, 115–119). Thus, similar to adaptive lymphocytes, innate immune cell localization within the tumor may be a direct reflection of their functional properties, driven by local gradients of nutrients from local vasculature vs. exposure to suppressive factors generated by highly proliferative malignant cells. In this regard, therapies promoting vascular normalization have demonstrated efficacy when combined with immune targeted treatments (106, 107, 109, 120–124). Therefore, functional tumor vasculature appears to serve as a major organizational hub for spatially coordinated activities of innate and adaptive immune cells, both through improving local cellular recruitment and allowing normal metabolic and cellular functions.

Of note, responses of both MC38-CEA and KPC-CEA tumors to aPD-L1 monotherapy were limited in our studies, which likely reflects the relatively poor initial infiltration by CD8 T cells compared to ‘immunologically hot’ tumors (125–128). Both tumor types also displayed a general paucity of DC1s, which have been shown to be critical for promoting anti-tumor CD8 T cell responses in draining lymph nodes and within tumor tissues after checkpoint blockade therapy (118, 129–131). In this fashion, the balance of distinct DC subsets within tumors appears to set the tone of ongoing anti-tumor immune responses, which can then be potentiated by checkpoint inhibitors. The molecular factors dictating DC subset abundance in tumors are under investigation and appear to involve functional crosstalk of innate lymphocytes and tumor cells, as well as local generation of chemo-attractive factors (56, 132). While strategies to enhance DC1 infiltration into tumors are under exploration, bypassing such DC1 dependencies altogether may provide alternative strategies for immune control. Consistent with this, the use of bispecific antibodies which crosslink T cells with tumor antigens (i.e. TCB) likely promote the observed therapeutic effects independent of the DC1s’ cross-presentation abilities, although additional studies to evaluate the functional contributions of distinct innate populations in distinct therapeutic settings are necessary.

In sum, our study provides enhanced resolution of the TME complexity and demonstrates existence of distinct immune microenvironments within tumors. We find evidence for the existence of the perivascular immune niche, suggesting that organization of immune cells within tumor tissues is dominantly shaped by the structural framework provided by local blood vessels. Substantial additional efforts are necessary to establish the relevance of our findings to human disease, as well as to decipher the functional contributions of the perivascular immune niche in the context of other established immunomodulatory mechanisms seen across different cancers. Similarly, the cellular and molecular mechanisms leading to the formation of the perivascular immune niche and around certain tumor vasculature also remain to be elucidated. Nevertheless, our findings do demonstrate that implementation of quantitative imaging technologies has the potential to provide both insights into the mechanisms of immune cell function in tumors and generate companion and prognostic biomarkers associated with disease outcome, supporting continued development and use of such methods in cancer research.
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Multiplexed imaging is a recently developed and powerful single-cell biology research tool. However, it presents new sources of technical noise that are distinct from other types of single-cell data, necessitating new practices for single-cell multiplexed imaging processing and analysis, particularly regarding cell-type identification. Here we created single-cell multiplexed imaging datasets by performing CODEX on four sections of the human colon (ascending, transverse, descending, and sigmoid) using a panel of 47 oligonucleotide-barcoded antibodies. After cell segmentation, we implemented five different normalization techniques crossed with four unsupervised clustering algorithms, resulting in 20 unique cell-type annotations for the same dataset. We generated two standard annotations: hand-gated cell types and cell types produced by over-clustering with spatial verification. We then compared these annotations at four levels of cell-type granularity. First, increasing cell-type granularity led to decreased labeling accuracy; therefore, subtle phenotype annotations should be avoided at the clustering step. Second, accuracy in cell-type identification varied more with normalization choice than with clustering algorithm. Third, unsupervised clustering better accounted for segmentation noise during cell-type annotation than hand-gating. Fourth, Z-score normalization was generally effective in mitigating the effects of noise from single-cell multiplexed imaging. Variation in cell-type identification will lead to significant differential spatial results such as cellular neighborhood analysis; consequently, we also make recommendations for accurately assigning cell-type labels to CODEX multiplexed imaging.
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Introduction

Multiplexed imaging techniques allow imaging up to 60 markers in a tissue simultaneously, which increases the number of identifiable cell types in situ (1–3). This enables a level of spatial analysis of cells that not possible using other immunophenotyping approaches (4, 5). Spatial and structural relationships are now at the forefront of biological, consortia-led, and clinical studies using these technologies (6–10). However, these multiplexed imaging technologies have unique sources of noise: imperfect cell segmentation, image processing artifacts, and tissue processing artifacts like autofluorescence (2, 11–14).

Although not problematic for qualitative analysis, these sources of noise can interfere with quantitative single-cell analysis—particularly cell-type identification. Incorrect cell-type identification will lead to false interpretations of spatial features and study conclusions. Most studies using multiplexed imaging technologies have employed previously established pipelines created for non-imaging-based, single-cell-type identification, such as hand-gating flow plots or unsupervised clustering, and have used various methods of raw data processing and normalization (10, 15–20).

Here we describe a study benchmarking the effects of normalization techniques and unsupervised clustering algorithms on multiplexed imaging data. In this study, we evaluated the performance of five major normalization techniques and four unsupervised clustering algorithms on mitigating the effects of noise in cell-type identification in a dataset generated by the co-detection by indexing (CODEX) multiplexed imaging technology.



Materials And Methods


CODEX Imaging

CODEX multiplexed imaging was done using a CODEX staining and imaging protocol previously described in detail (16, 19). Settings used for the microscope are listed in Supplemental Table 1. The 47 antibodies were custom conjugated to oligonucleotides following the published protocol. Antibody information is summarized in Supplemental Table 1. Raw imaging data were then processed using the CODEX Uploader for image stitching, drift compensation, deconvolution, and cycle concatenation. Processed data were segmented using the CODEX Segmenter, a watershed-based single-cell segmentation algorithm. Both the CODEX Uploader and Segmenter are software can be downloaded from our GitHub site (https://github.com/nolanlab/CODEX).



Normalization Techniques

We compared single-cell quantified data without processing to that processed using four different normalization techniques:


Z Normalization

Each marker intensity was Z normalized separately for all cells within the dataset. This normalized the range of each marker as fluorescent intensities of each marker can depend on antibody staining strength and exposure times.



Log (Double Z) Normalization

The first Z normalization was performed on each marker intensity, and then another Z normalization was applied to each cell. These values were then transformed into probabilities. Finally, a negative log transformation was applied to the complement of the probabilities. Because the first Z normalization equalizes signal intensities, marker Z scores can be compared. Furthermore, as each cell should only be positive for between one and five markers of the 47 recognized by antibodies in the staining panel, applying the second Z normalization identifies positive markers with high probability. Using a negative log transformation of the complement of the probability is necessary to amplify values of high probabilities for input into clustering algorithms.



Min_Max Normalization

First the 1st and 99th percentiles were found to cap minimum and maximum values, respectively, for each fluorescent channel and then each value in the channel was normalized by taking the difference between minimum over the range of values. Reducing to the 99th percentile aids removes artificially high background fluorescent intensities often seen in imaging datasets.



Arcsinh Normalization

An arcsinh transformation was performed on marker intensities, and the resulting values were scaled with a cofactor of 150. This type of normalization is appropriate when dataset contain low or negative values resulting from background subtraction.




Unsupervised Clustering Techniques

Hand gating was carried out using a hierarchical strategy to label each cell as shown in Supplemental Figure 1 using CellEngine (https://cellengine.com/). X-shift with angular distance, X-shift with Euclidian distance, and k-means clustering were performed using the VorteX software available from our GitHub site (https://github.com/nolanlab/vortex). Default settings were used with k values obtained from the elbow-point inflection from each clustering technique. Leiden-based clustering was performed using the scanpy Python package with default parameters.



F-Score and Neighborhood Analysis

F-score analysis was performed as described in Figure 3A using the indicated reference dataset for each comparison. Neighborhood analysis was performed using the same Python scripts described previously (10). Neighborhoods were named for cell types enriched within the neighborhood as compared to the tissue as a whole (Supplemental Figure 12).




Results


CODEX Multiplexed Imaging of the Human Colon

We conducted our analysis on data we collected as a part of the Human BioMolecular Atlas Program (HuBMAP) consortia effort that focuses on systematic mapping healthy tissue structure across human organ systems and making the data publicly available (6). For this analysis we used imaging data collected from four tissue blocks from the same human donor from the transverse, ascending, descending, and sigmoid colon (regions 1-4, respectively) made into a single array. We used a 47 oligonucleotide-barcoded antibody panel to image with the CODEX technology (16, 19), which involves cyclic stripping, annealing, and imaging of fluorescently labeled oligonucleotides complementary to the oligonucleotides that barcode the antibodies used in staining (Figure 1A).




Figure 1 | CODEX multiplexed imaging of the human colon. (A) Schematic of the CODEX protocol for imaging of sections of ascending, transverse, descending, and sigmoid colon. (B) The 47 CODEX oligonucleotide-barcoded antibodies used discriminate several major epithelial subtypes of the colon, stromal cell types, and both adaptive and innate immune cell types. (C) Image with six representative markers highlighted with data for CD45 (magenta), MUC2 (green), Ki67 (cyan), Synaptophysin (gray), Cytokeratin (yellow), and aSMA (red) (scale bar = 1 mm). (D) Magnified view of the region indicated with the cyan box in panel (C) (scale bar = 100 μm). (E) The workflow for single-cell multiplexed imaging preprocessing used in this study.



The antibody panel includes targets for discriminating several major epithelial subtypes of the colon, stromal cell types, and both adaptive and innate immune cell types (Figure 1B). Using only six markers we can observe major cell subsets of the colon: immune (magenta), goblet (green), proliferating (cyan), nerve (gray), general epithelial (yellow), and smooth muscle (red) cells (Figures 1C, D).

CODEX imaging of the colon tissue resulted in a single-cell dataset composed of ~130,000 cells with fluorescence values quantified from each marker by standard processing of CODEX imaging data: tile stitching, drift compensation, cycle concatenation, background subtraction, deconvolution, determination of best focal plane, and segmentation of single cells ready for cell type annotations (Figure 1E).



Methods for Normalization and Unsupervised Clustering Techniques Used for Cell Type Identification

We first used the hand-gating approach to hierarchically gate out 35 distinct cell types in the dataset (Figures 2A, B and Supplemental Figure 1). Hand gating is often used for cell type identification in immunophenotyping techniques like flow or mass cytometry and is an often used gold-standard for comparison of cell-type annotations (21). In addition to gating out marker values, with CODEX data we can also visualize or gate on the spatial location of cells based on markers (Figure 2A).




Figure 2 | Strategies used for cell type annotation via five methods of data normalization and four clustering algorithms. (A) Far left: Spatial plot of x, y positions cells gated based on quantified fluorescent signal for aSMA and Cytokeratin. Plots to the right: Single-positive gating shows location of identified populations with the same x, y positions. (B) Cell-type comparisons at four levels of granularity with the level 1 having the highest degree of granularity of 35 cell types and level 4 having the lowest degree of granularity of 7 types. (C) Schematic of data treatment and representative UMAP plots for, from left to right, original CODEX data, Z normalized data, log(double Z) transformed data, min-max normalized data, and arcsinh normalized data. (D) Data, normalized or not, was clustered using the Leiden algorithm, k-means, X-shift with Euclidian distance, or X-shift with angular distance. All cell type annotations were merged for each cell and combined into one dataset for comparison of annotations.



Since the granularity of cell-type definition is dependent on the data analyzer, we also explored the confidence of cell-type discrimination with multiplexed imaging data. To do this, we defined four levels of cell-type granularity: level 1, 35 cells types (including a “noise” cell type); level 2, 20 cell types; level 3, 14 cell types; and level 4, 7 cell types (Figure 2B). Discrimination at the highest level of granularity should provide the most detailed understanding of tissue biology, but increasing granularity comes at a cost of confidence in accuracy.

To compare the influence of normalization techniques, the quantified fluorescent data was subjected to one of four normalization techniques: Z, log(double Z), min-max, or arcsinh, or left in its original raw format (Figure 2C). The transformed data were then used as input to four different unsupervised clustering algorithms: Leiden (graph-based), X-shift (density-based) with either Euclidian or angular distances, and k-means (Figure 2D). This produced 20 separate clusterings, with each cell annotated based on cluster membership, that could be directly compared to each other and to the hand-gated standard.



Comparison of Normalization and Unsupervised Clustering Techniques to Hand-Gated Cell Type Annotations

All percentages of cell types were fairly similar across with values within 10% for all cell type annotations (Supplemental Figure 2) and numbers of unique cell types identified were similar across the clusterings (Supplemental Figure 3). To compare annotations more statistically between the unsupervised and hand-gated populations, the F-score was calculated for all clustering algorithms and normalization combinations at each cell type. The F-score is a commonly used metric to refer to the concordance of a prediction and a gold standard and is defined as the harmonic mean of the precision and recall (Figure 3A, Supplemental Figure 4). This metric is widely used because it considers false positives and false negatives. The F-score ranges from 0 to 1 where 0 is no concordance and 1 is perfect accuracy between the gold standard and the predication.




Figure 3 | F-score comparisons between clustering and normalization technique to hand-gated standard demonstrate high inter-cellular and high intra-cellular variation. (A) Method for calculating F-scores with cell-type assignments. (B) Average F1 score for each normalization. (C) Clustering combinations stratified by level of granularity. (D) Level 1 and level 4 F-scores averaged across cell types for each combination of normalization technique and clustering algorithm. (E–H) Level 1 F-scores for (E) each cell type and, in expanded views, (F) neuroendocrine cells, (G) neutrophils, and (H) enterocytes pulled out for comparisons of clustering or normalization technique (black data point is mean and error bars indicate standard deviation).



F-scores summarized over all cell types revealed that the highest level of granularity in cell-type identification had a low-level agreement with the gold-standard hand gating (0.1-0.3, Figures 3B, C) with high variation. The F-score average increased (to 0.4-0.6) at higher levels of granularity (Figures 3B, D and Supplemental Figure 5). As expected, given the variation in F-scores, grouping of the data on a per cell type basis revealed stark inter-cell and intra-cell variation of F-scores (Figure 3E).

Understanding the inter-cell variation of F-scores can help us gauge the appropriate granularity for cell-type assignment. Certain cell types (e.g., interstitial cells of Cajal, plasma, stromal cells) were consistently categorized accurately (average F-score of 0.6), whereas other cell types (e.g., CD4- CD8- T cells, CD4+ T cells, CD127+ pCD4+ T cells) were not (average F-score of 0.05), regardless of normalization technique or clustering algorithm used.

A major reason certain cell types have consistently low F-scores is that these types of cells were not identified by many of the approaches (Supplemental Figure 6). Another reason is that the granularity of cell type definition at level 1 includes the use of phenotypic markers to split cell types. For example, the identification of CD4+ T cells at level 1 is poor because CD4+ T cell subpopulations were based on CD127 and CD69 expression. Although these distinct cell types were evident in many clustering datasets based on average expression profiles, the intensity profiles of single-cell data are a continuum rather than binary, characteristic of many phenotypic markers like CD69 and CD127 (Supplemental Figure 7A). This makes it harder to consistently resolve cell types based on phenotypic markers. The next level of granularity, level 2, eliminates these phenotypic separations, and CD4+ T cells were one of the more consistently recognized cell types (F-score increased from 0.05 with level 1 granularity to 0.5 at level 2) (Supplemental Figure 7B). Consequently, phenotypic definitions of cell types should be avoided in cell-type annotations.

We verified these general trends using another quantitative metric, Cohen’s kappa, which is a measure of chanced corrected accuracy. Cohen’s kappa ranges from 0 to 1 with higher scores indicative of better agreement between two labels. Cohen’s kappa was also inversely correlated with the granularity of the cell type (Supplemental Figure 8A). This metric demonstrated that X-shift clustering with Euclidian distance clustering performed poorly regardless of normalization technique (Supplemental Figures 8B, C). The F-scores and the Cohen’s kappa scores were correlated indicating agreement within the two metrics (Supplemental Figure 8D).

Understanding intra-cell variation of F-scores informs how different combinations of clustering algorithms and normalization techniques influence cell-type labeling accuracy for CODEX data. For some cell types (e.g., neuroendocrine cells and neutrophils) there was high intra-cell variation of F-scores (~0.7 range), whereas for other cell types (e.g., enterocytes) there was considerably less intra-cell variation of F-scores (~0.15 range). We highlight three examples with both high and low intra-cell variation are instructive of the differences in normalization and clustering techniques.

Neuroendocrine cells are a rare cell type (~0.3% of all cells) and are uniquely positive for chromogranin A (CHGA). CHGA had a low signal intensity in the fluorescence but also had a low background signal (Supplemental Figure 9A). F-scores were largely dependent on normalization technique and not on the unsupervised clustering algorithm (Figure 3F and Supplemental Figure 9B). When Z normalization was applied, these cells were consistently identified (F-score of 0.65); in contrast, without normalization, these cells were not identified (F-score of 0).

Neutrophils are also rare (~0.3% of all cells) and are identified due to expression of CD45, CD15, and CD16, which are markers also shared by other immune and epithelial cells. CD15 and CD16 had higher background signals than other markers (Supplemental Figure 9C), and the F-scores were dependent on the normalization technique (Figure 3G and Supplemental Figure 9D). The min-max and arcsinh normalizations had high consistency (<0.1 F-score range) regardless of the clustering algorithm, whereas F-scores determined with other normalization techniques varied widely and depended on the downstream clustering algorithms (~0.5 F-score range).

Enterocytes are a common cell type (~12% of all cells) identified based on cytokeratin staining and lack of specialized epithelial markers (e.g., MUC2). The intra-cell F-score variation was low for these cells. Differences between normalization and clustering technique were less pronounced than for neuroendocrine cells and neutrophils, although for enterocytes agreement depended more on the clustering technique than for rarer cells types. For enterocytes, Leiden and k-means clustering had more consistent F-scores than did X-shift-based methods (Figure 3H and Supplemental Figure 9E).

It is important to select the normalization and clustering technique that maximizes the performance on the cell types (e.g., neuroendocrine cells and neutrophils) that have high intra-cell variation of F-scores. Our analysis indicates that a normalization method such as Z normalization reduces clustering artifacts associated with noise associated with low signal or high background.



Hand-Gating Annotations Are Limited by Segmentation Noise

F-score averages increased at lower levels of granularity as expected, although, surprisingly, the endothelial cell population had a consistent low average score (Figure 4A). We investigated this by computing the fold change of cell-type percentage from each clustering result compared to the hand-gated standard (Figure 4B and Supplemental Figure 10A). Endothelial cells were identified more frequently (5- to 10-fold higher total numbers) by clustering annotation compared to hand gating. In contrast, there were fewer epithelial cells (5- to 10-fold fewer total numbers) identified by clustering than by hand-gating assignment. This suggests that the hand-gated standard may have incorrectly misclassified endothelial cells as epithelial cells. In the hand-gating process, endothelial cells were identified as cells that were negative for cytokeratin and positive for CD34 and CD31 (Figure 4C). Only 2% of cells that expressed cytokeratin were also positive for CD34 and CD31 (Figure 4C and Supplemental Figure 10B).




Figure 4 | Hand-gating is confounded by cell segmentation noise. (A) Level 4 F-score averaged across cell types for each combination of normalization technique and clustering algorithm as compared to hand-gating standard. (B) Heatmap of fold differences between cell-type percentages for level 4 for each combination of normalization technique and clustering algorithm as compared to hand gating annotations. (C) CD34 versus CD31 fluorescent intensity (endothelial markers) for, from left to right, all cells, actual endothelial cells that are downstream of the Cytokeratin gate (orange box), and both mislabeled epithelial cells (blue) and all other epithelial cells (green). (D) Plots of, from left to right, all gated cells, three populations indicated by orange, green, and blue boxes in panel (C), and just endothelial and mislabeled epithelial cells. (E) Overview of technique to generate an over-clustered standard dataset: 1) 90 clusters were generated by X-shift angular distance clustering with the original cell data, 2) clusters were annotated with cell type by evaluation of marker average profiles and location of cells withing tissue, and 3) common cell types were merged to a final standard dataset of 28 clusters. (F) Level 4 F-scores averaged across cell types for each combination of normalization technique and clustering algorithm as compared to over-clustered standard. (G) Level 4 F-scores for the endothelial cell population for combinations of normalization and clustering techniques compared to the over-clustered standard (black data point is mean and error bars indicate standard deviation).



Imperfect cell segmentation often happens in regions where cells are in close proximity and are not separated. This contributes to the noise in multiplexed imaging data. To understand if this might be the reason for mislabeling of endothelial cells, we looked at the spatial locations of endothelial cells, the mislabeled epithelial cells, and the epithelial cells that were defined by hand gating. The mislabeled endothelial cells were located closely adjacent to the epithelium (Figure 4D). This indicates that cells were misassigned due to segmentation noise in locations where the cytokeratin stain bleeds into endothelial cell populations. Because hand gating only can segregate cell types hierarchically using two markers at a time, this strategy cannot deal with segmentation noise well.

Since hand-gating cell type identification does not handle cell segmentation noise well, we required a new gold standard. To create this standard, the original data was over-clustered into 90 clusters using X-shift clustering with angular distance (Figure 4E). We used X-shift clustering with angular distance as this approach was accurate across levels of granularity (Supplemental Figure 8C). Over-clustering the data enhanced separation of cell types often confounded by noise into distinct clusters and overlaying these clusters on imaging data enabled expert users to determine accurate cell-type annotations based on staining and morphology. Clusters were also classified and merged using average cluster profiles, resulting in identification of 28 unique cell types.

Comparing the clustering outputs to this new gold-standard annotation substantially increased the average F-score of endothelial cells at level 4 granularity from 0.2 to 0.6 (Figure 4F). However, there was still high variation between clustering outputs for endothelial cells. Isolating the endothelial cells at level 1 revealed that the accuracy of cell-type annotation was more dependent on normalization technique than clustering technique. Z normalization and log(double Z) normalizations provided more consistent performance than did min-max or arcsinh normalizations (Figure 4G and Supplemental Figure 11). This result further emphasizes the importance of CODEX data normalization prior to clustering.



Cross Comparison of Normalization and Unsupervised Clustering Techniques

In general, the over-clustering annotations demonstrated a bias towards agreement with X-shift angular clustering and original untransformed data as expected since these were the conditions used to generate the annotations (Supplemental Figure 12). To understand the extent of inter-agreement between choices of clustering algorithm and normalization technique, we used each individual clustering result as the gold standard for comparison. We first averaged the F-scores for each clustering output and cell type. Similar to previous observations, the normalization method dominated similarity between combinations of clustering and normalization algorithms (Figure 5A).




Figure 5 | F-score comparisons between all clustering and normalization techniques as standards. (A) Clustered heatmap with F-scores averaged across cell types. The yellow rectangle indicates the comparisons made in Figure 3, the cyan rectangle indicates the comparisons made in Figure 4, and the green rectangle indicates the comparisons made when log double Z normalization combined with Leiden clustering was used as the gold standard. The red rectangle indicates exemplary similarities between normalization techniques. (B, C) Level 1 F-scores averaged over cell types for (B) clustering and (C) normalizations for all comparisons shown in panel (A, D) Level 1 F-scores averaged over cell types for all normalization and clustering combinations (black data point is mean and error bars indicate standard deviation).



By further averaging all F-scores across these comparisons we identified normalization techniques and clustering algorithms that resulted in the greatest variation in cell-type assignment (Figures 5B, C). Hand-gated assignments had the lowest overall average, which confirms that this method is not ideal for CODEX multiplexed imaging assignment. In clustering algorithm comparisons, X-shift with Euclidian distance had the highest variance and lowest F-score average (Figure 5B). Furthermore, k-means and Leiden clustering algorithms had the highest consistency and least variation (Figure 5A).

We also averaged F-scores to compare all combinations for each cell type (Figure 5D). The results are consistent with those of individual comparisons (compare to Figure 3E). Certain cell types are consistently recognized accurately (e.g., interstitial cells of Cajal, plasma cells) and others are not assigned accurately (e.g., CD4+ T cells, CD127+ pCD4+ T cells). This strengthens the argument that phenotypic cell-type calling should be limited in initial clustering due to the low confidence of these cell-type definitions (Supplemental Figure 13).



Neighborhood Analysis Reveals Sources of Noise in Cell-Type Calling

CODEX multiplexed data can be used to spatially map cell types and to characterize cell neighborhoods (10). We identified cell neighborhoods for five exemplary annotations at the highest level of cell-type granularity (Supplemental Figure 14). Visual inspection revealed that some neighborhoods (e.g., plasma-enriched interstitial epithelial lymphocytes) are present in all regions of the colon, whereas there was considerable variation in other neighborhoods (e.g., transit amplifying zone) (Figure 6A and Supplemental Figure 15). Particularly noticeable are the differences between muscularis externa and noise (enriched for noise cells) neighborhoods. Both neighborhoods primarily depend on one cell type: noise and smooth muscle muscularis externa, respectively.




Figure 6 | Cellular neighborhood analysis reveals additional noisy cell populations that can be managed by data normalization. (A) Cellular neighborhoods shown for Region 1 and 4 for five of the 23 cell-type annotations. (B) Level 1 F-score averages for Region 1 for the noise cell type and averaged across all cell types. (C) Level 1 F-score averages for Region 1 for the smooth muscle muscularis externa cell type and averaged across all cell types (black data point is mean and error bars indicate standard deviation). (D) Recommendations for normalization and cell type annotations of segmented single-cell CODEX data.



Imaging noise was particularly located within the tissue sample from the transverse colon (region 1) as there were areas where the tissue folded during the cutting process, and some edge effects that were noticeable in the folded area (Supplemental Figure 16A). Focusing on this region, the F-scores for noise depended more on clustering algorithm than normalization; use of X-shift angular distance clustering resulted in the highest average F-score (Figure 6B and Supplemental Figure 16B). This result closely mirrors the trend of the ability of clustering algorithm to identify higher numbers of unique cell types (Supplemental Figure 3). This suggests the need for overclustering of CODEX multiplexed data to segregate out noise from the cell-type clusters.

Hand-gating did not accurately pick up the noise in the folded region and labeled many cells in this area as immune cell types. This is another limitation of the hand-gating approach. Even though no actual noise cells were identified by the Z normalization and Leiden combination, this combination did identify the noise neighborhood. This demonstrates the ability of this combination of normalization and clustering to recognize noise at later stages of the data analysis pipeline.

Smooth muscle muscularis externa had significant background signal from the MUC2 channel in tissue from the sigmoid colon (region 4). Smooth muscle cells were often incorrectly assigned as cells of goblet or epithelium origin as demonstrated by assignment to the muscularis externa neighborhood (Supplemental Figure 16C). Only Leiden clustering with either Z or arcsinh normalizations were able to accurately eliminate noise and accurately assign the majority of the smooth muscle cells (Figure 6C and Supplemental Figure 16D). This demonstrates that cell-type assignment without image verification can lead to faulty cell annotations. Of the normalization techniques, Z normalization best reduced high background signal noise.




Discussion

Manual identification of cell types in multiplexed imaging data requires significant time and expertise. Noise from imaging artifacts, imperfect segmentation, or tissue processing artifacts can hinder accurate cell-type annotation. Decreasing the time required and increasing the quality of cell type annotations is crucial for conducting robust and reproducible analysis on tissues from large cohorts of subjects. By analysis of cell-type annotation of CODEX multiplexed imaging data that result from several combinations of normalization and clustering approaches provided insight into optimal strategies, summarized in Figure 6D.

In general, of the normalization methods we tested (Z, log(double Z), min-max, or arcsinh), Z normalization was the most consistent technique for handling different sources of noise including low intensity signal, high background signal, segmentation noise, and imaging artifacts. Furthermore, Z normalization resulted in accurate identification of both rare and common cell types. Consequently, we recommend Z normalization of values from each marker prior to cell-type identification (Figure 6Di).

Accuracy in cell-type identification depended more on normalization technique than it did on the downstream unsupervised clustering algorithms. The algorithms tested, which were the graph-based Leiden, the density-based X-shift with either Euclidian or angular distances (15), and k-means clustering, performed similarly, although X-shift clustering with Euclidian distances consistently performed poorly across conditions and annotated standards. Clustering algorithms that resulted in higher numbers of distinct clusters were more accurate in separating distinct phenotypes at the most granular level of cell-type annotation. Furthermore, hand-gating annotations failed to recognize a noise cell type due to cells positive for all markers, image processing artifacts, or tissue artifacts (like folded tissue) and was confounded by segmentation noise such as bleed through of cytokeratin signal into neighboring endothelial cells.

Many granular cell-type definitions that were phenotypic separations (e.g., activated CD4+ T cells vs. inactivated CD4+ T cells) were inaccurately assigned by all normalization and clustering algorithms. Consequently, irrespective of the clustering algorithm used, settings should be chosen to produce significantly higher number of clusters than cell types expected (Figure 6Dii). Further detailed annotation should then be done using expression profiles, direct image overlay of cells, and avoiding granular phenotypic cell type calling (Figure 6Diii).

However, phenotypic markers can be useful once cell types have been established to look at differential expression between the same cell type in different experimental conditions (e.g. PD1 staining on T cells). Also, here we imaged healthy human intestine, whereas in tumor tissues there can be in EMT (Epithelial-Mesenchymal Transition) and MET transition states. This also makes separation of cell types challenging with EMT or MET markers. However, computational analysis such as pseudotime analysis of the transition continuum would be interesting once broader cell types have been established.

With this in mind, selection of antibodies thus plays a significant role in downstream spatial tissue analysis and recognition of cell types. In short, if the research question is to maximize the number of cell types identified to understand the distinct landscape of the tissue, then antibody markers that were restricted to certain cell types (e.g. CHGA-Neuroendocrine) should be selected. On the other hand, phenotypic markers are useful in comparing a certain cell type state in greater detail between experimental conditions.

Beyond making a choice between phenotypic and cell-type markers, antibody clone selection can significantly affect staining quality. Improving the signal-to-noise ratio makes it easier to separate out cell types from one another in unsupervised clustering. Best practices for selecting antibodies can be found in a recent primer (22). Briefly, one should compare available clones, validate with positive and negative controls with both unconjugated and conjugated antibodies, titrate antibody concentration and exposure time, and alter order used within the multiplexed imaging to increase signal-to-noise ratios to improve cell type identification accuracy. While time-consuming, quality assessment of CODEX antibodies will critically impact downstream quantitative results.

In the future, we expect that machine learning-based cell-type annotation transfer models will be built using accurately annotated data (23). This type of model will enable rapid cell-type annotations for replicates or additional samples imaged with a similar imaging panel. This further underscores the necessity for generating an accurate, high-confidence sets of cell-type annotations as training sets.

Additional analytical methods will be needed to address the root causes of additional noise in multiplexed imaging data. As examples, efforts are focused on cell segmentation with generalizable whole-cell segmentation masks trained from a variety of multiplexed imaging data (11). Second, computational methods for correcting small imperfections in segmentation and reassigning signal to the proper cells are in development. Third, amplification approaches within the multiplexed imaging techniques themselves will aid in improving signal-to-noise ratios and elimination of tissue- and imaging-based noise (24, 25). We expect, however, that even after these noise issues are addressed, downstream data analysis will depend on data normalization and cell-type annotation of high-quality reference datasets.
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Early detection of Pancreatic Ductal Adenocarcinoma (PDAC), one of the most aggressive malignancies of the pancreas, is crucial to avoid metastatic spread to other body regions. Detection of pancreatic cancer is typically carried out by assessing the distribution and arrangement of tumor and immune cells in histology images. This is further complicated due to morphological similarities with chronic pancreatitis (CP), and the co-occurrence of precursor lesions in the same tissue. Most of the current automated methods for grading pancreatic cancers rely on extensive feature engineering involving accurate identification of cell features or utilising single number spatially informed indices for grading purposes. Moreover, sophisticated methods involving black-box approaches, such as neural networks, do not offer insights into the model’s ability to accurately identify the correct disease grade. In this paper, we develop a novel cell-graph based Cell-Graph Attention (CGAT) network for the precise classification of pancreatic cancer and its precursors from multiplexed immunofluorescence histology images into the six different types of pancreatic diseases. The issue of class imbalance is addressed through bootstrapping multiple CGAT-nets, while the self-attention mechanism facilitates visualization of cell-cell features that are likely responsible for the predictive capabilities of the model. It is also shown that the model significantly outperforms the decision tree classifiers built using spatially informed metric, such as the Morisita-Horn (MH) indices.




Keywords: PDAC (pancreatic ductal adenocarcinoma), cell-graph, spatial method, pancreas, attention network, chronic pancreatitis, graph convolutional network (GCN)



1 Introduction

In recent years, there has been an increase in the incidence of pancreatic cancers cases (1). Though there are various forms of exocrine and endocrine tumors such as primary pancreatic lymphoma manifest in the pancreas, Pancreatic Ductal Adenocarcinoma (PDAC) accounts for more than 90% of diagnosed malignancies (2). PDAC is an extremely aggressive malignancy of the pancreas, with a reported overall 5-year survival rate of just 10.8% (3). As with other cancers, there have been precursor lesions that have been identified and associated with sequential progression to PDAC, with the most important being intraductal papillary mucinous neoplasm (IPMN), pancreatic intraductal neoplasia (PanIN), and mucinous cystic neoplasm (MCN), all of which have been well-documented in recent years (4, 5). It is possible for MCN and IPMN to be concomitant with PDAC, with both histologies being present in a patient (6). Additionally, it has been observed that a dense inflammatory mass formation is present in around 30% of CP diagnoses, mimicking the appearance of PDAC, posing additional challenges in differential diagnosis (7).

Currently, qualitative visual analysis of tissue biopsy is the prevailing methodology used by pathologists, where diagnosis is made based on visual markers such as tissue morphology and potential cell phenotype distribution. This visually driven approach has been marred with subjectivity, with very low inter-observer agreements in many cases (8, 9). Moreover, though Hematoxylin and Eosin (H&E) is the most widely used staining paradigm, the emergence of molecular and antigenic-based staining paradigms, such as multiplexed immuno-florescence and CODEX had allowed for the identification of more than 20 antigens on the cell’s surface, enabling richer tissue information to be available (10, 11). It is possible to now characterize multiple sub types of different cell phenotypes, of which immune cells are of great interest. Multiple studies have depicted the differences in the interplay between the different immune populations with a positional component being a key prognostic factor in many cancers, including PDAC (12). Quantitative methods such as the Morisita-Horn index and Shannon Entropy that take into consideration the spatial arrangement of single or multiples cell phenotypes, are being increasingly adopted to quantify cellular organization in the tumor environment tissue (13, 14). Though these methods offer some spatially aware intuition about the image in the overall tissue region, the resultant single number metrics does little to capture the richness in disease heterogeneity. Thus, it would be ideal that the full space of spatial information be leveraged to give insight into the different patterns in tumor and immune engagement in different pancreatic diseases. The identification of such differing spatial patterns can assist in screening patients at risk of PDAC, thus allowing for rigorous treatment planning or resection.

In recent years, a graph-theoretic approach to modeling cellular interactions has been extensively explored. For instance (15–17), propose the notion of using “cell-graphs”, where cellular organization modeled using graph theory concepts can be utilized to understand functional relationships between cells exhibiting similar and different phenotypes. Consequently, the evolution of cancer can be effectively modeled as a graph evolution process (18). Given the spatial distribution of tumor and immune cells in a tissue sample, graph-theoretic methods appear as natural solutions to capture the diversity in distributions; however, the classical graph-based methods do not scale well with the number of cells in a sample. In the recent years, graph neural networks (GNNs) (19–21) and their variants have emerged as viable alternatives that can capture the interdependence of nodes within a graph (or cells within a tissue sample) via message passing between the nodes of the graph. The paradigm shift from employing classical methods to adopting deep learning methods, such as the graph convolutional networks (GCNs), is particularly fueled by the recent advances in network architectures, optimization algorithms, and their parallelizable implementation. Zhou et al. (22) recently proposed a cell graph convolutional network that uses the basic notion of cell graph coupled with the graph representation capabilities of GCNs for colorectal tumor grading. Their approach to construct cell graph is based on accounting for both cell-level information and the overall tissue micro-architecture. The authors employ extensive feature engineering for accurately delineating the boundaries of each nucleus via CIA-Net (23), followed by obtaining representative nuclei using farthest point sampling (FPS) algorithm. The authors identify a set of seventeen nuclear descriptors for their representative nuclei. More recently, the authors in (24) have combined GCN with gene expression profiles for classifying cancer types. Their approach involves designing four GCNs based on co-expression graph, co-expression+singleton graph, protein-protein interaction (PPI) graph, and PPI+singleton graph. Feature design and extraction is extremely critical to the success of both of the above GCN-based approaches, which also limits the applicability of these approaches to scenarios where accessibility to high-fidelity features is difficult.

In this paper, we propose a cell-graph based method for the classification of point patterns derived from mIF-stained histopathology images belonging to six different cohorts of pancreatic diseases. Instead of focusing on extensive feature engineering, we work with cell-graphs consisting of only one feature per node. A modified GCN architecture, comprising of a novel self-attention mechanism, is shown to achieve excellent performance for pairwise classification tasks. We refer to this new GCN architecture as the Cell-Graph ATtention (CGAT) network. The pairwise classifiers are subsequently bootstrapped to build a multi-class classification network, where an input image is predicted to belong to any one of the six different cohorts of pancreatic diseases. The key contributions of this work can be summarized as:

Construction of cell-graphs: Unlike existing methods on tumor grading and classification that employ extensive feature engineering, such as evaluation of mean nuclei intensity, GLCM of dissimilarity, GLCM of homogeneity, solidity and orientation, the proposed CGAT network is provided with an input image where only positions and labels (Epithelial, Cytotoxic Lymphocyte and Regulatory-T) of nuclei are known. The position information is used to construct edges of the associated cell-graph based on pairwise Euclidean distances using the k-nearest neighbors (kNN) graph algorithm (25). The nuclei feature, i.e., the labels of the nuclei are embedded into the CGAT framework using an embedding layer (26).

Self-attention mechanism: The proposed CGAT network incorporates a novel self-attention mechanism (27) at its output in order to facilitate further interactions between the inputs (nodes) of the graph. The self-attention mechanism assigns scores/weights to different node embeddings. The large weighted nodes are likely to contribute more towards the model prediction.

Multi-class consensus classifier: Class imbalance across the six different cohorts makes it extremely challenging to be able to train a single classifier for accurately predicting the correct disease type. We alleviate this issue by bootstrapping multiple pairwise classifiers, each trained to accurately distinguish between two different disease types.

Performance on imbalanced datasets: Spatially informed metrics, such as the Morisita-Horn (MH) dissimilarity indices, indicate that there is significant overlap between histopathological images between two different classes. Despite the overlap and underlying class-imbalance in data acquisition, our CGAT network performs significantly better on the hold-out validation set as compared to decision tree classifiers trained using the MH indices. We thereby conjecture that CGAT is able to pick on several spatial features without having to explicitly design those features.

The rest of the paper is organized as follows. First, we provide a brief description of the data used as input in our framework. The architectural details of the proposed pairwise CGAT network for any two of the six groups in the study is explained in greater detail. Then, the extension of the pairwise classifiers for each disease pair for multi-class classification problems are discussed subsequently. This is followed by a presentation of the results obtained from our framework. Finally, we briefly discuss the biological significance of the results obtained from our classification framework.



2 Materials and Methods


2.1 Dataset Preparation

The study cohort consisted of 388 point pattern representations obtained from multiplexed immunofluorescence (mIF) image cellular data belonging to six different pancreatic disease groups, including pancreatic cancer and non-malignant diseases. These images were obtained from patients at the University of Michigan Pancreatic Cancer Clinic who had undergone surgical resection for various pancreatic diseases, and was done in accordance and approval of the University of Michigan Institutional Review Board.The six pathologies represented in this study were, namely, Chronic Pancreatitis (CP), Pancreatic intraepithelial neoplasia (PanIN), Mucinous cystic neoplasm (MCN), Intraductal Papillary Mucinous Neoplasm (IPMN), IPMN associated cancers (Special Dx IPMN), and traditional Pancreatic Ductal Adenocarcinoma (PDAC). A point pattern representation is obtained when each cell identified is represented by a point on a two-dimensional grid, with the cell location determined by the center of the cell. Out of the 388 image point representations available, 56 were identified as CP, 41 as PanIN, 21 as MCN, 89 as IPMN, 38 as Special Dx IPMN and 143 as PDAC.

For the identification of phenotypes, multiplexed immunofluorescent staining was done on a tissue micro-array composed of 0.6mm cores taken from Formalin-fixed Paraffin-embedded (FFPE) tissue blocks, as explained in our previous work (28). In this process, slides underwent serial rounds of antigen retrieval, followed by primary and secondary antibody staining. DAPI nuclear staining was performed for to identify and segment nuclei and assign spatial locations to every cell present. Nuclear stain phenotyping was done using antibodies for the identification of phenotypes, including CD3, CD8, pancytokeratin, and FoxP3 expression. A subset of the mIF images representative of each cohort is included in the Supplementary Material (see Supplementary Figure 2). Of the available phenotypes, 3 were of interest to us as advised by the physician: the Epithelial cell, the immunosuppressive Regulatory T-cell (Treg), and the immunoreactive Cytotoxic Lymphocytes (CTL). An epithelial cell was considered to be any cell expressing Pancytokeratin, a Treg cell was any cell expressing FoxP3, and a CTL was identified as one expressing CD3 and CD8, identified through mIF staining and imaging procedures. Note that we do not strongly claim that only these cell types are sufficient for the characterization of these diseases, but rather that they are the cells that the proposed CGAT framework examines as a first pass. These cell sets are theoretically known to interact with each other in a biologically meaningful way. In future, we aim to expand the types of cells that we query in the microenvironment. All phenotyping and processing of mIF images was done on AKOYA Biosciences’ Inform Software. Additional clinical and demographic information is presented in Table 1.


Table 1 | A summary of clinical characteristics of the patient cohort.





2.2 Classification


2.2.1 Pairwise Classification

Our approach is based on constructing a k-NN (k-nearest neighbor) (29) graph from the stained image. The stained image data consists of 2D-coordinates of cell positions, along with the corresponding cell types. Each cell is identified to be one of the three types - (a) Epithelial, (b) Regulatory T (Treg), and (c) Cytotoxic Lymphocyte (CTL). The cell positions are used to construct the k-NN graph, while the cell type reflects the property of each cell and is the only physiological feature to be considered as an input to the proposed CGAT architecture. This is in sharp contrast to existing methods that rely on extensive feature engineering, requiring a lot of morphological and physiological features for imparting predictive capabilities (22, 30). Figure 1 shows sample k-NN graphs from the six different classes.




Figure 1 | Construction of k-NN graphs from point pattern data derived from mIF pathological images from six different classes: (A) CP, (B) IPMN, (C) MCN, (D) PanIN, (E) PDAC, (F) IPMN-associated PDAC. Their corresponding k-NN graphs are shown in (G–L), respectively. In all images, the red, blue and green cells correspond to epithelial, cytotoxic lymphocytes, and t-regulatory cells, respectively.



Every k-NN graph defines the corresponding binary graph adjacency matrix, A, with Ai,j = 1 if the jth-cell is a neighbor (connected) to the ith-cell in the k-NN graph. In order to employ cell types for learning to classify disease types, a trainable embedding layer is used which converts symbolic cell type labels to a real vector of a specified dimension d. Thus for a graph with N vertices, the input feature X0 ∈ℝN×d. While the proposed work uses onlythree different cell types for disease class prediction, the CGAT framework is quite general and can accommodate any number of cell types by appropriately modifying the maximum size of the dictionary of embeddings in the embedding layer. An l-layer GCNupdates the vertex embeddings using the following update rule (20):



where   denotes the normalized adjacency matrix with   and   being the degree matrix of  . Wt ∈ℝd×d denotes the weight matrix of the tth layer and is a trainable parameter. σ is a nonlinear activation function, such as, rectified linear unit (ReLU) or hyperbolic tangent (tanh). A key component of the proposed CGAT architecture is its novel self-attention mechanism. An attention model helps with focusing on specific parts of the input rather than using all available information to compute the neural response (27). Since its inception, attention models have been used extensively in language-to-language translation, speech recognition and image captioning. The self-attention mechanism of the CGAT takes final node embeddings from GCN as its input and trained to identify vertices (cells) relevant for the prediction task. The self-attention mechanism is specified by the following set of rules:



where s ∈ ℝd is the resulting d-dimensional embedding vector. The parameter w ∈ ℝd is a trainable parameter, while [p] ∈ ℝN represents the relative importance of each vertex embedding towards the classification task. It is important to note that the proposed self-attention mechanism converts an N × d-dimensional embedding to an equivalent d-dimensional embedding. Thus, graphs (or stained images) of varying sizes can be easily accommodated as the final context vector s is simply d-dimensional and independent of the number of cells N. Moreover, sizes of the trainable weight parameters are also independent of N. Finally, a simple feed forward network (FFN) is used to produce a two-dimensional output vector - one for each target class. The weight matrix in the FFN are learned in an end-to-end manner. A final SoftMax layer is applied to produce a probability, one for each of the possible classes. Figure 2 shows the schematic of the proposed CGAT architecture for the pairwise classification of pancreatic cancer and precursor types. CGAT assigns to each graph in the dataset, a different embedding, and subsequently a different context vector, which can then be used to predict the correct disease class.




Figure 2 | Schematic of the proposed cellular graph attention network (CGAT). Based on the geometrical coordinates of the epithelial and immune cells, a k-NN graph is constructed and passed through an embedding layer, which converts cell types labels to a d-dimensional vector. The output of the embedding layer is passed through a GCN with self-attention mechanism. The context vector is finally fed to a simple feed forward network, which maps the input graph to one of the two classes. For the multi-class classifier, 15 such pre-trained pairwise classifiers (one for each combination of classes) are bootstrapped in a rule-based manner.





2.2.2 Multi-Class Classification

The anonymized dataset is highly imbalanced in its classes. For instance, there are significantly more number of examples of PDAC (N=143) than MCN (N=21). Consequently, training an end-to-end multi-class CGAT classifier biases the model towards PDAC. At the same time, a pairwise classifier aimed to distinguish a given pancreatic disease type from the rest of the classes in a one-vs-rest classification manner suffers from a similar class imbalance issue. Thus, we build a sequence of pairwise classifiers, each trained to distinguish between two different classes. For six unique classes, we have a pair of 15 unique pairwise classifiers that are bootstrapped to build a multi-class classifier. Note that bootstrapping does not entail training any new classifier, however, it is built upon the pretrained pairwise classifiers sequenced in a rule-based manner. For instance, given the superior performance of pairwise classifiers involving PDAC and CP classes, a consensus based-approach is built to first identify if the input belongs to one of these two classes. We similarly leverage high-performing pairwise classifiers in case the input belongs to any other class.



2.2.3 Model Implementation

All models are implemented in Python 3.6.5 using PyTorch (31) on an Intel i7-7700HQ CPU with 2.8GHz x64-based processor and an NVIDIA GeForce GTX 1060 GPU. The hyperparameters of our CGAT implementation are as follows: optimizer: Adam optimizer (32) with learning rate λ = 10-3; loss function: cross-entropy; number of epochs = 100; embedding dimension d = 30; number of GCN layers l = 2; and number of nearest neighbors in k-NN graph k = 20. The choice of $k=20$ is motivated by the need to strike an optimal balance between a connected only and a complete graph. For the purpose of creating cell graphs and employing a graph neural network architecture, it is desirable to work with graphs that are connected, i.e., there exists a path (a set of edges) between any two nodes in the graph. This facilitates efficient message passing through the cell graph during the aggregation phase of GCN operation. At the same time, it is not desirable to work with complete graphs, i.e., all nodes are connected through direct edges between them, as the node or region-specific properties would not be sufficiently expressed. The code for the implementation of CGAT framework is available on request.




2.3 Model Interpretation Using the Giotto framework

We also wanted to explore neighborhood relationships of the cells which were identified as having high “self-attention weights” in the images for the binary classifier. To achieve this, we perform cell-pair enrichment analysis using Giotto (33). For each sample, a cell neighbor graph is created, in which each node represents a cell, and each node is connected to the cell’s three nearest neighbors. A simulation distribution is then created by shuffling the nodes’ cell type labels, while keeping the graph topology the same. For a cell pair of interest, the number of edges between nodes of those two cell types in the original sample is compared to the distribution of edges in the simulations. If the number of edges is significantly higher compared to the simulation distribution, that cell pair is considered to be “enriched”, where cells of those two types are neighbors more than would be expected at random. In contrast, if the number of edges is significantly lower compared to the simulation distribution, that cell pair is “depleted”, where the cells of those two types are neighbors less frequently than would be expected at random. This is done both for cells of the same phenotype as well as cells belonging to different phenotypes. Implementation of the framework using the Giotto package, and other associated analyses were implemented in R [R Core Team (2013)] (33).




3 Results

Of the 388 immunofluorescent stained images that belong to one of the six pancreatic disease types, nearly 80% of the data is selected randomly for training while the remaining 20% is held out for cross-validation study. The held-out samples are kept separate and the model performances are evaluated on the test set at the end of the training process. In essence, the train/test split includes 44/12 samples for CP, 71/18 for IPMN, 16/5 for MCN, 33/8 for PanIN, 113/30 for PDAC and 30/8 for IPMN-associated PDAC. The training process is further subjected to a 5-fold cross-validation study. Unlike the standard train/test split, a k-fold cross-validation study results in a less biased or less optimistic estimate of the model. In a k-fold cross validation study, the training data is split randomly into k groups of equal sizes. Subsequently, each unique group is considered in an iterative manner as a hold-out or test set, while the model is trained on the remaining k - 1 groups. At the end of each training phase, the trained model is discarded while the evaluation scores are retained. Finally, the performance of the model is summarized using the sample of model evaluation scores on each unique group. For validation purposes, the classification results from our cell-graph attention network classification paradigm was compared with those generated using another spatially informed metric: the Morisita-Horn index (34, 35). This metric has shown to be prognostic in many diseases, including breast cancer (13). A brief description of this method is given in the supplementary section of this paper.

It can be observed that there is significant class imbalance, with MCN having only 16 training samples. A 5-fold cross-validation study further reduces the number of training examples to about 12 or 13 for each unique group. Consequently, the models are going to be biased towards predicting other classes. Despite the absence of sufficient number of examples to train a neural network model, the proposed CGAT framework performs appreciably well.

Table 2 shows the AUC, precision and recall performances of 15 pairwise classifiers for the aforementioned 5-fold cross-validation study on the held-out test set. For every pairwise classifier, the corresponding row and column entries indicate classes 1 (positive) and 0 (negative), respectively. Recall that a large value of AUC (area under curve) implies that the model has a good measure of separability. On the other hand, precision and recall capture the positive predictive value (PPV) and sensitivity of a model. In order to fully evaluate the effectiveness of the model, both precision and recall scores must be examined, since improving precision typically reduces recall and vice versa. Despite the significant class imbalance, it can be seen in Table 2 that most of the pairwise classifiers perform appreciably well, with PDAC being the most easily distinguishable class. Likewise, the performance of pairwise classifiers in distinguishing CP is significantly high. On the other hand, it appears generally difficult to distinguish classes, such as, MCN and PanIN, both having relatively fewer training examples to work with. We leverage the superior performance of PDAC and CP classifiers in building a bootstrapped multi-class classifier.


Table 2 | Classification metrics for the 15 pairwise CGAT classifiers from every point pattern set from each disease group.



Table 3 shows the confusion matrix of a multi-class classifier derived from bootstrapping multiple pairwise classifiers. The diagonal entries indicate the number of correctly classified instances on the held-out test set. The label for each row indicates the ‘true’ class, whereas the off-diagonal entries indicate the ‘predicted’ class. It can be observed that of the 12 examples labeled as CP, the model correctly identifies 11 of them. Similarly, PDAC is correctly identified on 28 out of 30 instances. The performance on other classes is not as noteworthy, primarily due to lack of both quality and quantity of the available data.


Table 3 | The confusion matrix for the multi-class CGAT classifier for the six different pancreatic diseases.



As mentioned earlier, the Morisita Horn dissimilarity indices were also computed for each image in the cohort to assess the performance of our classifier. A set of decision tree pairwise classifier models were trained for classifying index values for many two pairs of diseases. Table 4 shows the AUC, precision and recall performances obtained from these models. As is evident, we find that the model performs poorly in comparison to the CGAT model for all disease pairs, with the pairs of PDAC and IPMN, PDAC and PanIN, IPMN-associated PDAC and CP, and IPMN-associated PDAC and PDAC performing barely better than a random classifier with AUC of 0.5. This claim is further strengthened by a strong overlap observed in the index values between all six groups, as depicted in Supplementary Figure S1. The AUC values of less than 0.5 observed for the other disease pairs can be explained by the significant class imbalance observed in this dataset.


Table 4 | Classification metrics for the 15 pairwise decision-tree classifiers based on the Morisita-Horn index values from every point pattern set from each disease group.





4 Discussion

Despite the advances in pathology imaging paradigms and computational methods, challenges in discrimination between pathologies with similarities still continues to persist. This is specifically seen in the case of pancreatic cancers and their precursor conditions (36). Additionally, surveying the immune landscape and the arrangement and clustering of cells in the disease microenvironment may be crucial in deciphering disease progression and in the development of effective therapeutic regimens. Though spatial methods like the Morisita-Horn dissimilarity index have been used to quantify spatial relationships, they are usually limited to two distinct cell phenotypes. To the best of our knowledge, there has not been an attempted to use this metric to capture the relationships fully in multiplexed data sets (such as mIF imaging data or transcriptomics data) where multi-way phenotype relationships have the potential to be assessed. In this study, we proposed and applied a graph attention-based classification method on a cohort of imaging data from different pancreatic disorders. Rather than utilize single cell features that usually call for extensive feature set creation, our network relies on cell identity and relative locations as inputs for the classification paradigm.

On the application of our framework to the study data, we observe that the k-NN based classification paradigm was able to perform significantly better than the single-number Morisita-Horn indices across all pairwise comparisons. Specifically, we observed that our classifier is able to distinguish between CP and PDAC in a significantly better manner, as opposed to the MH Index. From a clinical perspective, this discrimination is highly relevant, as misdiagnosis of these two diseases with frequently similar pathological appearances may lead to either a missed diagnosis of a severe carcinoma, or repeated biopsies due to the high cancer risk of patients with previous history of CP (37). Similar performance improvements were observed between PDAC and its precursor and co-occurring conditions like MCN and PanIN. This alludes to a nuance in the neighborhood relationships between the three cell phenotypes utilized in this study, which may have been missed during visual observation. Furthermore, our frame can offer hypothesis generation tools for biologists to interrogate the tumor micro-environment.

Of the various cells present in the disease micro-environment, cytotoxic lymphocytes (CTLs) have a functionally significant presence, and play an active role in regulating anti-tumor response, specifically in PDAC (38). Of the various subtypes, the anti-tumor CTLs and immunoregulatory Tregs play a large role in this, with opposing effects on immune mediation and disease prognosis. It has been known that T-regulatory cells play an active role in the immunosuppressive environment present in PDAC, and thus have a greater probability to co-localize and have an inhibitory effect on the more immunoreactive CTLs present in the environment (39). One of the advantages of our proposed CGAT-network is its ability to highlight important nuclei through its self-attention mechanism. The self-attention mechanism helps the model to focus only on specific parts of the input, while learning to ignore unimportant details. Attention mechanisms are not only known to boost model’s predictive performance, they can also assist in better visualization of the features that are likely responsible for the predictive capabilities of the model. Figure 3 shows the original histopathological images (on the left) and the corresponding attention-visualized images (on the right) for three representative images from the PDAC class. The attention weights are computed as described in (2), and the cells with attention scores in the 90th-percentile are highlighted in bold. As observed in Figure 3, these cells are observed to be those in closer proximity to cells of other phenotypes, rather than their own. Additionally, the regions with the highest attention weights also overlaps with regions of higher Treg density (marked in blue). This further lends credence that the presence of Tregs influences the spatial positions, and in turn the functional effect of cytotoxic lymphocytes on epithelial cells in the cancer environment. Further identification and exploration of the spatial arrangement of other associated cell phenotypes at these interaction interfaces holds the key in quantifying the state of the cancer micro-environment in PDAC. This, in turn can potentially lead to more robust methods not only to prevent misdiagnosis, but also is key in earlier identification of the disease for more effective treatment paradigms to be delivered.




Figure 3 | Visualization of nuclei with large attention weights for three sample PDAC histopathology images (A–C). Red, green and blue colors indicate the three types of labels - Epithelial, CTL and Treg, respectively. The cells with large attention weights likely belong to the interface of two or more cell types, indicating patterns that govern the various class association.



To reiterate, CGAT’s ingenuity lies in the utilization of only the nuclei class labels for the construction of the k-NN based cell graph used as input for the classification model. This alleviates the need for extensive feature engineering, reducing reliance on the computation of secondary graph summary metrics such as centrality measures. The ability of the attention network to delineate nuclei, and in turn explicitly point to regions influencing classification is a tool that can be leveraged in the identification of novel cell-cell relationships that have been not been previously deemed as influential. This is in sharp contrast to previously applied neural network based methods, which essentially function as a black box and do not completely give context into the decision making process for classification. The identification of these cell clusters can help in the identification of functionally influential cell-cell arrangement of the same phenotype as well as other phenotypes.

We wanted to closely analyze the regions of “attention” pointed out to us by the CGAT framework, and attempt to interpret them from a physiological context. We chose to examine the results from the CP-PDAC classifier, as that had been our best performer, and was of great interest from a biological perspective. For this purpose, we first segmented out the cells lying within the top 50th percentile of attention weights obtained from the CP-PDAC binary classifier, as identified by our framework. This was used as input for the Giotto framework, and the results are mentioned in Tables 2 and 3 in the Supplementary Material. The results from the high attention weight regions point to a few trends. Firstly, we observed an enrichment of Tregs around other Tregs in PDAC with no such phenomenon in CP. This is consistent with known literature stating that factors present in the cancer microenvironment are driving the location-specific polarization of these regulatory cells (40). In contrast, a depletion in neighborhood relationships was observed between Tregs and epithelial cells in the attention regions in PDAC, which goes against current domain knowledge, and potentially suggests that another cell type present in the microenvironment might be influencing Treg polarization. Additionally, it was also observed that there was a depletion in neighborhood proximity between epithelial cells and CTLs in CP when compared to a random neighborhood model, which can be explained by the global inflammatory nature of the disease (41, 42). Though the strength of the relationships were not strong enough, the significance of these contrasting relationships observed between the high attention cells identified by the classifier warrants further exploration in future studies. This would further help us in characterizing the state of the disease micro-environment in a spatially informed manner (43). The availability of this information can also help in deeper analysis of phenotype relationships already postulated in previous literature for related diseases.

While the proposed work uses only three different cell types for disease class prediction, the CGAT framework is quite general and can accommodate any number of cell types by appropriately modifying the maximum size of the dictionary of embeddings in the embedding layer. In an ideal scenario, it would be preferred to have more than just three cell markers. This is reflected in our analysis (see Table 1 in the Supplementary Material) with just two markers - “Tumor” and “Immune”, i.e., both the CTL and Treg markers are masked as a single “Immune” marker. We show that even with just these two markers, the reduction in performance of the proposed CGAT architecture is not significant, indicating that even in the absence of multiple cell markers, CGAT is capable of distinguishing different pancreatic diseases better than the Morisita-Horn index-based approach involving three different cell markers. Due to the generalizability of the framework, its application can be extended to other omics data as well, where spatial information is available. A limiting factor in this study is the disproportionate number of image data sets available from each cohort, biasing a model towards the class with the larger membership. Application of this framework on a more balanced data set would be the next step to diminish this effect, and potentially gain a even higher classification accuracy with better metrics. It is to be noted that even with the disparity in the number of samples per diseases, our model was still able to perform appreciatively well in discerning between any two pairs of diseases.

In conclusion, this proposed and implemented cell-graph based method for the classification of mIF image-derived point patterns obtained from six different cohorts of pancreatic diseases. Instead of focusing on expensive feature engineering, we work with cell-graphs consisting of only one feature per node. With only 3 phenotypes of cells segmented out in each image, this method was able to display excellent classification metrics between all possible pairs of the diseases. An extension of this workflow on a more balanced dataset with a richer amount of cell phenotypic information available would be warranted.
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Background

Functional interactions between immune cells and neoplastic cells in the tumor immune microenvironment have been actively pursued for both biomarker discovery for patient stratification, as well as therapeutic anti-cancer targets to improve clinical outcomes. Although accumulating evidence indicates that intratumoral infiltration of immune cells has prognostic significance, limited information is available on the spatial infiltration patterns of immune cells within intratumoral regions. This study aimed to understand the intratumoral heterogeneity and spatial distribution of immune cell infiltrates associated with cell phenotypes and prognosis in head and neck squamous cell carcinoma (HNSCC).



Methods

A total of 88 specimens of oropharyngeal squamous cell carcinoma, categorized into discovery (n = 38) and validation cohorts (n = 51), were analyzed for immune contexture by multiplexed immunohistochemistry (IHC) and image cytometry-based quantification. Tissue segmentation was performed according to a mathematical morphological approach using neoplastic cell IHC images to dissect intratumoral regions into tumor cell nests versus intratumoral stroma.



Results

Tissue segmentation revealed heterogeneity in intratumoral T cells, varying from tumor cell nest-polarized to intratumoral stroma-polarized distributions. Leukocyte composition analysis revealed higher ratios of TH1/TH2 in tumor cell nests with higher percentages of helper T cells, B cells, and CD66b+ granulocytes within intratumoral stroma. A discovery and validation approach revealed a high density of programmed death receptor-1 (PD-1)+ helper T cells in tumor cell nests as a negative prognostic factor for short overall survival. CD163+ tumor-associated macrophages (TAM) provided the strongest correlation with PD-1+ helper T cells, and cases with a high density of PD-1+ helper T cells and CD163+ TAM had a significantly shorter overall survival than other cases.



Conclusion

This study reveals the significance of analyzing intratumoral cell nests and reports that an immune microenvironment with a high density of PD-1+ helper T cells in tumoral cell nests is a poor prognostic factor for HNSCC.





Keywords: Head and neck cancer, helper T cell, PD-1, tumor heterogeneity, multiplex immunohistochemistry



1 Introduction

Malignant tumor cells interact with various immune cells, tumor-associated stromal cells, secreted molecules and extracellular matrix in the tumor immune microenvironment (TiME), often establishing immunosuppressive environments that support tumor proliferation and metastasis, and to\hat promote immune evasion (1, 2). Based on the expansion of immunosuppressive immune cell lineages, tumor-produced cytokines and chemokines, tumor oncogenes, and mutational landscapes, the immunological architecture of TiME is associated with tumor progression and therapeutic resistance to treatment, providing metrics for developing predictive biomarkers for therapeutic responses (3–5).

Accumulating evidence indicates that intratumoral heterogeneity in the TiME and spatial profiles of immune cell distribution have prognostic significance. The association between the density of tumor-infiltrating lymphocytes and clinical outcomes has been reported in various cancer types, such as ovarian (6), breast (7), pancreas (8, 9) and colorectal cancers (10, 11). Given that intercellular crosstalk occurs in the milieu of multiple cellular components in different proximities, spatial patterns of immune cells can provide a framework for understanding various biological interactions in the TiME, aiding the development of tissue-based biomarkers for predicting clinical outcomes (12). However, a majority of previous studies exploring spatial immune heterogeneity have been limited to comparisons between malignant intratumoral regions and adjacent benign tissues, with a lack of in-depth characterization of tissue components. Focusing on microregional spatial profiles, there is a lack of data on how immune cells are localized inside intratumoral regions, where tumor cell nests and the intratumoral stroma are microscopically mixed in various proportions.

With the advent of immunotherapy, understanding the immune profiles of HNSCC is urgently needed for determining predictive biomarkers to guide therapeutic interventions (13, 14). HNSCC can be divided into human papilloma virus (HPV)-positive and HPV-negative carcinoma, both of which have distinct molecular and immune landscapes. However, intratumor heterogeneity in HNSCC and its prognostic significance is largely unexplored (15, 16). Although the importance of intratumoral helper T cells has been suggested in other cancer types (5, 17), the relationship between CD4+ T cells and prognosis is unclear in HNSCC (18). In addition, the spatial profile of helper T cells is unknown.

In this study, based on recent advances in multiplex immunohistochemical (IHC) analyses, enabling in situ immune profiling with preserved tissue structure (8), we adopted a tissue segmentation approach for in-depth assessment of intratumoral microregions composed of tumor cell nests and the intratumoral stroma. We aimed to identify the phenotypes and spatial profiles of immune cells in the complex TiME associated with the prognosis of HNSCC.



2 Materials and Methods


2.1 Discovery Cohort

Data on immune cell densities, spatial information, and clinical characteristics of patients with oropharyngeal squamous cell carcinoma (SCC) (discovery cohort, n = 38) were retrieved from a previous study (8).



2.2 Validation Cohort

Formalin-fixed paraffin-embedded (FFPE) samples of oropharyngeal SCC (validation cohort, n = 51, patient characteristics are shown in Supplementary Table 1) and benign tonsil samples (controls) were obtained from surgically-resected specimens at Kyoto Prefectural University of Medicine. All tumors were staged according to the 8th edition of the AJCC/UIC TNM classification, and cohort characteristics are shown in Supplementary Table 1. HPV-status was determined by p16 staining and/or by quantitative PCR when available.



2.3 Multiplex IHC

Multiplex IHC was performed as previously described (8). Briefly, FFPE tumor sections were subjected to sequential immunodetection with validated antibodies identifying discrete leukocyte lineages (Supplementary Table 2). Following chromogen development of antibodies, slides were scanned digitally at 20× objective magnification using a NanoZoomer S60 scanner (Hamamatsu Photonics). A complete list of antibodies and conditions used for staining are provided in Supplementary Table 2. After staining, image acquisition and computational processing were performed as previously described (8). The three regions of interest (ROI) were identified by an intratumoral high CD3-density area, approximately 6.25 mm2 each or less if the analyzable cancerous area was smaller than 3.0 × 6.25 mm2. For image preprocessing, coregistration of serially scanned images was performed using Image J/Fiji Version 1.51s (National Institutes of Health) and CellProfiler Version 2.2.0 (Broad Institute). Visualization was performed using Aperio ImageScope Version 12.3.3.5048 (Leica), and Image J. Coregistered images were converted to single-marker images, inverted, and converted to grayscale, followed by pseudo-coloring. For quantitative image assessment, single-cell segmentation and quantification of staining intensity were performed using CellProfiler Version 2.2.0. All pixel intensity and shape-size measurements were saved in a file format compatible with the image cytometry data analysis software FCS Express 7 Image Cytometry (De Novo Software).



2.4 Tissue Segmentation

Tissue segmentation of tumor cell nests and the intratumoral stroma was performed using an in-house application, IHC Tissue Segmentation Version 1.0, based on images of neoplastic cell IHC. First, the region with tissues defining the ROI and the blank region without tissues were classified based on the maximum thresholding for each image, followed by an image-cleaning algorithm with mathematical morphology operations including opening and closing and a fill hole operation. Second, the tumor cell nest region was calculated by automated thresholding using the Huang fuzzy method performed on the ROI alone, followed by the image-cleaning algorithm described above. Stromal regions were calculated by subtracting the tumor nest regions from the ROI. Finally, a corresponding hematoxylin image was cropped fitting to the result of tissue segmentation, such as tumor cell nests and/or the intratumoral stroma, and analyzed with serially scanned chromogenic images.



2.5 Statistics

The Kruskal–Wallis and Wilcoxon signed-rank tests were used to determine statistically significant differences between unpaired and paired data. The Spearman correlation coefficient was used to assess correlations between cell percentages and densities among cell lineages. Overall survival was estimated using the Kaplan–Meier method, and differences were assessed using log-rank tests. Statistical calculations were performed using GraphPad Prism 8.3.0. Cox proportional hazards regression was used to assess the relationship between overall survival and various patient conditions using EZR, which is a graphical user interface for R (The R Foundation for Statistical Computing, Vienna, Austria) (19). Specificity and sensitivity of the density of PD-1+ helper T cells were compared using receiver operating characteristic (ROC) curves using EZR. Statistical significance was set at p < 0.05.




3 Results


3.1 Distribution of Intratumoral T Cells Was Polarized in the Intratumoral Subregions of HNSCC

Since the intratumoral area is microscopically divided into tumor cell nests and the surrounding intratumoral stroma (Figure 1A), we developed tissue segmentation algorithms based on tumor cell markers to characterize microregional immune profiles in HNSCC (Figure 1B). In this tissue segmentation approach, digitized structural elements of positively stained neoplastic cells were computationally processed by thresholding methods, and each tissue was classified into tumor cell nests versus intratumoral stroma excluding blank regions without tissue (see Materials and Methods). Results of tissue segmentation were validated by quantification of cells by multiplex IHC and image cytometry (8), demonstrating that the vast majority of neoplastic cells were categorized into tumor cell nest regions (Figure 1B and Supplementary Figure 1).




Figure 1 | Semi-automated tissue segmentation dissecting intratumoral regions reveals differential degrees of tumor cell nest-infiltration of T cells. (A) A superimposed image of hematoxylin and pan-cytokeratin (pCK) staining (left) depicts a representative tissue structure of oropharyngeal head and neck squamous cell carcinoma (SCC). A schematic diagram (right) presents different regions in the intratumoral area that is divided into tumor cell nests and the intratumoral stroma. Scale bar = 500 μm. (B) Tumor cell marker IHC images (p16 for HPV-positive, and EpCAM for HPV/p16-negative head and neck squamous cell carcinoma (HNSCC); see Materials and Methods) (top) were utilized for semi-automated tissue segmentation classifying into tumor cell nest (Nest), intratumoral stroma (Stroma), and blank regions (middle). Percentages of CD45+, CD45− tumor cell marker−, and tumor cell marker+ cells were analyzed by image cytometry, validating categorization of tumor cells into tumor nest regions (bottom). (C) IHC images present differential distributions of T cells (CD3+) within tumor cell nests (pCK+) and the intratumoral stroma. Scale bars = 100 μm. (D) A correlation of T cell densities between the intratumoral stroma and tumor cell nests was shown in cases of oropharyngeal SCC (N = 38). The X and Y axes are shown on a logarithmic scale. Based on the cell density ratios of tumor cell nests to the intratumoral stroma, the polarization status was identified as nest-polarized (>2.0), stroma-polarized (<0.5), and balanced (0.5–2.0).



Focusing on the spatial properties of intratumoral T cells, we next assessed the balance of tumor-infiltrating T cells between tumor cell nests and the intratumoral stroma. We observed diversity in the degree of tumor cell nest infiltration by T cells, ranging from “stroma-polarized” cases, in which most of the T cells were trapped in the intratumoral stroma, to “nest-polarized” cases, in which T cells were abundantly infiltrating into the tumor cell nests (Figure 1C). While some oropharyngeal SCC cases exhibited a balanced distribution of T cells between tumor cell nests and the intratumoral stroma, most cases exhibited polarity in either direction (Figure 1D). These observations indicated that the distribution of “intratumoral” T cells was not necessarily uniform, requiring stratification between tumor cell nests and intratumoral stroma.



3.2 Tissue Segmentation Revealed Intratumoral Heterogeneity of Helper T Cell Phenotypes in HNSCC

Based on the tissue segmentation algorithms dissecting the intratumoral regions into tumor cell nests and intratumoral stromal regions, the densities and compositions of 11 different immune cell lineages were quantitatively evaluated by image cytometry (8) (Figure 2A). Leukocyte composition analysis based on tissue segmentation revealed significantly higher percentages of helper T cells (CD45+CD3+CD8−Foxp3−), B cells (CD45+CD3−CD20+), and CD66b+ granulocytes (CD45+CD3/CD20/CD56−CD66b+) in the intratumoral stroma and a higher percentage of tumor-associated macrophages (TAM) (CD45+CD3/CD20/CD56−CD66b−Tyrptase−CD68+CSF1R+), particularly CD163− TAM, in tumor cell nests (Figure 2A). Focusing on helper T cells, we observed differential distribution patterns of TH1 (CD45+CD3+CD8−Foxp3−Tbet+) in tumor cell nests and TH2 (CD45+CD3+CD8−Foxp3−GATA3+) in the intratumoral stroma (Figure 2B and Supplementary Figure 2A). These observations were supported by statistically high ratios of TH1/TH2 in tumor cell nests (Figure 2C), indicating presence of intratumoral heterogeneity in HNSCC. There was no significant impact of tumor cell nest or intratumoral stromal cell densities of TH1, TH2, CD8+ T cells (CD45+CD3+CD8+), and regulatory T cells (TREG) (CD45+CD3+CD8−Foxp3+) on overall survival (Figure 2D and Supplementary Figures 2B, C). Taken together, these results indicate that helper T cells, which comprise a large proportion of immune cells, differ greatly in localization and phenotype between tumor cell nests and the intratumoral stroma in HNSCC, indicating that helper T cells deserve a detailed phenotyping approach.




Figure 2 | Tissue segmentation elucidates spatially differential phenotypes of immune cell infiltrates in HNSCC. (A) Percentages of immune cell lineages of total CD45+ cells were shown, comparing the intratumoral stroma and tumor cell nest regions. (B) A series of images from an HPV-positive HNSCC tissue section showing differential distribution of Tbet+ CD3+ (TH1) and GATA3+ CD3+ (TH2) cells. Left and middle panels show multiplex IHC images with color annotations. Right panels depict cell identification and location. Boxes represent magnified areas below. Scale bars = 50 μm (C) Ratios of TH1 to TH2, comparing the intratumoral stroma and tumor cell nests, are shown. One case was excluded due to the absence of TH2. Statistical differences in (A) and (C) were determined via Wilcoxon signed rank tests, with *p < 0.05, **p < 0.01, and ****p < 0.0001. (D, E) Kaplan–Meier analyses of overall survival of oropharyngeal SCC (N = 38) stratified by cell densities of TH1 or TH2 infiltrated in tumor cell nests (D) and the intratumoral stroma regions (E) (cutoff = mean). Statistical significance was determined using the log-rank test.





3.3 Impact and Spatial Profiles of Intratumoral Programmed Death Receptor-1-Positive T Cells on the Prognosis in HNSCC

As the potential impact of programmed death receptor-1 (PD-1) expression on intratumoral T cells has been previously reported (17, 20), we next focused on spatial profiles of PD-1+ T cells in HNSCC. Quantification of cell densities with tissue segmentation revealed that tumor cell nests had significantly lower cell densities of PD-1+ helper T cells and PD-1+ TREG than the intratumoral stroma (Figures 3A, B), indicating the presence of spatial heterogeneity in intratumoral PD-1-expressing T cells. Cell densities of PD-1+ CD8+ T cells did not reveal any statistically significant differences between the tumor cell nests and intratumoral stroma (Figure 3C). Notably, a high density of PD-1+ helper T cells and PD-1+ TREG, but not of PD-1+ CD8+ T cells, in tumor cell nests correlated with short overall survival (Figures 3D–F). Similar results were observed even after stratification by HPV status (Supplementary Figure 3A). PD-1+ T cells, including helper T cells, TREG, and CD8+ T cells in the intratumoral stroma or the whole cancer tissue region did not correlate with prognosis (Supplementary Figures 3B, C), indicating the prognostic significance of cell densities and phenotypes of T cells in tumor cell nests. Together, these data indicate that spatial profiles of PD-1+ T cells have a prognostic impact in HNSCC.




Figure 3 | PD-1+ T cells infiltrated in tumor cell nests are associated with prognosis of HNSCC. (A–C) PD-1+ cell densities of helper T cells (A), regulatory T cells (TREG) (B), and CD8+ T cells (CD8) (C) were shown, comparing the intratumoral stroma and tumor cell nests. Statistical differences were determined via Wilcoxon signed rank tests, with **p < 0.01. (D–F) Kaplan–Meier analyses of overall survival stratified by cell densities of PD-1+ cell densities of helper T cells (D), TREG (E), and CD8 (F) were shown (cutoff = mean). Statistical significance was determined using the log-rank test.





3.4 PD-1+ Helper T Cells in Tumor Cell Nests Were Associated With Short Overall Survival

To validate identified candidates from the discovery cohort, the poor prognostic significance of PD-1+ T cells in tumor cell nests was validated by an independent cohort in terms of PD-1+ T cell density with tissue segmentation into tumor cell nests and the intratumoral stroma (Supplementary Table 1). Since helper T cells are putatively identified by CD3+ CD8− populations in the discovery cohort (8), an updated IHC panel including CD4 was applied to the validation cohort to evaluate CD3+ CD4+ T cell populations as helper T cells (Figure 4A). Additionally, instead of p16/EpCAM, pan-cytokeratin (pCK) was used for identification of tumor cell nests to improve versatility. Similar to the findings of the discovery cohort, differential degrees of infiltration of PD-1+ helper T cells (CD3+CD4+) and PD-1+ TREG (CD3+CD4+Foxp3+) were observed (Figure 4A). When the same cutoff value from the discovery cohort was applied to the validation cohort, a high density of PD-1+ helper T cells in tumor cell nests was significantly correlated with short overall survival (Figure 4B). The Cox proportional hazards model showed that a high density of PD-1+ helper T cells in tumor cell nests as an unfavorable prognostic factor, independent of HPV status, clinical stage, and smoking history (Table 1). This tendency was preserved regardless of HPV status, analogous to the discovery cohort (Supplementary Figures 4B, C). When these results were examined in the discovery and validation groups with the cutoff optimized by the ROC curve, the same results were obtained (Supplementary Figures 5A, B). PD-1+ TREG in tumor cell nests did not show prognostic significance, even at the optimal cutoff value (Figure 4C). These observations indicate that PD-1+ helper T cells in tumor cell nests reflect poor prognostic factors.


Table 1 | Variables associated with overall survival: Cox proportional hazards model (Validation cohort, N = 51).






Figure 4 | Prognostic significance of PD-1+ T cell infiltrated in tumor cell nests in the validation cohort. (A) FFPE sections of oropharyngeal SCC (N = 58) were analyzed by a 7-marker multiplex IHC panel. Scale bars = 100 μm. (B) Kaplan–Meier analysis of overall survival stratified by density of PD-1+ helper T cell in tumor cell nest. The same cutoff value as in the discovery cohort (43.1 cells/mm2) was applied. (C) Kaplan-Meier analysis of overall survival stratified by density of PD-1+ TREG in tumor cell nest (cutoff = mean). Statistical significance in (B, C) were determined using the log-rank test.





3.5 Negative Prognostic Significance of PD-1+ Helper T Cells in Tumor Cell Nests Was Related to Colocalization With CD163+ TAM

We next explored cell–cell relationships underlying the negative prognostic significance of PD-1+ helper T cells in tumor cell nests. Correlation analysis of cell densities of PD-1+ helper T cells and various cell lineages in tumor cell nests was performed in the discovery cohort. Notably, PD-1+ helper T cells correlated with CD163+ TAM and total T cells, but not with CD163− TAM and other lineages (Figure 5A). Cell densities of PD-1+ helper T cells in tumor cell nests were significantly correlated with those of CD163+ TAM in tumor cell nests (R = 0.6787, p < 0.0001; Figure 5B). Since CD163+ TAM have been reported to promote the immunosuppressive microenvironment and cancer progression (1, 21), we evaluated the potential prognostic impact of PD-1+ helper T cells and CD163+ TAM in tumor cell nests. A subgroup with high cell densities of both PD-1+ helper T cells and CD163+ TAM exhibited significantly shorter overall survival than the other subgroups (Figure 5C). Together, these observations indicate that tumor cell nest-specific colocalization of PD-1+ helper T cells and CD163+ TAM reflects a tumor-promoting microenvironment and disease aggressiveness.




Figure 5 | Colocalization of PD-1+ helper T cells with CD163+ TAM is associated with poor prognosis. (A) A heat map according to color scale (upper left) presents spearman correlations of cell densities of PD-1+ helper T cells versus various cell lineages within tumor cell nests. (B) Spearman correlation coefficient shows a correlation between PD-1+ helper T cells and CD163+ tumor associated macrophages (TAM) in tumor cell nest regions. The X and Y axes are shown on a logarithmic scale. (C) Kaplan–Meier analysis of overall survival stratified by cell densities of PD1+ helper T cell (cutoff = mean) and CD163+ TAM (cutoff = median) in tumor cell nests. Statistical significance was determined using the log-rank test.






4 Discussion

In this study, we investigated immune cell localization in HNSCC tumors using multiplex IHC and tissue segmentation, revealing tumor cell nest-based characteristics of immune cell phenotypes and prognostic significance. With the increasing attention focused on single-cell analysis, various cellular components in the TiME have been revisited in terms of spatial relationships and tissue context. In many cancer types, aggregation of tumor cells can form a tumor cell nest-specific microenvironment, which is advantageous for cancer cell survival and progression via different metabolic, hypoxic, and inflammatory conditions (22, 23). Although cancer-intrinsic factors are deeply associated with recruitment or exclusion of immune infiltrates, immune characteristics within tumor cell nests are not well understood, mainly due to the lack of single-cell technology with preserved tissue structure. This study provided an in-depth classification of intratumor regions into tumor cell nests and the intratumoral stroma (Figure 1A) and demonstrated microregional heterogeneity in relation to disease aggressiveness.

Since immune cells require multiple markers for lineage and phenotype identification, quantitative evaluation of immune cell lineages with spatial information has been technically challenging due to the limited number of analyzable markers in conventional IHC and immunofluorescence methodologies. To tackle those grand challenges, a variety of new approaches have been actively developed in the field of head and neck cancer as well as various malignancies via seminal technologies such as NanoString GeoMx digital spatial profiling (24), Vectra Polaris (16), co-detection by indexing (25), Visium spatial gene expression analysis (26) and other mIHC technologies (12, 27, 28). Owing to recent advances in multiplex IHC and immunofluorescence technologies as well as spatial genomics and molecular imaging technologies, we adopted a 12-marker chromogenic multiplex IHC platform with tissue segmentation algorithms, enabling identification of cellular components with preserved tissue architecture (Figures 1B–D). Although many of the latest technologies have better resolution and multiplexing abilities, our chromogenic mIHC has the advantages of being 1) inexpensive equivalent to standard IHC, 2) capable of visualizing and quantifying whole tissues, and 3) based on clinically used immunohistochemical methods, making it practical and close to clinical application (8). In this study, the spatial properties of T cells in the intratumoral subregions were quantitatively evaluated in terms of prognostic assessment, suggesting that multiplexed imaging methods can provide a basis for understanding intratumoral heterogeneity and tissue-based biomarker exploration via potential combination of current mIHC and other state-of-the-art technologies in the future.

Based on multiplex IHC analyses with tissue segmentation, the major findings of this study were: 1) polarized TH1/TH2 balance (Figure 2); and 2) poor prognostic significance of PD-1+ helper T cells in HNSCC tumor cell nests (Figures 3, 4). Despite recent controversies (29–31), helper T cells are considered to function differentially depending on their phenotypes thus have been classically divided into TH1 and TH2 (32, 33). The TH1–TH2 paradigm has been largely known to be associated with immune characteristics, where TH1 has been traditionally considered a functional phenotype that enhances anti-tumor immunity via regulation and maintenance of effector and memory functions of CD8+ T cells (34, 35). Simultaneously, a wide range of studies across various types of cancer have revealed that PD-1 on T cells is a major inhibitory receptor that regulates T cell dysfunction, compromising the ability to eliminate antigenic tumor cells (15, 20, 36). In agreement with previous studies indicating that PD-1+ T cells is associated with poor prognosis in breast cancer before the era of immunotherapy (37, 38), our data demonstrate that a high density of PD-1+ helper T cells in tumor cell nests was a significant poor prognostic factor in HNSCC that was not treated by immunotherapy (Figures 3, 4). Given that PD-1 expression on T cells is induced by continuous exposure to antigens (39), the predominant expression of PD-1 within tumor cell nest-infiltrated T cells, particularly with TH1 phenotypes, may be related to the abundance of tumor antigens in tumor cell nests and reduced intrinsic antitumor immunity. Considering that the presence of PD-1+ T cells correlates with favorable response to immune checkpoint blockade in melanoma, non-small cell lung cancer, and gastric cancer (17, 20), the high frequency of PD-1+ helper T cells in tumor cell nests might be a potential therapeutic target by immune checkpoint blockade.

HNSCC has been known to possess a TH2-polorized microenvironment (40, 41), where abundance of CD8 T cells (42), and helper T cells including PD-1+ T cells have favorable prognostic significance (42, 43). However, recent single-cell analysis revealed the existence of tumor heterogeneity within head and neck cancer tissues, and the need for detailed analysis of HNSCC, including spatial information (44). In the context of tumor heterogeneity, the present study demonstrated that TH1 predominance in the tumor cell nests in HNSCC (Figure 2) as well as poor prognostic significance of PD-1+ helper T cells in the tumor cell nests (Figures 3, 4). Given that the whole tumor tissue is basically TH2-dominant (45) and the frequency of PD-1+ helper T cells in the whole tissue is associated with favorable prognosis (43), the present study focusing on tumor cell nests showed the opposite results to the whole tumor. Although TH1-polarization within the tumor cell nests, especially in HPV-positive cancers (Figure 2), suggests the potential involvement of T-cell immunity in response to tumor-specific antigens, our data simultaneously indicates that TH1-polarized helper T cells could be dysfunctional in view of high expression of PD-1 (Figure 3), which can serve as one of T cell exhaustion markers such as Eomes, TIM-3, LAG-3, etc (46). Interestingly, in this study, PD-1+ helper T cells were found to co-localize with TAM in the tumor cell nests (Figure 5), suggesting the presence of microregional immune-microenvironmental profiles associated with immunosuppression, potentially leading to dysfunctional status of helper T cells. Those observations highlight the importance of spatially-resolved understanding of the heterogeneity of immune microenvironment in HNSCC.

To explore the mechanisms underlying the negative prognostic impact of PD-1+ helper T cells, we comprehensively investigated the potential relationships between PD-1+ helper T cells and various immune cells, indicating potential interactions between PD-1+ helper T cells and myeloid cells (Figure 5). CD163+ TAM, which have similar properties to M2 macrophages, are associated with an immunosuppressive microenvironment and unfavorable clinical outcomes in breast, bladder, ovarian, gastric, and prostate cancers (47–49). Furthermore, several preclinical and clinical studies have indicated a synergic effect of inhibiting TAM and the PD-1/PD-L1 axis (21). Although detailed biological mechanisms need to be explored in future studies, these studies indicate that colocalization of TAM and PD-1+ helper T cells can serve as an additional therapeutic target against the immunosuppressive tumor cell nest-specific microenvironment.

One of possible limitations of this study is that the discovery and validation cohorts were derived from archived specimens from the pre-immunotherapy era for HNSCC; thus, potential correlations between PD-1+ T cells and response to immunotherapy were not included in this study. Given that intratumoral PD-1+ helper T cells correlate with response to immune checkpoint inhibitors in melanoma (17), the observed negative prognostic significance of PD-1+ helper T cells by conventional chemotherapy may provide a favorable indication for anti-PD-1 therapy in combination with cytotoxic therapeutics in HNSCC. While PD-1 is considered to be one of T cell exhaustion markers (46), the functional status of PD-1+ helper T cells identified in our study was not investigated at this time, and should be verified by future functional analysis. Additionally, although this study focused on the tumor cell nests rather than the tumor-surrounding stroma, the phenotypes and origin of intratumoral stroma is also important, particularly in oropharyngeal cancer. Given that the intratumoral stroma can have heterogenous background such as newly developed by cancer cells, and the remnants of normal structures due to direct invasion from cancer cells, further studies are required for understanding spatial profiles of immune microenvironment focusing on the intratumoral stroma.

In summary, this study demonstrated that dividing the intratumor region into tumor cell nests and the intratumoral stroma provides an in-depth understanding of the microregional characteristics of the TiME. Since a high density of PD-1+ T cells in tumor cell nests was identified as a predictor of prognosis, monitoring spatial phenotypes of PD-1+ helper T cells may provide a stratification for optimized treatment in HNSCC.
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Supplementary Figure 1 | Image cytometry-based cell population analyses and gating strategies. (A) Gating thresholds for qualitative identification were determined based on each specimen’s comparison. The X and Y axes are shown on a logarithmic scale. (B) Location of each cell in reference to image cytometry is visualized by pseudo-colored picture plot and location plot.


Supplementary Figure 2 | Multiplex IHC images and survival analysis for regulatory T cells (TREG) and CD8+ T cells (CD8). (A) Single channel images in support of Figure 3B. An immunostaining of Nuclei, p16, CD3, Tbet, and GATA3 in an HPV-positive HNSCC tissue section. Scale bars = 50 μm. Boxes represent magnified areas below. (B, C) Kaplan–Meier analysis of overall survival stratified by density of TREG (B) and CD8 (C) in tumor cell nests (cutoff = mean). Statistical significance was determined using the log-rank test.


Supplementary Figure 3 | Prognostic significance of T cells in relation to HPV-status and tissue segmentation. (A) Kaplan-Meier analysis of overall survival stratified by density of PD-1+ helper T cell in the intratumoral stroma of HPV-positive cases (left) and HPV-negative cases (right). (B, C) Kaplan–Meier analysis of overall survival stratified by density of PD-1+ helper T cells (B) and PD-1+ TREG (C) in the intratumoral stroma and whole cancer tissue. In (A–C), the respective mean value was used as the cutoff, and statistical significance was determined using the log-rank test.


Supplementary Figure 4 | 7-marker multiplex IHC panel reveals prognostic significance of PD-1+ helper T cells. (A) Single channel images in support of Figure 4A. An immunostaining of nuclei, pCK, CD3, CD4, CD8, Foxp3, PD-1, and CD66b in an HNSCC tissue section. Scale bars = 100 μm. (B, C) Kaplan–Meier analysis of overall survival stratified by density of PD-1+ helper T cell in the intratumoral stroma of HPV-positive cases (B) and HPV-negative cases (C) in the validation cohort. The respective mean value was used as the cutoff value, and statistical significance was determined using the log-rank test.


Supplementary Figure 5 | Prognostic significance of PD-1+ T cells infiltrated in tumor cell nests stratified by receiver operating characteristic (ROC)-derived cut-off. (A, B) ROC curves were shown comparing specificity and sensitivity of the density of PD-1+ helper T cells infiltrated in the tumor cell nest in the discovery (A) and validation (B) cohorts. (C, D) Kaplan-Meier analysis of overall survival stratified by density of PD-1+ helper T cell infiltrated in the tumor cell nest in the discovery (C) and validation (D) cohorts. Cut-off was determined using ROC analyses in (A, B). Statistical significance was determined using the log-rank test.


Supplementary Table 1 | Patient characteristics in the validation cohort.


Supplementary Table 2 | A complete list of antibodies and conditions used for staining.
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Cellular composition and structural organization of cells in the tissue determine effective antitumor response and can predict patient outcome and therapy response. Here we present Seg-SOM, a method for dimensionality reduction of cell morphology in H&E-stained tissue images. Seg-SOM resolves cellular tissue heterogeneity and reveals complex tissue architecture. We leverage a self-organizing map (SOM) artificial neural network to group cells based on morphological features like shape and size. Seg-SOM allows for cell segmentation, systematic classification, and in silico cell labeling. We apply the Seg-SOM to a dataset of breast cancer progression images and find that clustering of SOM classes reveals groups of cells corresponding to fibroblasts, epithelial cells, and lymphocytes. We show that labeling the Lymphocyte SOM class on the breast tissue images accurately estimates lymphocytic infiltration. We further demonstrate how to use Seq-SOM in combination with non-negative matrix factorization to statistically describe the interaction of cell subtypes and use the interaction information as highly interpretable features for a histological classifier. Our work provides a framework for use of SOM in human pathology to resolve cellular composition of complex human tissues. We provide a python implementation and an easy-to-use docker deployment, enabling researchers to effortlessly featurize digitalized H&E-stained tissue.
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Introduction

Cell organization in the tissue is deliberate (1–3) with specific cell types arranged into spatial structures driving tissue function both in health and disease, as well as patient outcome and therapy response in disease (2–5). Additionally, hospitals around the world routinely digitalize histological tissue slides collecting vast amounts of image data. Automatic extraction of clinical and actionable information from histological images is, therefore, the next aim in the field of digital pathology. However, automatic reading of digitized histological specimens is hindered by a complex nature of the images characterized by cellular and spatial heterogeneity, where both cell morphology and spatial distribution are parameterized by high dimensional space. While machine learning and, in particular, deep learning models applied to histopathology provide the first evidence that automatic slide reading might be possible (6–8), the narrow focus of these models on specific diseases or cell types (9) as well as their black-box nature hinders their interpretability and widespread use (10). Digital pathology thus needs more transparent models allowing for manual validation and broader application.

Parallel to computer vision methods, biochemical methods based on immunohistochemical tissue staining or RNA Sequencing (RNA Seq) can be used to resolve tissue architecture. Interestingly, spatially resolved multiplexed imaging was demonstrated to outperform conventional biomarker studies in predicting patient response to anti-PD-1/PD-L1 therapies (11). Biochemical techniques, such as immunohistochemistry, multiplex ion beam imaging by time of flight (MIBI-TOF) (12), or termed co-detection by indexing (CODEX) (13), are based on immune staining and require sophisticated reagents, lengthy staining optimizations, and specialized visualization equipment, and are thus unfit for large-scale datasets. Single-cell RNA Seq techniques like Drop-Seq (14) offer transcriptomic profiling at scale but entirely lose the spatial tissue context and do not accurately capture all cell types, as certain cell populations die because of tissue dissociation and other cells are too large to fit the microfluidics. These problems can be solved with new spatial transcriptome profiling platforms like Slide-seq (15), yet with a resolution tradeoff, as they can only profile small groups of cells. More importantly, both single-cell RNA seq and spatial transcriptomic platforms entirely lose information about cell morphology.

In this work, we leverage nuclear segmentation, self-organization algorithms, and non-negative matrix factorization (NMF) to automatically and quantitatively summarize nuclear morphology and spatial organization in the histological images. Our method, called Seg-SOM, performs nuclear segmentation, classification, and in silico nuclear labeling on the hematoxylin and eosin (H&E)-stained tissue section images routinely used in the clinic. Seg-SOM serves as a histological image dimensionality reduction method that provides descriptive H&E image statistics. The technique utilizes an artificial neural network called self-organizing map (SOM) (16) that learns to group nuclei by morphological features, such as nuclear shape and size, into a lower-dimensional space that is visually interpretable. We show that Seg-SOM can delineate major cellular lineages and reveal nuclear substates. We validate our approach using multicolor immunofluorescence and apply the workflow to two large breast cancer image datasets we generated to (1) predict lymphocyte infiltration and (2) devise spatial biomarker to classify breast ductal carcinoma in situ (DCIS) lesions into changes that presented alone or accompanied by invasive breast cancer. We anticipate our approach can facilitate a greater understanding of cell morphological and spatial dynamics in complex tissue environments, and their relationships with disease stage or other clinical correlates. Importantly, Seg-SOM opens the door to mining vast amounts of archival data and publicly available histological images without requiring additional staining or hand-labeled training sets. To that end, we have made our code publicly available. Modular implementation of our pipeline allows for easy-to-use application and extension to specific use cases.



Results


Seg-SOM Workflow: Segmentation, Self-Organization, Clustering, and Applications

Quantification of cell morphology is challenging because the visual features of each cell are parametrized by high dimensional space. The purpose of the Seg-SOM method is to transform the high dimensional visual features of each cell into an interpretable, lower-dimensional space where they can be used for in silico labeling of cells. In this manuscript, we focus on features pertaining to the morphological appearance of cellular nuclei.

The Seg-SOM pipeline consists of three parts: (1) nuclear segmentation (Figure 1A, box 1), (2) training of a self-organizing map (SOM) and hierarchical clustering of discovered nuclear subtypes (Figure 1A, box 2), and (3) in silico labeling (Figure 1A, box 3). The pipeline takes a standard H&E image as an input (Figure 1B). An input image is next fed into a segmentation neural network assigning every pixel in an input image as nuclei or nuclear border (Figure 1C). Subsequently, every nucleus is extracted from the segmented image and converted into a feature vector using PCA decomposition. The SOM is trained on a collection of the feature vectors, representing all nuclei present in the investigated dataset, learning to self-organize the nuclei into nodes on a user-defined grid (Figure 1D). During this self-organization process, each node on the SOM grid learns its own signature feature vector. As the SOM model trains successively on the PCA decomposed feature vectors of each segmented nucleus in the dataset, the elements of each SOM grid node’s feature vector are learned by the model automatically, through the learning and update algorithm. The adjacent nodes on a SOM grid are organized so that they constitute a continuum of nuclear shapes and visually resemble each other. We chose a 7×7 hexagonal SOM grid composed of 49 total cell nuclei nodes, which we found to be sufficient for representing the nuclear heterogeneity present in the training set. The learned SOM nodes (Figure 1D) display an organizational structure along the two major axes of the SOM grid, with the left-right axes organized by a large to small nuclear size gradient, and the top-bottom axes organized by nuclear aspect ratio.




Figure 1 | Seg-SOM pipeline reveals spatial nuclear organization in complex tissue images. (A) A schematic of Seg-SOM pipeline workflow. (1) Input H&E images are used for nuclear segmentation using a convolutional neural network (CNN). (2) SOM is trained on PCA feature vectors describing each nucleus in the dataset, and discovered SOM nodes are hierarchically clustered into classes. (3) Segmented H&E images are in silico labeled according to the hierarchical SOM class they belong to. (B) Standard hematoxylin and eosin (H&E) stained image showing a cluster of epithelial cells in the center, with a region of lymphocytic infiltration on the top right side. (C) Cellular nuclei segmented from an H&E input image in (A), by the nuclei segmentation neural network; background indicated in white and nuclei indicated in black. (D) Segmented nuclei organized by the SOM into a 7×7 node grid. The learned axes arrange nuclear size in the vertical direction and nuclear aspect ratio in the horizontal direction. SOM nodes are colored by the classes learned by hierarchical clustering. (E) The linkage tree for the 49 SOM nodes, with six hierarchical clusters shown in different colors. The nodes with the smallest nuclei are themed Debris and colored yellow. The cyan-colored small and round nuclei nodes are called Lymphocyte. Nuclei of intermediate size, corresponding to colors red, blue, and pink, are called Epithelial1, Epithelial2, and Epithelial3. Long nuclei with a high aspect ratio, colored green, are annotated as Fibroblasts. (F) The segmented H&E image corresponding to (B, C), in silico labeled by hierarchical SOM clusters, showing the concentration of Epithelial1, Epithelial2, and Epithelial3 nuclei in the center of the image (red, pink, and blue), and the Lymphocyte nuclei enriched in the top right corner.



We used hierarchical clustering of the SOM node feature vectors to group them into nuclear clusters (Figure 1E). We found that six clusters work well to differentiate between major tissue cell lineages that can be appreciated from the H&E staining: epithelial cells, fibroblasts, and lymphocytes. Based on the shape size and the spatial distribution in the tissue, we annotated each of the hierarchical clusters to further assist in the interpretation of the results. The small yellow matter grouped in SOM hierarchical class 1 (Figure 1E), with physical sizes between 0.1 and 2 µm, likely correspond to small bits of extracellular matter and are not real cell nuclei, and hence we term them “Debris.” We call the cyan-colored nuclei, grouped by clustering into class 2, Lymphocytes. The SOM hierarchical Lymphocyte class nuclei have sizes between 2 and 10 µm, are small, and nearly circular in shape (Figure 1E). The hierarchical SOM class 1, called here Debris, and class 2, called here Lymphocyte, form the first major branch of the clustering dendrogram (Figure 1E). The second dendrogram branch consists of (1) the larger, highly circular blue nuclei, measuring between 10 and 15 µm in diameter, which we annotated as “Epithelial1”; (2) the smaller, diversely shaped nuclei measuring between 10 and 12 µm in diameter of red nuclei are called “Epithelial3”; and (3) the large, relatively high-aspect ratio, pink nuclei, between 15 and 25 µm, which we called as “Epithelial2”. Hierarchical clustering of SOM nodes additionally identified a scattered population of cells with elongated nuclei that likely correspond to fibroblasts, which are labeled in green.

The learned grid of SOM nodes and the corresponding feature vectors can be used to digitally “stain” segmented nuclei on other images (Figure 1F). This is achieved by comparing the PCA feature vector of every nucleus on a new image to feature vectors to the trained SOM nodes and assigning the new nuclei to a SOM node with the smallest root-mean-square error. The nucleus in question is then colored by the hierarchical classification of its designated SOM node.

SOM grid can be extended to encompass other cell morphological features, such as cell color and texture. When including other visual features in the SOM grid, it may become desirable to extend the SOM model to higher dimensions. The spatial dimensionality of the SOM grid determines the number of axes of information that can be represented, and we have also trained four-dimensional SOM models that self-organize into axes of nuclear size, shape, texture, and color information (Supplementary Figure 3).



Validation of SOM Clusters With Immunofluorescence Staining

We used immunofluorescence staining to validate nuclei type annotations of clustered SOM nodes. CD3 was used to delineate T cells and pan-cytokeratin (KER) to delineate epithelial cells (Figure 2A). First, we show that the spatial pattern and density of the CD3-stained T cells (turquoise stain Figure 2A) corresponded to small, densely packed nuclei in the stromal compartment on the corresponding H&E image (Figure 2B), and the SOM hierarchical class was annotated as Lymphocytes (Figure 2C). Secondly, we show that spatial distribution and density of the epithelial cell clusters stained by KER (red stain Figure 2A) and arranged in apparent tumor island clusters on the H&E stain (Figure 2B) reflects nuclei labeled by hierarchical SOM classes annotated as Epithelial1, Epithelial2, and Epithelial3, and indicated by nuclei colored red, blue, and pink (Figure 2C). We further quantified the fluorescence staining intensity of each Seg-SOM hierarchical class (Figure 2D) by computationally collecting results from 15 breast cancer tissue microarray cores with breast invasive carcinoma in situ (IDC). Quantification of CD3 signal intensity around the nuclei shows that CD3 staining is significantly enriched in Lymphocyte SOM class compared to other hierarchical SOM clusters (Figure 2D, top). Furthermore, we show that SOM-labeled epithelial clusters have significantly higher KER staining intensity compared to Lymphocyte and Fibroblast SOM clusters (Figure 2D, bottom). Therefore, we have shown there is a strong correlation between the KER and CD3 normalized stain intensity and the Seg-SOM identified Epithelial and Lymphocyte class nuclei, respectively.




Figure 2 | Validation of SOM in silico labeling with immunofluorescent staining. (A) A representative image of a TMA core and corresponding magnified regions: stained with CD3 (cyan) and KER (red), (B) H&E stained, and (C) in silico labeled with hierarchical SOM classes. Bottom panels of (A–C) are magnifications of the region boxed in the upper panel. (D) Mean CD3 and KER staining intensities of 15 IDC TMA tissue cores were shown for each of the SOM hierarchical classes. a.u., arbitrary units.





Seg-SOM Estimates Lymphocyte Infiltration in the Tissue

The tumor ecosystem is a complex mixture of transformed cancer cells and a variety of associated normal cell types like infiltrating immune cells, fibroblasts, endothelial cells, and other cell types (17). Tumor-infiltrating lymphocytes (TILs) reflect an adaptive immune response to tumors. TILs are well documented to determine therapy responsiveness (17) and are associated with favorable prognosis (18, 19). Nowadays, in situ lymphocyte infiltration evaluation is being increasingly suggested to be added as a new component to the traditional TNM (Tumor size, lymph Node spread, Metastasis presence) scoring (20–22). TIL estimation is also being used as an inclusion criterion to select patients for clinical trials or prescreen candidates for immunotherapy targeting T-cell responses like anti-CTLA4, anti-PD-1, and anti-PDL1 antibodies. We show that Seg-SOM labeling can serve to estimate lymphocytic infiltration. We applied the Seg-SOM method to a dataset composed of 266 tissue microarray core images of the subsequent stages of breast cancer progression including normal breast ducts (normal), breast ducts with hyperplasia/early neoplasia (EN), breast ducts involved with ductal carcinoma in situ (DCIS), and regions of invasive ductal carcinoma (IDC). We show how the Seg-SOM pipeline can identify hierarchical SOM Lymphocyte nuclei class (cyan) and combined Epithelial1, Epithelial2, and Epithelial3 hierarchical SOM class nuclei (red) (Figure 3A) on the representative H&E-stained tissue microarray cores with high and low lymphocyte infiltration. To quantify the accuracy of the Seg-SOM pipeline in estimating the lymphocytic infiltration, we asked whether the number of nuclei assigned as hierarchical Lymphocyte nuclei class corresponds to an infiltration score assessed by a surgical pathologist, which we call here an immunoscore. When considering all stages of progression, we find a moderately strong correlation (ρ = 0.5) between the number of Seg-SOM-annotated Lymphocyte nuclei and the immunoscore, at an extremely high confidence level (p < 2e-16) (Figure 3B). When examining the individual correlations between the number of hierarchical SOM Lymphocyte class nuclei and the immunoscore, stratified by breast tumor progression stage (Figure 3C), we find that the correlation is stronger for normal and EN tissue types (ρ > 0.5), compared to DCIS (ρ = 0.21) and IDC (ρ = 0.43). This could be due to greater morphological pleomorphism in the cancerous lesions, which leads to irregularly shaped epithelial nuclei being categorized as SOM hierarchical Lymphocyte class nuclei. Moreover, we show that the lymphocyte infiltration increases with tumor progression as the immunoscores and the number of Seg-SOM identified Lymphocyte class nuclei are higher in DCIS and IDC compared to normal breast ducts (Supplementary Figure 1). The calculated average immunoscores are 1.20, 1.42, 1.48, and 1.76 for normal, EN, DCIS, and IDC, respectively. The average hierarchical SOM Lymphocyte class nuclei counts per stage are 686, 1,150, 1,263, and 1,792, respectively. These results show that the Seg-SOM pipeline can be successfully used to estimate lymphocyte infiltration in complex images of histological tissue sections.




Figure 3 | SOM in silico labeling can be used to predict lymphocyte infiltration in TME. (A) Left panel, H&E images of breast tissue TMA cores with high and low lymphocyte infiltration, respectively. Right panel, corresponding images of segmented nuclei in silico labeled with SOM hierarchical classes into either combined SOM Epithelial class (red) or SOM Lymphocyte class (cyan). (B, C) TIL infiltration assessed by a pathologist as an immunoscore (1-low, n = 155; 2-medium, n = 89; 3-high, n = 22), plotted against the number of SOM Lymphocyte class nuclei predicted by the Seg-SOM pipeline (B), estimated on breast progression dataset composed of 285 breast TMA images combined and (C) stratified by different stages of breast cancer progression: normal breast ducts (normal, n = 56), ducts with early neoplasia (EN, n = 62), ducts with ductal carcinoma in situ (DCIS, n = 58), and regions of invasive ductal carcinoma (IDC, n = 90). Scale bars in (A) are 375 µm.





Highly Interpretable Feature Extraction With Seg-SOM for Breast Cancer

DCIS is a risk factor and a precursor lesion for IDC. Recent advances in contemporary cancer screening imaging techniques, like mammography, caused a significant increase in DCIS detection rates. However, studies show that only 13–52% DCIS patients do progress and develop IDC (23, 24). This raises concern that many DCIS patients get overtreated. Therefore, methods of improving DCIS stratification are urgently needed. We run the Seg-SOM pipeline on a dataset composed of 285 DCIS tissue microarray core images of samples from patients that were diagnosed with DCIS only (IDC-negative, n = 93) or patients diagnosed with DCIS with a concurrent IDC (IDC-positive, n = 192) (Figure 4A) to identify tissue architecture features predictive of whether DCIS is likely to present alone or accompanied by IDC. We hypothesize that IDC-negative DCIS tumor microenvironment (TME) differs from that of IDC-positive DCIS TME, and that tissue architecture features discriminating IDC-positive from IDC-negative DCIS lesions can reveal predictors of DCIS progression to IDC. The dataset is composed of pictures containing exclusively DCIS lesions, and thus we aimed to identify IDC-positive patients based only on the appearance of the DCIS.




Figure 4 | Spatial organization of SOM nodes predicts whether DCIS is likely to be IDC-negative or IDC-positive. (A) IDC-negative and IDC-positive DCIS dataset description. (B) A schematic representation of spatial feature extraction and IDC-positive/negative DCIS classification workflow. (C–E) Visualization of selection of top five spatial features; (C) an interaction matrix representing an average spatial distance between each of 49 SOM nodes. (D) 100 spatial features obtained by non-negative matrix factorization of the interaction matrix. (E) Top five spatial features with the largest magnitude of coefficients obtained with L1 Feature selection. (F) Top five logistic regression features weights obtained by 5,000 iterations of a five-fold cross-validation procedure used to classify IDC-negative and IDC-positive DCIS images. Red error bars indicate the standard deviation of the weights from 5,000 instances of five-fold cross-validation used to train the logistic regression model.



Proximity of different cell subtypes in the tissue enables cell interactions and determines tissue fate. Each of the SOM nodes represents a distinct nuclear morphology and enables the discovery of nuclear subtypes and substates. Using the SOM grid trained on the IDC-negative/positive DCIS dataset, we constructed a set of features that characterize how different nuclear morphologies are spatially organized within the image. Specifically, we computed pairwise distances between cell nuclei representing each of the 49 SOM nodes and displayed the results using an interaction matrix (Figures 4B, C). The interaction matrix measures 49×49 elements, and each element of the matrix describes how likely nuclei from every two SOM nodes are spatially close to each other on the pictures of the dataset analyzed. Henceforth, we also use the term “interaction” to describe a scenario in which nuclei of one SOM node are spatially close to those of another node. We next reduced the dimensionality of the full interaction matrix to a 100-dimensional feature set using non-negative matrix factorization (Figures 4B, D). Subsequently, we trained an L1 classifier on the dimensionally reduced interaction matrix and extracted the top five features most predictive of DCIS being IDC-positive (Figures 4B, E). We next used the top five predictive interaction features to train a second L2 classifier (Figures 4B, F). We performed 5,000 iterations of the whole process, with five-fold cross-validation over the entire dataset (Figure 4B). Based only on the top five features, the classifier showed significant discriminative power to classify IDC-negative and IDC-positive DCIS pictures. It achieved an overall F1 score of 0.766 and AUC of 0.696 (Table 1 and Supplementary Figure 2) in comparison to an F1 score of 0.744 and AUC of 0.779 achieved on the training dataset. The comparable F1 scores between training and test datasets indicate the model is not overfitting, and the higher AUC score on the training set indicates the prediction probabilities are better calibrated for the sample distribution of the training set.


Table 1 | Results of logistic classification of IDC-positive vs. IDC-negative DCIS.



Of the top five selected model features, four features are negatively weighted, predicting the patient whom DCIS was imaged is more likely to be IDC-negative, while a single feature, Feature #3, is positively weighted, predicting a greater likelihood of the patient being IDC-positive (Figure 4F). We visualized the top five predictive spatial interaction features in the context of the SOM grid (Figures 5A–E left panel) and present them next to an example of DCIS region enriched in each feature, colored by SOM hierarchical classes (Figures 5A–E middle panel), and H&E staining (Figures 5A–E right panel). The five top features are visualized on the SOM grid using rectangles and lines highlighting and connecting interacting SOM nodes. The color of the rectangle indicates the hierarchical SOM class of the node. The brightness of the rectangle surrounding each SOM node indicates its total weighted contribution to the interaction feature and reflects the abundance of that node’s nuclear type. The brightness of the white node-connecting lines indicates the strength of interactions between SOM nodes. Feature #1 indicates lymphocyte infiltration, as it highlights interactions between a few hierarchical Lymphocyte class nuclei with hierarchical SOM Fibroblast class nodes (Figure 5A). Features #2 and #4 are enriched in larger, epithelial nuclei, primarily from the first row of the SOM grid (Figures 5B, D). Features #2 and #4 display overlap of SOM nodes and have a relatively large correlation coefficient of 0.2. Feature #3 characterizes a different epithelial nuclear SOM node, which the model associated with an increased likelihood of IDC-positivity. In spite of rather subtle differences in the nuclear shape of nuclei enriched in Feature #3, and those enriched in Features #2 and #4, the model indicates significant differences in the predictive power of these nuclei’s distribution in IDC-negative vs IDC-positive DCIS pictures. Compared to Features #2 and #4, Feature #3 describes interactions of cells all based around a single SOM node with an increased lymphocyte involvement (Figure 5C). Additionally, Seg-SOM labeling shows that Feature #3 (Figure 5C middle panel) displays a different spatial organization with lower cell density compared to Features #2 and #4 (Figures 5B, D middle panel). Finally, Feature #5 is enriched in a set of epithelial cells with elongated and larger nuclei (typically of 12 × 24 µm) colored purple and blue by the hierarchical clustering scheme. (Figure 5E). The model weight of Feature #5 is strong, at −0.33, and its negative leaning influences the classification well beyond its error bar, indicating its robustness. The negative model weight of Feature #5 is consistent with previous findings and clinical scoring practice (25) where nuclei with a long aspect ratio are typically associated with low-grade tumor cells and a lower chance of IDC progression.




Figure 5 | Visualization of top predictive features for IDC-positivity prediction in DCIS. (A–E) Left panel, visualization of the spatial interaction Features #1–5 in the context of the SOM node grid. Features #1–5 were learned during the IDC-negative IDC-positive classification task illustrated in Figure 4. The intensity of the white lines shows the interaction strengths between different SOM nodes in the given feature. The intensity of the tile surrounding each node shows the sum of all interactions with the node; in other words, it indicates how prominently the node contributes to the given feature. Middle and right panels, representative images of DCIS tissue regions enriched in Features #1–5. Middle panel, segmented and in silico SOM-labeled cell nuclei, colored by the hierarchical SOM class. Right panel, corresponding H&E images. Scale bars have 200 µm.



In summary, our analysis of spatial nuclear distribution between different SOM-discovered nuclear subtypes disclosed a complex system of cell interactions predictive of whether DCIS is likely to be diagnosed alone or accompanied by the IDC in breast cancer patients. We revealed four nuclear subtype interaction patterns associated with DCIS lesions that are indicative of lower risk of progression from DCIS to IDC, and one epithelial/lymphocyte interaction pattern that correlates with an increased risk of DCIS to be accompanied by IDC.




Discussion

We describe a computer vision method, Seg-SOM, that can discover nuclear subtypes in complex histological images based on their morphology. We use it to visualize nuclear heterogeneity and tissue architecture and thus reveal information that traditionally requires immune-staining and/or professional histological assessment. The Seg-SOM method operates on H&E stains routinely used in clinical practice. The Seg-SOM workflow consists of three primary steps: (1) nuclear segmentation, (2) nuclei grouping based on their shape and size performed by the self-organizing map algorithm combined with hierarchical clustering of SOM nodes, and (3) in silico cell type staining. SOMs have been previously used in digital pathology for red blood cell classification (26), megakaryocyte subtypes clustering (27), and analyzing 3D cell surface information (28). This work is the first to present the combination of SOMs and NMF as a general tool for dimensionality reduction of nuclear morphology, the grouping of nuclei in complex tissues, discovering nuclear subtypes, nuclear in silico labeling, and extracting machine learning features as potential spatial biomarkers.

In this work, we perform nuclear segmentation on H&E-stained tissue images, yet tissue images of any nuclear stain can be used as input to the Seg-SOM method. We further note that while we used a convolutional neural network (CNN) for nuclear segmentation, any other cell segmentation technique can be used.

We validated our annotation of hierarchical SOM nuclei classes and the in silico cellular staining by comparing them with immunofluorescent staining for markers of epithelial cells and lymphocytes, KER, and CD3, respectively. We did not expect Seg-SOM labeling to identically reproduce the results of immunofluorescent staining, as the Seg-SOM organizes cells only based on the shape of their nuclei, while immunofluorescence, used for the annotation validation, indicates the cytoplasmic protein expression. However, we show significant enrichment of CD3 IF staining around hierarchical SOM Lymphocyte class compared to hierarchical SOM Epithelial and Fibroblast classes, and enrichment of KER IF staining around hierarchical SOM Epithelial1, Epithelial2, and Epithelial3 classes compared to hierarchical SOM Lymphocyte and Fibroblast classes. This result demonstrates that Seg-SOM can be reliably used to in silico stain H&E images.

Furthermore, applying the Seg-SOM pipeline to two breast tissue image datasets, we demonstrate two applications of the Seg-SOM method. First, using in silico labeling, Seg-SOM allowed us to highlight tumor-infiltrating lymphocytes (TIL) and estimate TIL infiltration in normal and cancerous breast tissue. Secondly, we demonstrate how SOM nodes can be used to construct interpretable features of nuclear spatial organization for machine learning tasks. We show how analysis of the spatial distribution and proximity of different SOM-identified nuclear subtypes can be used for the classification of IDC-negative and IDC-positive DCIS images. Our approach can be especially valuable for identifying interactions between two cell populations and their prognostic value. We revealed that interaction of subtly different nuclear shape subtypes with distinct stromal cell subsets can contribute very differently to the likelihood of IDC concurrence. Specifically, we found two features describing nuclear interaction in DCIS, Features #3 and #4, that are enriched in epithelial nuclei of very similar shape and size, yet with an opposite likelihood of IDC-positivity. Our model also predicted that Feature #5, enriched in elongated nuclei, has a relatively strong predictive power of IDC-negativity. This finding is consistent with the fact that enrichment of long-aspect ratio cells characterizes low-grade tumors with a lower chance of progression.

There are important limitations to this study. First, Seg-SOM relies on the quality of images and segmentation performance. If the H&E staining of an analyzed image was significantly different from the images that the Seg-SOM segmentation model was trained on, one would expect an increase in segmentation errors. Certain debris on darker stains can be segmented as nuclei, and improperly stained nuclei may not be picked up. The quality of the nuclei segmentation can have a significant impact on subsequent steps of cell clustering and labeling by Seg-SOM, especially if the segmentation error is heterogenous amongst different cell types. Second, Seg-SOM may incorrectly assign classes to nuclei with changed morphology (due to cell division, cell death, or technical artifacts). In tumors with high nuclear pleomorphism like DCIS and IDC, dying tumor nuclei shrink and start to resemble smaller cells’ nuclei like lymphocytic nuclei. In our analysis, we report dying tumor cells that are stained with KER but were assigned by the Seg-SOM pipeline as hierarchical SOM Lymphocyte class (Figure 2C). The frequency of similar errors will vary and depend on tissue/disease characteristics. If the shape and size of the nuclei with changed morphology are similar to other nuclear classes, immunofluorescent staining is the only way to verify the nuclear identity. On the other hand, highly irregular nuclei get assigned to separate SOM grid bins and can be sorted out by the user. Moreover, SOM identified hierarchical Lymphocyte class likely includes NK, NKT, and B cells apart from CD3-positive T cells.

Despite these limitations, Seg-SOM can perform dimensionality reduction and in silico labeling of complex tissue images, containing thousands of different cells, within seconds, while relying on no tunable parameters. Our pipeline further has the advantage that it is entirely automated, does not require human labeling substantial training data or hand-crafted features sets, and is thus easily scalable, allowing for full standardization of the technique. The Seg-SOM workflow can be used unchanged to characterize different nuclear subtypes distribution in complex tissue environments using images of H&E-stained tissue. Importantly, the SOM model we present in this work can be retrained to discover new cellular subtypes in different tissue types and pathologies. The pipeline can be further modified to organize the morphology of whole cells if whole cell segmentation is used.

We anticipate that Seg-SOM will have a variety of uses in the digital pathology era. In particular, as a dimensionality reduction, segmentation, and in silico cell-type labeling tool, Seg-SOM provides the first and necessary step in exploring cellular heterogeneity and special cell organization in complex tissue environments, and importantly cell relationships with disease stage or other clinical correlates. Our approach lends itself to high levels of interpretability and can facilitate the discovery of prognostic and predictive markers associated with cell morphology and cellular interactions. We foresee Seg-SOM as a valuable discovery tool that opens doors to mine vast amounts of archival data and publicly available histological images.



Methods


Used Datasets Description

	1. U-Net Training dataset: a publicly available dataset of 21,623 hand-annotated nuclear boundaries from 30 whole slide images that were H&E stained and captured at 40× magnification (29). The images were downloaded from The Cancer Genome Atlas (TCGA) and contained tissue from seven organs: breast, liver, kidney, prostate, bladder, colon, and stomach; including normal and tumor regions. Each whole slide image was cropped to 1,000 × 1000 images containing regions dense in nuclei and annotated using Aperio ImageScope software.

	2. Immunofluorescence validation was performed on a set of 15 IDC tissue microarray cores of 1 mm in diameter. TMA was first H&E stained and scanned at 40× magnification. Next, the same TMA slide was decoversliped and immunofluorescently (IF) stained with pan-Cytokeratin, CD3, and DAPI. Images of IF-stained TMA were acquired by scanning each stain separately at 40× magnification. Therefore, each TMA core has four corresponding stain images: H&E, pan-Cytokeratin, CD3, and DAPI.

	3. The breast cancer progression dataset used to estimate lymphocytic infiltration is composed of a 266 images of TMA cores stained with H&E including 56 normal breast tissue cores, 62 early neoplasia (EN) tissue cores, 58 cores with ductal carcinoma in situ (DCIS), and 90 cores with invasive ductal carcinoma (IDC). Each TMA core is 1 mm in diameter and was scanned at 40× magnification.

	4 .IDC-negative and IDC-concurrent DCIS dataset used for extraction of SOM-derived classifier features is composed of 285 images of H&E-stained TMA cores containing 93 images of DCIS from a patient that was IDC negative and 192 images of DCIS from patients diagnosed with concurrent DCIS and IDC at presentation. Each TMA core is 1 mm in diameter and was scanned at 40× magnification.





H&E Staining

TMA FFPE sections slides were first baked at 60°C for 16 h and subsequently deparaffinized and rehydrated using sequential incubation in Xylene, decreasing concentration of EtOH (100, 95, and 70%) and H2O. Next slides were incubated in hematoxylin for 1 min, washed with H2O, dipped 6× in bluing solution, washed with H2O, incubated in eosin for 2 min, and dehydrated using an increasing concentration of EtOH and Xylene. Slides were coverslipped and imaged at 40× magnification using a Leica Ariol slide scanner.



Segmentation of Complex Tissue Images

The U-Net deep-neural network was used for nuclei segmentation from the H&E images. U-net separates the image into overlapping 256×256-pixel tiles. Each pixel within each tile is given a probability of belonging to one of three classes, either background, cell nuclei, or boundary between nuclei and background. In the final segmented image, each pixel is given the label of the class with the maximum probability. The U-Net was trained on a publicly available dataset of 21,623 hand-annotated nuclear boundaries from H&E images acquired at 40× magnification and taken from seven different organs (29). The U-Net network architecture is presented in Supplementary Table 1. Cell nuclei boundaries are weighted according to the scheme described in the original U-Net publication (30), teaching the model to focus more of its attention on discriminating cell boundaries. Without this weighting, we find that the U-net does not perform as well in segmenting regions of densely packed cell nuclei. The probabilities of all tiles in the image are merged, with overlapping portions merged according to the following formula: (1-d) (p2) + (d) (p1). The final cell nuclei boundaries can be used to extract the set of all pixel objects, representing individual nuclei, enclosed by a closed-looped boundary.



Self-Organization of Segmented Nuclei

For this manuscript we trained SOM separately on two datasets: (1) breast progression dataset and (2) IDC-negative and IDC-concurrent DCIS dataset. For each dataset, after segmentation, each individual nuclei were cropped to an image size of 170×170 pixels (0.20 microns per pixel), with cell nuclei larger than 170×170 pixels excluded from further analysis. All cell nuclei were then rotated so that their major axes align. This was done by considering each pixel in the 170×170 crop of each cell as a separate two-dimensional data point (with coordinates on the x and y axis) and performing PCA on all pixels in the cropped image. The entire cropped image was then rotated by the angle of the resulting 1st principal component axis, and the image is re-cropped to 170×170 pixels rotated crop. The resulting dataset consisted of N-cropped nuclei images of size 170×170, which can also be considered vectors of length 28,900 (170*170 = 28,900). PCA was subsequently used again to reduce the dimensionality of the dataset from vectors of 28,900 to a lower dimension D. We chose D = 1,000, which captured more than 98% of the variance in the data and allowed for accurate reconstruction of the original cell images. Additionally, we noted that the second PCA step allows faster SOM training. The training set of N vectors of length D was shuffled before SOM model training.

Before SOM model training, we initialized the SOM as a 7×7 hexagonal grid of random normal vectors w of dimension D = 1,000, where each vector is called a node, with H = 49 nodes in the resultant SOM grid. Using a larger H value sorts the dataset into finer-grained bins or SOM nodes. Traditionally, SOMs are fit to either hexagonal (six nearest neighbors) or rectangular grids (four nearest neighbors). Previous studies have indicated that hexagonal structures may be superior for visualization and fitting of data (31), due to the higher nearest neighbor connectivity.

We trained the SOM model for 100 epochs using MATLAB 2017b’s self-organizing map toolbox. During each timestep, t of each epoch vector v from the training set are iteratively chosen without replacement and compared to the vectors w of initiated SOM grid nodes. Each training vector v is being assigned to the SOM node that minimizes the Euclidean distance metric L(w,v) between SOM vector w and the training vector v. All nodes w of the SOM next are updated to become more similar to the training vectors v assigned to them, but to an extent that depends on a function G(w,v) that depends on the distance on the SOM grid between vectors w and the training v. As we are using a hexagonal grid, each node has six closest neighbors. The update formula is the following:

w(t) = w(t − 1) + G(L(w,v)) * a(t) * (v − w(t))

where a(t) is a monotonically decreasing function that can depend on both the timestep and the epoch of training. This way the SOM nodes “self-organize” into learned node vectors which are representative of the spectrum of cell nuclei shapes and sizes within the training set. The two dimensions of the SOM grid reflect nuclear size, along the horizontal axis, and nuclear aspect ratio, along the vertical axis.



SOM Nodes Clustering

For each dataset, we performed hierarchical clustering of the trained SOM node vectors. The hierarchical clustering was performed in Python, using functions linkage and fcluster from the scipy.cluster.hierarchy module. The linkage function was called on the SOM vectors from each node, with method=‘ward’. The linkage was subsequently used as input to the fcluster function with criterion=‘maxcluster’ and six designated clusters. We tested various numbers of clusters and empirically found that six clusters identified interpretable groups of major tissue cell lineages, such as epithelial, lymphocyte, and fibroblast cells, for each cluster of SOM nodes.



Immunofluorescent Staining

Slides that were stained with IF after H&E staining were first decoverslipped by incubation in Xylene. Next, antigen retrieval was performed by cooking slides at 95°C for 5 min in EDTA solution pH 9 in a pressure cooker. Subsequently, slides were washed with PBS, blocked with horse serum, and incubated 1 h with pan-Cytokeratin ab (1:1800, AE1/AE3, Novus) and CD3 ab (1:400, A045229-2, Agilent). Slides were washed and incubated with secondary goat antimouse AlexaFluor647 (1:100, A32728, Thermo Fisher Scientific) and goat antirabbit AlexaFluor555 (1:100, A32732, Thermo Fisher Scientific) for 30 min. Slides were washed and mounted in ProLong™ Gold Antifade Mountant with DAPI (P36931, Thermo Fisher Scientific). Stained slides were imaged using 40× magnification using Leica Ariol slide scanner.



Comparison of Seg-SOM With Immunofluorescent Staining

Quantification of the intensity of immunofluorescence staining with pan-cytokeratin and CD3 was computed for hierarchical Seg-SOM classes to validate their predicted membership to major cell lineages. First, we spatially register the DAPI images of each core with their corresponding H&E image, by spatial cross-correlation of the intensities of the H&E and DAPI images. We then mapped the segmented nuclei to the IF image to quantify stain intensities. Cytokeratins and CD3 are localized in the cell cytoplasm; therefore, we considered the region around each nucleus to quantify the staining intensity. We dilated each nucleus with a kernel of 3×3 pixels for eight iterations for larger epithelial cells and five iterations for smaller lymphocyte cells to create a ring-shaped region that we would consider belongs to a cytoplasmic region of each cell. We computed stain intensity as the mean of the fluorescence signal within the ring-shaped region for every cell. In Figure 3C, the normalized staining intensity is defined as the final stain intensity for each cell divided by the average stain intensity for all cells in the image.



Lymphocyte Infiltration Estimation

Based on the nuclear size and shape, hierarchical SOM clusters were further assigned to four clusters representing epithelial cells, fibroblasts, lymphocytes, and debris. Next, the Lymphocyte class cells were counted on every image of a breast progression dataset. In parallel, lymphocyte infiltration was scored by a surgical pathologist on a scale from 1 (low or no lymphocytic infiltration) to 3 (high lymphocytic infiltration) (Figure 3A, left side). Finally, the ggplot2 R package (32) was used to plot the log2 transformed count of Seg-SOM-labeled lymphocyte-like cells against the infiltration score. The Spearman correlation was computed with cor.test function in base R (33).



Highly Interpretable Feature Extraction With Seg-SOM for Breast Cancer

The SOM interaction matrix is a summary statistic quantifying average spatial distances of nuclei from pairs of different classes. Formally, for a pair of segmented nuclei in an H&E image with indexes i, j and their respective planar positions in the image vi, vj ∈R2, we define the nuclei distance using a Gaussian kernel with a standard deviation of 50 μm, as

	

Interaction between classes k and l is then defined as the mean proximity between all pairs of nuclei in these classes, i.e.,

	

where C(k) and C(l) are sets of indices of nuclei in classes k and l respectively. For 49 classes in our study, the SOM interaction matrix is a 49×49 matrix with elements I(k,l), where k, l ∈{1, 2,, … ,49}.

Some of the features in this interaction matrix show strong correlations between 0.8 and 0.9; hence, the entire interaction matrix is reduced via non-negative matrix factorization (NMF) to a smaller feature set of 100 features, where the maximum correlation between any two features is below 0.2.

To perform NMF, we used a sklearn.decomposition.NMF function in python with n_components=100. We used NMF (as opposed to PCA) as it forces all feature coefficients to be positive, and that aids with the interpretation of the results. As it is easier to interpret the sum of two features that are present on the analyzed picture compared to subtraction of two features with opposite signs.

We used five-fold cross-validation for the classification task on the IDC-negative and IDC-concurrent DCIS dataset. We chose a logistic regression model for the classification task due to the simplicity of the model and the high level of interpretability of the results, which often comes at the cost of classification performance. With logistic regression, one can easily obtain both the strength of a feature, as well as the directional effect of a particular feature indicating whether the feature is predicted to increase the probability of the outcome or decrease it. These qualities are either more challenging to interpret or absent in feature importance schemes for more powerful models such as tree-based forest or gradient-boosting models. First, we train a logistic regression classifier on the 100 features obtained with NMF with an L1 regularization weight of 0.1, resulting in sparse model coefficients. We next select the five features with the largest magnitude of coefficients. Subsequently, we use the five selected features to train a second logistic regression classifier on the same training dataset. We finally test the held-out data. The above procedure is repeated for 5,000 iterations, and we report the precision, recall, F1, and area-under-the-curve scores.
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Supplementary Figure 1 | Distribution of immunoscore and SOM Lymphocyte class nuclei counts over different stages of breast cancer progression. (A) TIL infiltration assessed by a pathologist as an immunoscore (1-low, n = 155; 2-medium, n = 89; 3-high, n = 22), and (B) the log2 count of hierarchical SOM Lymphocyte class nuclei predicted by the Seg-SOM on breast progression dataset stratified by different stages of breast cancer progression: normal breast ducts (normal, n = 56), ducts with early neoplasia (EN, n = 62), ducts with ductal carcinoma in situ (DCIS, n = 58), and regions of invasive ductal carcinoma (IDC, n = 90).

Supplementary Figure 2 | ROC curve with AUC from the logistic classification of IDC-positive vs. IDC-negative DCIS. The red line shows the receiver operating characteristic (ROC) curve and the averaged area-under-the-curve (AUC) of 5,000 iterations of the logistic regression model trained with five-fold cross-validation. TPR, True Positive Rate; FPR, False Positive Rate. The blue dotted shows the ROC curve for a random classifier, as a reference.

Supplementary Figure 3 | Visualization of the four-dimensional SOM model. Fourteen Haralick texture features from three color channels were extracted from each nuclei image, showing an organization in which darker, smoother nuclei are located in the bottom left of the SOM grid. This can be described as a 4D SOM, in which each learned cell substate of the original SOM is further divided into a 7×7 space based on color and texture features, resulting in a grid of dimensions 7×7×7×7, where the texture and shape spaces are essentially disentangled. The gray boxes show the number of cells from the dataset falling within a particular node, and the yellow boxes are the ID numbers of each node.
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Non-human primate (NHP) animal models are an integral part of the drug research and development process. For some biothreat pathogens, animal model challenge studies may offer the only possibility to evaluate medical countermeasure efficacy. A thorough understanding of host immune responses in such NHP models is therefore vital. However, applying antibody-based immune characterization techniques to NHP models requires extensive reagent development for species compatibility. In the case of studies involving high consequence pathogens, further optimization for use of inactivated samples may be required. Here, we describe the first optimized CO-Detection by indEXing (CODEX) multiplexed tissue imaging antibody panel for deep profiling of spatially resolved single-cell immune responses in rhesus macaques. This 21-marker panel is composed of a set of 18 antibodies that stratify major immune cell types along with a set three Ebola virus (EBOV)-specific antibodies. We validated these two sets of markers using immunohistochemistry and CODEX in fully inactivated Formalin-Fixed Paraffin-Embedded (FFPE) tissues from mock and EBOV challenged macaques respectively and provide an efficient framework for orthogonal validation of multiple antibody clones using CODEX multiplexed tissue imaging. We also provide the antibody clones and oligonucleotide tag sequences as a valuable resource for other researchers to recreate this reagent set for future studies of tissue immune responses to EBOV infection and other diseases.




Keywords: codex, EBOV (Ebola virus), rhesus macaque (Macaca mulatta tcheliensis), NHP (non-human primate), Spatial biology, multiplexed immunofluorescencence and immunohistochemistry



Introduction

Animal models are vital for understanding disease pathogenesis as well as the development and evaluation of therapeutics. When human studies are not feasible, regulatory decision-making for medical countermeasures (MCMs) may rely entirely on outcomes from animal models, as has been the case for some potential bioterror threat pathogens (1). Non-human primate (NHP) models with similar phylogenetics and physiology to humans remain the only option for modeling many host-restricted viral infectious diseases (2). A thorough understanding of host immune responses in such NHP models is therefore imperative.

Since its discovery in 1976, Ebola virus (EBOV) has accounted for more than 33,000 documented infections and nearly 15,000 deaths, with a case fatality ratio of approximately 44% (3). Rhesus macaque lethal infection models provide a unique opportunity to understand EBOV pathogenesis and test MCMs against this biothreat (4). However, studying EBOV tissue pathogenesis in this context is challenging due to the difficulties of working inside maximum containment, the incompatibility of many assays with inactivated samples, and the scarcity of NHP-specific reagents.

Not surprisingly, a comprehensive understanding of tissue-level immune responses to EBOV infection is still lacking. To date, our ability to examine the complex host immune responses to viral infections in situ has been hindered by technical barriers that allow only a limited number of markers to be simultaneously examined on cells using traditional fluorescent microscopy. Recently developed multiplexed imaging techniques offer great promise for more precise profiling of the spatial biology of immune responses to EBOV (5). A new method named CO-Detection by indEXing (CODEX) (6) bypasses traditional fluorescent microscopy limits by simultaneous staining of tissue samples with a cocktail of DNA-indexed antibodies followed by iterative steps of hybridization with complementary, fluorescently labeled probes for imaging. This results in the generation of images with up to 60 parameters, enabling the extraction of high-parameter, spatially-resolved single-cell data from solid tissue samples.

An important consideration of antibody-based immune profiling techniques such as CODEX is the significant initial efforts required to screen and optimize reagents for compatibility with both NHP models (7–10) and inactivation protocols required to safely work with samples outside of maximum containment.

We describe here the validation workflow and establishment of the first CODEX antibody panel specifically designed for use with inactivated, archival rhesus macaque tissue samples. This 21-marker panel includes 18 antibodies for the identification of major immune cell types, along with three EBOV-specific antibodies. Our resource also includes a list of all 75 antibodies tested and manufacturer-reported cross-reactivity. This panel will enable future studies characterizing the immune cell infiltrates and spatial organization of host-EBOV tissue interactions in situ and signifies a key starting point for work extending into other NHP disease models.



Results


Overview of Experimental Workflow

In this study, we designed and implemented a 21-marker CODEX antibody panel compatible with inactivated FFPE rhesus macaque tissue samples to enable future studies into EBOV pathogenesis. Our proof-of-concept work uses tissues from a previously reported investigation of EBOV-challenged and healthy control rhesus macaques (4, 11). Spleen tissues collected at necropsy were inactivated and processed into FFPE blocks. Tissues were subsequently sectioned and immunohistochemistry (IHC) antibody validation performed against several immune phenotyping and virus-specific markers. Markers that passed our IHC antibody validation were then incorporated into a multiplexed panel for downstream CODEX imaging and processing (Figure 1).




Figure 1 | Pipeline for building a CODEX antibody panel for studying tissue immune responses during EBOV infection in rhesus macaques. Spleen tissues were collected from control and EBOV challenged rhesus macaques, inactivated by fixation, embedded in paraffin blocks, and sectioned. A panel of antibodies targeting host immune cells and EBOV proteins was tested by immunohistochemistry (IHC) to determine compatibility with epitopes following inactivation. Antibodies with acceptable staining performance by IHC were conjugated to unique DNA oligonucleotide tags and pooled to create a 21-plex CODEX antibody panel. CODEX antibody panel validation was accomplished by staining tissues with the entire antibody panel cocktail and examining orthogonal staining patterns of antibody channels after imaging.





Host Antibody Validation in Healthy Lymphoid Tissues

The initial host antibody marker selection was based on prior knowledge and antibody clones described in previous studies (12–19). Various factors, such as the time between tissue collection and fixation, duration of fixation, processing into paraffin blocks, and storage conditions can affect tissue integrity and immunohistochemical analysis (20). We rigorously titrated each of the 18 immune-specific antibodies by IHC using healthy control tissues treated with the same tissue fixation and processing conditions suitable for EBOV inactivation and the same heat-induced epitope retrieval conditions intended for the subsequent CODEX experiments (Figure 2 and Supplementary Table 1). Staining of spleen and bone marrow tissues resulted in consistent staining patterns and expected spatial distributions of marker positive cells in comparison to The Human Protein Atlas pathology data (21), as well as with our internal human tissue controls (Supplementary Figure 1). For example, CD20 was found appropriately within B cell follicles, while FoxO1 was found in the nucleus of lymphocytes and macrophages (Figure 2, middle left, middle right). This laid a foundation for subsequent multiplexed orthogonal validation of markers by CODEX.




Figure 2 | Immunohistochemistry validation of antibodies targeting rhesus immune tissues. Representative low magnification (left) and high magnification (right) IHC images for indicated markers. Inlaid orange boxes on low magnification images indicate the magnified region.



Reagent compatibility with multiplexed imaging methods, such as multiplexed ion beam imaging (MIBI), imaging mass cytometry (IMC), and CODEX, all require these antibodies to 1) be available in a carrier-free purified form, 2) retain its antigen-binding capabilities after labeling with metal conjugates or barcoded oligonucleotides, and 3) perform in concert in a cocktail containing antibodies against different targets (5). Each antibody clone that passed initial validation by IHC was subsequently conjugated to a unique indexed DNA oligonucleotide tag (Supplementary Table 1) (22) and tested by CODEX imaging. Only antibodies that passed our initial IHC screening and CODEX validation pipeline are described in this report (see Discussion).

A key aspect of antibody-based assays is the need for thorough reagent validation (23). A fundamental strength of performing this on a multiplexed imaging platform, such as CODEX in this study, is the ability to orthogonally validate antibody reagents against each other. To exemplify this, we generated graphical three-marker-overlays of CODEX images from this study (Figure 3). These overlays were designed to highlight the key marker being investigated in green, an overlapping marker in red, and a mutually exclusive marker in blue. For instance, we confirmed the specificity of the antibody against calprotectin, an intracytoplasmic marker that is found predominantly in monocytes and macrophages, by observing overlap with another macrophage marker, CD163, but mutually exclusive staining patterns with the B cell-specific marker CD20 (Figure 3, top lef). Similarly, we confirmed strong overlap between the T cell marker CD3 with either CD4 or CD8, but not with CD20, and also the macrophage marker CD68 with CD163, but not with CD20 (Figure 3, bottom right). We thusly confirmed the specificity of neutrophil markers (CD66 and CD16), macrophage markers (CD68, CD163, MMP9, CD209, FoxO1, and Iba1), B cell markers (CD20, CD21, CD138, IgG, and IgM), natural killer cell markers (CD16 and CD56), follicular dendritic cell marker (CD21), dendritic cell marker (CD209) and T cell markers (CD3, CD4, CD8a and FoxO1) (Figure 3). These results highlight the importance of cross-validating antibody reagents against co-expressed or mutually-expressed markers and provide an efficient framework to validate antibody reagents using CODEX multiplexed imaging.




Figure 3 | CODEX validation of antibodies targeting rhesus immune tissues. Representative low magnification (left) and high magnification (right) CODEX images for indicated markers (green). Markers are shown relative to nuclear stain only (DAPI, grey, left), or overlayed with co-staining (red) and counterstaining (blue) markers to demonstrate specificity (right). Inlaid orange boxes on low magnification images indicate the magnified region.





Differential Expression of Cell Type-Specific Markers Revealed by CODEX Multiplexed Imaging

High dimensional imaging with the 18 lineage-specific and functional markers allowed further delineation of cell types and their unique expression patterns. This confirmed the appropriate presence of phenotypic markers CD56 in NK cells, CD209 in DCs, CD138 and some IgG in Plasma cells, CD3 and CD8 in CD8 T cells, CD3 and CD4 in CD4 T cells, CD20, CD21 and IgM in B cells and CD209, Iba-1, CD68, CD16 and CD163 in macrophages (Figure 4). This approach orthogonally confirmed the staining specificity and distinct differential lineage-specific marker expression patterns as revealed by CODEX multiplexed imaging.




Figure 4 | Cell type-specific marker expressions revealed by CODEX. Single-cell data extracted from segmented CODEX images of spleen from this study was used to identify major immune cell populations by gating. A heatmap displays rows signifying cell types, and columns indicative of their corresponding marker expressions. Median z scores and their corresponding color maps are shown in the key on the right.





EBOV-Specific Antibody Validation in EBOV-Challenged Lymphoid Tissues

To enable future studies to dissect intricate viral tissue interactions, we next sought to extend our antibody validation to EBOV-specific reagents. We identified three antibodies from previous literature targeting the EBOV structural glycoprotein (GP), viral RNA encapsidation nucleoprotein (NP), and virion assembly protein and interferon antagonist VP40 (18, 19, 24). We first tested these antibodies using IHC on spleen collected from healthy controls and EBOV-infected NHPs (Figure 5). We confirmed their strong signal specificity for EBOV in infected spleen, as well as antibody performance in our standardized staining protocol.




Figure 5 | Immunohistochemistry validation of anti-EBOV protein antibodies. Representative low magnification (left, center right) and high magnification (center left, right) IHC images for indicated EBOV protein markers on healthy control spleen sections (left) or spleen sections from EBOV challenged animals (right). Inlaid orange boxes on low magnification images indicate the magnified region.



We next conjugated these anti-EBOV antibodies to unique indexed DNA oligonucleotide tags (Supplementary Table 1) and added them to the CODEX panel. Staining of EBOV-infected and healthy control spleens indicated anti-EBOV antibodies performed well in concert, with minimal background observed in healthy controls and specific signals confirmed in infected samples (Figure 6). These results indicate that the epitope binding capabilities of these EBOV-specific antibodies were retained even after DNA-oligonucleotide conjugation and perform robustly during multiplexed CODEX imaging.




Figure 6 | CODEX validation of anti-EBOV protein antibodies. Representative low magnification (left, center right) and high magnification (center left, right) CODEX images for indicated EBOV protein markers on healthy control spleen sections (left) or spleen sections from EBOV challenged animals (right). EBOV GP (green), EBOV NP (red), EBOV VP40 (blue). Inlaid orange boxes on low magnification images indicate the magnified region.






Discussion

In this study, we describe the implementation of the first optimized CODEX multiplexed tissue imaging panel for deep profiling of spatially resolved single-cell immune responses in inactivated, archival rhesus macaque tissues. This resource is paramount for future studies of host responses to EBOV, with broad applicability to other research topics. The 21-marker FFPE compatible panel includes 18 antibodies for the identification of major immune cell types along with three EBOV-specific antibodies. Host markers were validated by co-expression and orthogonal staining patterns of canonical targets used for immune cell type identification, while EBOV-specific antibodies were validated by the use of tissues from healthy control and EBOV-challenged animals.

Given that NHP models are critical tools to study and develop effective therapies for high consequence pathogens, the assembly of this CODEX antibody panel empowers future investigations into tissue-specific responses against biothreats in these models. We share below the unique set of challenges encountered in this study which we hope will allow a smooth transition for others in adopting antibody-based high-dimensional tissue imaging for NHPs.

First, commercial antibodies used for studying NHPs are generally limited to those raised against human epitopes and must be tested for compatibility with the specific NHP species in question. The IHC-based screening was used in this study as an initial step to establish the compatibility of antibody clones with rhesus macaque tissues. We also provide here all the antibodies tested in this study, including their manufacturer suggested cross-species compatibility and IHC-compatibilities (Supplementary Table 2). Eighteen of the seventy five antibodies tested passed our validation pipeline and eventually were compatible with CODEX staining. Our validation pipeline tested antibodies at only two uniform dilutions with epitope retrieval conditions identical to that used for CODEX staining. It is probable that some clones that failed our validation pipeline may indeed perform adequately under different tissue fixation conditions, retrieval conditions, or antibody dilutions.

Second, currently available high parametric protein imaging platforms, such as CODEX, MIBI, cycIF, IMC, and others (6, 12, 25–29) require complex instrumentation that would be difficult to operate inside a maximum containment environment (5). Therefore, we optimized the CODEX panel described in this study to be compatible with FFPE tissues resulting from the stringent inactivation protocols required to safely remove samples from maximum containment laboratories. FFPE tissues are advantageous for ease of storage and general accessibility of archival samples, However, they present certain difficulties relative to fresh-frozen tissues as fixation can alter the conformation of epitopes, precluding the binding of antibodies without the use of target-specific antigen retrieval steps. This is a greater challenge for CODEX where all the antibody clones in a single panel must be compatible with a single set of antigen retrieval conditions; we optimized the CODEX panel described in this study to be compatible with such constraints (i.e., target retrieval solution (pH9) at 97°C for 10 min).

Lastly, after clones are deemed to perform adequately with fixation and retrieval conditions by IHC, antibodies require conjugation to DNA oligonucleotides and further validation, since the mildly-reducing conjugation process can have a detrimental effect on the antibody performance. Issues can also arise with the oligonucleotide tags themselves. Maleimide-tagged oligonucleotides require deprotection using a Diels-Alder reaction prior to conjugation, and it is important that each batch of oligonucleotides is validated with a known antibody clone to ensure the fidelity of this deprotection process (22). The efficacy of antibody conjugation can be negatively impacted by multiple factors, such as the incompatibility of the antibody with the TCEP mild reduction for maleimide conjugation and the presence of contaminating proteins in solution. We, therefore, emphasize that antibodies must be purchased carrier-free when available or purified before oligonucleotide conjugation.

Given these challenges, the success rate for the inclusion of putative antibodies in this panel was low (24%), making the initial development of our optimized CODEX panel costly and time-consuming. However, once suitable clones and oligonucleotide sequences are identified, a panel is easy to reproduce and be expanded upon by other investigators. We are confident that this panel and the current availability of validated CODEX oligonucleotide channels (12, 22) will provide a core set of markers that other investigators can build upon.

In sum, we present here a rhesus macaque-specific CODEX panel that is immediately available to interrogate the spatial immune microenvironment in response to the progression of Ebola virus disease. Future studies will use this panel to examine the phenotype and abundance of different immune cell subsets responding to and participating directly in viral replication in tissues. Our long-term efforts will aim to not only understand how individual cell types respond to infection but also how cells functionally organize into neighborhoods to mount coordinated immune responses to pathogens.



Materials and Methods


Animal Study

Tissue samples were obtained from a previously reported EBOV Kikwit challenge study in rhesus macaques (4). That study was conducted at a National Institute of Allergy and Infectious Diseases (NIAID) facility under the approval of the NIAID Division of Clinical Research Animal Care and Use Committee strictly adhering to the Guide for the Care and Use of Laboratory Animals of the National Institute of Health, the Office of Animal Welfare, and the US Department of Agriculture. Water and food were available ad libitum. Animals were anesthetized prior to clinical procedures conducted by trained personnel under the supervision of veterinary staff. Animals were challenged with 1000 PFU EBOV/Kikwit in the left lateral triceps muscle diluted in a total volume of 1 mL at the study day 0 (4). Tissues described in the current study were collected during necropsy from unchallenged control animals NHP C1 and NHP C3 or from challenged animals NHP 7 (necropsied on study day 7 with viremia of 1.7E10 copies/mL) and animal NHP 8 (necropsied on study day 6 with viremia of 1.6E10 copies/mL) as previously described (4, 11). Additional healthy control rhesus tissues for initial antibody clone validation were obtained from the California National Primate Research Center (CNPRC), University of California, Davis. The CNPRC is accredited by the Association for Assessment and Accreditation of Laboratory Animal Care International (AAALAC). Animal care is performed in compliance with the 2011 Guide for the Care and Use of Laboratory Animals provided by the Institute for Laboratory Animal Research. Macaques were housed indoors in stainless steel cages (Lab Product, Inc.) whose sizing was scaled to the size of each animal, as per national standards, and were exposed to a 12-hour light/dark cycle, 64-84°F, and 30-70% room humidity. Animals had unrestricted access to water and received commercial chow (high protein diet, Ralston Purina Co.) and fresh produce supplements. Studies were approved by the Institutional Animal Care and Use Committee of the University of California, Davis.



Tissue Processing and Sectioning

Tissue chunks up to 1cm3 in size from necropsied animals were inactivated in a 10% neutral buffered formalin (NBF) fixative at a ratio of at least 20 parts fixative to 1 part tissue (vol/vol) for a minimum of 72h. Complete replacement of 10% NBF fixative occurred prior to removal of any samples from containment. Fixed samples were embedded in paraffin blocks and subsequently cored and re-embedded into Next-generation Tissue Microarray (ngTMA) paraffin blocks. Regions of interest were annotated in Case Viewer software (3DHistech, Budapest, Hungary) on digitized hematoxylin and eosin (H&E)-stained sections. For each specimen, three representative tissue cores of 0.6 mm diameter were assembled into ngTMAs using a Grand Master automated tissue microarrayer (3DHistech). Blocks were cut in 4-µm thick sections using a Leica Reichert-Jung 2030 Biocut Manual Rotary Microtome onto frosted histology glass slides (12-550-15, Thermo Fisher) for IHC or Vectabond (SP-1800, Vector Laboratories) treated coverslips for CODEX (see ‘Coverslip Preparation’ below).



Antibodies

Purified carrier-free antibodies were purchased from commercial suppliers. Clones and suppliers are listed in Supplementary Table 1.



Immunohistochemistry

FFPE sections on glass slides were used for IHC. Slides were deparaffinized by baking at 70°C for at least 1 hour. Slides were then immersed in fresh xylene (X5-4, ThermoFisher) for 30 min (two separate containers, 15 min each). Next, slides were rehydrated in descending concentrations of ethanol (412811, Gold Shield) (twice in 100%, twice in 95%, once in 80%, once in 70%, twice in ddH2O; each step for 3 min). Slides were loaded into slide chambers containing 1X Target Retrieval Solution, pH9 (S236784-2, Agilent), and heat-induced antigen retrieval (HIER) was performed using a PT Link Pre-Treatment Module (Dako, Agilent) at 97°C for 10 min. After antigen retrieval, slide chambers were removed from the module and allowed to equilibrate to room temperature for 30 min. Tissue sections were then encircled on slides using a polyacrylamide gel pen (Bondic). The slides were washed twice with 1X TBS IHC wash buffer containing Tween20 (935B-09, Cell Marque) at room temperature for 5 minutes. Slides were blocked for 1 hour at room temperature using 100 µL of serum-free protein block (X090930-2, Agilent) to prevent nonspecific antibody binding. Antibodies were diluted in 100 µL antibody diluent (S080983-2, Agilent) (see Supplementary Table 1 for concentrations), and sections were stained overnight in a sealed humidity chamber at 4°C on a shaker. After overnight staining, slides were washed twice with 1X TBS IHC wash buffer containing Tween20 for 5 minutes. Sections were covered with dual endogenous enzyme-blocking reagent (S200389-2, Agilent) for 5-10 min at room temperature, followed by two washes with 1X TBS IHC wash buffer containing Tween20 for 5 minutes each. Excess wash buffer was tapped off and 100 µL of EnVision+ Dual Link, Single Reagents (HRP Rabbit/Mouse) (K406311-2, Agilent) was added for 30 min at room temperature and then washed. Bound antibodies were visualized using the HRP/liquid DAB+ substrate chromogen system (K346711-2, Agilent) according to the manufacturer’s instructions. Sections were counterstained with hematoxylin (GHS116-500ML, Sigma). Stained IHC slides were digitally scanned using an Aperio AT2 Digital Whole Slide Scanner (Leica Biosystems) with images examined using Aperio ImageScope (version v.12.4.3.5008) and QuPath (version 0.2.3) software.



Coverslip Preparation

For CODEX assays, square (22 x 22 mm) glass coverslips (72204-10, Electron Microscopy Sciences) were pre-treated with Vectabond (Vector Labs) according to the manufacturer’s instructions. Briefly, using glass beakers, coverslips were immersed in 100% acetone for 5 min and then incubated in a mixture of 7 mL Vectabond and 350 mL 100% acetone for 30 min. Coverslips were washed in 100% acetone for 30 seconds, air-dried, baked at 70°C for 1 hour, and stored at room temperature. FFPE blocks were sectioned on Vectabond-treated coverslips and stored in a coverslip storage box (CS-22, Qintay, LLC) at 4°C in a vacuum desiccator (Thermo Fisher) containing drierite desiccant (07-578-3A, Thermo Fisher) until use for CODEX experiments.



CODEX

CODEX assays were performed as previously reported (12, 22) and as described below. Please see Supplementary Table 3 for a complete description of buffers and solutions used.


CODEX Antibody DNA Conjugation

Maleimide-modified short DNA oligonucleotides (for sequences, refer to Supplementary Table 1) were purchased from TriLink. Oligonucleotides were first activated as previously described (12, 22). LTS filter tips (Rainin) and nuclease-free microcentrifuge tubes were used in the entire conjugation protocol to prevent contamination. Conjugations were performed with at least 100 µg of antibody per reaction at a 2:1 weight/weight ratio of oligonucleotide to antibody. Centrifugation steps were performed at 12,000 g for 8 min unless otherwise specified. Antibodies purchased were purified and carrier-free (for details on clones and manufacturers, refer to Supplementary Table 1). Antibodies were first loaded onto 50 kDa filters (UFC505096, Thermo Fisher) in microcentrifuge tubes and reduced using a mixture of 2.5 mM TCEP and 2.5 mM EDTA in PBS, pH 7.0, for 30 min at room temperature. Next, filter tubes were centrifuged and antibodies were washed with buffer C. Activated oligonucleotides were resuspended in buffer C containing NaCl at a final concentration of 400 mM. Activated oligonucleotides were then added to the concentrated, reduced, and washed antibodies and incubated for 2 hours at room temperature to allow conjugation to occur. Following this incubation, conjugated antibodies were washed three times in 450 µL of PBS containing 900 mM NaCl. Finally, conjugated antibodies were eluted by inverting filters, centrifuging at 3,000 g for 2 min, and diluted in PBS-based antibody stabilizer (nc0436689, Thermo Fisher) containing 0.5 M NaCl, 5 mM EDTA, and 0.02% w/v NaN3 (Sigma), and stored at 4°C.



CODEX FFPE Tissue Staining

Coverslips with 4-µm FFPE tissue sections were processed as described above for IHC. Briefly, tissue sections were deparaffinized by baking at 70°C for at least 1 h, followed by immersion in fresh xylene for 30 min (two separate containers, 15 min each). Sections were then rehydrated in descending concentrations of ethanol (twice in 100%, twice in 95%, once in 80%, once in 70%, twice in ddH2O; each step for 3 min). Coverslips were loaded into slide chambers and HIER was performed using a PT Link Pre-Treatment Module in 1X Target Retrieval Solution, pH9 (Agilent) at 97°C for 10 min. After antigen retrieval, slide chambers were removed from the module and allowed to equilibrate to room temperature for 30 min. Coverslips were washed twice for a total of 10 min in 1X TBS IHC wash buffer with Tween20 (Cell Marque). Sections were surrounded with a polyacrylamide gel (Bondic) to create a region for reagents to pool. Coverslips were blocked for 1 hour at room temperature using 100 µL of blocking buffer (S2 buffer with B1 (1:20), B2 (1:20), B3 (1:20), and BC4 (1:15)) to prevent non-specific antibody binding. DNA-conjugated antibody cocktails were prepared for each coverslip section. Antibodies were added to 50 µL of the blocking buffer and loaded onto a 50-kDa filter unit, concentrated by spinning at 12,000 g for 8 min and resuspended in the blocking buffer to a final volume of 100 µL. This antibody cocktail was then pipetted onto coverslip sections and incubated in a sealed humidity chamber overnight at 4°C on an orbital shaker for staining. Following overnight staining, coverslips were washed twice in buffer S2 for (2 minutes per wash) and fixed in buffer S4 containing 1.6% paraformaldehyde for 10 min. After fixation, coverslips were washed three times in 1X PBS. Coverslips were then incubated in 100% methanol on ice for 5 min, followed by three washes in 1X PBS. Fresh BS3 fixative solution was prepared immediately before final fixation by thawing and diluting one 15 µL aliquot of BS3 in 1 mL 1 X PBS. 200 µL of the BS3-PBS solution was added to coverslips and fixation was allowed to occur at room temperature for 20 min. Following this fixation step coverslips were washed three times in 1X PBS (using fresh PBS for each wash). All incubations and washes were performed in 6-well tissue culture plates (07-20083, Thermo Fisher). For an immediate multicycle and image acquisition, coverslips were placed in a coverslip glass container containing buffer H2. For a future multicycle and image acquisition, coverslips were stored in buffer S4 in a coverslip storage glass jar at 4°C for up to two weeks.



CODEX Image Acquisition

To create fluorescent oligonucleotide plates for multicycle rendering, appropriate fluorescent oligonucleotides (at a concentration of 400 nM) were aliquoted in wells of a black 96-well plate (07-200-762, Corning containing plate buffer (a mixture of buffer H2 plus Hoechst (62249, Thermo Fisher) nuclear stain (1:600) and 0.5 mg/ml sheared salmon sperm DNA). Details of the fluorescent oligonucleotides are provided in Supplementary Table 1. Each CODEX cycle contains up to 4 fluorescent channels (three for antibody visualization and one for nuclear stain). For each cycle, up to three fluorescent oligonucleotides (10 µL each) were added to 220 µL of plate buffer (containing Hoechst nuclear stain). For each empty channel, 10 µL of plate buffer was substituted for fluorescent oligonucleotides. A final well containing DRAQ5 (4084L, Cell Signalling Technology) (1:500 final dilution) was added as an additional nuclear stain. Plates were sealed with aluminum sealing film (14-222-342, Thermo Fisher) and kept at room temperature until use.

Chambers containing stained coverslips stored in buffer S4 were removed from 4°C and allowed to equilibrate to room temperature. Coverslips were then removed from S4 and placed in a separate chamber containing buffer H2. Coverslips were then removed from H2 and covered with a small piece of cling wrap. The exposed areas were washed with ddH2O to remove any residual salts and thoroughly dried using a vacuum aspirator. Coverslips were then mounted onto custom-made CODEX acrylic plates (Bayview Plastic Solutions) using double-sided clear adhesive tape (TMG-22, Qintay) to create a well for buffer exchange. A second layer of adhesive tape was added below the coverslip for additional leak protection. Next the cling wrap was removed from the section and the well was washed with H2. Nuclear staining was performed by adding to the well Hoechst nuclear stain at a dilution of 1:1000 in H2 buffer for 30s followed by three washes with buffer H2. The CODEX acrylic plate was mounted onto a custom-designed plate holder and securely tightened onto the stage of a Keyence BZ-X710 inverted fluorescence microscope.

Cycles of hybridization, buffer exchange, image acquisition, and stripping were then performed using an Akoya CODEX EA (early access) instrument and CODEX Driver EA2 (version 2.0.0.29). Briefly, that instrument performs hybridization of the fluorescent oligonucleotides in a hybridization buffer, imaging of tissues in buffer H2, and stripping of fluorescent oligonucleotides in the stripping buffer.

CODEX multicycle automated imaging of regions of interest or TMA cores was performed using a CFI Plan Apo 20x/0.75 objective (Nikon). The multipoint function of the BZ-X viewer software (BZ-X ver. 1.3.2, Keyence) was manually programmed to align with the center of each TMA core and set to 25 Z stacks. Nuclear stain (Hoechst, 1:3000 final concentration) was imaged in each cycle at an exposure time of roughly 8 ms. DRAQ5 nuclear stain was visualized in the last imaging cycle at an exposure time of roughly 118 ms. The respective channels were imaged in the automated run using pre-determined optimized exposure times (See Supplementary Table 1).



CODEX Computational Image Processing and Analysis

Raw TIFF images produced during image acquisition were processed using the CODEX Toolkit uploader [Version 1.5.5 (6)]. The toolkit uploader concatenates Z-stack images and performs drift compensation based on alignment of Hoechst nuclear stain across images. It also removes the out-of-focus light using the Microvolution deconvolution algorithm (Microvolution) and subtracts the background using blank imaging cycles without fluorescent oligonucleotides. It finally creates hyperstacks of all fluorescence channels and imaging cycles of the imaged regions. Hyperstacks were loaded and visualized on FIJI version 2.0.0 (30). Antibody staining performance was visually inspected across each channel and cycle using two and four-color overlays. Segmentation was performed using the nuclear channel, and cell features extracted as previously described (6).



Cell type Annotation and Differential Marker Analysis

Cell populations were gated as follows. All nucleated cells were first identified by a positive nuclear signal. Granulocytes (CD66+CD45+) and non-granulocyte (CD66-CD45+) immune cells were first subsetted. From the non-granulocytes, CD4 (CD3+, CD4+) and CD8 (CD3+, CD8+) T cells, B cells (CD3-, CD20+, CD21+), macrophages (CD3-, CD20-, CD21-, CD68+, CD163+), NK cells (CD3-, CD20-, CD21-, CD68-, CD163-, CD56+), dendritic cells (CD3-, CD20-, CD21-, CD68-, CD163-, CD209+), and plasma cells (CD3-, CD20-, CD21-, CD68-, CD163-, CD138+) populations were gated. A heatmap was then constructed showing the median marker expression (z-score) across cell populations.
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Supplementary Figure 1 | Immunohistochemistry validation of antibodies on human and rhesus immune tissues. Representative IHC images for indicated markers on human (left) and rhesus (right) tissues. Spleen tissue is shown unless otherwise indicated. *human spleen, rhesus bone marrow; ** human tonsil, rhesus lymph node.


Supplementary Table 1 | Antibody panel information. Antibody, clone, supplier, product number, oligonucleotide number, oligonucleotide sequence, oligonucleotide channel, imaging order.


Supplementary Table 2 | All antibodies tested in this study. Antibody, clone, Manufacturer reported reactivity, species, company, catalog number, manufacturer recommendation for IHC, dilutions tested for IHC, pass/fail of antibody in our validation pipeline.


Supplementary Table 3 | Composition of buffers and reagents for CODEX.
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Patient characteristics All HGSC cce EC

n. (%) n. (%) n. (%) n. (%)
All 97 (100) 59 (61) 18 (19) 20 (21)
Age
median (IQR) 58 (49-69) 61 (49-70) 56 (49-68.25) 53.5 (46-60)
Menopause
no 3132 16 (27) 633 9 (45)
yes 64 (66) 41(69) 12 (67) 11 (55)
NA 2 203 00 00
FIGO Stage
i 37 (38) 7(12) 13 (72) 17 (85)
-V 60 (62) 52 (88) 5(28) 3(15)
Residual tumor
No 52 (54) 18 (31) 15 (83) 20 (100)
Yes 44 (45) 41 (69) 3(17) 0()
NA 1 0(0) 0(0) 0(0)
Peritoneal cytology
negative 38 (39) 12 (20) 11 (61) 15 (75)
positive 55 (57) 47 (80) 6 (33) 3(15)
NA 4(4) 000 1(6) 2 (10)
Chemotherapy response
not response/partial 16 (16) 12 (20) 4(22) 0(0)
complete 77 (79) 46 (78) 14 (78) 17 (85)
NA 4 (4) 1) 0() 3(15)
Platinum sensitivity
resistant 15 (15) 15 (25) 0(0) 0(0)
partial sensitive 16 (16) 9 (15) 6 (33) 1)
sensitive 62 (64) 34 (58) 12 (67) 16 (80)
NA 4 (4) 1 0(0) 3(15)
Platinum re-eligibility
no 19 (32) 19 (32) = =
yes 39 (66) 39 (66) = =
NA 1@ 1) = =
CD3 (cells/mm?)
97 130 42 86
CD163 (cells/mm?)
g 365 446 285 253

HGSC, High-Grade Serous Carcinoma; CCC, Clear Cell Carcinoma; EC, Endometrioid Carcinoma; IQR, interquartile range; NA, not available; 1, geometric mean.
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Variables

HPV-negative

Male

Presence of smoking history

Stages II-IV

High PD-1* helper T cell density in tumor cell nests

Detailed clinicopathological information is available in Supplementary Table 1.

HR

4.97
1.78
0.97
0.46
3.32

95%Cl

(1.34-18.4)
(0.21-15.02)
(0.12-7.97)
(0.13-1.57)
(1.15-9.55)

P value

0.017
0.6
0.98
0.22
0.026
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Groups

CcP

IPMN

MCN

PanIN

PDAC

Scores

AUC
Precision
Recall
AUC
Precision
Recall
AUC
Precision
Recall
AUC
Precision
Recall
AUC
Precision
Recall

IPMN

0.41 £ 0.02
0.31 £ 0.02
0.38 £ 0.10

MCN

0.37 + 0.06
0.60 + 0.05
0.50 + 0.16
0.41 £ 0.04
0.74 £ 0.02
0.79 £ 0.13

PanIN

0.35 + 0.09
0.48 +0.08
0.50 £ 0.10
0.41 £ 0.04
0.64 £ 0.03
0.69 + 0.08
0.30 + 0.04
0.18 £ 0.04
0.24 +0.09

PDAC

0.45 + 0.06
0.19 £ 0.12
0.17 £ 0.10
0.54 £ 0.04
0.45 + 0.06
0.33 +0.07
0.53 + 0.06
0.16 £ 0.11
0.20 + 0.14
0.41 £ 0.05
0.04 +0.09
0.02 £ 0.05

IPMN-associated
PDAC

0.53 +0.08
0.64 +0.08
0.57 +0.07
0.40 + 0.03
0.63 + 0.03
0.65 + 0.12
0.45 + 0.04
0.13 £0.18
0.08 £ 0.11
0.31 +0.06
0.30 + 0.06
0.30 £ 0.11
0.52 + 0.04
0.80 + 0.02
0.91 +0.03

The AUC, precision and recall scores each pairwise classifier is listed here. It can be observed that classification accuracy of several pairwise classifiers built upon single MH index per
image is significantly poor.
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Precision 0.764

Recall 0.794
F1 0.776
AUC 0.696

The averaged precision, recall, F1, and area-under-the-curve (AUC) of 5,000 iterations of
logistic regression model trained with five-fold cross-validation.
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Characteristics cP PDAC IPMN MCN PanIN IPMN-associated PDAC
Number of patients N =34 N =71 N=70 N=16 N =29 N=8
Mediian age at surgery (years) 50 64 64 44 63 NA
BMI (Mean + SD) 27.16 £ 6.16 28.5+£561 28.4 £7.05 34.05 + 9.07 23.48 + 4.56 NA
Smoking Yes 13 33 15 2 5 NA
Status No 4 26 12 " 6 NA
Unknown 17 12 43 3 18 NA
Sex Male 13 31 15 0 5 NA
Female 6 29 13 13 ra NA

Missing values were excluded when computing summary statistics in each category.
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Groups

CP

IPMN

MCN

PanIN

PDAC

Scores

AUC
Precision
Recall
AUC
Precision
Recall
AUC
Precision
Recall
AUC
Precision
Recall
AUC
Precision
Recall

IPMN

0.65 + 0.04
0.61 +0.05
0.99 + 0.02

MCN

0.83 +0.07
0.80 + 0.40
0.42 +0.29
0.87 £0.07
0.33 £0.42
0.11+0.13

PanIN

0.75 + 0.16
0.83 +0.26
0.40 +0.19
0.84 + 0.09
0.83 +0.16
0.43 £ 0.18
0.64 +0.17
0.68 +0.23
0.92 +0.16

PDAC

0.93 +0.01
0.92 +0.05
0.89 +0.08
0.91 +0.05
0.94 + 0.05
0.85 + 0.06
0.84 +0.10
0.88 + 0.03
1.00 +0.00
0.74 +0.10
0.78 + 0.06
0.99 + 0.01

IPMN-associated
PDAC

0.84 +0.13
0.76 £ 0.15
0.79 £ 0.11
0.80 £ 0.10
0.80 £ 0.19
0.48 +0.27
0.78 £0.13
0.70 £ 0.23
0.98 + 0.04
0.74 £ 0.13
0.63 + 0.24
0.85£0.15
0.84 £ 0.04
0.63 +0.19
0.51 £ 0.20

The AUC, precision and recall scores on the held-out test set for each pairwise classifier is listed here. The proposed CGAT framework results in significant improvement in pairwise

classification accuracy over the MH indices based classifier.
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cP IPMN MCN PanIN PDAC IPMN-associated

PDAC
CP 1" 1 0 0 0 0
IPMN 6 8 0 0 4 0
MCN 2 0 1 0 2 0
PanIN 2 2 0 2 2 0
PDAC 1 1 0 0 28 0
IPMN-associated PDAC 1 2 0 0 2 3

The weighted (class-normalized) precision, recall and F,-scores for the confusion matrix were obtained as 0.73, 0.65 and 0.62, respectively.
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REAGENT or RESOURCE SOURCE IDENTIFIER
Antibodies

All antibodies are listed in Table S3 N/A N/A
Chemicals, Peptides, and Recombinant Proteins

Tissue-Tek O.C.T. Compound Electron Microscopy Sciences Cat# 62550-01
BD Cytofix fixation buffer BD Biosciences Cat# 554655
PBS (pH 7.4) Caisson Labs Cati# PBLOB-6X500ML
Triton-X-100 Sigma-Aldrich Cati# T-9284
Bovine Serum Albumin Sigma-Aldrich Cat# A9576-50ML
Normal Mouse Serum Jackson Laboratories Cat# 015-000-120
Tris buffer (1 M dilute to 0.1M) Fisher Scientific BP1756500
Mix-n-Stain CF Dye Antibody Labeling Kits Biotium Cat# 92433-92339
Agarose Fisher Scientific Cat# 16500500
Immersion Oil, type F Fisher Scientific Cat# NC0586121
EndoFit Ovalbumin 100mg Invivogen Cati# vac-nova-100
Alhydrogel adjuvant 2%, 250mL Invivogen Cat# vac-alu-250

Sucrose, ultrapure DNAse- and RNAse-free VWR
Software and Algorithms

CytoMAP This Manuscript
Imaris extensions This Manuscript
Imaris Bitplane

LASX Leica Microsystems
FlowJo FlowJo, LLC

Prism GraphPad Software
MATLAB The MathWorks, Inc.
Other

UltraComp eBeads Compensation Beads Fisher Scientific

PAP pen Vector Laboratories

Cat# 97061-432

https://gitlab.com/gernerlab/cytomap
https://gitlab.com/gernerlab/imarisxt_histocytometry
https://imaris.oxinst.com/
https://www.leica-microsystems.com/products/microscope-software/p/leica-las-x-Is/
https://www.flowjo.com/
https://www.graphpad.com/scientific-software/prism/
https://www.mathworks.com/products/matlab.htmi?s_tid=hp_products_matlab

Cat # 01-2222-42
Cat# H-4000
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