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Editorial on the Research Topic 
mRNA Translational Control as a Mechanism of Post-transcriptional Gene Regulation

INTRODUCTION
Precise control of gene expression is central for every organism. Much research has been done to uncover the network of regulatory pathways controlling the RNA life cycle and how RNA levels change rapidly to modulate the amount of proteins made by the cells. In principle, every point in the life cycle of an mRNA from its transcription, modification, splicing, processing, trafficking, translation, and decay is monitored by one or more RNA surveillance mechanisms. Together, these regulatory mechanisms maintain normal cellular activity and provide timely responses to adapt to changing environments such as during starvation, differentiation, or infections. This special section presents a collection of recent work in prokaryotic and eukaryotic translational control and the role of RNA elements and modifications in regulation of translation.
The contributions to this special section fell into three distinct groups. The first of these groups include three reviews examining the contributions of translational control to stem cells, a second review that helps us better understand the translational impact of RNA binding proteins (RBPs) and microRNAs, and a third review examining ribosome frameshifting. In the first paper, Wang and Amoyel describe recent advances that demonstrate the outsized role of mRNA translational regulation in stem cell proliferation and differentiation. They survey how bulk and mRNA selective translation events dictate stem cell fate and describe translation regulatory mechanisms that affect stem cell specification across many types of stem cells. This is critical as most multicellular life originates from a single totipotent cell that divides and differentiates, giving rise to an entire organism. Next, Jungers and Djuranovic review the literature describing how RBPs and miRNAs act synergistically or antagonistically to regulate mRNAs via 3′UTR sequences. We’ve known that interactions between trans-acting regulatory factors on individual mRNAs create an elaborate landscape of effects that regulate genes post-transcriptionally. They close by highlighting the implications of these regulatory mechanisms on human disease, particularly cancers. Lastly, many viral, bacterial, and some eukaryotic RNAs contain sequence elements that shift ribosomes to alternative reading frames during translation. Riegger and Caliskan discuss the current knowledge regarding programmed ribosomal frameshifting. They summarize the role(s) of RNA secondary structures and highlight how trans-acting RNA modulators can dynamically adjust the timing and efficiency of frameshifting events. Ribosome frameshifting provides new targets for disrupting viral translation strategies and presents opportunities to impact infections and immune responses.
In the second group of papers, three groups use prokaryotic systems to ask fundamental questions about translational control. High-resolution structures of active ribosomes are critical for understanding translational regulation. Belinite et al. successfully purified stable 30S small ribosome subunits from S. aureus and solved their structures complexed with RNA by cryo-electron microscopy in the presence and absence of spermidine. Remarkably, spermidine stabilizes helix 44 to form the active conformation. This study provides important insights into how ribosome structure could be regulated during translation. Next, we’ve known that certain archaeal transcripts, including tRNA, rRNA, and sRNA, undergo post-transcriptional maturation, often involving a circular RNA intermediate. However, the mechanism underpinning selective circularization occurs was unknown. Liu et al. demonstrated that ATP-dependent RNA ligase (Rnl) generates circular C/D Box sRNAs and validated the structural features required for circularization. Interestingly, their work suggests that, either directly or indirectly via C/D Box sRNA circularization, Rnl also contributes to rRNA processing near the helix 98 region of 23S rRNA. Finally, the anti-Shine-Dalgarno (anti-SD) sequence is a highly conserved rRNA sequence that hybridizes with the Shine-Dalgarno (SD) sequence upstream of the start codon to promote translation initiation. However, species in the phylum Bacteroidota have very few mRNAs with consensus SD sequences. McNutt et al. used comprehensive mutation analysis of anti-SD sequence in E.coli and F. johnsoniae to gain new insights into the mechanism of SD-independent translation. Together, these three works leverage studies investigating ribosome structure, small RNA processing, and the impact interactions of ribosomal and mRNA sequences to expand our knowledge of prokaryotic translational regulation.
The final group of research articles detail new findings that describe the contributions of RNA modifications and sequences to translational control. Douka et al. describe Ribo-seq approaches tailored for human and Drosophila melanogaster cell lines. They illustrate that even subtle changes in experimental conditions can alter overall quality of ribosome footprinting. Furthermore, the authors show the varying impact of antibiotic pretreatment on different cell types. Overall, this study highlights key attributes that require careful optimization in each new system to obtain high-quality ribosome profiling data. Second, using budding yeast mutants and ribosome profiling Stanciu et al. show that eIF3’s (eukaryotic initiation factor 3) contributions were often mediated by sequences in 5′ untranslated regions. eIF3 is a key initiation factor that functions throughout translation initiation including during mRNA recruitment and has been linked to the selective translation of specific classes of mRNAs. Third, IF4B binds and recruits mRNA to preinitiation complexes. Liu et al. disrupted yeast eukaryotic initiation factor 4B (eIF4B) and 40S binding motifs to evaluate how these factors impact adaptation and survival in diverse cellular environments. The authors show that N-terminal domain deletions of eIF4B leads to decreased translation rates, especially on mRNAs with long and structured 5′ UTRs. This work suggests that the NTD of eIF4B affects the translation of a subset of mRNAs, thereby impacting cellular stress responses. Finally, RNA modifications such as N6 methyl-adenosine (m6A) influence post-transcriptional gene regulation. IGF2BP2 (insulin-like growth factor 2 mRNA-binding protein 2) is an RNA binding protein and m6A reader known to regulate the localization, translation, and stability of mRNAs. In their work, Han et al. demonstrate that IGF2BP2 regulates the translation of ATG12 (autophagy-related 12) mRNA indirectly through the MALAT1 lncRNA.
SUMMARY
Overall, these articles highlight the impact of RNA-based regulatory events during translation. These articles also shed light on the interplay of protein factors and mRNA elements that fine tune the dynamics of translation. These aspects will be relevant to understanding the complexity of the gene expression networks and their impact on cellular response in cell proliferation, cell fate and immune regulation.
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Cryo-electron microscopy is now used as a method of choice in structural biology for studying protein synthesis, a process mediated by the ribosome machinery. In order to achieve high-resolution structures using this approach, one needs to obtain homogeneous and stable samples, which requires optimization of ribosome purification in a species-dependent manner. This is especially critical for the bacterial small ribosomal subunit that tends to be unstable in the absence of ligands. Here, we report a protocol for purification of stable 30 S from the Gram-positive bacterium Staphylococcus aureus and its cryo-EM structures: in presence of spermidine at a resolution ranging between 3.4 and 3.6 Å and in its absence at 5.3 Å. Using biochemical characterization and cryo-EM, we demonstrate the importance of spermidine for stabilization of the 30 S via preserving favorable conformation of the helix 44.
Keywords: ribosome 70 S, ribosomal RNA, Staphylococcus aureus, translation, RNA stability
INTRODUCTION
Protein synthesis is a tightly regulated biological process performed by the ribosome. High-resolution structures of the ribosome and its functional complexes led to major advances in understanding the functioning and the dynamics of this complex machinery (Javed and Orlova, 2019). The bacterial ribosome (70 S) can be divided into the large (50 S) and the small (30 S) subunits. The latter, which contains the decoding center, consists of 21 proteins (r-proteins) and of the 16 S RNA (rRNA). This flexible subunit faces several conformational changes during translation (Frank et al., 2007; Agirrezabala et al., 2008; Zhang et al., 2009) and its stability is often influenced by ions conditions, making the structural analysis challenging.
The 30 S ribosomal subunit is the main platform, where mRNA and initiator P-tRNA are positioned during translation initiation, as well as accommodation of incoming A-tRNA during the elongation stage. During translation initiation, it interacts with the three Initiation Factors (IFs) and undergoes several rearrangements of the head (swiveling/nodding), which affect the mRNA channel (Hussain et al., 2016). Furthermore, each cycle of tRNA translocation through the ribosome is also accompanied by the reversible rotation of the whole 30 S subunit and swiveling of its head (Ogle et al., 2001; Yusupova et al., 2001; Selmer et al., 2006a; Berk et al., 2006; Pisarev et al., 2008; Demeshkina et al., 2010; Jenner et al., 2010; Guo and Noller, 2012; Pulk and Cate, 2013). The body of the 30 S subunit seems to be less affected by these conformational changes (Hussain et al., 2016). Helix 44 (h44) of the 16S rRNA is among the most crucial regions of the 30 S body because it is involved in several bridges with the 50 S (Yusupov et al., 2001; Schuwirth et al., 2005; Selmer et al., 2006b), it interacts with both IF1 and IF3, and is part of the decoding center of the ribosome forming the P-site and being involved in the accommodation of tRNA at the A-site (Demeshkina et al., 2012; Rozov et al., 2015; Rozov et al., 2016; Rozov et al., 2019). Its structure needs to be stable enough to be maintained during translation elongation and sufficiently flexible to allow mRNA and factors binding during translation initiation. For these reasons, several proteins (e.g., Era, RbfA, RimM), which are involved in the ribosome biogenesis, perform quality control function of the h44 as one of the last checkpoints of the 16S rRNA maturation (Dammel and Noller, 1995; Bylund et al., 1998; Datta et al., 2007; Guo et al., 2013; Razi et al., 2019; Schedlbauer et al., 2020). Altogether, for efficient participation of the 30 S in protein synthesis, flexibility and structural integrity are required at the same time, and especially proper folding of h44 is essential.
Recent study has shown the importance of magnesium ions on structure stability of the 30 S from E. coli (Jahagirdar et al., 2020). Moreover, numerous studies have led to the conclusion that polyamines, which are present in all types of cells, can stabilize the structure of the ribosome (Zillig et al., 1959; Cohen and Lichtenstein, 1960; Stevens, 1969; Weiss and Morris, 1970; Cohen, 1971; Hardy and Turnock, 1971; Turnock and Birch, 1973). It was shown that E. coli cells grown in the absence of polyamines contained a large portion of defective 30 S particles (Echandi and Algranati, 1975). Furthermore, polyamines stimulate the assembly of 30 S ribosomal subunits and thereby increase general protein synthesis rate 1.5- to 2.0-fold (Echandi and Algranati, 1975; Igarashi et al., 1980; Igarashi and Kashiwagi, 2018).
In this study, we solved cryo-EM structures of S. aureus 30 S subunit bound to S. aureus-specific spa mRNA that encodes a virulence factor protein A. We show how the addition of spermidine helps to improve the resolution from 5.3 Å to 3.4 Å (for the SSU body) and 3.6 Å (for the SSU head). The main effect of spermidine was on h44 that presents its active conformation only when the polyamine was added. Under these conditions, the 30 S adopts a closed conformation where the decoding channel is properly formed, and the mRNA is naturally adapted inside the channel. Our work highlights the importance of polyamines in determining the structure of the 30 S subunits by cryo-EM and could be even relevant for functional studies. The protocol for 30 S purification can be easily applied for the preparation of various functional complexes of S. aureus.
MATERIALS AND METHODS
70 S Ribosome Purification
The protocol described in the article Khusainov et al. (2016b) was used for 70 S purification (Khusainov et al., 2016a). S. aureus cells (RN6390 strain) were grown at 37°C (180 rpm) in brain-heart infusion broth (BHI) and harvested in the early logarithmic phase (1 OD600 / ml). Then cells were washed in buffer A (20 mM Hepes-KOH pH 7.5, 100 mM NH4Cl, 21 mM Mg(OAc)2, 1 mM DTT), pelleted at 4,750 g and kept frozen at −80oC. Typically, 5 g of cells were obtained from 2 L of culture. Lysis of the cells (5 g) was performed in buffer A in the presence of 1 mM EDTA, lysostaphin (Sigma-Aldrich), DNase I (Roche), and protease inhibitor cocktail (Roche) at 37°C for 45 min followed by centrifugation at 30,000 g for 90 min.
Ribosomes were precipitated through two stages by adding to the supernatant PEG 20,000 (Hampton Research) with final concentrations of 2.8 and 4.2 % w/v. Solutions were centrifuged at 20,000 g for 5 and 10 min, respectively. The pellet was then resuspended in 35 ml of buffer A and layered to 25 ml cushion of buffer B (10 mM Hepes-KOH pH 7.5, 500 mM KCl, 25 mM Mg(OAc)2, 1.1 M Sucrose, 0.5 mM EDTA, 1 mM DTT), followed by centrifugation at 158,420 g for 15 h using a Beckman Type 45 Ti rotor.
The ribosomal pellet from sucrose cushion was resuspended in buffer E (10 mM Hepes-KOH pH 7.5, 100 mM KCl, 10.5 mM Mg(OAc)2, 0.5 mM EDTA, 1 mM DTT), and loaded on 7–30 % w/v sucrose gradients at a concentration up to 7 mg/ ml and centrifuged at 38,694 g for 15.5 h using a Beckman SW28 rotor. Magnesium was adjusted to 25 mM in the pooled fractions. Ribosomes were precipitated by adding PEG 20,000 to a final concentration 4.5 % w/v and centrifuged at 20,000 g for 12 min. The pellet was gently resuspended in buffer G (10 mM Hepes-KOH pH 7.5, 30 mM NH4Cl, 10 mM Mg(OAc)2, 1 mM DTT), flash-frozen in liquid nitrogen and stored at −80oC in small aliquots.
Effect of Ionic Conditions on the 30 S Ribosomal Subunit Purification
The small ribosomal subunit was isolated from the intact 70 S ribosome under various conditions described below. First, the 70 S ribosome was dialysed in dissociation buffer (1 mM Mg(OAc)2, 200 mM NaCl2 or 200 mM KCl, 10 mM Hepes-KOH pH7.5, 1 mM DTT) for 4 h at 4°C. Then, the subunits were separated with 0–30 % w/v sucrose gradients followed by centrifugation at 35,606 g for 17 h at 4oC using Beckman SW28 rotor. Fractionation of the sucrose gradient is shown on Supplementary Figure S1A,B. Fractions from the sucrose gradient in 200 mM KCl were pooled and loaded again on 5–20 % w/v sucrose gradients (35,606 g for 17 h, Beckman SW28 rotor, Supplementary Figure S1C). The search for optimal salt conditions for 30 S purification was carried out in 100 and 200 mM KCl or NH4Cl (1 mM Mg(OAc)2, 10 mM Hepes-KOH pH7.5, 1 mM DTT) and 400 mM NaCl (6 mM or 10 mM Mg(OAc)2, 10 mM Hepes-KOH pH7.5, 1 mM DTT). Dialysis for 4 h at 4oC was followed by subunits separation step with 0–30 % w/v sucrose gradient and centrifuged at 44,556 g for 15 h using Beckman SW41 rotor. Selected fractions were pooled, concentrated with Amicon 0.5 ml MWCO 100K, and analyzed on a 15 % SDS-PAGE (Supplementary Figures S2A,B). Re-screening for optimal conditions was performed in 30 and 50 mM NH4Cl (1 mM Mg(OAc)2, 10 mM Hepes-KOH pH7.5, 1 mM DTT). The 70S ribosome was divided into subunits with 0–30 % w/v sucrose gradient followed by centrifugation at 46,932 g for 14 h 14 min using Beckman SW41 rotor. The obtained sucrose gradient profiles and respective SDS-PAGE profiles of pooled 30 S peak samples are shown in Figures 1A,B.
[image: Figure 1]FIGURE 1 | Optimization of 30 S subunit purification by titration of Mg2+ / NH4Cl ratio. (A) Sucrose gradients profiles of the 70 S sample exposed to mild dissociation conditions (I–IV), and association conditions (V-VI). (B) SDS-PAGE of 30 S purified at conditions determined as optimal (1 mM Mg / 30 mM NH4Cl) in absence (I) and presence (II) of spermidine.
30 S Ribosomal Subunits Purification
For structural analysis of the 30 S subunit, we first purified 70 S particles as described above, with tiny modification. At the last step, the 70 S ribosomes were dissolved in buffer G’ (10 mM Hepes-KOH pH 7.5, 30 mM NH4Cl, 1 mM Mg(OAc)2, 1 mM DTT) omitting the freezing step ribosomes were directly loaded on 0–30 % w/v sucrose gradients equilibrated in buffer G’ and centrifuged at 61,739 g for 14.5 h using a Beckman SW28 rotor. The concentration of Mg(OAc)2 was adjusted to 10 mM in the selected pooled fractions. In addition, the sample was supplemented with 2.5 mM of spermidine and concentrated using 100K Amicon ultra centrifugal filters (Merck Millipore). Aliquots were flash-frozen in liquid nitrogen and stored at −80°C.
mRNA Purification
S. aureus spa mRNA, encoding protein A, has UUG start codon and a strong Shine and Dalgarno (SD) sequence AGGGG. The sequence of the full-length spa mRNA used in the study is shown in Supplementary Figure S2C. The RNA was transcribed from a plasmid as previously described in (Benito et al., 2000; Huntzinger et al., 2005). In brief, the plasmid was linearized by BamHI during 2 h at 37°C, and the mRNA was in vitro transcribed during 3 h at 37°C with T7 RNA polymerase. The mRNA was separated on a 6 % polyacrylamide midi-sized gel and eluted in a solution containing 16 % phenol pH 4.5–5 with 50 mM ammonium acetate and 1 mM EDTA.
In vitro Reconstruction of 30 S With spa mRNA
The 30 S ribosomal subunits were incubated with spa mRNA during 15 min at 37°C in the buffer containing 10 mM Hepes-KOH pH 7.5, 30 mM NH4Cl, 10 mM Mg(OAc)2 in the presence or absence of 2.5 mM spermidine.
Cryo-EM Data Acquisition
4 µL of samples (containing the 30 S bound to mRNA) at 90 nM was applied on Quantifoil R2/2300-mesh holey carbon grids covered with carbon in a temperature- and humidity-controlled Vitrobot Mark IV (T = 4°C, humidity 100%, blotting time 2 s, blotting force 5, waiting time 30 s). The data acquisitions were performed on a Talos Arсtica instrument (FEI Company) at 200 kV using the EPU software on the Falcon three direct detector device (FEI Company). Data were collected at a nominal under focus of −0.5 to −2.7 μm at a magnification of 120,000 X yielding a pixel size of 1.24 Å.
Electron Microscopy Image Processing
Drift and gain correction, and dose weighting were performed using MotionCor2 (Zheng et al., 2017). A dose weighted average image of the whole stack was used to determine the contrast transfer function with the software Gctf (Zhang, 2016). The following process has been achieved using RELION 3.0 (Zivanov et al., 2018). Particles were picked using a Laplacian of Gaussian function (min diameter 180 Å, max diameter 290 Å). For the 30S-mRNA complex without polyamine, after 2D classification, 256,000 particles were extracted with a box size of 248 pixels and binned four folds for 3D classification into five classes (final = 5.3 Å resolution). For the 30−S-mRNA complex with spermidine, after 2D classification, 529,602 particles were extracted with a box size of 270 pixels and binned three-fold for 3D classification into six classes. Three classes depicting high-resolution features have been selected for refinement. The obtained structure has been refined up to 3.6 Å resolution. Individual focused refinement of the head and the body of the small ribosomal subunit led to the resolution 3.6 Å and 3.4 Å respectively (Supplementary Figures S3A,B). Local resolution estimation was performed in RELION 3.0 using RELION implementation and visualized in Chimera using Surface color option (Supplementary Figure S3C).
Structure Building and Model Refinement
As the initial model, we used 30−S extracted from the S. aureus vacant 70S ribosome (PBD 5LI0 [https://doi.org/10.2210/pdb5LI0/pdb]). The initial coarse fitting was performed using the NAMDinator web service (Kidmose et al., 2019), which implements the algorithms of molecular dynamics flexible fitting (MDFF) (Trabuco et al., 2009). The default parameters that were used for flexible fitting (start temperature = 298 K; G-force scaling factor = 0.3; minimization steps = 2000; simulation steps = 20,000). Then the real-space refinement was performed in PHENIX (Afonine et al., 2018) (starting temperature = 800 K; cool rate = 100 K). Ribosomal RNA was corrected in ERRASER web service (Chou et al., 2013), which uses enumerative real-space refinement assisted by electron density under Rosetta protocol. Obtained model was corrected manually in Coot (Supplementary Figure S5); (Emsley and Cowtan, 2004). The model validation was done in MolProbity web service (Chen et al., 2010). Figures featuring cryo-EM densities as well as atomic models were visualized with UCSF Chimera (Pettersen et al., 2004) and ChimeraX (Goddard et al., 2018). The coordinates of the head and the body parts were rigid body fitted into the 30S-mRNA with spermidine density map to build the full 30 S model followed by manual curation in coot.
RESULTS
Optimization of Salt Conditions for the 30 S Purification
To analyze the effect of ionic conditions on stability of the 30 S subunit, we performed sucrose gradient sedimentation assays of the 70 S ribosome equilibrated in H10K200M1 (10 mM Hepes-KOH pH 7.5 (at 25oC), 200 mM KCl, 1 mM Mg(OAc)2) or H10Na200M1 (10 mM Hepes-KOH pH 7.5 (at 25oC), 200 mM NaCl, 1 mM Mg(OAc)2) buffers. The ribosomes sedimented in H10K200M1 buffer dissociated into 50 S and 30 S subunits (Supplementary Figure S1A). Conversely, in presence of 200 mM NaCl, the dissociation of the 70 S ribosomes into the two subunits was not observed (Supplementary Figure S1A). However, the shift of the peak towards light fractions of the gradient and the peak asymmetry suggested the loss of structural integrity of these subunits (Supplementary Figure S1B). To further monitor the integrity of the dissociated ribosomal subunits, the 50 S and 30 S peaks were loaded onto sucrose gradients equilibrated in a buffer containing 200 mM KCl. A bifurcation of the 30 S peak was detected with the appearance of particles with a lower molecular weight than 30 S (Supplementary Figure S1C, right panel) suggesting the inability of the small subunit to withstand 200 mM KCl for a prolonged period of time.
Therefore, we repeated experiments with amended ionic conditions using 100 and 200 mM of NH4Cl or KCl, respectively at constant 1 mM magnesium acetate. Other conditions included 400 mM NaCl with either six or 10 mM magnesium acetate. For each experiment, the content of the ribosomal proteins within the 30 S peak was analyzed using SDS-PAGE analysis. Despite similarities in the sucrose gradient profiles (Supplementary Figure S1A), higher salt concentrations, especially with 200 mM KCl or 400 mM NaCl, led to the loss of several ribosomal proteins (Supplementary Figure S1B). Taken together, all further experiments were conducted using NH4Cl, which has the least dissociating effect on the binding of several ribosomal proteins.
After performing a fine analysis of Mg/NH4Cl balance effect on ribosome dissociation, we selected 1 mM Mg2+ in combination with 30 mM NH4Cl to isolate 30 S from 70S for further cryo-EM analysis (Figures 1A,B). These conditions provided an efficient dissociation of the 70 S ribosome into subunits and concomitantly had their mildest effect on the loss of ribosomal proteins.
Spermidine Effect on the Helix 44 and mRNA Positioning
Using optimized salt concentrations for 30 S purification, we solved the cryo-EM structure of the 30 S in complex with S. aureus spa mRNA at a resolution of 3.6 Å. The complex was formed in H10NH30M10 (10mM Hepes-KOH pH7.5 (at 25oC), 30mM NH4Cl, 10 mM Mg(OAc)2 and 1mM DTT). Initially, two different datasets were collected in presence (dataset 2) and in absence (dataset 1) of spermidine.
In silico sorting the complex lacking spermidine was divided into five classes (Supplementary Figure S3). In classes 2, 3, and 4, the upper part of h44 near the decoding center (nucleotides 1,414–1,431 and 1,490–1,508) was tilted by about 32°, whereas the lower part of h44 (1,430–1,489) was only partially visible (Figures 2B–D). In addition, in classes 1, 2, and 3, only partial densities of uS2 and bS6 proteins were detected (Supplementary Figure S4).
[image: Figure 2]FIGURE 2 | Addition of spermidine stabilizes helix 44 of the 30 S. A. An overview of the structure of 30 S subunit prepared with addition of 2.5 mM spermidine (A) and without spermidine (B). The h44 is highlighted in orange and pink respectively. (C) An overlay of the structures showing that without spermidine, h44 is destabilized and bent away from the head. For the A-site view (right) structures were clipped as indicated in the inset. (D) A close-up view on h44 conformation in 30S with addition of spermidine (orange) and without it (pink/mesh). The calculated angle of the tilt is 32°.
In the presence of spermidine, h44 acquired more stable conformation (Figure 2A). It is also worth noting that all small subunit ribosomal proteins except bS21 were present in the structures. Indeed, the density of bS21 protein was not identified due to the positioning of spa mRNA in the region where this protein was previously determined (Korostelev et al., 2007; Khusainov et al., 2017). In addition, in both datasets, a high concentration of Mg2+ was used for complex formation, which allows us to conclude that polyamines and magnesium ions at these concentrations have different effects on obtained structures.
Open head conformation was observed in all 3D classes obtained from polyamine-deficient 30 S particles; however, mRNA was barely discernible only in class 4 (Figure 3A). When spermidine was added, the mRNA channel was closed by rotation of the 30 S head, allowing spa mRNA to fully accommodate in the channel (Figures 3B,C) similarly to the 70S·mRNA·fMet-tRNAfMet complex (Golubev et al., 2020). The well-defined density found in the Shine-Dalgarno-anti-Shine-Dalgarno (SD:aSD) region allowed us to fairly accurately build the 30S-mRNA model in this region.
[image: Figure 3]FIGURE 3 | Addition of spermidine helps to close the mRNA channel, allowing mRNA to fully accommodate in it. The ribosomal RNA is highlighted in yellow, ribosomal proteins–in orange and messenger RNA–in red. For the panel (A) the same atomic model was used as for panel (B) with additional processing in NAMDinator and refitting head and body parts separately. Panel (C) represents overlay of the 30 S-mRNA structures in the absence (grey + red contour) and the presence of spermidine (yellow). The 30 S head adopts open conformation (red contour, red arrow) in the absence of spermidine.
DISCUSSION
In this work, we describe the protocol for obtaining the structure of an intact and homogenous 30 S ribosomal subunit from Staphylococcus aureus. We demonstrate a strong dependency of 30 S stability upon ionic conditions during purification. This effect is observed in species-dependent manner. S. aureus 30 S showed the inability to withstand 200 mM NaCl concentration and an increased sensitivity to KCl in the same range of concentration (Supplementary Figures S1A–C). This is different to Thermus thermophilus or Escherichia coli ribosomes that can maintain their structure under similar ionic conditions, even in combination with reverse phase chromatography performed in up to 1.5 M ammonium sulfate concentration (Kirillov et al., 1978; Trakhanov et al., 1987; Clemons et al., 2001). Interestingly, the early studies of the ribosome from Bacillus subtilis also suggest an increased stability in lower concentrations of salt (Fahnestock, 1977). This correlates with our findings and suggests that ribosomes from Gram-positive bacteria have evolved different properties (Figure 1A).
The biochemical characterization of the 30 S ribosomal subunit revealed favourable ionic conditions to avoid 30 S particle distortions during purification [e.g., changes in sedimentation coefficient (Supplementary Figure S1) or loss of ribosomal proteins (Supplementary Figure S2B)]. Further, using cryo-EM we showed that even in optimized salts concentration 30S particles show structural disintegration that can be avoided by addition of spermidine. We have shown that the presence of spermidine is crucial for maintaining the correct folding of the helix (h44) of 16S rRNA near the decoding center (Figure 2). Spermidine is a polyamine known to stabilize the folding of RNA molecules including rRNA (Cohen and Lichtenstein, 1960; Weiss and Morris, 1970; Cohen, 1971; Hardy and Turnock, 1971; Turnock and Birch, 1973). The upper part of h44 was found as one of the preferred sites for the binding of polyamines (Amarantos et al., 2002) and was particularly observed in the 70S crystal structure from E. coli (Noeske et al., 2015). Although polyamines like spermine and putrescine were used in these studies, the binding sites are believed to be identical for spermidine too. Additionally, nucleotides G931, A1400, C1411 of the 16S rRNA were shown to be polyamine-binding sites (Amarantos et al., 2002). Therefore, it is reasonable to suggest that polyamine molecules bound to those positions may control changes in the head conformation.
Interestingly, polyamines were shown to positively affect protein synthesis depending on the uracil content of mRNAs (Igarashi et al., 1975), and spermidine enhanced translation of those mRNAs carrying the less effective UUG initiation codon (Igarashi and Kashiwagi, 2018). These data suggested that at least some mRNAs require the presence of spermidine in vitro. Noteworthy, the spa mRNA that we used in this study is a S. aureus specific mRNA with UUG start-codon. It is unclear whether spermidine can also facilitate the SD:aSD positioning within the mRNA exit tunnel. Even though our structure in the presence of spermidine has a stable SD:aSD interaction, it may be caused by the general effect on ribosome stabilization rather than direct association of polyamine molecules in this region. In S. aureus spa mRNA, Shine-Dalgarno sequence is located in the unstructured region that enables its direct binding to the ribosome in the absence of polyamines (Khusainov et al., 2016b). However, many other mRNAs in S. aureus have their SD hidden in the step loop. Speculatively spermidine may facilitate the association of such mRNAs with the ribosome through stabilization of SD:aSD interaction.
Spermidine and Mg2+ usually bind similarly to the double-stranded regions of rRNA (Igarashi et al., 1982). Here, we have increased the concentration of Mg2+ ions from 1 to 10 mM immediately after the dissociation of the subunits and kept it for the complex formation with spa mRNA. However, only the addition of spermidine was able to attain the formation of a functional mRNA-30S binary complex. This is well correlated with previous studies showing that polyamines cannot be compensated by Mg2+, and conversely replacement of Mg2+ by spermidine leads to a loss of ability to support peptide synthesis (Weiss and Morris, 1970; Teraoka and Tanaka, 1973). Thus, our study provides additional evidence that spermidine and Mg2+ are not equivalent in their ability to stabilize the structure of S. aureus ribosome.
It was described that helix 44 acquires unfavorable conformation as the result of the absence of several ribosomal proteins located at the interface of the 30 S subunit like uS5, uS12, and bS20 (Supplementary Figure S6). However, these ribosomal proteins are present in our structure solved with or without spermidine. It is also plausible that h44 was deformed as an indirect consequence resulting from the flexibility of uS2, bS6, uS7, and uS11 in the absence of spermidine, or also upon exposing of the 30 S interface to the solvent. Similar to our recent observation, destabilization of some regions of 23S rRNA takes place at the interface of the individual 50 S subunit from S. aureus in the absence of 30 S counterpart (Khusainov et al., 2020). Conformational changes in important functional motifs on the platform and at the decoding center can also be caused by maturation factors such as RimM, RbfA, and Era (Dammel and Noller, 1995; Bylund et al., 1998; Guo et al., 2013; Razi et al., 2019; Schedlbauer et al., 2020). The obtained structures showed that the binding sites of the maturation factors to the small ribosomal subunit are located in the upper part of h44 (Datta et al., 2007). This may indicate the need for stabilization of h44 at later stages. It remains to be studied whether such conserved maturation factors are also required at a later step of the 30 S ribosomal subunit assembly in S. aureus. Interestingly, deletion of era in S. aureus caused a strong decrease in 70S formation linked to a defect of 30 S processing (Wood et al., 2019).
In conclusion, our data reveals the requirement to maintain particular ionic conditions and the addition of spermidine during S. aureus 30 S ribosomal subunit purification. The described protocol can now be used to solve other functional ribosomal complexes in order to better decipher the differences existed between Gram-positive and Gram-negative bacteria at the initiation step of protein synthesis.
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The anti-Shine-Dalgarno (ASD) sequence of 16S rRNA is highly conserved across Bacteria, and yet usage of Shine-Dalgarno (SD) sequences in mRNA varies dramatically, depending on the lineage. Here, we compared the effects of ASD mutagenesis in Escherichia coli, a Gammaproteobacteria which commonly employs SD sequences, and Flavobacterium johnsoniae, a Bacteroidia which rarely does. In E. coli, 30S subunits carrying any single substitution at positions 1,535–1,539 confer dominant negative phenotypes, whereas subunits with mutations at positions 1,540–1,542 are sufficient to support cell growth. These data suggest that CCUCC (1,535–1,539) represents the functional core of the element in E. coli. In F. johnsoniae, deletion of three ribosomal RNA (rrn) operons slowed growth substantially, a phenotype largely rescued by a plasmid-borne copy of the rrn operon. Using this complementation system, we found that subunits with single mutations at positions 1,535–1,537 are as active as control subunits, in sharp contrast to the E. coli results. Moreover, subunits with quadruple substitution or complete replacement of the ASD retain substantial, albeit reduced, activity. Sedimentation analysis revealed that these mutant subunits are overrepresented in the subunit fractions and underrepresented in polysome fractions, suggesting some defect in 30S biogenesis and/or translation initiation. Nonetheless, our collective data indicate that the ASD plays a much smaller role in F. johnsoniae than in E. coli, consistent with SD usage in the two organisms.
Keywords: ribosome, translation, RF2 (prfB), initiation, bacteroidetes
INTRODUCTION
Faithful protein synthesis requires that the translation machinery select the correct start codon over other AUG or similar trinucleotides. In all cells, intrinsic sequence and structural features of the mRNA enable start codon recognition. One well-known feature in prokaryotic cells is the Shine-Dalgarno (SD) sequence, a purine-rich element that lies upstream from the start codon and can pair with the anti-SD (ASD) sequence contained in the 3’ tail of 16S rRNA (Shine and Dalgarno, 1974; Steitz and Jakes, 1975). SD-ASD interaction helps position the start codon in the 30S subunit P site during initiation (Vellanoweth and Rabinowitz, 1992; Studer and Joseph, 2006; Hussain et al., 2016). In Escherichia coli, most mRNAs contain a SD (Nakagawa et al., 2017), and numerous genetic studies underscore the functional importance of the SD in such mRNAs (Hui and de Boer, 1987; Jacob et al., 1987; de Smit and van Duin, 1994). At the same time, there are many mRNAs that naturally lack a SD and yet are accurately and efficiently translated, indicating that other features of mRNA can direct start codon selection (Espah Borujeni et al., 2014; Li et al., 2014; Hockenberry et al., 2017).
Genomic studies have revealed that SD usage varies dramatically across Bacteria (Nakagawa et al., 2010; Accetto and Avguštin, 2011; Nakagawa et al., 2017). Certain lineages, such as Bacteroidia (formerly Bacteroidetes), generally lack SD sequences. Baez et al. analyzed translation in Flavobacterium johnsoniae, a member of Bacteroidia, to understand how start codon selection occurs in these organisms (Baez et al., 2019). They found that reduced secondary structure, a Kozak-like sequence (A-3, A-6), and an upstream A-motif (A-12, A-13) contribute to initiation in F. johnsoniae. Additionally, they showed that, across the Bacteroidia, AUG trinucleotides in the vicinity of the start codon are clearly underrepresented. Thus, elimination of alternative AUG trinucleotides in the translation initiation region (TIR) is one means by which these organisms compensate for the absence of SD-ASD pairing (Baez et al., 2019).
Variable usage of SD sequences in Bacteria came as a surprise, because the ASD is highly conserved across the entire domain (Cannone et al., 2002). Reporter gene studies in several representative organisms have shown that Bacteroidia ribosomes fail to recognize SD sequences in the cell (Accetto and Avguštin, 2011; Wegmann et al., 2013; Mimee et al., 2015), as though the ASD is functionally occluded in some way. A recent cryo-EM structure of the F. johnsoniae ribosome at 2.8 Å resolution uncovered the basis of ASD inhibition (Jha et al., 2021). The 3′ tail of 16S rRNA binds a pocket formed by bS21, bS18, and bS6 on the 30S platform domain, physically sequestering the ASD nucleotides. Residues of these proteins that interact with the 3’ tail are uniquely conserved in the Bacteroidia, suggesting that the mechanism of ASD occlusion is conserved across the class (Jha et al., 2021).
Interestingly, SD sequences are absent from most but not all Bacteroidia genes. In fact, ribosomal protein genes rpsU (bS21) and/or rpsR (bS18) often contain a “strong” SD, depending on the organism order (Jha et al., 2021). The corresponding proteins, bS21 and bS18, contribute to the mechanism of ASD occlusion, as mentioned above. This implies some type of translational autoregulation, the details of which remain to be elucidated. In Flavobacteriales, SDs are especially rare, and rpsU (bS21) is the only ribosomal gene to harbor one. A subset of Flavobacteriales, including Chryseobacteria and related species, has the alternative ASD sequence 5′-UCUCA-3′ rather than the canonical ASD (5′-CCUCC-3′). Remarkably, compensatory substitutions are seen upstream of rpsU in these organisms, indicative of natural covariation. Thus, translation of at least one gene, rpsU, entails SD-ASD pairing in the Flavobacteriales (Jha et al., 2021).
In this study, we compare the effects of ASD mutations in E. coli and F. johnsoniae. In E. coli, any single substitution of nucleotides 1,535–1,539 confers a dominant negative phenotype, defining the functional core of the ASD. By contrast, F. johnsoniae ribosomes carrying analogous single substitutions have no apparent defects in translation. Moreover, ribosomes with four or five substitutions within the 1,535–1,539 region retain substantial, albeit reduced, activity. These data illuminate the divergent functional roles for the ASD in Gammaproteobacteria versus Bacteroidia.
MATERIALS AND METHODS
E. coli Plasmids and Strains
Plasmid p287MS2 carries the rrnB operon downstream from the lambda PL promoter (Youngman et al., 2004). Single mutations were made in the ASD region of p287MS2, generating the plasmids of Table 1 (pMDxx; where “xx” represents a unique number). To test for dominant lethal/negative phenotypes, each pMDxx plasmid was transformed into DH10 (pcI857), and transformants were evaluated for growth at 30°C and 43°C, as described (Samaha et al., 1995; Cochella et al., 2007). To test the ability of the mutant ribosomes to support cell growth, the Δ7 strain SQZ10 was employed (Qin et al., 2007; Quan et al., 2015). Each pMDxx plasmid was transformed into SQZ10, selecting for ampicillin resistance (100 μg/ml). The resulting transformants were grown in liquid media, and cells were spread onto plates containing ampicillin and sucrose (5%), to select against the resident plasmid pHKrrnC-sacB. Successful plasmid replacement was evident by a high frequency of sucrose resistant (and kanamycin sensitive) colonies, and subsequently confirmed by plasmid purification and DNA sequencing (Qin et al., 2007). Unsuccessful plasmid replacement was indicated by a low frequency of sucrose resistant colonies; i.e., more than four orders of magnitude lower than the control (p278MS2) case. Most of these colonies retained kanamycin resistance, and any rare isolates sensitive to kanamycin were found to contain the wild-type 16S rRNA gene, presumably due to homologous recombination.
TABLE 1 | Systematic mutagenesis of the 3’ end of 16S rRNA in E. coli.
[image: Table 1]F. johnsoniae Plasmids and Strains
All F. johnsoniae strains (Table 2) were grown on rich CYE medium at 30°C. F. johnsoniae plasmids (Table 2) were transformed into E. coli strain E726 and then moved into F. johnsoniae via tri-parental mating as described previously (McBride and Kempf, 1996).
TABLE 2 | List of F. johnsoniae strains and plasmids.
[image: Table 2]Mutations to the F. johnsoniae chromosome were made using precise allelic replacement (Zhu et al., 2017). Alleles were cloned into the Bam HI and Sph I restriction sites of the suicide vector pYT313 (Zhu et al., 2017). This vector has two selectable markers, bla (expressed in E. coli) and ermF (expressed in F. johnsoniae), as well as the counter-selectable sacB gene (expressed in F. johnsoniae). Alleles were generated by separately amplifying ∼1 kb regions from the F. johnsoniae chromosome both up- and downstream of the target site. These two fragments were then inserted into pYT313 using Gibson Assembly (Gibson et al., 2009). Resulting plasmids were moved into F. johnsoniae, and erythromycin (Em, 100 μg/ml) resistant transconjugants were selected. Colonies were then screened for plasmid integration at the appropriate chromosomal locations using PCR. Confirmed recombinants were then grown overnight in the absence of Em, to allow for loss of the plasmid via a second recombination event, and then cells were plated on 5% sucrose for counterselection. Sucrose resistant/Em sensitive colonies were then screened via colony PCR for replacement of the wild-type allele for the mutant allele. rrnF was deleted from F. johnsoniae by removal of the chromosomal region 5,118,368 to 5,124,329. rrnA was deleted by removal of the chromosomal region 24,082 to 30,164. rrnB was deleted by removal of the chromosomal region 49,9700 to 50,6103.
The F. johnsoniae rrnA operon (chromosome positions: 29,556–23,688) was cloned into the Bam HI and Sph I restriction sites of expression vector pSCH710 (Baez et al., 2019), downstream of the inducible ompA promoter, to generate pZM06. The marker mutation C1451U (phenotypically silent) was introduced into the plasmid-encoded 16S gene, using site-directed mutagenesis, to yield pZM14. Other rrn alleles were similarly cloned into pSCH710 using Gibson Assembly. Plasmids were moved into F. johnsoniae strains via tri-parental mating and selecting for Em (100 μg/ml) resistance.
Growth Competition Assays
Overnight cultures of F. johnsoniae UW101 and ZAM11 were used to seed fresh CYE medium both separately (wild-type and mutant only) or mixed (∼1:1, eight replicates). Inoculated cultures were grown up and back-diluted 200-fold to seed another culture, a process repeated daily for 36 days. Aliquots were taken from saturated cultures for use as template for PCR to quantify the fraction of prfB mutants. Because the allele of the prfB mutant is effectively shortened by the removal of a single base, amplification of the prfB gene around the frameshift site resulted in two different size PCR products for the mixed cultures. PCR was done with Phusion DNA polymerase (NEB), since this enzyme leaves clean blunt-ended PCR products. Primers prZM53 (TAT​TGT​GGA​GCG​CCT​TGG​TGC​GTT) and prZM55 (ATT​TCG​ATT​AGC​TTG​GCA​TCA​ACG​TC) were used to amplify the prfB alleles, producing a 64 bp product for the wild-type allele and 63 bp for the mutant allele. Radiolabeled prZM53 was included in the reaction. Briefly, prZM53 was 5′ end-labeled using γ-[32P]-ATP and T4 polynucleotide kinase (NEB) and purified from free γ-[32P]-ATP by Sephadex G-25 (Amersham Biosciences) chromatography. PCR products were resolved by denaturing 8% PAGE. Gel imaging and quantification were performed with a Typhoon FLA 9000 phosphorimager (GE Healthcare) and associated software (ImageQuant 5.2).
Computational Analysis of prfB Frameshifting Usage
A list of 997 organisms from the orders Cytophagales, Bacteroidales, Chitinophagales, Flavobacteriales, and Sphingobacteriales marked as GTDB species representatives and as NCBI type material were downloaded from GTDB (Parks et al., 2021) (Table S2). 740 of these genome assemblies were successfully downloaded and ARFA (Bekaert et al., 2006) was run on these assemblies with default parameters. A prfB gene was identified in 726 of these assemblies. Out of the 524 of the 726, in which ARFA detects a frameshift, we manually inspected all five for which the E-value for the detection of the gene fragment upstream of the frameshift (ORF0) was above 0.05, and identified one [Weeksella virosa, which had the highest of all E-values (0.32) for ORF0] that was miscalled by ARFA as frameshifted. We visualized the phylogenetic tree of the 726 organisms with a detected prfB gene using iTOL (Letunic and Bork, 2021).
Growth Measurements of F. johnsoniae Strains
For each strain, cells from overnight cultures were diluted 100-fold into CYE medium. If included, erythromycin was added to a final concentration of 100 μg/ml and IPTG was added to a final concentration of 1 mM. Cultures were shaken at 250 rpm at 30°C, and aliquots were regularly taken throughout growth to measure the optical density (OD) at 600 nm. Doubling times were determined by fitting the data of the logarithmic phase of growth.
Sucrose Gradient Sedimentation Analyses
Ribosomal particles were fractionated using methods described previously (Qin and Fredrick, 2013). Briefly, cells were grown to mid-log phase (OD600 0.4–0.7), poured over crushed ice, and harvested via centrifugation. The cell pellet was resuspended in lysis buffer [10 mM Tris-HCl (pH 8.0), 10 mM MgCl2, 1 mg/ml lysozyme] and flash frozen three times in liquid nitrogen to lyse the cells. Deoxycholate was added (0.3% final), cell debris was pelleted, and clarified lysate (0.4 ml) was loaded onto an 11 ml 10–40% (wt/vol) sucrose gradient and subjected to ultracentrifugation for 3.5 h at 35,000 rpm in an SW41 rotor (Beckman Coulter). Gradients were pumped using a syringe-pump system (Brandel) with in-line UV absorbance detector (UA-6, ISCO; 254 nm), and 1 ml fractions were collected.
Ribosomes were precipitated from sucrose fractions with ethanol, pelleted, and dissolved in 200 µL extraction buffer [0.3 M sodium acetate (pH 6.5), 0.5% SDS, 5 mM EDTA]. RNA was extracted twice with water-saturated phenol and twice with CHCl3/isoamyl alcohol (24:1). Extracted RNA was then precipitated with ethanol, pelleted, and dissolved in water.
To determine the relative amount of mutant 16S rRNA in each fraction, poison primer extension was used as described (Abdi and Fredrick, 2005). Primer prZM66 (GTT​ACC​AGT​TTT​ACC​CTA​GGC​A) was designed to anneal to 16S rRNA at a position 3′ of the marker mutation C1451U such that extension of the primer in the presence of dideoxyadenosine triphosphate (ddATP) results in distinct extension products that reflect the fraction of templates containing the mutation. Briefly, prZM66 was 5′ end-labeled using γ-[32P]-ATP and T4 polynucleotide kinase (NEB) and purified from free γ-[32P]-ATP by Sephadex G-25 (Amersham Biosciences) chromatography. In a 10-μL reaction containing 50 mM HEPES (pH 7.6) and 100 mM KCl, labeled primer was annealed to ∼1.5 pmol 16S rRNA by heating the reaction to 95°C for 1 min and then allowing it to cool slowly. After a brief centrifugation to recover condensation, 10 μL of 2X extension mix [260 mM Tris-HCl (pH 8.5), 20 mM MgCl2, 20 mM DTT, 6 U AMV reverse transcriptase (Life Sciences Advance Technologies Inc.), 340 μM of ddATP, and 340 μM of each other deoxynucleotide triphosphate) was added and the reaction was incubated for 10 min at 42°C. Finally, the primer extension products were passed through a Sephadex G-25 column, dissolved in loading solution (95% formamide, 20 mM EDTA, 0.05% xylene cyanol FF, and 0.05% bromophenol blue), and resolved by denaturing 8% PAGE. Gels were then dried and imaged as described above.
RESULTS
Systematic Mutagenesis of the 3’ End of E. coli 16S rRNA
The ASD region of the E. coli ribosome has been targeted in several previous studies (Hui and de Boer, 1987; Jacob et al., 1987; Lee et al., 1996; Rackham and Chin, 2005; Hui et al., 1988; Yassin et al., 2005). Most of these studies aimed to generate functionally orthogonal ribosomes and hence entailed the simultaneous substitution of multiple nucleotides (e.g., 1,535–1,540). While certain single mutations have been analyzed (Jacob et al., 1987; Yassin et al., 2005), to our knowledge no one has performed a comprehensive analysis of single substitutions across this critical region. We did so here, targeting nine positions (1,534–1,542) of the 16S rRNA gene in plasmid p287MS2 (Youngman et al., 2004). This plasmid contains the ribosomal RNA operon rrnB downstream from the PL promoter, allowing temperature-dependent transcription in cells containing a labile form of lambda repressor (cI857). Each plasmid was moved into E. coli strain DH10 (pcI857) (Samaha et al., 1995; Durfee et al., 2008), and cell growth was assessed at 43°C, conditions of PL de-repression (Table 1, Supplementary Figure S1). Production of 16S rRNA substituted at position 1,535, 1,536, 1,537, 1,538, or 1,539 conferred dominant negative effects. Certain variants (C1536G, U1537G, C1538G, C1539A, and C1539U) were especially deleterious. Presumably, these strong effects stem from altered specificity of the mutant ribosomes during initiation, consistent with widespread proteomic changes seen in analogous studies (Jacob et al., 1987). Next, each plasmid was tested for its ability to support the growth of SQZ10, an E. coli strain lacking all seven chromosomal rrn operons (Δ7) (Qin et al., 2007; Quan et al., 2015). Most alleles substituted at positions 1,540–1,542 were able to complement the Δ7 strain, whereas alleles with any mutation further upstream could not (Table 1). Collectively, these data indicate the functional importance of nucleotides 1,534–1,539 in E. coli and suggest that CCUCC represents the core ASD.
Deletion of Three rrn Operons Slows the Growth of F. johnsoniae
On its single chromosome, F. johnsoniae contains six virtually identical rrn operons that each encode 16S rRNA, tRNAIle (anticodon GAU), tRNAAla (anticodon UGC), 23S rRNA, and 5S rRNA. Starting with ZAM11, a strain which constitutively produces RF2 (see below), we began to progressively delete rrn operons (named rrnA-F, based on chromosome position; Figure 1). Loss of one (ΔrrnF) or two (ΔrrnFΔrrnA) operons had little if any effect on growth (Figure 1C, Supplementary Table S1). However, loss of three operons (ΔrrnFΔrrnAΔrrnB) slowed growth considerably, increasing the doubling time from 70 to 90 min. These findings are reminiscent of E. coli studies which showed that a minimum of four chromosomal operons are needed to sustain rapid growth (Quan et al., 2015).
[image: Figure 1]FIGURE 1 | Sequential deletion of rrn operons in F. johnsoniae (A) Common architecture of an rrn operon in F. johnsoniae. All six operons are virtually identical and encode 16S rRNA (16S), tRNAIle (Ile), tRNAAla (Ala), 23S rRNA (23S), and 5S rRNA (5S). Each of the six rrn operons in F. johnsoniae were assigned a letter, based on chromosomal position. Accession IDs of the component genes for each operon are listed in order, along with the genomic positions (from annotated 5′ end of 16S to 3′ end of 5S) in parenthesis (B) A map of the F. johnsoniae chromosome with the positions and orientation of each rrn operon indicated (C) Doubling time (minutes) of the control strain ZAM11 and its deletion derivatives. Data represent the mean ± SEM of three or more independent experiments. Asterisk denotes a significant difference, p < 0.05, based on a two-tailed t test with the Bonferroni multiple-test correction. ns, not significant. C, control; Δ1, ΔrrnF; Δ2, ΔrrnFΔrrnA; Δ3, ΔrrnFΔrrnAΔrrnB.
An rrn operon with a marker mutation (C1451U; a base substitution in the tetraloop of h44, predicted to be phenotypically silent) was cloned downstream of an engineered IPTG-inducible promoter in the shuttle vector pSCH710. The resulting plasmid (pZM14) was moved into the Δ3 strain of F. johnsoniae, and growth in the absence and presence of IPTG was measured (Figure 2, ZAM26; Supplementary Table S1). The doubling time decreased from 90 to 80 min in the presence of inducer (1 mM), indicating clear albeit partial complementation by the plasmid-borne rrn operon. Expression of tRNAIle and tRNAAla only (Figure 2, ZAM28) had no effect, indicating the importance of rRNA in the complementation. The marker mutation C1451U allowed us to track the plasmid-encoded 30S subunits in various ribosome fractions, using primer extension with dideoxy-ATP (Figure 3, ZAM26). These subunits accounted for ∼25% of the total and were distributed evenly across all fractions of the sucrose gradient. This distribution pattern shows that the plasmid-encoded subunits are as active as chromosomally-encoded subunits in these cells.
[image: Figure 2]FIGURE 2 | Ribosomes carrying multiple ASD substitutions retain substantial activity in vivo. Plasmid pZM14 or one of its derivatives was moved into UW101 (WT) or ZAM25 (Δ3), and cell doubling time in the absence (black bars) or presence (blue bars) of IPTG was measured. The ASD sequence of the plasmid-encoded 16S rRNA is indicated (ASD allele), and substituted nucleotides are underscored in red. In the case of strain ZAM28, only tRNAIle and tRNAAla are expressed from the plasmid (-rRNA). Data represent the mean ± SEM of three or more independent experiments. Asterisks denote significant differences, p < 0.05, based on a two-tailed t test with the Bonferroni multiple-test correction. ns, not significant.
[image: Figure 3]FIGURE 3 | Tracking mutant particles in various ribosomal fractions (A) A representative experiment in which ribosomal complexes from induced ZAM26 cells were separated by sucrose gradient sedimentation. RNA isolated from collected fractions (one to ten) was subjected to primer extension analysis to quantify chromosomally-encoded (C-16S) and plasmid-encoded (P-16S) 16S rRNA. NR, no RNA (B) The fraction of plasmid-encoded 16S rRNA (P-16S) is plotted as a function of sucrose gradient fraction for various strains (as indicated). For each strain, the experiment was repeated three times, and data points and error bars represent mean ± SEM values. The ASD sequence of the plasmid-encoded 16S rRNA is indicated in the key, and substituted nucleotides are underscored in red. Parallel primer extension analysis of RNA from total (unfractionated) lysates yielded the following values: ZAM26, 0.28 ± 0.01; ZAM46, 0.27 ± 0.01; ZAM47, 0.26 ± 0.01; ZAM49, 0.27 ± 0.01; ZAM50, 0.31 ± 0.01.
30S Subunits Carrying Single Mutations in the Core ASD Appear to Be Fully Functional in F. johnsoniae
Using this complementation system, we began to evaluate mutations to the ASD core. Derivatives of pZM14 harboring various single mutations were made and introduced into the Δ3 strain. Growth of the resulting strains (ZAM41-43) in the absence and presence of IPTG was measured, and the data were indistinguishable from that of the ZAM26 control (Figure 2, Supplementary Table S1). In other words, the mutant 30S subunits carrying C1535G, C1536A, or U1537A rescued the growth defect of the Δ3 strain as well as the control subunits and hence have similar activity. Notably, these same mutations confer dominant negative phenotypes in E. coli (Table 1).
As a separate control, we introduced the A-site mutation A1492U into plasmid pZM14 and moved the resulting plasmid into the Δ3 strain (Figure 2, ZAM50; Table S1). Mutation A1492U targets the 30S A site and eliminates translation activity in E. coli (Abdi and Fredrick, 2005). Expression of 16S (A1492U) rRNA in the presence of IPTG strongly inhibited growth, increasing the doubling time to 104 min. This dominant negative phenotype is in line with analogous experiments done in E. coli (Powers and Noller, 1990; Cochella et al., 2007) and indicates that, in this F. johnsoniae system, plasmid-encoded 16S rRNA is expressed at levels high enough to confer such phenotypes.
30S Subunits Carrying Multiple Mutations in the Core ASD Retain Substantial Activity in F. johnsoniae
Next, we heavily mutagenized the ASD and tested the ability of the corresponding mutant ribosomes to restore growth of the Δ3 strain (Figure 2, Supplementary Table S1). Production of subunits with quadruple substitutions within the ASD (CCUCC to GAAGC or AUUGG; mutations underscored) reduced doubling times from 90 to ∼82 min, rescues nearly as robust as that provided by control (CCUCC) subunits. Subunits in which the core ASD is replaced with AAAAA also stimulated growth, albeit to smaller degree. Thus, ribosomes lacking the ASD sequence can translate endogenous mRNA in F. johnsoniae.
Mutant 16S rRNA Is Enriched in 30S Particles, Indicating Some Defect in Assembly or Initiation
The activity of various mutant ribosomes in the cell was evaluated by quantifying the proportion of plasmid-encoded 16S rRNA in ribosomal particles fractionated by sucrose gradient sedimentation (Figure 3). Subunits carrying four or five substitutions in the ASD exhibited similar profiles, with overrepresentation in the subunit region (fractions 3–4) and underrepresentation in the polysome region (fractions 8–10). These data indicate that wild-type ribosomes outcompete the mutant ribosomes for mRNA loading. This could stem from a defect in initiation or assembly, as in either case 30S particles would accumulate and fewer ribosomes would enter the actively-translating pool. Notably, A260 traces of the lysates were similar across the board (Supplementary Figure S2), indicating little or no effects on the overall proportions of subunits, monosomes, and polysomes in these strains.
In the case of A1492U, mutant particles accumulated in the 70S region (fractions 6–7) and were present at reduced levels in both the subunit and polysome regions (Figure 3). As this mutation targets an A-site residue critical for decoding, these mutant ribosomes are presumably trapped as 70S initiation complexes, unable to transition to elongation. Their presence in polysomes can be explained by one or more wild-type ribosomes downstream on the mRNA, and their relative underrepresentation in the subunit region might be explained by an inability of “stuck” 70S complexes to dissociate.
Elimination of RF2 Autoregulation in F. johnsoniae has No Obvious Effect on Cell Fitness
In many bacteria, the gene encoding RF2, prfB, is autoregulated via a +1 programmed frameshifting mechanism (Craigen and Caskey, 1986; Weiss et al., 1987; Baranov et al., 2002). In E. coli, the frameshift site corresponds to AGGGGGUAUCUUUGAC, where the slippery sequence (underscored) overlaps the in-frame stop codon (bold italics), just downstream from a SD-like sequence (bold). When RF2 levels are low in the cell, ribosomes containing peptidyl-tRNALeu:CUU in the P site and codon UGA in the A site pause. Because the SD-like sequence is closely juxtaposed to the P codon, pairing to the ASD causes tension on the mRNA that promotes slippage of peptidyl-tRNALeu from CUU (zero frame) to UUU (+1 frame) (Devaraj and Fredrick, 2010). Continued translation in the +1 frame allows production of full-length RF2. As RF2 levels rise, the rate of termination at the in-frame UGA increases, down-regulating further production of the factor.
One might expect Bacteroidia to lack this autoregulatory mechanism because it depends on mRNA-rRNA pairing. However, we noticed that the prfB gene of F. johnsoniae contains a +1 programmed frameshift site, virtually identical to that of E. coli but with a “perfect” SD-like sequence: AGGAGGUAUCUUUGAC (annotated as above). To evaluate the prevalence of prfB programmed frameshifting across the class, we used the tool ARFA (Bekaert et al., 2006). Over 700 representative genomes were analyzed, and in 72% of the cases (523/726), prfB contains the frameshift. This value is in line with frequencies calculated previously (70–87%), using organisms from multiple phyla (Baranov et al., 2002; Bekaert et al., 2006). Thus, the autoregulatory mechanism seems no less common in the Bacteroidia. Supplementary Figure S3 shows occurrences of programmed frameshifting projected onto the GTDB phylogenetic tree (Parks et al., 2021). The frameshift is present in all Sphingobacteriales analyzed and absent from all Weeksellaceae analyzed. However, the other clades show considerable variability, implying evolutionary loss and/or gain of the autoregulatory mechanism.
Before embarking on genetic analysis of the ASD (described above), we decided to remove the prfB frameshift, because we were mainly interested in roles of the ASD beyond this autoregulatory mechanism. We replaced the frameshift site (codons 18–22) with the sequence CGT AGA TAT CTT GAC. The resulting strain, ZAM11, which contains an undisrupted prfB open reading frame encoding the wild-type RF2 protein, exhibited no obvious growth defect. To further characterize the strain, we co-cultured ZAM11 and its parent strain UW101 in eight replicate experiments, growing the cells in CYE medium and passaging them every day for 36 days (Figure 4). Samples were removed at each passage, and PCR was used to quantify the abundance of ZAM11 versus UW101. The ZAM11/UW101 ratio increased or decreased slowly as a function of time, depending on the particular replicate and time window. In six of the eight experiments, ZAM11 predominated by day 36. Hence, this mutation, which effectively removes prfB autoregulation, confers no obvious loss of fitness, at least under these laboratory conditions.
[image: Figure 4]FIGURE 4 | Autoregulation of RF2 synthesis provides no obvious fitness benefit in F. johnsoniae. Growth competition between strains UW101 and ZAM11 (A) Sequence of codons 15–25 of prfB in the wild-type strain UW101 (prfB) and the engineered strain ZAM11 (prfB(-FS)). Note that the encoded protein sequence (AA seq.) remains unchanged (B) An example of the primary data. Mixed cultures were passaged daily, and aliquots were taken and analyzed by PCR to distinguish wild-type and mutant alleles. Control reactions containing pure wild-type cells (W), pure mutant cells (M), or no cells (N) are shown in the rightmost lanes (C) The proportion of mutant (M) versus wildtype (W) cells is plotted as a function of time, for eight biological replicates. Each replicate is represented by a different color, and Y values correspond to log10 (M/W).
DISCUSSION
In this study, we show that the ASD plays a much smaller role in F. johnsoniae than in E. coli. In F. johnsoniae, ribosomes carrying single mutations at positions 1,535–1,537 are as active as WT ribosomes, based on genetic complementation. In E. coli, the same mutations cause a dominant negative or dominant lethal phenotype. Remarkably, F. johnsoniae ribosomes retain substantial activity even after quadruple mutation or complete replacement of the ASD (nucleotides 1,535–1,539). This clear difference in ASD dependence can be explained by SD usage in the two organisms. Most E. coli genes contain a SD (Nakagawa et al., 2010; Nakagawa et al., 2017), whereas very few F. johnsoniae genes do (Jha et al., 2021). In fact, sequences complementary to the 3’ end of 16S rRNA are underrepresented upstream of start codons in F. johnsoniae (and other Bacteroidia), implying that rRNA-mRNA pairing can be inhibitory for initiation on many mRNAs (Jha et al., 2021).
F. johnsoniae ribosomes carrying multiple ASD mutations are active but functionally compromised. This reduced activity could stem from a defect in 30S assembly. Era, a conserved bacterial GTPase critical for 30S biogenesis, interacts directly with nucleotides 1,530–1,539 of 16S rRNA, which includes the core ASD (nt 1,535–1,539) (Sharma et al., 2005; Tu et al., 2009; Tu et al., 2011; Razi et al., 2019). The mutations we made are predicted to disrupt Era-rRNA contacts, which may slow assembly of the mutant subunits, leading to their enrichment in the 30S region of the gradient and their depletion from the polysome region. Another possibility is that these mutant ribosomes are defective in translation initiation. A recent cryo-EM structure of the F. johnsoniae ribosome revealed that the 3′ tail of 16S rRNA binds a pocket formed by bS21, bS18, and bS6 on the 30S platform, explaining why F. johnsoniae ribosomes are “blind” to SD sequences in vivo and in vitro (Jha et al., 2021). Mutations at positions 1,537–1,539 are predicted to disrupt ASD interactions with bS21 and/or bS18 on the platform, effectively liberating the 3’ tail. This might be generally detrimental to F. johnsoniae initiation, which normally does not entail mRNA-rRNA pairing. Further work will be needed to distinguish whether these ASD mutations influence assembly or initiation (or both), and exactly how they do so.
Translation of rpsU in F. johnsoniae does involve SD-ASD pairing (Jha et al., 2021), hence bS21 production may be compromised in cells with ASD-substituted ribosomes. While this could impair 30S assembly, both mutant and wild-type subunits would be equivalently affected, which is inconsistent with our gradient sedimentation results. Instead, our data provide strong evidence that the mutant subunits are specifically defective (Figure 3), while global translation in the cell is largely unchanged (Supplementary Figure S2).
Growth of F. johnsoniae slowed substantially after deletion of the third (of six) ribosomal RNA (rrn) operons. This is reminiscent of analogous experiments in E. coli, where a clear drop in growth occurred upon deletion of the fourth (of seven) operons (Quan et al., 2015). However, the basis of this growth inhibition differs in the two systems. For E. coli Δ4, the growth phenotype can be largely rescued by plasmid ptRNA67, which encodes the various tRNA genes associated with seven rrn operons, and the additional presence of a plasmid expressing ribosomal RNA has no further effect. In fact, deletion of two more rrn operons (strain Δ6) are needed before growth becomes limited by rRNA levels. For the Δ3 strain of F. johnsoniae, complementation depends on plasmid-encoded rRNA, not tRNA (Figure 2, ZAM28). In other words, the three intact rrn operons on the chromosome are unable to maintain sufficient levels of rRNA in the cell. This hints that feedback regulation of rRNA synthesis in F. johnsoniae differs from that in E. coli (Paul et al., 2004), a hypothesis worth exploring in the future.
While pZM14 can complement the Δ3 strain of F. johnsoniae, the growth rate of ZAM26 does not reach that of wild-type cells. Why only partial complementation is seen remains unclear. One possibility is that production of rRNA from pZM14 is simply not high enough. This plasmid contains the rrn operon (rrnA) downstream from an engineered ompA promoter (Baez et al., 2019), which is probably less active than the native rrn promoter. In earlier work (Boleratz, 2016), we cloned the rrn operon with its native promoter into an analogous shuttle vector, but we were unable to move the resulting plasmid into F. johnsoniae. Further investigation, involving conjugation of numerous deletion derivatives, showed that the rrn promoter itself prevents transconjugant formation (Boleratz, 2016). We suspect that high-level transcription directed by Prrn interferes with plasmid replication or stability. Unfortunately, these experiments left us with no useful constructs, and the basis of partial complementation remains unsolved.
All bacteria have two primary release factors—RF1, which recognizes UAA and UAG; and RF2, which recognizes UAA and UGA. In many species, production of RF2 is autoregulated via a +1 programmed frameshifting mechanism, which depends on mRNA-rRNA pairing. In this work, we show that prfB autoregulation is also common among Bacteroidia, even though ribosomes of these organisms exhibit an occluded ASD and generally fail to recognize SD sequences (Jha et al., 2021). Presumably, the frameshifting mechanism has adapted in these organisms to account for the altered ASD dynamics. Interestingly, ribo-seq read coverage suggests that ribosomes pause at the slippery site much longer in F. johnsoniae than in E. coli (Baez et al., 2019). We hypothesize that other cis-acting elements and/or trans-acting factors promote this pause, allowing enough time for the ASD to dissociate from the 30S platform and pair with the mRNA. Notably, the prfB frameshift appears to be uniformly absent in Weeksellaceae. This clade includes Chryseobacteria and related organisms, whose ribosomes have an alternative ASD (5′-UCUCA-3′) (Jha et al., 2021). This observation is consistent with a critical role for rRNA-mRNA pairing in prfB frameshifting and hints that multiple G-C pairs may be needed.
Prior to mutational analysis of the ASD, we removed the frameshift site of prfB in F. johnsoniae. The resulting strain, ZAM11, constitutively produces the wild-type RF2 protein from one open reading frame. Interestingly, ZAM11 exhibited no obvious phenotype, and growth competition experiments revealed no loss of fitness, at least under the laboratory conditions tested. To our knowledge, analogous work has yet to be performed in E. coli, or any other bacterium. The prevalence of the autoregulatory mechanism across Bacteria implies that it must provide some benefit. There is some evidence that overproduction of RF2 can be deleterious, perhaps due to misreading of the tryptophan codon UGG (Abdalaal et al., 2020). Further studies of ZAM11 (and/or analogous strains in other bacteria) will be needed to understand the physiological role of prfB autoregulation.
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The yeast eukaryotic initiation factor 4B binds the 40S subunit in translation preinitiation complexes (PICs), promoting mRNA recruitment. Recent evidence indicates yeast mRNAs have variable dependence on eIF4B under optimal growth conditions. Given the ability of eIF4B to promote translation as a function of nutrient conditions in mammalian cells, we wondered if eIF4B activities in translation could alter phenotypes in yeast through differential mRNA selection for translation. Here we compared the effects of disrupting yeast eIF4B RNA- and 40S-binding motifs under ∼1400 growth conditions. The RNA-Recognition Motif (RRM) was dispensable for stress responses, but the 40S-binding N-terminal Domain (NTD) promoted growth in response to stressors requiring robust cellular integrity. In particular, the NTD conferred a strong growth advantage in the presence of urea, which may be important for pathogenesis of related fungal species. Ribosome profiling indicated that similar to complete eIF4B deletion, deletion of the NTD dramatically reduced translation, particularly of those mRNAs with long and highly structured 5-prime untranslated regions. This behavior was observed both with and without urea exposure, but the specific mRNA pool associated with ribosomes in response to urea differed. Deletion of the NTD led to relative increases in ribosome association of shorter transcripts with higher dependence on eIF4G, as was noted previously for eIF4B deletion. Gene ontology analysis indicated that proteins encoded by eIF4B NTD-dependent transcripts were associated with the cellular membrane system and the cell wall, while NTD-independent transcripts encoded proteins associated with cytoplasmic proteins and protein synthesis. This analysis highlighted the difference in structure content of mRNAs encoding membrane versus cytoplasmic housekeeping proteins and the variable reliance of specific gene ontology classes on various initiation factors promoting otherwise similar functions. Together our analyses suggest that deletion of the eIF4B NTD prevents cellular stress responses by affecting the capacity to translate a diverse mRNA pool.
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INTRODUCTION
Translation initiation begins with the formation of a translation preinitiation complex (PIC) comprised of an initiator Met-tRNA•eIF2•GTP ternary complex bound to the 40S ribosomal subunit along with eIFs 1, 1A, 5 and the multisubunit eIF3. Simultaneously, mRNAs are complexed with the eIF4F complex and Ded1/Ddx3, which are proposed to unwind secondary structure and promote PIC binding to mRNA. The eIF4F complex is comprised of three factors. eIF4E binds the 5′cap structure and eIF4G. eIF4G acts as a scaffold linking the cap to the helicase, and as such binds to mRNAs, eIF4E, eIF4A, and other proteins. eIF4A is a DEAD-box RNA helicase with activity modulated by changes in conformation upon binding to RNA, eIF4G, eIF4B, and in mammalian cells, eIF4H (Mitchell et al., 2011). This complex is thought to serve multiple purposes: 1) interactions of the 5′cap bound to eIF4E with other components of the PIC bound to eIF4G direct PIC loading to the 5′end of mRNAs, and 2) helicase activity of eIF4A melts mRNA secondary structure near the cap and throughout the 5-prime untranslated region (5′UTR) to allow effective loading at the cap and scanning through 5′UTRs. The associated protein eIF4B promotes the activity of the eIF4F complex (Rozovsky et al., 2008; Özeş et al., 2011).
A number of observations indicate the importance of eIF4B in translating structured mRNAs and promoting the activity of eIF4A/eIF4F both in vitro and in vivo (Dmitriev et al., 2003; Mitchell et al., 2010; Sen et al., 2016). In fact, eIF4B in yeast was first discovered by two groups as both a multicopy suppressor of a temperature-sensitive eIF4A mutation, as well as a protein that interacted with antibodies against the 5′-cap complex (Altmann et al., 1993; Coppolecchia et al., 1993). This indicates important functional interaction between eIF4F and eIF4B. One model for eIF4B function suggests that eIF4B enhances eIF4A mRNA helicase activity at the step of mRNA activation or scanning to allow structured mRNA translation (Rogers et al., 2001; Özeş et al., 2011; Andreou and Klostermeier, 2014). However, recent work indicates that some classes of mRNAs have a hyperdependence on eIF4B while showing less relative dependence on eIF4A. This could suggest eIF4B performs both eIF4A-dependent and eIF4A/eIF4F-independent activities during translation, or that functions of eIF4A are universally important for translation (Park et al., 2011; Sen et al., 2015; Sen et al., 2016). These eIF4A-independent functions could stem from the ability of eIF4B to bind to the 40S subunit and promote conformational changes in the mRNA binding channel (Walker et al., 2013; Sen et al., 2016).
Yeast eIF4B can be divided into four functional domains: an N-terminal domain (NTD), an RNA-recognition motif (RRM), a 7-repeats domain, and a C-terminal domain (Figure 1A; (Altmann et al., 1993; Coppolecchia et al., 1993). While the RRM has a defined globular structure with conserved RNA-binding motifs (Fleming et al., 2003), the other three domains are predicted to be disordered (by analysis of the S288C eIF4B sequence in PONDR (Xue et al., 2010)). Our previous work demonstrated that eIF4B binds directly to the 40S subunit using both the NTD and 7-repeats domains of the protein, independently of the RRM (Walker et al., 2013). The 7-repeats domain consists of imperfect repetitions of a ∼26 amino acid motif that can also bind directly to single-stranded RNA (Altmann et al., 1993; Coppolecchia et al., 1993; Niederberger et al., 1998; Walker et al., 2013). Binding the 40S by either the NTD or 7-repeats domain promotes the movement of a ribosomal protein, Rps20/uS10 (Walker et al., 2013). This induces changes in the conformation of multiple rRNA residues on both the solvent and subunit interfaces of the 40S near domains of Rps20/uS10 that reach into the mRNA binding channel. Both the NTD and the 7-repeats domain of eIF4B enhance its affinity to the 40S and are required for robust mRNA recruitment to the PIC, suggesting these ribosome binding activities are critical for translation. Deletion of either domain resulted in decreased rates of mRNA recruitment and translation. However, the defect conferred by deleting the seven repeats was partially rescued by increasing the concentration of the ∆7-repeats variant in vitro or overexpressing the ∆7-repeats protein in cells. The heightened concentration of the ∆7-repeats mutant required for maximal rate suggests the repeats must interact with the 40S or another binding partner for maximal affinity and activity. In contrast, increasing concentrations of the ∆ntd protein did not rescue the decreased rate, suggesting the NTD affects the mechanism by which eIF4B accelerates mRNA recruitment (Walker et al., 2013). Deletion of the NTD, but not other eIF4B domains also confers a dominant-negative overexpression phenotype in cells harboring temperature-sensitive mutant eIF4F alleles, repressing growth even under permissive temperature (Zhou et al., 2014). This suggests the NTD is needed to activate eIF4F. Deletion of either the NTD or 7-repeats domain also increases the amount of eIF4A needed to achieve maximal rate of mRNA recruitment to the PIC, suggesting both domains are needed for optimal functional interaction of eIF4A with the preinitiation complex (Walker et al., 2013). Evidence was recently provided for RNA-dependent interaction of the 7-repeats domain with eIF4A in vitro (Andreou et al., 2017), and for an RNA-independent interaction of eIF4B with eIF4F in vitro and in vivo (Park et al., 2013). These observations together suggest a model in which the seven repeats domain of eIF4B binds the preinitiation complex, where the NTD can effectively promote eIF4A activity or a conformation of the PIC that allows effective loading and scanning of mRNAs.
[image: Figure 1]FIGURE 1 | The N-terminal domain of eIF4B binds the ribosome and promotes translation in a prototrophic yeast strain. (A) Schematic of eIF4B functional domains in WT, ∆ntd, and ∆rrm constructs. (B) Lysates from strains harboring WT (black), ∆ntd (red), or ∆rrm (blue) eIF4B were fractionated on 5–45% sucrose gradients and monitored by absorbance at 254 nm. Polysome to monosome (P:M) ratios were calculated by quantifying the area under the curve for the indicated monosome and polysome peaks. The Mean P:M ratios from three or more biological replicates (representative traces shown) are reported ± standard error of the mean. (C–F) Lysates were crosslinked with 1% formaldehyde prior to running on 5–45% sucrose gradients. The distributions of eIF4B (C), Rps2 (D, an indicator of 40S subunits/monosomes/polysomes), eIF4A (E), and eIF4G (F) in mRNP, subunit, monosome, and polysome fractions were determined by western blotting indicated gradient fractions. The line graphs show the mean percentages of total indicated protein (quantified across the gradient) that was present in each fraction. (G–I) The distributions of eIF4B (G), eIF4A (H) and eIF4G (I) in mRNP vs. ribosome containing fractions were analyzed by an unpaired students t test. The only significant differences observed were for ∆ntd versus WT eIF4B distributions. Asterisk indicates p value ≤0.05.
In contrast to the 40S binding activities of the NTD and the seven repeats domains, disrupting the RNA-binding activity of the RRM of yeast eIF4B did not affect growth or translation activity in vitro or in vivo, unless combined with other mutations that affect function on their own, such as deletion of the NTD or 7-repeats (Walker et al., 2013). This suggests that the RNA-binding RRM can stimulate the required function of the NTD and seven repeats, although to a limited extent which does not accelerate growth rate under standard laboratory conditions. The RRM is the only large functional domain with considerable sequence conservation between yeast and human eIF4B (Altmann et al., 1995) outside of small motifs of homology in the NTD and a segment of homology to the core sequence of a single yeast repeat just downstream of the RRM in human eIF4B. These motifs in the human factor are sufficient to rescue function of yeast eIF4B variants lacking the analogous motifs, suggesting they may provide a conserved function (Zhou et al., 2014).
Here we investigated the ability of the RNA-binding RRM and the 40S-binding NTD of eIF4B to stimulate translation and growth under various stress conditions. We found that the NTD enhanced growth in conditions that require robust cellular integrity, including in the presence of 3% w/v urea. Deletion of the NTD resulted in reduced eIF4B association with ribosome fractions and large decreases in translation as expected based on our previous work. Analysis of the structural content of mRNAs that strongly depended on the NTD for translation supports the model that eIF4B is necessary to enhance translation of mRNAs with long, structured 5′UTRs that showed less enrichment with eIF4G and other closed-loop factors, and further implicates the NTD in promoting this function (Sen et al., 2016). As expected, eIF4B interaction with translating polysomes was disrupted by truncation of the NTD, in agreement with our previous claim that this domain stabilizes binding to free 40S subunits (Walker et al., 2013). The mRNAs that responded to eIF4B NTD-deletion encode cell wall, membrane and ER/Golgi-associated proteins. Further analysis of the full complement of mRNAs in gene ontology classes associated with high NTD-dependence showed that mRNAs encoding membrane and trafficking proteins, irrespective of strong NTD-dependent changes in this study, had more structured 5′UTRs than other yeast mRNAs. The mRNAs that showed relative increases when the NTD was deleted were in contrast associated with cytoplasmic proteins, and especially with cytoplasmic translation. The mRNAs in these NTD-independent gene ontology classes showed significantly less structure. The divergence in mRNA structure propensity and likewise, eIF4B-dependence, of cytoplasmic proteins versus membrane-associated factors may allow the cellular responses to various stressors garnered by the eIF4B NTD. Together these data suggest eIF4B-NTD activity is needed to reprogram translation and allow cells to adapt to diverse cellular environments.
MATERIALS AND METHODS
Construction of Yeast Strain and Plasmids
Yeast strains (Supplementary Table S1) YSW3 and YSW4 were generated by tetrad dissection of strain FJZ001 (MATa/MATα, his3Δ1/his3Δ1 leu2Δ0/leu2Δ0 met15Δ0/MET15 LYS2/lys2Δ0 ura3Δ0/ura3Δ0 TIF3/ tif3Δ::hisG-URA3-hisG) (Walker et al., 2013), followed by isolation of LYS+, HIS−, LEU−, and MET− haploid clones, and finally counterselection on 5-FOA for removal of the URA3-HisG cassette of the URA+ tif3∆ strain. TIF3 alleles with the native promoter and terminator encoding C-terminal hexahistidine tagged-eIF4B or variants were Gibson-assembled (NEB, United States) into the BamHI site of single-copy vector pHLUM (Mülleder et al., 2012). DNA sequences of the entire PCR-amplified regions were verified in the assembled plasmids (Supplementary Table S2). Plasmids were transformed into YSW4 to generate prototrophic strains. Transformed strains were verified by Western blot for correct eIF4B variant expression (Figure 2D and Supplementary Table S1).
[image: Figure 2]FIGURE 2 | eIF4B binding to the 40S promotes resistance to stressors that challenge cellular integrity through changes in translation. (A) Heatmap of average height differences for cellular fitness between the NTD (top) or RRM (bottom) deletion mutant (green) and WT (red) under 1440 metabolic and chemical conditions as assayed by Phenotype microarray, which includes seven panels in 15 96-well plates: 1. Carbon Sources; 2. Nitrogen Sources; 3. Phosphorus and Sulfur Sources; 4. Nutrient Supplements; 5. Peptide Nitrogen Sources; 6. Osmolytes; 7. pH; and 8. Chemical Sensitivity. Wells containing 2, 3, and 4% urea are outlined by a black box, left to right, for ∆ntd. 3% Urea gave the largest difference in WT and ∆ntd fitness. There were no conditions that gave a significant change for ∆rrm (B). Growth curves of WT (black), ∆ntd (red), and ∆rrm (blue) grown with 0% (circles), 2% (squares), or 3% urea (triangles). Results from biological triplicates ± SEM are shown. (C) Relative change in polysome to monosome (P:M) ratio upon exposure to urea was determined as in 1B with representative traces shown in Supplementary Figure S2 in the presence and absence of 3% urea. Biological triplicates ± SEM are shown with p values from Student’s t test indicated (*p < 0.05). (D) eIF4B levels in WT, ∆ntd, and ∆rrm strains after growth with 0, 2%, or 3% urea in Synthetic Dextrose media.
Plasmids (Supplementary Table S2) for monitoring translation reporter expression were constructed using the Mo-Clo yeast toolkit Golden Gate cloning system as described (Lee et al., 2015). The promoter, 5′UTR, and first 30 nucleotides of FIG2 and VBA2 genes were amplified from yeast (BY4741) genomic DNA and cloned into parts vector pYTK001 via BsaI assembly. An intermediate vector (pAS45) containing an E. coli GFP cassette (pYTK047) for screening green/white colonies by replacement of GFP was combined with the FIG2 and VBA2 parts vectors, the C-terminal Venus fusion tag (pYTK045), and a terminator part vector (pYTK053) for BsmBI assembly of the complete reporter vectors. Plasmids were verified by sequencing.
Phenotype Microarrays
Previous work showed that inclusion on the same plasmid of the four requisite metabolic genes lacking in the parental genome of the barcoded yeast knockout collection (HIS3, LEU2, URA3, and MET17) provided a selective growth advantage, regardless of whether the metabolites these genes produce were included in the media. Hence, the plasmid with four metabolic markers is effectively retained even in rich growth media without selection, and synthetic growth effects between metabolic gene deletion and the mutation of interest can be avoided (Mülleder et al., 2012). Prototrophic strains YSW5, 6, and 7 were sent to Biolog for Phenotype Microarray screening at 30°C in duplicate, using plates 1–10 and 20–25 (Biolog Inc, United States) (Bochner et al., 2001). Plates were read every 30 min for 48 h.
Yeast Growth
Yeast were cultivated in liquid or on solid (2% agar) Synthetic Drop-out (SD) media (20 g/L glucose, 1.71 g/L yeast nitrogen base without amino acids containing 5 g/L ammonium sulfate; Sunrise Scientific Products, United States) at 30°C. For assays with additives, yeast cells from an overnight culture in SD media were diluted to an OD600 of 0.05 in SD media or SD media supplemented with additive (e.g. 2% or 3% urea), and allowed to grow to mid-log phase with shaking at 30°C, unless otherwise noted. Automated growth curves were performed in 96-well plates (200 µl SD and additives per well) by taking OD600 measurements every 2 h for 48 h while incubating at 30°C with double-orbital shaking in a Spark plate reader (Tecan, Switzerland). The same trends in growth rate were observed on solid media (data not shown).
Analysis of Polysome:Monosome Ratios
Polysome analysis was performed as described previously (Lee et al., 2007; Walker et al., 2013). For Figure 1B, yeast cells were cultured in SD medium with or without additives as noted at 30°C to an OD600 of 1.5. Cycloheximide (Gold biotechnology, United States) was added to a final concentration of 50 µg/ml and incubated for 5 min at 30°C with shaking before collecting cells by pelleting in centrifuge bottles packed with ice. Pellets were resuspended in 1/3 of the pellet weight of breaking buffer (20 mM Tris-HCl at pH 7.5, 50 mM KCl, 10 mM MgCl2, 1 mM DTT, 200 μg/ml heparin, 50 μg/ml cycloheximide, and one Complete EDTA-free Protease Inhibitor Tablet [Roche]/50 ml buffer), dropped into liquid nitrogen, and lysed in a Nitrogen Mill for 10 Cycles following a precool of 15 min with the following parameters: 1 min run, 2 min cool, rate = 15 (Spex Sample Prep, United States). 25 A260 units of lysates were resuspended in 1.5 volumes of the pellet weight of ice-cold breaking buffer and clarified by spinning at 14,000 rpm for 15 min at 4°C prior to separation by velocity sedimentation on 5–45% sucrose gradients (20 mM Tris-HCl [pH 7.5], 50 mM KCl, 10 mM MgCl2, 1 mM DTT, 5–45% sucrose mixed using the 5–45% SW-41 gradient program on the BioComp gradient station) by centrifugation at 39,000 rpm for 2.5 h at 4°C in a Beckman SW41 rotor. Gradient fractions were separated on a gradient station (BioComp, Canada) while scanning at 254 nm. The areas under the monosome and polysome peaks, determined in GraphPad Prism software, were used to calculate the P/M ratio.
Analysis of Initiation Factor Association With Subunits and Polysomes by Crosslinking and Gradient Ultracentrifugation
To monitor association of eIF4B and other proteins with 40S subunits, formaldehyde crosslinking analysis was performed as described (Herrmannová et al., 2020) with the following differences: Yeast cells were grown to an OD600 of ∼0.8 in SD media at 30°C. Cultures were poured into bottles packed with ice containing formaldehyde for a final concentration of 2% and incubated for 60 min prior to collection and lysis. Cells were lysed in a nitrogen mill as described above and resuspended to 20 A260 units per 300 µl. 300 µl of crosslinked lysates were then loaded and separated by spinning at 41,000 rpms for 5 h on 7.5–30% sucrose gradients in an SW-41 rotor, and 0.63 ml fractions were collected upon fractionation on a Biocomp gradient station. Fractions 1–2 were combined prior to loading. Fractions up to the 40S peak were analyzed by western analysis. Three biological replicates were performed.
For observing polysome association, Cycloheximide was added to the culture to a final concentration of 50 µg/ml and incubated for 5 min at 30°C with shaking before harvesting cells on ice. Cells were lysed and resuspended in BBK buffer as above, then formaldehyde was added to the resuspended lysates at a final concentration of 1%. Crosslinking was carried out for 30 min on ice before quenching with glycine at 0.1 M. Crosslinked cell lysates were layered on 5–45% gradients and 10 1 ml fractions were collected for analysis by western blotting (Herrmannová et al., 2020). Two biological replicates were performed.
Western Analysis
Antibodies and samples were used at concentrations that showed linear increases when samples were titrated. TGS and TGX-Stain-free gels were transferred to PVDF membranes using the Trans-blot Turbo system (Biorad, United States). Visualization of blots was performed using BioRad ECL or ECL Max sensitivity HRP substrate as needed for the secondary antibody. When blotting the same protein on multiple blots for comparison, the acquisition time was kept approximately the same. The stain-free visualization of total protein was carried out using a Biorad touch imager according to the manufacturer’s protocol.
To verify that eIF4B variants were expressed under stress conditions, yeast cells were grown in SD media with or without 2 or 3% urea, and harvested at an OD600 of 1.0. Whole cell extracts (WCEs) were prepared by extraction with trichloroacetic acid (TCA) and subjected to Western blot analysis as described previously (Walker et al., 2013) using antibody against the His6 epitope (EMD Millipore/Novagen 70796, 1:2000 dilution) Experiments were repeated three or more times from biological replicates.
For analysis of eIF4B position within gradients, 0.5 ml of each gradient fraction was precipitated by addition of 1 ml 100% Ethanol and spinning for 30 min at 13,000 × g, resuspended in SDS loading buffer, and resolved by SDS-PAGE, followed by Western blotting using anti-His antibody. 40S subunit (and 80S/polysome) containing fractions were verified from the same samples by blotting yeast ribosomal small subunit protein Rps2 (Aviva ARP63572_P050, 1:2000 dilution.) Rabbit antibodies to purified recombinant yeast eIF4A (1:20,000 dilution) and eIF4G1 (1:1000 dilution), generated by Invitrogen/Pierce custom antibody services and verified against the recombinant proteins, were used to determine the position of those proteins within gradients (Liu et al., 2019). Each experiment was repeated three or more times from biological replicates.
To determine changes in FIG2 and VBA2 translation reporter fusions, TCA-precipitated lysates were prepared as above from cells grown in media with or without 3% urea to an OD600 of 0.5–0.8. Lysates were separated on a stain-free SDS-PAGE gel (Bio-rad), then blotted with mouse anti-GFP antibody (Roche 11814460001, 1:1000 dilution) and anti-mouse-HRP secondary (Cell Signaling 7076, 1:3500). GFP was normalized to total protein bands per lane (visualized by a stain-free scan on a Bio-rad gel doc), which was also normalized prior to loading lysates. Each experiment was repeated at least two times from biological replicates.
RiboSeq and RNASeq Library Preparation
Ribosome footprint profiling was conducted as described (Ingolia et al., 2009; Guydosh and Green, 2014; McGlincy and Ingolia, 2017) with minor modifications. Yeast cells at an OD600 of approximately 0.8 were rapidly harvested by vacuum filtration through a 0.45 µm Whatman cellulose nitrate membrane filter (GE Healthcare Life Sciences, United States) at room temperature by scraping the slurry into liquid nitrogen. Cells were lysed as above in a Nitrogen mill, and thawed and suspended in lysis buffer (20 mM Tris [pH 8], 140 mM KCl, 1.5 mM MgCl2, 1% Triton X-100, 100 µg/ml cycloheximide). 25 A260 units of extract were treated with 87.5 Units of RNase If (M0243, NEB, United States) for 1 h at 22°C on a rotator, then separated on 10–50% sucrose gradients (20 mM Tris [pH 8], 140 mM KCl, 1.5 mM MgCl2, 1 mM DTT, 100 µg/ml cycloheximide, 10–50% sucrose) by centrifugation at 40,000 rpm for 3 h at 4°C in a Beckman SW41 rotor and fractionated as above. Ribosome-protected RNA footprints were purified from the nuclease-treated monosome fraction by addition of SDS to 0.8% at 65°C, followed by extraction with acid phenol [pH 4.5] (Ambion, United States) and then chloroform/isoamyl alcohol extraction. 300 mM NaOAc [pH 5.2] was added to the aqueous phase and RNA was precipitated with one volume of isopropanol before resuspending in 10 mM Tris-HCl [pH 8]. RNA footprints from 25 to 35 nt were size-selected on a 15% denaturing PAGE gel, eluted by crushing and soaking gel fragments in RNA elution buffer (300 mM NaOAc [pH 5.5], 1 mM EDTA, 0.1 U/µl SUPERaseIn (Life Technologies, United States)), and dephosphorylated using T4 Polynucleotide Kinase (M0201, NEB, United States) prior to isopropanol precipitation and resuspension in 10 mM Tris [pH8]). A pre-adenylated universal linker (5′-rAppCTGTAGGCACCATCAAT-NH2-3′) was prepared in house or purchased from NEB (S1315S) and ligated to the 3′ ends of the dephosphorylated footprints using T4 RNA Ligase 2, truncated (MO242L, NEB). rRNA was depleted using the Yeast Ribo-Zero Gold rRNA removal kit (Illumina, United States). First strand synthesis was performed with Superscript III (Life Technologies, United States) and reverse transcription primer NINI9 (5’-/5Phos/ AGA TCG GAA GAG CGT CGT GTA G GGA AAG AGT GTA GAT CTC GGT GGT CGC/SpacerC18/ CAC TCA/SpacerC18/ TTC AGA CGT GTG CTC TTC CGA TCT ATT GAT GGT GCC TAC AG), followed by circularization with Circligase (Epicenter, United States). Circularized cDNA was then PCR amplified using primer NINI2 (AAT GAT ACG GCG ACC ACC GAG ATC TAC AC) and a primer with a barcode (CAA GCA GAA GAC GGC ATA CGA GAT XXX XXX GTG ACT GGA GTT CAG ACG TGT GCT CTT CCG), where XXXXXX denotes a six-nucleotide-barcode used to distinguish samples run in the same lane (Supplementary Table S4). For RNA-seq, total RNA was isolated from the same cell extracts using SDS/hot acid phenol/chloroform extraction. The Ribo-Zero Gold Yeast kit was used to remove rRNA, and total RNA was randomly fragmented by incubating for 20 min at 95°C in freshly made fragmentation buffer (100 mM sodium carbonate-bicarbonate [pH 9.2], 2 mM EDTA). RNA was then precipitated and fragments of 40–60 nt were purified from a denaturing PAGE gel, and library generation carried out as above. Ribo-Seq and RNA-Seq were performed for two independent cultures for each condition (WT and ∆ntd cells grown in SD both with and without 3% Urea), and the 16 libraries sequenced in two lanes with 150 bp reads on an Illumina HiSeq 4000 instrument by Genewiz.
Analysis of Ribosome Profiling Libraries
The Ribogalaxy platform (https://ribogalaxy.ucc.ie, (Michel et al., 2016)) was used for trimming linker sequences (Cutadapt version 1.1.a; (Martin, 2011)), subtractive alignment of S. cerevisiae non-coding RNAs (Bowtie version 1.1.a; (Langmead et al., 2009); using the R64.2.1 S288C genome from Saccharomyces Genome Database (SGD, RefSeq ID: 285498), alignment of rRNA subtracted libraries to the transcriptome (Bowtie version 0.1.3 using the SGD transcriptome dataset and counting of uniquely mapped reads (Ingolia et al., 2009) using Ribocount version 0.3.1. Statistical analyses of differences in total RNA counts, ribosome footprints, or TE values between WT, mutant, urea-treated, and untreated samples were conducted using DESeq2 and are presented in Supplementary Table S6 along with the calculated false discovery rates (Love et al., 2014). Gene ontology categorization of library-specific differences was performed at SGD, using all genes within the four classes, NTD dependent increase/decrease in urea, NTD dependent increase/decrease in SD (Thompson et al., 2016). Cumulative PARS scores (Kertesz et al., 2010) and strong-closed loop association (Costello et al., 2015) for yeast mRNAs were obtained from published works and were analyzed for those mRNAs showing reduced or enhanced dependence on the NTD with and without urea, as described previously for cells lacking eIF4B (Sen et al., 2016).
Gene set enrichment analysis (GSEA) was carried out by using the curated gene sets of Gene Ontology for S. cerevisiae (http://ge-lab.org/gskb/), (Supplementary Figure S5) The list of the entire detectable genes with log2 ratios derived from each comparison was used for the pre-rank GSEA, and we followed the standard procedure described by GSEA user guide (http://www.broadinstitute.org/gsea/doc/GSEAUserGuideFrame.html). The nominal p-value is the statistical significance of the enrichment score.
qRT-PCR
Cell lysates were prepared and 12 fractions were collected from polysomes fractionated using the protocol for Riboseq gradient preparation above (without nuclease treatment.) 0.3 ml of each gradient fraction was spiked with equal amounts of control RNA (Fluc mRNA, Trilink Biotechnologies, United States), then total RNA was extracted using the hot acid phenol-chloroform method (Thompson et al., 2016). First strand synthesis was performed with iScript Advanced Reverse Transcriptase (Biorad, United States) using oligo-dT primers and random hexamer primers. Quantitative PCR was performed with iQ SYBR Supermix reagents (Biorad, United States) using CFX384 Touch Real-Time PCR detection system (Biorad, United States) two times per sample. Gene-specific primer sequences are listed in Supplementary Table S3.
RESULTS
Previous work demonstrated that the N-terminal domain (NTD) of eIF4B promotes both affinity for the 40S subunit in vitro and recruitment of mRNAs to the preinitiation complex in vitro and in vivo, while the RRM of eIF4B is dispensable in auxotrophic yeast strains (Walker et al., 2013; Zhou et al., 2014). Given the diverse dependencies of cellular mRNAs on eIF4B function (Sen et al., 2016), we thought it likely that differential mRNA selection promoted by eIF4B could confer phenotypic advantages. We wondered if the ability of the NTD to promote translation would afford cells the ability to resist different stressors, and whether the RRM could provide additional function under stress, so we constructed prototrophic strains for phenotype microarray analysis. We previously reported that deletion of the NTD conferred slow growth and cold-sensitivity in a strain auxotrophic for histidine, uracil, and methionine on solid media (Coppolecchia et al., 1993; Walker et al., 2013). For this work, an eIF4B null mutant was transformed with a plasmid that complemented all four existing auxotrophic markers and provided a WT, ∆ntd, or ∆rrm eIF4B gene copy (TIF3, tif3 ∆ntd, or tif3 ∆rrm) under the native promoter and terminator (Figure 1A). As previously reported, deletion of the NTD, but not the RRM reduced growth rate (Figure 2B, (Walker et al., 2013)).
Polysome profiles from these prototrophic strains expressing WT, ∆ntd, and ∆rrm eIF4B confirmed that NTD deletion led to a gross reduction of polysomes and an increase in monosomes in the mutant (Figure 1B and Supplementary Figure S2), indicating the NTD promotes global translation initiation in vivo in a prototrophic background. RRM deletion had only a minor effect on polysome to monosome ratio when expressed from this single copy plasmid (Figure 1B, blue), in agreement with our previous findings (Walker et al., 2013).
The NTD of Yeast eIF4B Enhances Association With Ribosome Complexes In Vivo
We previously reported that deletion of the NTD decreased binding affinity of eIF4B for purified 40S subunits. In addition, deletion of the NTD decreased the rate constants and endpoints of mRNA binding to the PIC in vitro, while affecting the conformation of two areas of the rRNA near protein RPS20/uS10 (Walker et al., 2013). To determine whether deletion of the NTD affected association of eIF4B with ribosomes in yeast, we performed velocity gradient fractionation of formaldehyde-crosslinked lysates followed by Western blotting of eIF4B, eIF4A, eIF4G, and Rps2. We performed two types of gradients to observe changes in association of eIF4B with both translating ribosome complexes and 40S subunits and PICs as a function of NTD and RRM deletion (Figures 1C–I and Supplementary Figure S1). Running crosslinked lysates on a 5–45% gradient effectively separates polysome-, monosome-, and mRNP-fractions. We then blotted for eIF4B in each fraction of the gradient and determined distribution of eIF4B within each fraction of the gradient. Importantly, we found that ∼55% of WT eIF4B comigrated with Rps2/40S subunit-containing fractions (Figures 1C,D fractions 4–10, Figure 1H), both as part of the 40S/PIC and moreso with the later fractions containing translating polysome complexes, which make up more of the ribosome pool. Upon deletion of the NTD we saw that Rps2 shifted from later to earlier fractions, confirming the polysome to monosome shift observed by UV spectroscopy in this paper (Compare Figures 1B,D) and in prior work (Walker et al., 2013). This indicates deletion of the NTD led to less ribosomes associated with mRNAs, suggesting reduced translation initiation rate in these cells, as we previously reported. In addition, we found that upon deletion of the NTD, eIF4B position in the gradient was shifted such that ∼80% of the protein moved to the first two fractions that lack 40S subunits and ribosomes (Figure 1C, compare black and red.) This is in contrast to deletion of the RRM, which conferred only a minor decrease in translating ribosome capacity, judged by similar polysome:monosome ratio as WT (Figure 1B, compare black and blue), and also did not grossly affect eIF4B association with translating ribosomes (Figures 1C,D).
Ultracentrifugation of crosslinked lysates on 7.5–30% sucrose gradients optimally separates 40S/PIC fractions (Supplementary Figure S1) We found that WT eIF4B was present in fractions 10–13 that contain RPS2 and indicate 40S, 43S, and 48S complexes. As we saw in Figure 1, eIF4B was also present in early fractions containing mRNPs (Supplementary Figures S1A,C). Deletion of the NTD reduced the amount of eIF4B in these Rps2-containing fractions by 93%, with increased eIF4B in early fractions containing proteins and mRNPs.
We also found that while the RRM did not change the amount of eIF4B comigrating with the overall ribosome pool (Figure 1), deletion of this domain did decrease occupancy of eIF4B on 40S/PICs, although not to the extent observed for NTD deletion, which nearly eliminated eIF4B occupancy in PIC fractions (Supplementary Figure S1). It is notable that deletion of the RRM decreased the concentration of eIF4B in cells (Figure 2D), and was previously shown to have a minor effect on 40S binding affinity and apparent affinity for the PIC in an mRNA recruitment assay (Walker et al., 2013), so this decrease in RRM occupancy of PICs outside of polysomes could be a reflection of that decreased ribosome affinity.
As a control we blotted the same gradient fractions for additional 48S components, eIF4A and/or eIF4G (Figures 1E,F and Supplementary Figure S1B). In contrast to eIF4B, we found that eIF4A and eIF4G remained distributed across gradient fractions when the NTD or RRM of eIF4B were deleted. This suggests the affinity of eIF4A and eIF4G for the PIC are not mediated by eIF4B. Moreover, this suggests that shift of ∆ntd eIF4B from polysome and 40S fractions to ribosome-free fractions is the result of decreased ribosome binding affinity of the mutant, and less likely to be due to eIF4F not associating with mRNPs as a result of eIF4B inactivation, since these other components of 48S PICs did not show a PIC and polysome to mRNP shift.
Deletion of the NTD of eIF4B Results in Decreased Resistance to Stressors and Associated Decreases in Translation
To determine conditions under which the NTD of eIF4B, which promoted association with ribosomes, plays a specific role in regulating growth and translation, we performed phenotype microarrays of cells expressing WT or ∆ntd eIF4B from a single copy plasmid that also restored nutrient prototrophy. As an additional control, we performed phenotype microarray analysis on cells expressing ∆rrm eIF4B. Phenotype microarray analysis was not performed on cells expressing eIF4B lacking the seven repeats or a strain lacking eIF4B entirely, because the growth rates of these strains are too slow under optimal growth conditions to clearly assess additional effects of stressors in these assays. Phenotype microarray analysis showed a large number of conditions in which the prototrophic ∆ntd eIF4B-expressing strain grew at a reduced rate compared to the wild-type eIF4B expressing cells (Figure 2A). The strongest responses (Supplementary Table S5) include osmolytes, detergents, a number of peptides as nitrogen sources, and antibiotics. Urea, which gave the strongest negative phenotype when present at 3% w/v in the media, acts as a denaturing agent, can cause membrane blebbing at high concentrations (Lambert and Draper, 2012; Necas and Svoboda, 1973), and can readily cross the yeast cell wall and membrane to act as a nitrogen source (Cooper and Sumrada, 1975). Tamoxifen, which targets the estrogen receptor in higher eukaryotes, targets the calmodulin protein in yeast, which regulates stress responses through Hog1 interaction (Dolan et al., 2009; Kim et al., 2016). Poly-L-Lysine can act as a cationic detergent or a charged adherent for various molecules, and likely interacts with the cell wall or membrane. The strain lacking the NTD of eIF4B also showed heightened sensitivity to antibiotics that target the small ribosomal subunit, apramycin sulfate and to a lesser extent tobramycin. WT yeast are not sensitive to these antibiotics, which when combined with the sensitivity to various salts (Potassium chloride, Chromium chloride, and to a lesser extent, sodium chloride) and other phenotypes described above, suggests a defect in membrane and/or cell wall permeability in the mutant. Growth defects were verified for ∆ntd-expressing cells in the presence of urea, which conferred the largest reduction in the mutant (Figure 2B, red). These experiments confirmed that WT growth rate is nearly unaffected by urea (Figure 2B, black) while the mutant shows slow growth. In contrast, deletion of the RNA-binding RRM domain, which diminishes in vitro RNA-binding affinity (Walker et al., 2013), conferred no large reproducible advantage or hindrance in the phenotype microarray, and supported levels of growth similar to WT eIF4B, suggesting the RNA-binding activity of eIF4B, at least that provided by the RRM, is dispensable for growth in all conditions tested (Figure 2B, blue). Together these results suggest the eIF4B 40S-binding NTD is required for resistance to a number of growth conditions that challenge cellular integrity, and that the mutant may have a defect in membrane and/or cell wall permeability.
To further investigate the mechanisms by which the NTD promoted growth in the presence of stressors, we compared polysome traces for WT and ∆ntd eIF4B-expressing cells grown in the presence and absence of 2% or 3% urea (Figure 2C, traces shown in Supplementary Figure S2). Whereas WT eIF4B-containing cells showed minor decreases in polysome to monosome (P:M) ratio upon addition of either concentration of urea (7% reduction in 2 and 10% reduction in 3% urea; Figure 2C, black), ∆ntd cells showed further 36 and 50% decreases in P:M ratio due to urea exposure (Figure 2C, red). In contrast, deletion of the RRM resulted in less than 5% change in P:M ratio (Figure 2C, blue).
The reduction in translation conferred by NTD deletion was not due to altered levels of eIF4B, as immunoblotting for a His tag on the eIF4BC-terminus showed similar protein levels when grown in media with varied urea concentrations (Figure 2D). As noted before (Walker et al., 2013), deletion of the RRM resulted in reduced detection of that protein. As previously stated (Walker et al., 2013), the reduction in ∆rrm protein levels without a large decrease in polysome:monosome levels or growth rate suggests eIF4B may normally be present in excess of what is required to stimulate translation and growth. While perplexing that the factor level can be reduced to such a large extent without corresponding functional defects, this is in agreement with the observation that targeted reduction of WT eIF4B levels by ∼55–75% resulted in only a minor reduction in translation rate in yeast (cells retained ∼80–95% of WT translation rate, (Firczuk et al., 2013).) However, the level of detectable ∆rrm protein, while lower than that of WT and ∆ntd eIF4B, was unaffected by urea addition, suggesting urea did not affect the expression or stability of the protein. Together, these data suggest interactions and activities promoted by the NTD within WT eIF4B allow robust translation in the presence of urea.
Activities Supported by the NTD Promote Translation of mRNAs Encoding Membrane-Associated Proteins
We next performed ribosome profiling on the yeast cells expressing WT or ∆ntd eIF4B, both with and without urea to determine how eIF4B•40S association affects translation of individual mRNAs. Ribosome profiling maps the positions of translating ribosomes on mRNAs to determine which sequences are translated more and less effectively in response to changes. We prepared illumina-indexed cDNA libraries for RNAseq and Riboseq from WT and ∆ntd eIF4B-expressing cells in the presence or absence of 3% urea. Comparison of replicates indicates sufficient reproducibility for each sample, with slightly higher variability in the Riboseq libraries from ∆ntd eIF4B-expressing cells with 3% urea (Supplementary Figure S3). This sample showed the strongest global repression of translation by polysome:monosome assessment (Supplementary Figure S2) and therefore had the least ribosome footprints, so the increased noise is expected. After mapping and quantifying footprints on RNAs in the yeast transcriptome, we compared the log2fold-changes in RNAseq, Riboseq, and TE (translation efficiency, the ratio of Riboseq/RNAseq) in response to urea exposure in WT versus the urea-dependent change (log2fold change in TE for the same strain with and without urea) in ∆ntd eIF4B-expressing cells (Figure 3 and Supplementary Figure S3 and Supplementary Table S6). Changes in individual RNA levels in response to urea were more similar between the two strains (Figure 3A, r = 0.622), while changes in ribosome footprints and TE for individual RNAs in response to urea showed less correlation between the two strains (Figure 3B, Riboseq, r = 0.361; 3C, TE, r = 0.156). This is further evidenced by evaluation of the RNAs with ≥1.5-fold increase in RNAseq, Riboseq, and TE in response to urea. There were fewer RNAs overall showing ≥1.5-fold urea-dependent increases in RNA levels (Figure 3D; WT = 39, ∆ntd = 108). In contrast, there were large numbers of RNAs with ≥1.5-fold changes in Riboseq (Figure 3E, WT = 141 RNAs, ∆ntd = 543 RNAs) and TE in response to urea (Figure 3F, WT = 210 RNAs, ∆ntd = 163 RNAs), both in the WT and ∆ntd eIF4B-expressing cells. The pools of RNAs showing increased TE upon exposure to urea were almost completely distinct in control cells versus those RNAs whose TE increased in the ∆ntd mutant (3.8% of the WT TE change was also observed in ∆ntd, which represented 4.9% of the ∆ntd change; p value for overlap = 0.13). This is in contrast to the urea-dependent changes observed for RNA and Riboseq, in which the normal WT response to urea was represented significantly in the pools of RNAs also showing changes in the mutant (RNASeq, 44% of WT RNA change occurred in ∆ntd, p = 3.54 × 10−21; Riboseq, 38% of the WT Riboseq change occurred in ∆ntd, p = 5.55 × 10–24.) These overlapping RNAs constituted considerably less of the RNA and riboseq changes in ∆ntd (RNASeq, 16% of ∆ntd change; Riboseq, 9.9% of ∆ntd change overlaps with WT change). It is important to note that while there are more RNAs showing a urea-dependent increase in ribosome footprint density in ∆ntd than WT, the ∆ntd cells show an overall decrease in global translation initiation capacity as evidenced by decreased P:M ratio (Figures 1B, 2C). Together these data suggest that the mutation primarily prevents increased ribosome loading of specific mRNAs in urea, but that there are also dysregulated changes in RNA levels in the mutant.
[image: Figure 3]FIGURE 3 | The NTD of eIF4B promotes translation of mRNAs encoding proteins associated with the membrane and cell wall. (A–C) Comparison of Log2 values for changes in RNAseq (A), Riboseq (B), or TE (C, Translation efficiency) in response to 3% urea for WT are plotted vs. the Log2 values for changes observed in the NTD deletion mutant for each of the 4070 genes with measurable expression in each group. Nine mRNAs are indicated in (C), which were analyzed by qRT-PCR of polysome gradient fractions in Supplementary Figure S3 Pearson correlation coefficients are shown. (D–F) Overlap of urea-dependent genes exhibiting 1.5-fold or greater increase in RNAseq (D), Riboseq (E), or TE (F) for WT and ∆ntd. The Fisher’s exact p-values were shown to indicate the statistical significance of overlap between two datasets. (G) Gene ontology analysis for urea-dependent RNAs (e.g. increased TE in WT in response to urea.) (H). Western analysis of GFP translation reporters. The 5′UTR and first 30 nucleotides of the FIG2 and VBA2 genes were fused to GFP in a plasmid under the native promoters for each. Indicated transformants of WT and ∆ntd eIF4B-expressing yeast were subjected to anti-GFP western analysis following growth in the absence or presence of 3% urea or 1.5 mg/ml caffeine. The fractions of reporter band intensity per total protein bands for each lane on the gel were normalized to WT eIF4B without additive for each reporter.
Changes in ribosome occupancy of nine selected RNAs were verified by performing qRT-PCR on RNA from polysome gradient fractions (Figure 1B and Supplementary Figure S4) of cells expressing WT and ∆ntd eIF4B in the presence and absence of 3% urea in the growth media. The trends observed by ribosome profiling were confirmed by this independent method for mRNAs and 18S rRNA (Supplementary Figure S4 and Supplementary Table S10). Moreover, to determine whether changes in ribosome footprint density correlated with changes in protein production, we designed two translation reporters in which the 5′ UTR and first 30 nucleotides of two RNAs that showed NTD-dependent reductions (FIG2 and VBA2) were cloned in frame in front of a GFP gene (Supplementary Table S2). Western blotting for GFP in extracts of cells harboring both a FIG2-GFP reporter and WT or ∆ntd eIF4B showed that addition of urea to WT cultures increased the level of FIG2-GFP protein by 1.6-fold (relative to total protein quantified per lane on gel after loading a normalized amount of lysate in each lane; Figure 3H). In contrast, addition of urea to WT cells did not increase steady state levels of VBA2-GFP, and instead resulted in a minor decrease (Figure 3H). This result is consistent with the increased polysome association observed for FIG2 upon urea addition, but little to no change in polysome association observed for VBA2 in WT cells upon urea addition (Supplementary Figure S4). In addition to monitoring the effects of urea, we determined the effect of caffeine on production of these reporters. Caffeine severely impaired growth of the ∆ntd mutant in the phenotype microarray assay (Figure 2A and Supplementary Table S5), so we reasoned that it may also affect reporter protein production if both conditions require function of eIF4B’s NTD. We found that caffeine incurred a modest decrease in FIG2-GFP production and a minor increase in VBA2-GFP production in the WT strain. In contrast, large decreases in translation were observed upon addition of caffeine in the ∆ntd mutant, leading to little production of either reporter, even though WT and ∆ntd cells were grown to the same degree prior to the western. Importantly, deletion of the NTD reduced the steady state levels of both reporter proteins by 90% or more, supporting a claim that reduced translation initiation upon deletion of the NTD may lead to reduced levels of some proteins that are highly reliant on eIF4B in order to be synthesized. GFP production in both strains was also verified by following fluorescence, and accumulated at a reduced rate in ∆ntd cells in the presence of urea (data not shown). Together these data suggest that the eIF4B•40S binding NTD may confer changes in growth by differentially affecting translation of specific mRNAs in response to stressors, although further analyses of proteome changes are needed to support that claim.
To understand how eIF4B NTD-dependent TE changes relate to enhanced growth in urea, we first performed gene ontology (GO) analysis of the mRNAs showing ≥1.5-fold increased TE in response to urea in WT or mutant cells (Figure 3G and Supplementary Figure S5). Of the 202 mRNAs with ≥1.5-fold increased translation in WT cells upon exposure to urea, 102 mRNAs were associated with the parental membrane (GO) term. Significant numbers of mRNAs were also associated with the cell wall, cellular periphery, and other related terms, suggesting the eIF4B NTD enhanced translation of mRNAs encoding proteins that remodel or otherwise localize to the cellular membrane. In contrast, of 155 mRNAs showing ≥1.5-fold increased translation in ∆ntd-expressing cells in response to urea, 151 of those mRNAs were associated with the cytoplasm GO term (Supplementary Table S7). Likewise, analysis of the mRNAs showing increased TE in ∆ntd cells showed strong association with GO terms for ribosomes and cytosolic components, even without urea (Supplementary Table S8). Furthermore, mRNAs that showed decreased TE in ∆ntd cells in the absence of urea were associated with membrane-bound organelles (Supplementary Table S9). This suggests the NTD promotes translation of mRNAs encoding membrane-associated proteins, and the loss of this ability results in the mutant translating mRNAs that encode cytoplasmic proteins, leading to urea and other stress sensitivities.
Finally, we analysed the 281 mRNAs showing more than 1.5-fold decreased translation efficiency in response to urea in the mutant cells relative to WT. In this case we saw decreased translation for 84 mRNAs associated with the endomembrane system (p-value = 0.000026), including association with the ER, Golgi, transferase activities, glycosylation, and mannosylation (Table 1). This suggests effective translation of mRNAs for proteins trafficked through the ER/Golgi network to the membrane and cell wall may be dependent on eIF4B NTD activities. Together these results suggest that the eIF4B 40S-binding NTD may affect critical changes in translation of RNAs that remodel the cellular periphery in response to urea exposure. This function is necessary for translation of the optimal pool of mRNAs to promote rapid growth in standard media as well.
TABLE 1 | Gene Ontology analysis for genes with decreased translational efficiency in ∆ntd compared to WT in the presence of urea.
[image: Table 1]Deletion of the NTD of eIF4B Reduces Translation Efficiency of mRNAs With Long and Structured 5′UTRs
Previous studies have shown that mammalian eIF4B is necessary for PIC assembly at the start codon of mRNAs with 5′UTR secondary structure in vitro (Dmitriev et al., 2003). Likewise, yeast eIF4B is associated with robust loading and scanning of PICs and translation of mRNAs and synthetic reporters containing higher than average secondary structure in vitro and in vivo (Mitchell et al., 2010; Sen et al., 2016). We speculated that the effect of the NTD on translation of mRNAs needed to combat extracellular urea is related to the ability of eIF4B to promote translation of structured mRNAs. To test this hypothesis, we analysed existing parallel analysis of RNA structure (PARS) scores (Kertesz et al., 2010) for the RNAs exhibiting changes in TE as a result of eIF4B NTD deletion, in the presence or absence of urea. PARS scores provide the relative propensity of each nucleotide to a single- or double-strand specific nuclease, with a higher PARS score indicating a higher propensity for secondary structure. Cumulative PARS scores can be compared for specific regions of mRNAs to determine the likelihood that the e.g. first 30 nucleotides, total 5′ UTR, or regions in the ORF have more structure (Figure 4A), which would present an impediment for PIC loading, PIC scanning, or translation elongation, respectively (Sen et al., 2016). A previous analysis reported that deletion of eIF4B in yeast led to reduced translation of mRNAs with long, structured 5′UTRs (Sen et al., 2016). We found that, likewise, deletion of the NTD led to lower translation efficiency (≥1.5-fold decrease) of mRNAs with significantly higher PARS scores for the first 30 nucleotides of the 5′UTR (Figure 4B, First30), (comparison of ∆tif3 and ∆ntd in Supplementary Figure S10). An even larger difference was observed for the total 5′UTR, suggesting interactions of the eIF4B NTD promote effective mRNA loading and possibly scanning through structured mRNA 5′UTRs (Figure 4B, 5′UTR). The average individual nucleotide PARS score averaged for the full 5′UTRs was likewise significantly higher for these groups of mRNAs that showed reduced TE in the ∆ntd strain, e.g. presumably higher dependence on the NTD for translation (Figure 4C). In contrast, there was not a significant change in the PARS scores for the 30 nucleotides surrounding the start codon (Figure 4B, Start30), or the first 30 nucleotides of the ORF, suggesting structure around the start site and in the ORF does not strongly require eIF4B activity. In fact, the PARS scores for the Plus45, Plus60 and Plus75 regions were significantly lower for the group of mRNAs that showed higher dependence on the NTD of eIF4B (in the absence of urea). This suggests that the eIF4B NTD is not required for translation of mRNAs with structured ORFs or structured RNAs in general, but instead is important for PIC loading and movement through structured 5′UTRs (Figures 4A,B). The mean length of 5′UTR was also significantly higher for the group of mRNAs that were less efficiently translated (≥1.5-fold) when the NTD of eIF4B was deleted, similar to what was reported for complete eIF4B deletion (Sen et al., 2016). This further suggests the NTD plays a role in effective scanning of PICs through long structured 5′UTRs (Figure 4D). This effect was more pronounced when cells were grown in the presence of 3% urea prior to ribosome profiling, suggesting the effect of the NTD on urea resistance may stem from the ability of eIF4B to promote effective scanning.
[image: Figure 4]FIGURE 4 | Comparison of PARS (Parallel analysis of RNA structure) scores indicates a higher propensity for secondary structure in the 5′UTRs of mRNAs that are dependent on the NTD for translation, and less associated with closed-loop factors. (A) Schematic showing 5′-UTR and CDS intervals for cumulative PARS scores. The sum of scores for all 5′-UTR nucleotides (5′UTR PARS); for the first 30 nucleotides (First 30 PARS); for 30 nucleotides surrounding the start codon (Start 30 PARS); and for nucleotides within the ORF, from +1 to +30 (Plus15), +16 to +45 (Plus30), +31 to +60 (Plus45), +46 to +75 (Plus60), and +61 to +90 (Plus75). (B,C) The mean PARS scores (calculated from data reported in reference (Kertesz et al., 2010)) for indicated cumulative regions (B), or for individual nucleotides in the 5′UTR (C) are indicated for all yeast mRNAs with available PARS scores (gray, n = 2679); mRNAs with decreased TE (≥1.5-fold) in ∆ntd relative to WT in media lacking urea (red, n = 138); and for mRNAs with decreased TE in ∆ntd relative to WT in 3% urea (navy, n = 156). (D) Average length of 5′-UTR for the indicated sets of mRNAs. (E–G) PARS and 5′UTR length analysis calculated for the indicated gene sets, with p values from Student’s t test indicated (*p < 0.05): grey bar, all yeast mRNAs with available PARS scores (n = 2679); purple bar, mRNAs with no closed-loop potential, characterized for de-enrichment in immunoprecipitation of eIF4F and Pab1, and enrichment in immunoprecipitation of eIF4E-binding proteins as shown in (Costello et al., 2015); red bar, mRNAs with strong closed-loop potential, characterized for de-enrichment in immunoprecipitation of eIF4E-binding proteins and enrichment in immunoprecipitation of eIF4F and Pab1, as shown in (Costello et al., 2015); blue bar, mRNAs with increased TE in NTD deletion mutant as compared to WT without urea; green bar, mRNAs with increased TE in NTD deletion mutant as compared to WT in 3% urea. (E) Average PARS scores calculated for the indicated sets of mRNAs for each 5′-UTR or CDS interval described in Figure 4A. (F) Average PARS score calculated for entire 5′-UTR for the indicated sets of mRNAs. (G) Average length of 5′-UTR for the indicated sets of mRNAs.
We also found that 155 mRNAs showed a relative increase in TE in ∆ntd cells (Figure 3F), indicating ribosomes were able to be loaded on these mRNAs without eIF4B NTD activities. We assessed the degree of secondary structure in the 5′UTRs and coding sequences of these mRNAs (Figures 4E–G, cyan and green) as well as the closed-loop potential. Previous analysis of the tif3∆ mutant demonstrated that mRNAs showing less reliance on eIF4B had shown increased enrichment with components of the closed-loop complex (Sen et al., 2016): eIF4E, eIF4G and PABP (Costello et al., 2015). We likewise compared mRNAs classified as strong-closed loop potential (higher crosslinking immunoprecipitation association with closed-loop components) and no closed-loop potential (enriched in inhibitors of the closed-loop complex(36)) to mRNAs that were translated ≥1.5-fold more efficiently in the ∆ntd mutant. We found that mRNAs that showed increased TE in ∆ntd (with or without urea, cyan and green) showed similar trends with respect to PARS scores as those mRNAs defined as having strong closed-loop potential, and the opposite behavior as those mRNAs defined as having no closed-loop potential. Both the Total 5′UTR region and the average per nucleotide PARS scores for the 5′UTRs of these mRNAs showing eIF4B NTD-independence were significantly lower than the average yeast mRNA. In contrast, the mRNAs that showed increased translation efficiency in the ∆ntd mutant and strong-closed-loop associated mRNAs were more structured than the average yeast mRNA in the ORF. This suggests that mRNAs that rely on closed-loop components for mRNA loading do not require the eIF4B NTD or its interaction with the ribosome (Walker et al., 2013), and reinforces the conclusions of the previous manuscript that mRNAs requiring eIF4B activity are less associated with closed-loop components (Sen et al., 2016).
RNAs Encoding Proteins Trafficked Through the ER and Golgi Have Long and Structured 5′UTRs, Imposing a Heightened Requirement for eIF4B
Phenotype microarray analysis suggested the NTD of eIF4B stimulated growth in a number of diverse conditions that challenge cellular integrity (Figure 2A and Supplementary Table S5). The findings that mRNAs translated more effectively by full-length eIF4B had longer and more structured 5′-untranslated regions than those translated when the NTD was deleted led us to question whether proteins for different functions in cells may rely on distinct translational mechanisms. For instance, mRNAs for proteins that promote rapid growth may have less structure and rely less on eIF4B, whereas proteins that allow adaption to stressors, such as the membrane and cell wall proteins, may have more structure and require eIF4B function for translation. If true, the degree of structure would be expected to impose regulatory capacity as cells encounter stresses that require membrane changes, and may explain how the NTD of eIF4B affords resistance to diverse stressors that may require different membrane composition. To investigate this further, we compared the PARS scores for all yeast mRNAs versus the PARS scores for all yeast mRNAs associated with GO terms for mRNAs that required eIF4B for translation in response to urea (Figures 5A–C.) This group includes: intrinsic component of the membrane (the GO term with the lowest p value for RNAs showing increased translation in response to urea in WT cells); as well as transferase activity, endomembrane system, glycosylation, and mannosylation (parent GO terms for mRNAs with decreased translation in response to urea in ∆ntd cells.) Interestingly, we found that the 5′UTRs of mRNAs associated with each of these GO terms had higher average Total PARS scores than the average yeast mRNA (Figure 5A, 5′UTR). However, only those mRNAs encoding intrinsic components of the membrane had significantly longer 5′UTRs (Figure 5B). The mean 5′UTR PARS scores for individual nucleotides was also significantly higher than the average yeast mRNA for all classes (Figure 5C), indicating these classes of mRNAs associated with dependence on the ribosome binding NTD of eIF4B have inherently more structure in the 5′UTRs. This suggests functional importance of structural elements in regulating translation of membrane-associated and trafficked proteins. We then compared the structural composition of mRNAs from two gene ontology categories that were enriched under eIF4B NTD independent translation (Figures 5D–F). We found that as expected, given the observed NTD-independent translation associated with these classes of mRNAs, cytoplasmic translation and structural constituent of the ribosome mRNA categories as whole showed a dearth of structure in their 5′UTRs, with overall negative cumulative PARS scores and mean 5′UTR scores per nucleotide, indicating the 5′UTR regions of these mRNAs are likely to be single stranded. Interestingly, the cytoplasmic translation mRNAs had no significant difference in lengths of their 5′UTRs from the pool of all yeast mRNAs. In contrast to the 5′UTR however, the regions just downstream of the start codon showed higher than average PARS scores for these translation-associated gene ontology classes (Figure 5D, blue and red).
[image: Figure 5]FIGURE 5 | RNAs encoding proteins trafficked through the ER and Golgi have long and structured 5′UTRs, imposing a heightened requirement for eIF4B. Averaged cumulative (A,D) and single nucleotide (C,F) PARS scores and 5′UTR lengths (B,E) for all genes associated with indicated gene ontology categories: intrinsic component of membrane (orange, n = 1360), transferase (A–C, blue, n = 86), endomembrane system (purple, n = 1098), glycosylation (A–C, green, n = 87), mannosylation (A–C, yellow, n = 46), cytoplasmic translation (D–F, blue, n = 161), structural constituent of ribosome (red, n = 190), cytosol (D–F, yellow n = 426), or ER associated (D–F, green, n = 405) for each 5′-UTR or CDS interval described as in Figure 4A, with p values from Student’s t test indicated (*p < 0.05).
We finally compared the structural content of the two broad gene ontology classes: cytosol and ER. Whereas the cytosol class showed no significant difference in 5′UTR PARs scores from average yeast mRNA, the ER-associated gene ontology class showed significantly higher Total 5′UTR and mean 5′UTR PARS scores than all yeast mRNAs. Moreover, the open reading frames of the ER- associated mRNA pool showed the opposite trend. The cytosol class showed slightly elevated PARS scores for the region immediately downstream of the start site than observed for all yeast mRNAs. Together this suggests higher structure in the 5′UTRs of ER-associated mRNAs than cytosolic mRNAs.
We also took an unbiased approach to exploring the relationship between gene ontology classes, 5′UTR features, and eIF4B NTD-dependence. We ranked all yeast mRNAs based on their cumulative 5′UTR PARS scores (Supplementary Figures S6A–C) or 5′UTR lengths (Supplementary Figures S6D–F) and performed gene ontology analysis to determine enrichment of specific biological processes for the top (B, E) and bottom (C, F) 30% of mRNAs from each group. We compared the degree of overlap between the resulting GO term lists, and found that eIF4B NTD-independence, low 5′UTR structure propensity, and short 5′UTR gene ontology terms showed striking overlap, particularly for the highest enriched GO terms. These mRNAs encode proteins associated with cytoplasmic translation, ribosome biogenesis, and other processes related to ramping up protein synthesis. In contrast, those GO terms enriched for transcripts exhibiting higher NTD-dependence showed some overlap with those enriched in mRNAs with high 5′UTR structure, but considerably less overlap with those enriched for mRNAs with long 5′UTRs. We investigated this relationship further by plotting the log2 fold-change in TE as a result of urea and/or NTD-deletion (Supplementary Figure S7). We found that while there was a significant effect correlation of change in TE in urea (for WT or ∆ntd) with 5′UTR lencth, and correlations of 5′UTR PARS with change in TE upon NTD deletion, there may be a threshold level of structure or length at which the NTD becomes necessary to effect change in TE. Overall, these data suggest a complex relationship between the ability of eIF4B to promote translation of mRNAs with structured 5′UTRs and regulation of translation that promotes growth versus regulatory changes.
Finally, we further analyzed the overlap in TE effects for ∆tif3 (Lambert and Draper, 2012) and ∆ntd strains (Supplementary Figure S8). We found that while there was a correlation between the changes imparted by both mutations, there were also changes in TE that were unrelated between the two mutants. These anticorrelated changes in TE (Supplementary Figure S8D) could be an effect of the seven repeats, or simply an effect of the differences in experimental setup of the previously-published work on the ∆tif3 strain grown at 37°C versus the 30° growth in this work. Interestingly the RNAs showing correlated TEs for the full deletion and ∆ntd have different GO terms than those that are anticorrelated for TE change in the two strains.
DISCUSSION
In this study, we characterized the contribution of eIF4B RNA- and 40S subunit-binding domains to translational control as well as the ability to promote adaptation of yeast to diverse stressors. We found that the NTD of eIF4B promoted association of eIF4B with PICs and polysomes in yeast while allowing higher TE for RNAs with longer than average and highly structured 5′UTRs, and repression of shorter highly translated mRNAs. These effects were similar to what was observed for deletion of eIF4B. The NTD also afforded higher TE for RNAs encoding proteins trafficked through and modified in the ER and Golgi to reside in cellular membranes. These proteins are expected to remodel the cellular periphery and allow yeast to cope with external stressors.
The RRM of eIF4B was thought to promote mRNA recruitment to ribosomes by providing an RNA anchoring point on a ribosome or eIF3-bound molecule (namely for mammalian eIF4B, (Méthot et al., 1996; Methot et al., 1996; Naranda et al., 1994; Méthot et al., 1994)) or by promoting RNA strand-exchange activities of eIF4B (Niederberger et al., 1998). Our previous work suggested that instead, the RNA-binding activities of the RRM are dispensable for eIF4B function in yeast (Walker et al., 2013). However, because the experiments in our previous work analysed the function of ∆rrm-expressing eIF4B under optimal growth conditions, it remained plausible that the RRM provides additional functions to cells under stress, when additional interactions may be needed to direct ribosomes to specific mRNAs. Our phenotype microarray analysis of the ∆rrm mutant provides strong evidence that the RRM domain is in fact dispensable for function of this protein in yeast, at least in liquid media. The only plate in which we saw mild phenotypes for the ∆rrm mutant was in the presence of certain alternative sulfur sources (Figure 2A), but the changes observed were well below the cutoff for significance and were not reproducible. It remains possible that survival in non-vegetative differentiated states could depend on the RRM, and this may explain why the RRM is more important in multicellular organisms (Méthot et al., 1994; Naranda et al., 1994). Alternatively, the contribution of the RRM to cellular processes may not be sufficient to detect a change in growth rate or cellular fitness, but could allow RRM-containing yeast to outcompete mutants defective in RNA-binding. This could have led to retention of the RRM over the course of evolution (Altmann et al., 1993).
In contrast to yeast lacking the eIF4B RRM, we found that yeast lacking the NTD were highly sensitive to a number of conditions that WT cells are able to tolerate, and that at least two of these conditions (urea and caffeine) conferred additional changes in translation in the NTD-less mutant (Figure 2 and Supplementary Figure S2, data not shown for caffeine). The mRNAs that showed decreased TE when the NTD was lacking had a number of features similar to those observed for an eIF4B null strain. The 5′UTRs of NTD-dependent mRNAs were longer and more structured than the average yeast mRNA (Figure 4), reinforcing many observations that eIF4B promotes translation of structured mRNAs (Özeş et al., 2011; Dmitriev et al., 2003; Sen et al., 2016; Rogers et al., 2001). The mechanism by which eIF4B is proposed to promote translation of these mRNAs resides in its ability to interact with eIF4A and stimulate helicase activity. However, a report for direct interaction of these factors suggests that the 7-repeats domain of eIF4B binds eIF4A (Andreou et al., 2017). In our study, we observed decreased translation of structured mRNAs when interaction of eIF4B with ribosome complexes was reduced by 80% upon NTD deletion (Figures 1, 4 and Supplementary Figure S1). Related components of the PIC, eIF4A and eIF4G, remained associated with ribosome fractions (Figure 1 and Supplementary Figure S1). This suggests that the mechanism for eIF4B stimulation of structured mRNA translation resides at least to some extent in its ability to bind the ribosome (Figure 6). We have also previously reported defects in functional interaction of eIF4A with eIF4B when either the seven repeats or the NTD is deleted, and observed that overexpression of ∆ntd has a dominant negative effect on an eIF4A mutant (Walker et al., 2013; Zhou et al., 2014). Together these observations could indicate that deletion of the eIF4B NTD sequesters eIF4A in an inactive state off of the ribosome. However, we did not observe changes in the amount of eIF4A associated with small subunits and translating polysomes when eIF4B occupancy was decreased, arguing against this possibility and suggesting any interactions of the NTD with eIF4A do not drive affinity for ribosome complexes. An alternative possibility is that deletion of the NTD prevents a PIC conformation required for optimal eIF4F activity. In either case, our data suggest the NTD of eIF4B contributes to effective scanning through structured 5′UTRs while bound to the ribosome.
[image: Figure 6]FIGURE 6 | The NTD of eIF4B enhances translation efficiency of mRNAs with structured 5′-UTRs and allows a robust cellular response to urea. WT eIF4B promotes PIC loading and scanning of all mRNAs. Deletion of the NTD of eIF4B reduces translation efficiency of mRNAs with long structured 5′UTRs to a greater extent, indicating eIF4B promotes ribosome loading and scanning while bound to the PIC. Translation of these highly structured mRNAs may be required to reconfigure the membrane proteome and balance translation of cytoplasmic proteins, providing urea resistance.
The effect of the eIF4B NTD on recruitment of highly structured mRNAs to the ribosome is in keeping with long-standing models for translational control suggesting that factors which increase the rate of initiation would preferentially benefit mRNAs that are poorly translated (Lodish, 1974). Ribosome profiling data have shown that translation initiation helicases Ded1, Dbp1, and the related human protein DDX3, similarly stimulate translation of specific highly structured mRNAs to a higher degree than unstructured mRNAs that are typically highly translated. Interestingly, despite sharing an ability to promote translation of mRNAs with structured 5′UTRs, analysis of the specific mRNAs that were hyperdependent on the helicases Ded1 (Sen et al., 2015), Dbp1 (Sen et al., 2019), and eIF4A (Sen et al., 2015) showed little overlap with one another or eIF4B, and there was no overlap in the gene ontology enrichment observed for mRNAs hyperdependent on each of these factors. In contrast there was partial overlap between the gene ontology enrichment for mRNAs showing hyperdependence in an eIF4B null strain (Sen et al., 2016) versus the NTD domain deletion that retains some eIF4B activity. This suggests that each of these helicase factors and eIF4B contribute distinct functions to selection of varying classes of mRNAs, perhaps due to varied types and locations of secondary structures.
The strongest NTD-specific growth defect was observed in the presence of urea, which had very little effect on WT or ∆rrm growth rate or translation (P:M ratio) at concentrations that strongly repressed growth and translation of the mutant (Figures 2A–C). Urea affects several processes in S. cerevisiae, where it can serve as a nitrogen source, lead to membrane blebbing, and can denature structured nucleic acids. At the concentrations used in this work, it was reported that urea can readily cross the cellular membrane (Cooper and Sumrada, 1975), presumably via the Dur3 transporter (Navarathna et al., 2011), and be used as a nitrogen source. Membrane blebbing and denaturation of nucleic acids are unlikely to occur at the ∼0.5 M urea used here (Necas and Svoboda, 1973; Lambert and Draper, 2012). We conclude that translation reprogramming observed in WT cells grown in urea are responsible for growth of those cells at this level of urea. Upon deletion of the eIF4B NTD, the normal translation program is disrupted leading to urea sensitivity.
It is possible that NTD-dependent TE enhancements are needed to produce more of some proteins, or to prevent unregulated derepression of eIF4B-independent mRNAs. Gene ontology enrichment analysis of ≥1.5-fold translation efficiency changes indicated mRNAs encoding proteins associated with the membrane, and to a lesser extent cell wall, showed higher TE in WT cells in response to urea (Figure 3). Likewise, mRNAs encoding proteins associated with endomembrane system and modifications that arise within the ER and Golgi showed decreased TE in response to urea in the mutant cells (Figure 3; Table 1). The resulting membrane proteins are involved in a number of cellular processes. For instance, several paralogous proteins associated with adhesion during a-cell mating (Fig2, Aga1, and Aga2; Supplementary Table S6 and Supplementary Figure S4) showed TE decreases in cells lacking the eIF4B NTD (TE decrease in WT vs ∆ntd in urea of 30-, 5- and 4-fold, respectively, FDR<0.0003). We confirmed an NTD-dependent change in protein level for a FIG2 5′UTR driven translation reporter. Recent analyses of uORF usage of yeast cells exposed to temperature shifts indicated that AGA1 and AGA2 showed changes in uORF usage in response to temperature shifts (Kulkarni et al., 2019). In the presence of urea, or in response to NTD deletion we did not observe changes in uORF usage of the AGA2 mRNA. We did not observe ribosome occupancy consistent with translation of the AGA1 uORF in any of our experiments, and did not observe substantial changes in uORF occupancy overall genome-wide (analysis using uORF seqR not shown, (Spealman et al., 2018)). This suggests the uORF occupancy changes observed in the former study were specific to changes in start codon fidelity in the high temperature response that do not apply in the conditions tested here.
While we found that eIF4B promoted TE of RNAs associated with specific gene ontology classes in response to urea, deletion of the NTD also led to relative increases in TE of RNAs encoding proteins associated with cytoplasmic translation and ribosome biogenesis, which lack structure in their 5′UTRs. In fact, we found substantial overlap in our analysis of gene ontology enrichment for the most unstructured yeast mRNAs (Supplementary Figure S5) and eIF4B NTD-independent gene ontology (Supplementary Tables S7, S8). In some conditions it is likely that derepression of strong closed-loop mRNAs that promote growth could be equally or more detrimental to cells as not producing membrane associated proteins needed for a particular stress response. An analogous scenario has been described for eIF4G-phosphorylation-mediated control of mRNAs in response to glucose starvation in yeast (Chang and Huh, 2018). Reprogramming upon NTD deletion that increases translation of unstructured mRNAs could occur as a result of competition between structured and unstructured mRNA pools for degradation and/or translation machinery. In one scenario, eIF4B may be unable to engage 40S subunits using the NTD to enhance recruitment to structured mRNAs. Ribosomes not being loaded onto eIF4B NTD-dependent mRNAs may be more available to translate mRNAs that do not require eIF4B for ribosome transit through the 5′ UTR. In an alternative scenario, which is not mutually exclusive, increased structured mRNA lacking ribosomes may quench the degradation machinery in RNA granules to prevent proper turnover of housekeeping mRNAs. These additional questions will be of great interest in future work.
DATA AVAILABILITY STATEMENT
The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found below: https://www.ncbi.nlm.nih.gov/geo/, GSE139097.
AUTHOR CONTRIBUTIONS
All authors designed and performed experiments. XL and SW conceived and performed bioinformatic analyses and wrote the manuscript. SW conceived and oversaw the project and secured funding. All authors contributed to the final draft of the manuscript.
FUNDING
This work was supported by the National Institutes of Health (R00GM119173 to SW); and start-up funds from the University at Buffalo College of Arts and Sciences.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
ACKNOWLEDGMENTS
The authors would like to thank Fujun Zhou for assistance generating yeast strain YSW4 used in this study; Alan Hinnebusch and Jon Lorsch for providing reagents and strains; Mary Thompson, Shardul Kulkarni, Audrey Michel, Onta Lin, Marie Saitou, Zhe Ji, and Michael Love for protocols and technical advice; and Paul Cullen, Joseph Barbi, Alan Hinnebusch and members of the Walker lab for helpful feedback on the manuscript.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmolb.2021.787781/full#supplementary-material
REFERENCES
 Altmann, M., Müller, P. P., Wittmer, B., Ruchti, F., Lanker, S., and Trachsel, H. (1993). A Saccharomyces cerevisiae Homologue of Mammalian Translation Initiation Factor 4B Contributes to RNA Helicase Activity. EMBO J. 12, 3997–4003. doi:10.1002/j.1460-2075.1993.tb06077.x
 Altmann, M., Wittmer, B., Méthot, N., Sonenberg, N., and Trachsel, H. (1995). The Saccharomyces cerevisiae Translation Initiation Factor Tif3 and its Mammalian Homologue, eIF-4B, Have RNA Annealing Activity. EMBO J. 14, 3820–3827. doi:10.1002/j.1460-2075.1995.tb00051.x
 Andreou, A. Z., Harms, U., and Klostermeier, D. (2017). eIF4B Stimulates eIF4A ATPase and Unwinding Activities by Direct Interaction Through its 7-repeats Region. RNA Biol. 14, 113–123. doi:10.1080/15476286.2016.1259782
 Andreou, A. Z., and Klostermeier, D. (2014). eIF4B and eIF4G Jointly Stimulate eIF4A ATPase and Unwinding Activities by Modulation of the eIF4A Conformational Cycle. J. Mol. Biol. 426, 51–61. doi:10.1016/j.jmb.2013.09.027
 Bochner, B. R., Gadzinski, P., and Panomitros, E. (2001). Phenotype Microarrays for High-Throughput Phenotypic Testing and Assay of Gene Function. Genome Res. 11, 1246–1255. doi:10.1101/gr.186501
 Chang, Y., and Huh, W.-K. (2018). Ksp1-dependent Phosphorylation of eIF4G Modulates Post-transcriptional Regulation of Specific mRNAs Under Glucose Deprivation Conditions. Nucleic Acids Res. 46, 3047–3060. doi:10.1093/nar/gky097
 Cooper, T. G., and Sumrada, R. (1975). Urea Transport in Saccharomyces cerevisiae. J. Bacteriol. 121, 571–576. doi:10.1128/jb.121.2.571-576.1975
 Coppolecchia, R., Buser, P., Stotz, A., and Linder, P. (1993). A New Yeast Translation Initiation Factor Suppresses a Mutation in the eIF-4A RNA Helicase. EMBO J. 12, 4005–4011. doi:10.1002/j.1460-2075.1993.tb06078.x
 Costello, J., Castelli, L. M., Rowe, W., Kershaw, C. J., Talavera, D., Mohammad-Qureshi, S. S., et al. (2015). Global mRNA Selection Mechanisms for Translation Initiation. Genome Biol. 16, 10. doi:10.1186/s13059-014-0559-z
 Dmitriev, S. E., Terenin, I. M., Dunaevsky, Y. E., Merrick, W. C., and Shatsky, I. N. (2003). Assembly of 48S Translation Initiation Complexesfrom Purified Components with mRNAs that Have Some Base Pairingwithin Their 5′ Untranslated Regions. Mol. Cel Biol 23, 8925–8933. doi:10.1128/mcb.23.24.8925-8933.2003
 Dolan, K., Montgomery, S., Buchheit, B., Didone, L., Wellington, M., and Krysan, D. J. (2009). Antifungal Activity of Tamoxifen: In Vitro and In Vivo Activities and Mechanistic Characterization. Antimicrob. Agents Chemother. 53, 3337–3346. doi:10.1128/aac.01564-08
 Firczuk, H., Kannambath, S., Pahle, J., Claydon, A., Beynon, R., Duncan, J., et al. (2013). An In Vivo Control Map for the Eukaryotic mRNA Translation Machinery. Mol. Syst. Biol. 9, 635. doi:10.1038/msb.2012.73
 Fleming, K., Ghuman, J., Yuan, X., Simpson, P., Szendröi, A., Matthews, S., et al. (2003). Solution Structure and RNA Interactions of the RNA Recognition Motif from Eukaryotic Translation Initiation Factor 4B. Biochemistry 42, 8966–8975. doi:10.1021/bi034506g
 Guydosh, N. R., and Green, R. (2014). Dom34 Rescues Ribosomes in 3′ Untranslated Regions. Cell 156, 950–962. doi:10.1016/j.cell.2014.02.006
 Herrmannová, A., Prilepskaja, T., Wagner, S., Šikrová, D., Zeman, J., Poncová, K., et al. (2020). Adapted Formaldehyde Gradient Cross-Linking Protocol Implicates Human eIF3d and eIF3c, K and L Subunits in the 43S and 48S Pre-initiation Complex Assembly, Respectively. Nucleic Acids Res. 48, 1969–1984. doi:10.1093/nar/gkz1185
 Ingolia, N. T., Ghaemmaghami, S., Newman, J. R. S., and Weissman, J. S. (2009). Genome-wide Analysis In Vivo of Translation with Nucleotide Resolution Using Ribosome Profiling. Science 324, 218–223. doi:10.1126/science.1168978
 Kertesz, M., Wan, Y., Mazor, E., Rinn, J. L., Nutter, R. C., Chang, H. Y., et al. (2010). Genome-wide Measurement of RNA Secondary Structure in Yeast. Nature 467, 103–107. doi:10.1038/nature09322
 Kim, J., Oh, J., and Sung, G.-H. (2016). Regulation of MAP Kinase Hog1 by Calmodulin During Hyperosmotic Stress. Biochim. Biophys. Acta (Bba) - Mol. Cel Res. 1863, 2551–2559. doi:10.1016/j.bbamcr.2016.07.003
 Kulkarni, S. D., Zhou, F., Sen, N. D., Zhang, H., Hinnebusch, A. G., and Lorsch, J. R. (2019). Temperature-dependent Regulation of Upstream Open reading Frame Translation in S. cerevisiae. BMC Biol. 17, 101. doi:10.1186/s12915-019-0718-5
 Lambert, D., and Draper, D. E. (2012). Denaturation of RNA Secondary and Tertiary Structure by Urea: Simple Unfolded State Models and Free Energy Parameters Account for Measured M-Values. Biochemistry 51, 9014–9026. doi:10.1021/bi301103j
 Langmead, B., Trapnell, C., Pop, M., and Salzberg, S. L. (2009). Ultrafast and Memory-Efficient Alignment of Short DNA Sequences to the Human Genome. Genome Biol. 10, R25. doi:10.1186/gb-2009-10-3-r25
 Lee, B., Udagawa, T., Singh, C. R., and Asano, K. (2007). Yeast Phenotypic Assays on Translational Control. Methods Enzymol. 429, 105–137. doi:10.1016/s0076-6879(07)29006-8
 Lee, M. E., DeLoache, W. C., Cervantes, B., and Dueber, J. E. (2015). A Highly Characterized Yeast Toolkit for Modular, Multipart Assembly. ACS Synth. Biol. 4, 975–986. doi:10.1021/sb500366v
 Liu, X., Schuessler, P. J., Sahoo, A., and Walker, S. E. (2019). Reconstitution and Analyses of RNA Interactions with Eukaryotic Translation Initiation Factors and Ribosomal Preinitiation Complexes. Methods 162-163, 42–53. doi:10.1016/j.ymeth.2019.03.024
 Lodish, H. F. (1974). Model for the Regulation of mRNA Translation Applied to Haemoglobin Synthesis. Nature 251, 385–388. doi:10.1038/251385a0
 Love, M. I., Huber, W., and Anders, S. (2014). Moderated Estimation of Fold Change and Dispersion for RNA-Seq Data with DESeq2. Genome Biol. 15, 550. doi:10.1186/s13059-014-0550-8
 Martin, M. (2011). Cutadapt Removes Adapter Sequences from High-Throughput Sequencing Reads. EMBnet j. 17, 10–12. doi:10.14806/ej.17.1.200
 McGlincy, N. J., and Ingolia, N. T. (2017). Transcriptome-wide Measurement of Translation by Ribosome Profiling. Methods 126, 112–129. doi:10.1016/j.ymeth.2017.05.028
 Methot, N., Pickett, G., Keene, J. D., and Sonenberg, N. (1996). In Vitro RNA Selection Identifies RNA Ligands that Specifically Bind to Eukaryotic Translation Initiation Factor 4B: The Role of the RNA Remotif. RNA 2, 38–50.
 Méthot, N., Pause, A., Hershey, J. W., and Sonenberg, N. (1994). The Translation Initiation Factor eIF-4B Contains an RNA-Binding Region that Is Distinct and Independent from its Ribonucleoprotein Consensus Sequence. Mol. Cel Biol 14, 2307–2316. doi:10.1128/mcb.14.4.2307-2316.1994
 Méthot, N., Song, M. S., and Sonenberg, N. (1996). A Region Rich in Aspartic Acid, Arginine, Tyrosine, and glycine (DRYG) Mediates Eukaryotic Initiation Factor 4B (eIF4B) Self-Association and Interaction with eIF3. Mol. Cel Biol 16, 5328–5334. doi:10.1128/mcb.16.10.5328
 Michel, A. M., Mullan, J. P. A., Velayudhan, V., O'Connor, P. B. F., Donohue, C. A., and Baranov, P. V. (2016). RiboGalaxy: A Browser Based Platform for the Alignment, Analysis and Visualization of Ribosome Profiling Data. RNA Biol. 13, 316–319. doi:10.1080/15476286.2016.1141862
 Mitchell, S. F., Walker, S. E., Algire, M. A., Park, E.-H., Hinnebusch, A. G., and Lorsch, J. R. (2010). The 5′-7-Methylguanosine Cap on Eukaryotic mRNAs Serves Both to Stimulate Canonical Translation Initiation and to Block an Alternative Pathway. Mol. Cel , 39, 950–962. doi:10.1016/j.molcel.2010.08.021
 Mitchell, S. F., Walker, S. E., Rajagopal, V., Aitken, C. E., and Lorsch, J. R. (2011). “The Roles of Translation Initiation Factors in mRNA Recruitment to the Eukaryotic Ribosome,” in Ribosomes ed Editors M. V. Rodnina, W. Wintermeyer, and R. Green (Vienna, Austria: Springer) Vol. 39, 155–169. doi:10.1007/978-3-7091-0215-2_13
 Mülleder, M., Capuano, F., Pir, P., Christen, S., Sauer, U., Oliver, S. G., et al. (2012). A Prototrophic Deletion Mutant Collection for Yeast Metabolomics and Systems Biology. Nat. Biotechnol. 30, 1176–1178. doi:10.1038/nbt.2442
 Naranda, T., Strong, W. B., Menaya, J., Fabbri, B. J., and Hershey, J. W. (1994). Two Structural Domains of Initiation Factor eIF-4B Are Involved in Binding to RNA. J. Biol. Chem. 269, 14465–14472. doi:10.1016/s0021-9258(17)36646-2
 Navarathna, D. H. M. L. P., Das, A., Morschhäuser, J., Nickerson, K. W., and Roberts, D. D. (2011). Dur3 Is the Major Urea Transporter in Candida Albicans and Is Co-regulated with the Urea Amidolyase Dur1,2. Microbiology 157, 270–279. doi:10.1099/mic.0.045005-0
 Necas, O., and Svoboda, A. (1973). Effect of Urea on the Plasma Membrane Particles in Yeast Cells and Protoplasts. Protoplasma 77, 453–466. doi:10.1007/BF01275721
 Niederberger, N., Trachsel, H., and Altmann, M. (1998). The RNA Recognition Motif of Yeast Translation Initiation Factor Tif3/eIF4B Is Required but Not Sufficient for RNA Strand-Exchange and Translational Activity. RNA 4, 1259–1267. doi:10.1017/s1355838298980487
 Özeş, A. R., Feoktistova, K., Avanzino, B. C., and Fraser, C. S. (2011). Duplex Unwinding and ATPase Activities of the DEAD-Box Helicase eIF4A Are Coupled by eIF4G and eIF4B. J. Mol. Biol. 412, 674–687. doi:10.1016/j.jmb.2011.08.004
 Park, E.-H., Walker, S. E., Zhou, F., Lee, J. M., Rajagopal, V., Lorsch, J. R., et al. (2013). Yeast Eukaryotic Initiation Factor 4B (eIF4B) Enhances Complex Assembly between eIF4A and eIF4G In Vivo. J. Biol. Chem. 288, 2340–2354. doi:10.1074/jbc.m112.398537
 Park, E.-H., Zhang, F., Warringer, J., Sunnerhagen, P., and Hinnebusch, A. G. (2011). Depletion of eIF4G from Yeast Cells Narrows the Range of Translational Efficiencies Genome-wide. BMC Genomics 12, 68. doi:10.1186/1471-2164-12-68
 Rogers, G. W., Richter, N. J., Lima, W. F., and Merrick, W. C. (2001). Modulation of the Helicase Activity of eIF4A by eIF4B, eIF4H, and eIF4F. J. Biol. Chem. 276, 30914–30922. doi:10.1074/jbc.m100157200
 Rozovsky, N., Butterworth, A. C., and Moore, M. J. (2008). Interactions Between eIF4AI and its Accessory Factors eIF4B and eIF4H. RNA 14, 2136–2148. doi:10.1261/rna.1049608
 Sen, N. D., Gupta, N., Stuart, K. A., Preiss, T., Lorsch, J. R., and Hinnebusch, A. G. (2019). Functional Interplay Between DEAD-Box RNA Helicases Ded1 and Dbp1 in Preinitiation Complex Attachment and Scanning on Structured mRNAs In Vivo. Nucleic Acids Res. 47 (16), 8785–8806. doi:10.1093/nar/gkz595
 Sen, N. D., Zhou, F., Harris, M. S., Ingolia, N. T., and Hinnebusch, A. G. (2016). eIF4B Stimulates Translation of Long mRNAs with Structured 5′ UTRs and Low Closed-Loop Potential but Weak Dependence on eIF4G. Proc. Natl. Acad. Sci. USA 113, 10464–10472. doi:10.1073/pnas.1612398113
 Sen, N. D., Zhou, F., Ingolia, N. T., and Hinnebusch, A. G. (2015). Genome-wide Analysis of Translational Efficiency Reveals Distinct but Overlapping Functions of Yeast DEAD-Box RNA Helicases Ded1 and eIF4A. Genome Res. 25, 1196–1205. doi:10.1101/gr.191601.115
 Spealman, P., Naik, A. W., May, G. E., Kuersten, S., Freeberg, L., Murphy, R. F., et al. (2018). Conserved Non-AUG uORFs Revealed by a Novel Regression Analysis of Ribosome Profiling Data. Genome Res. 28, 214–222. doi:10.1101/gr.221507.117
 Thompson, M. K., Rojas-Duran, M. F., Gangaramani, P., and Gilbert, W. V. (2016). The Ribosomal Protein Asc1/RACK1 Is Required for Efficient Translation of Short mRNAs. Elife 5, e11154. doi:10.7554/eLife.11154
 Walker, S. E., Zhou, F., Mitchell, S. F., Larson, V. S., Valasek, L., Hinnebusch, A. G., et al. (2013). Yeast eIF4B Binds to the Head of the 40S Ribosomal Subunit and Promotes mRNA Recruitment Through its N-Terminal and Internal Repeat Domains. RNA 19, 191–207. doi:10.1261/rna.035881.112
 Xue, B., Dunbrack, R. L., Williams, R. W., Dunker, A. K., and Uversky, V. N. (2010). PONDR-FIT: A Meta-Predictor of Intrinsically Disordered Amino Acids. Biochim. Biophys. Acta (Bba) - Proteins Proteomics 1804, 996–1010. doi:10.1016/j.bbapap.2010.01.011
 Zhou, F., Walker, S. E., Mitchell, S. F., Lorsch, J. R., and Hinnebusch, A. G. (2014). Identification and Characterization of Functionally Critical, Conserved Motifs in the Internal Repeats and N-Terminal Domain of Yeast Translation Initiation Factor 4B (yeIF4B). J. Biol. Chem. 289, 11860. doi:10.1074/jbc.a113.529370
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Liu, Moshiri, He, Sahoo and Walker. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 17 January 2022
doi: 10.3389/fmolb.2021.780089


[image: image2]
IGF2BP2 Regulates MALAT1 by Serving as an N6-Methyladenosine Reader to Promote NSCLC Proliferation
Le Han1,2†, Guangyan Lei1†, Zhenghong Chen3, Yili Zhang4, Chen Huang2*† and Wenjuan Chen5*
1Department of Thoracic Surgery, Tumor Hospital of Shaanxi Province, Affiliated to the Medical College of Xi’an Jiaotong University, Xi’an, China
2Department of Cell Biology and Genetics/Key Laboratory of Environment and Genes Related to Diseases, School of Basic Medical Sciences, Xi’an Jiaotong University Health Science Center, Xi’an, China
3Department of Integrated Chinese and Western Medicine, Tumor Hospital of Shaanxi Province, Affiliated to the Medical College of Xi’an Jiaotong University, Xi’an, China
4Tumor Hospital of Shaanxi Province, Affiliated to the Medical College of Xi’an Jiaotong University, Xi’an, China
5Department of Third Oncology, Tumor Hospital of Shaanxi Province, Affiliated to the Medical College of Xi’an Jiaotong University, Xi’an, China
Edited by:
Daniel L. Kiss, Houston Methodist Research Institute, United States
Reviewed by:
Poonam Ramsevak Pandey, University of Texas MD Anderson Cancer Center, United States
Yun Wang, Sun Yat-sen University, China
* Correspondence: Chen Huang, hchen@mail.xjtu.edu.cn; Wenjuan Chen, chenwenjuan1984@aliyun.com
†These authors have contributed equally to this work
Specialty section: This article was submitted to RNA Networks and Biology, a section of the journal Frontiers in Molecular Biosciences
Received: 20 September 2021
Accepted: 13 December 2021
Published: 17 January 2022
Citation: Han L, Lei G, Chen Z, Zhang Y, Huang C and Chen W (2022) IGF2BP2 Regulates MALAT1 by Serving as an N6-Methyladenosine Reader to Promote NSCLC Proliferation. Front. Mol. Biosci. 8:780089. doi: 10.3389/fmolb.2021.780089

Insulin-like growth factor 2 (IGF2) mRNA-binding protein 2 (IGF2BP2) is an important posttranscriptional regulatory for stability and m6A modification. Here, we investigated the role of IGF2BP2 in non–small-cell lung cancer (NSCLC) proliferation. TCGA database was used to predict the expression and clinical significance of IGF2BP2 in normal and NSCLC samples. The expression of IGF2BP2 was further validated in NSCLC samples from surgery. Then we performed the functional study in NSCLC cell lines through overexpressing and knocking down IGF2BP2 in NSCLC cell lines in vitro and in vivo. The mechanism of interaction between IGF2BP2 and lncRNA metastasis associated lung adenocarcinoma transcript 1 (MALAT1) in NSCLC proliferation was determined by RIP assay. We demonstrated that IGF2BP2 is highly expressed in NSCLC and positively associated with poor overall survival (OS) and disease-free survival (DFS). We identified that lncRNA MALAT1 is a target of IGF2BP2 in NSCLC. IGF2BP2 promotes MALAT1 stability in an m6A-dependent mechanism, thus promoting its downstream target autophagy-related (ATG)12 expression and NSCLC proliferation.
Keywords: NSCLC, IGF2BP2, M6A, MALAT1, ATG12
INTRODUCTION
Lung cancer is one of the most diagnosed cancers with high morbidity and mortality in most countries (Bray et al., 2018). Non–small-cell lung cancer (NSCLC), including lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), and large cell carcinoma histologic subtypes, constitutes about 85% of lung cancer. Despite improvement of basic research and treatment methods of NSCLC, the overall survival rate remains relatively poor (Hirsch et al., 2017; Jones and Baldwin, 2018). Therefore, exploring and figuring out detailed molecular mechanisms of NSCLC is necessary for NSCLC management. Insulin-like growth factor 2 (IGF2) mRNA-binding protein 2 (IGF2BP2) is an RNA-binding protein (RBP) with an important posttranscriptional regulatory role for mRNA localization, stability, and translational control (Li et al., 2019; Liu et al., 2019; Hu et al., 2020). Importantly, IGF2BP2 is a distinct m6A reader that targets lots of mRNA transcripts, promoting the stability and storage of target mRNAs in carcinogenesis. For example, IGF2BP2 promotes liver cancer proliferation in an N6-methyladenosine (m6A)-FEN1-dependent manner (Pu et al., 2020). METTL3 facilitates colorectal carcinoma progression in an m6A-IGF2BP2-dependent way (Li et al., 2019). Recent advances unveiled that IGF2BP2 is a major player in NSCLC progression. For instance, circNDUFB2 inhibits NSCLC progression via destabilizing IGF2BPs and activating antitumor immunity (Li B. et al., 2021). MiR-485-5p suppresses growth and metastasis in NSCLC by targeting IGF2BP2 (Huang R. Set al., 2018). However, it remains largely unclear how IGF2BP2 can regulate NSCLC progression.
In this study, we demonstrated that IGF2BP2 is highly expressed in NSCLC and positively associated with poor prognosis. We identified that lncRNA metastasis associated lung adenocarcinoma transcript 1 (MALAT1) is a target of IGF2BP2 in NSCLC. IGF2BP2 promotes MALAT1 stability in an m6A-dependent mechanism, thus promoting its downstream target autophagy-related (ATG)12 expression and NSCLC proliferation.
MATERIALS AND METHODS
NSCLC Tissues
A total of 24 paired samples of tumorous and non-tumorous tissues were collected from surgery at Tumor Hospital of Shaanxi Province with the consent of patients. The histological analysis of each sample was confirmed by pathologists in a double-blind manner. All the procedures were approved by the Ethics Committee of the Tumor Hospital of Shaanxi Province Hospital.
Cell Lines
Human NSCLC cell lines NCI157, A549, H1299, H460, H1703, H1975, and BEAS control cells were purchased from the Cell Bank of the Chinese Academy of Sciences (Shanghai, China). The cells were grown in RPMI-1640 medium with 10% fetal bovine serum (Gibco, United States). All the NSCLC cell lines were authenticated by short tandem repeat (STR) analysis and were tested for Mycoplasma contamination.
Quantitative Real-Time PCR
Total RNA of NSCLC cells was extracted with TRIzol reagent (Invitrogen, United States). The relative fold expression was calculated using the comparative threshold cycle (2−ΔΔCt). The primer is presented as follows: β-actin: Forward (5′-3′): CCC​ACT​CCT​CCA​CCT​TTG​AC, Reverse (5′-3′): CAT​ACC​AGG​AAA​TGA​GCT​TGA​CAA; IGF2BP2: Forward (5′-3′): GTT​GGT​GCC​ATC​ATC​GGA​AAG​G, Reverse (5′-3′): TGG​ATG​GTG​ACA​GGC​TTC​TCT​G; MALTA1: Forward (5′-3′): GAA​TTG​CGT​CAT​TTA​AAG​CCT​AGT​T, Reverse (5′-3′): GTT​TCA​TCC​TAC​CAC​TCC​CAA​TTA​AT.
Western Blot
Total protein of NSCLC cells was extracted with RIPA reagent (Beyotime Biotechnology, China). An equal amount of total protein lysate (30 μg) was separated by 7.5–12% SDS-PAGE and transferred onto a PVDF membrane, followed by incubation with primary antibody overnight at 4°C. Then the bands were incubated with secondary antibody for 1 h at room temperature (RT). The bands were detected using a Bio-Rad ChemiDoc XRS system. The primary antibodies were presented as follows: anti-IGF2BP2 (1:1,000, abcam, ab124930), anti-ATG12 (1:1,000, abcam, ab109491), and anti–β-actin (1:2,000, abcam, ab8226).
Cell Proliferation Assay
Cell proliferation was analyzed using CCK8 assay and colony formation assay. CCK8 assay was performed using a Cell Counting Kit-8 (CCK-8, Biotool, China). Cells were seeded in 96-well plates at a density of 3.5 × 103 cells/well. The CCK8 reagent was added to each well at different time points. After incubation for 4 h at 37°C, the absorbance at 450 nm was measured. For colony formation assay, cells were seeded in 6-well plates and cultured for 14 days. Then the cells were fixed and stained with crystal violet. The number of colonies was countered for five representative fields.
Subcutaneous Tumor Bearing Nude Mice Model
All animal experiments were approved by the Institutional Animal Care and Use Committee of Xi’an Jiaotong University. Mice (male and 6 weeks old) were subcutaneously injected with NSCLC cells (1.0*106 cells/200 μl). The mice were terminated after 4 weeks of induction, and the tumor volume and tumor weight were measured.
RNA Immunoprecipitation
IGF2BP2 antibody was used to pull down MALTA1. The IGF2BP2 antibody was then recovered with protein A/G beads, and RNA level of MALTA1 in the precipitates was measured by qRT-PCR. For m6A RIP, m6A antibody (MABE1006) (Millipore Sigma, Burlington, MA) was used to pull down m6A modified MALTA1, and RNA level of MALTA1 in the precipitates was measured by qRT-PCR.
Statistical Analysis
Statistical analyses were performed using the GraphPad Prism program. The t-test was used to compare the mean of a continuous variable between two groups. OS and disease-free survival (DFS) curves were calculated using the Kaplan–Meier method and were analyzed with the log-rank test. p values < 0.05 were considered as significant.
RESULTS
IGF2BP2 Is an Unfavorable Prognostic Marker in NSCLC
We first checked the TCGA database to investigate the role of IGF2BP2 in NSCLC patients. As compared with normal tissues, the IGF2BP2 mRNA level was upregulated in primary NSCLC tissues (Figure 1A). Moreover, a higher IGF2BP2 mRNA level was positively correlated with poor overall survival (OS) and disease-free survival (DFS) (Figures 1B,C). The upregulation of IGF2BP2 mRNA was further validated in fresh NSCLC samples and the paired adjacent non-tumor sites (Figure 1D, n = 24, p < 0.01). Consistently, the upregulation of IGF2BP2 was presented in NSCLC cell lines compared with the BEAS cells (Figures 1E,F). These results highlight the clinical significance of IGF2BP2 in NSCLC.
[image: Figure 1]FIGURE 1 | IGF2BP2 is an unfavorable prognostic marker in NSCLC. (A) The expression difference of IGF2BP2 in the TCGA database. (B,C) The expression of IGF2BP2 is related to the survival and prognosis of patients with non-small cell lung cancer. (D) The expression difference of IGF2BP2 in non-small cell lung cancer tissues and adjacent tissues (n = 24). (E,F). The expression of IGF2BP2 in non-small cell lung cancer cell lines. Data are presented as mean ± SD. p values are calculated by unpaired two-sided t-test.
IGF2BP2 Promotes NSCLC Cell Proliferation In Vitro and In Vivo
To gain an insight into IGF2BP2 in NSCLC progression, we ectopically expressed IGF2BP2 in A549 cells (Figures 2A,B) and generated IGF2BP2 knockdown in H1975 cells (Figures 2C,D). We found that IGF2BP2 promoted cell proliferation, as determined using CCK8 and colony formation assays (Figures 2E,F). However, knockdown of IGF2BP2 showed an opposite effect on NSCLC cell proliferation (Figures 2G,H). Then we established the subcutaneous tumor bearing nude mice model to better understand the oncogenic role of IGF2BP2 in NSCLC. The results confirmed that IGF2BP2 promoted NCCLC proliferation, as indicated by larger tumor volume and heavier tumor weight (Figures 2I–K). Conversely, IGF2BP2 knockdown repressed tumor growth in nude mice (Figures 2L–N). All the results indicate the oncogenic role of IGF2BP2 in NSCLC.
[image: Figure 2]FIGURE 2 | IGF2BP2 promotes NSCLC cell proliferation in vitro and in vivo. (A,B) Real-time quantitative PCR and western blot analysis overexpress IGF2BP2 in A549 cells. (C,D). Real-time quantitative PCR and western blot analysis knocked out IGF2BP2 in H1975 cells. (E–H). CCK-8 and clone formation experiments analyze the effect of IGF2BP2 on the proliferation of non-small cell lung cancer cell lines. (I–N). In vivo tumor formation experiments in nude mice analyzed the effect of IGF2BP2 on the proliferation of non-small cell lung cancer cell lines. Data are presented as mean ± SD. p values are calculated by unpaired two-sided t-test.
IGF2BP2 Regulates MALTA1 Expression in NSCLC
It is widely recognized that lncRNA MALAT1 is a key regulator in NSCLC initiation, progression, and metastasis (Tang et al., 2018; Song J. et al., 2020; Li M. et al., 2021). Because IGF2BP2 usually functions as a key regulator of IncRNAs, we speculate whether lncRNA MALAT1 can be regulated by IGF2BP2. As expected, IGF2BP2 overexpression upregulated the MALAT1 level, whereas MALAT1 was significantly downregulated by IGF2BP2 knockdown (Figures 3A,B). We further investigate the mechanisms by which IGF2PB2 regulates MALAT1 expression. Since a central role of IGF2BP2 in carcinogenesis is to regulate RNA stability, we examined the stability of MALAT1 by using actinomycin D (2 μg/ml). The results showed that the MALAT1 decay was slowed down via upregulating of IGF2BP2 (Figure 3C). Conversely, knockdown of IGF2BP2 accelerates MALAT1 decay compared with control cells (Figure 3D). In addition, RIP-PCR assay further validated the interaction between IGF2BP2 and MALAT1 (Figure 3E). As for N6-methyladenosine (m6A), it is the most abundant internal modification on RNAs (Jin et al., 2019; Xue et al., 2021). We detected whether IGF2BP2 promotes MALAT1 stability via m6A modification. RIP assays with m6A antibody identified enrichment of MALAT1 via upregulating of IGF2BP2 (Figure 3F). All these data suggested that IGF2BP2 regulates MALTA1 stability in NSCLC.
[image: Figure 3]FIGURE 3 | IGF2BP2 regulates MALTA1 expression in NSCLC. (A,B) Real-time quantitative PCR analysis IGF2BP2 regulates the expression of MALAT1. (C,D) MALAT1 half-life determination. (E) RIP-PCR analysis of the interaction between IGF2BP2 and MALAT1. (F) mRIP-PCR analysis of m6A modification of MALAT1. (G–J) CCK-8 and clone formation experiments analyze the effect of MALAT1 on the proliferation of non-small cell lung cancer cell lines. Data are presented as mean ± SD. p values are calculated by unpaired two-sided t-test.
IGF2BP2 Promotes NSCLC Proliferation via Upregulating ATG12 Expression
It is known that ATG12 is a key downstream regulator of MALAT1, and ATG12 is required for NSCLC progression (He et al., 2020). Therefore, we tested whether IGF2BP2 can regulate ATG12 expression via MALAT1 in NSCLC. Western blot assay revealed that IGF2BP2 overexpression upregulated the ATG12 level, whereas ATG12 was significantly downregulated by IGF2BP2 knockdown (Figures 4A,B). We also confirmed that MALAT1 overexpression upregulated the ATG2 level, whereas ATG12 was significantly downregulated by MALAT1 knockdown (Figures 4C,D). To further validate whether IGF2BP2 can regulate NSCLC proliferation via ATG12, we knocked down ATG12 expression in IGF2BP2 overexpressing cells and ectopically expressed ATG2 in IGF2BP2 knockdown cells (Figures 4E,F). CCK8 assay indicated that knockdown ATG12 expression can repress cell proliferation in IGF2BP2 overexpressing cells, while ectopically expressed ATG12 promotes cell proliferation in IGF2BP2 knockdown cells (Figures 4G,I). Colony formation assay showed the same trend as the CCK8 experiment (Figures 4H,J). All the data suggested that IGF2BP2 promotes NSCLC proliferation via the lncRNA MALAT1/ATG12 axis.
[image: Figure 4]FIGURE 4 | IGF2BP2 promote NSCLC proliferation via upregulating ATG12 expression. (A,B) Western blot analysis of the effect of IGF2BP2 on the expression of ATG12 protein. (C,D) Western blot analysis of the effect of MALAT1 on the expression of ATG12 protein. (E,F) Western blot analysis of the effect of MALAT1 and IGF2BP2 on the expression of ATG12 protein. (G–J) CCK-8 and clone formation experiments analyze the effect of MALAT1 and IGF2BP2 on the proliferation of non-small cell lung cancer cell lines. Data are presented as mean ± SD. p values are calculated by unpaired two-sided t-test.
DISCUSSION
In the present study, we showed that high expression of IGF2BP2 in NSCLC is correlated with unsatisfied OS and DFS. lncRNA MALAT1 is a direct target of IGF2BP2 in NSCLC. Mechanistically, IGF2BP2 promotes MALAT1 stability via m6A modification and promoting its downstream target ATG12 expression.
Using TCGA database, we identified the clinical significance of upregulating IGF2BP2 in NSCLC. To support the findings of TCGA database, we further highlight elevated IGF2BP2 expression in NSCLC samples and cell lines. To further unveil the function of IGF2BP2 in NSCLC progression, we performed the functional study in NSCLC cell lines through overexpressing and knocking down IGF2BP2 in NSCLC cell lines. We showed that IGF2BP2 promotes cell proliferation and viability in vitro and in vivo, indicating the oncogenic role of IGF2BP2 in NSCLC. Since IGF2BP2 functions as a key regulator of IncRNAs, we speculate whether lncRNA MALAT1 can be regulated by IGF2BP2. MALAT1 is a most widely studied lncRNA in tumorigenesis. MALAT1 act as a metastasis-suppressing lncRNA in breast cancer (Kim et al., 2018). However, MALAT1 serves as an oncogenic lncRNA in NSCLC proliferation and Gefitinib resistance by acting as a miR-200a sponge (Feng et al., 2019). Consistently, lncRNA MALAT1 also plays a pro-oncogenic role in ovarian cancer (Jin et al., 2017), osteosarcoma (Zhang et al., 2020), acute lymphoblastic leukemia (Song Y. et al., 2020), and colorectal cancer (Guo et al., 2020). Our results showed that IGF2BP2 overexpression increased the MALAT1 level, whereas MALAT1 was significantly downregulated by IGF2BP2 knockdown, suggesting that lncRNA MALAT1 can be regulated by IGF2BP2. Regulating the RNA stability is the major way of IGF2BP2 to interact with target RNAs (Huang H. et al., 2018; Chen et al., 2019). To figure out the mechanisms by which IGF2PB2 regulates MALAT1 expression, we tested the stability of lncRNA MALAT1 by overexpressing and knocking down IGF2BP2 and found that the MALAT1 decay was slowed down via upregulating of IGF2BP2. Conversely, knockdown of IGF2BP2 accelerates MALAT1 decay. Moreover, RIP-PCR assay further validated the interaction between IGF2BP2 and MALAT1. As for N6-methyladenosine (m6A), it is the most abundant internal modification on RNAs (Jin et al., 2019; Xue et al., 2021). We detected whether IGF2BP2 promotes MALAT1 stability via m6A modification. RIP assays with m6A antibody identified enrichment of MALAT1 via upregulating of IGF2BP2. All these data suggested that IGF2BP2 regulates MALTA1 stability in NSCLC. It is known that ATG12 is a key downstream regulator of MALAT1, and ATG12 is required for NSCLC progression (He et al., 2020). Therefore, we tested whether IGF2BP2 can regulate ATG12 expression via MALAT1 in NSCLC. The results revealed that IGF2BP2 overexpression upregulated the ATG12 level, whereas ATG12 was significantly downregulated by IGF2BP2 knockdown. In addition, to further validate whether IGF2BP2 can regulate NSCLC proliferation via ATG12, we knock down ATG12 expression in IGF2BP2 overexpressing cells and ectopically expressed ATG2 in IGF2BP2 knockdown cells. We showed that knockdown ATG12 expression can repress cell proliferation in IGF2BP2 overexpressing cells, while ectopically expressed ATG12 promotes cell proliferation in IGF2BP2 knockdown cells, suggesting that IGF2BP2 promotes NSCLC proliferation via the lncRNA MALAT1/ATG12 axis.
In summary, we found that upregulation of IGF2BP2 in NSCLC is correlated with unsatisfied OS and DFS. IGF2BP2 promotes NSCLC proliferation via regulation of lncRNA MALAT1 stability in an m6A-dependent manner. Targeting the IGF2BP2/lncRNA MALAT1/ATG12 axis may be beneficial for NSCLC treatment.
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Our understanding of mRNA translation and its regulation has been transformed by the development of ribosome profiling. This approach relies upon RNase footprinting of translating ribosomes in a precise manner to generate an accurate snapshot of ribosome positions with nucleotide resolution. Here we tested a variety of conditions, which contribute to the preciseness of ribosome footprinting and therefore the success of ribosome profiling. We found that NaCl concentration, RNaseI source, RNaseI amount, and temperature of footprinting all contributed to the quality of ribosome footprinting in human neuroblastoma SH-SY5Y cells. These ideal conditions for footprinting also improved footprint quality when used with Drosophila melanogaster S2 cells. Footprinting under the same conditions generated different footprints sizes and framing patterns in human and D. melanogaster cells. We also found that treatment of S2 cells with cycloheximide prior to footprinting impacted the distribution of footprints across ORFs, without affecting overall read length distribution and framing pattern, as previously found in other organisms. Together our results indicate that a variety of factors affect ribosome footprint quality and the nature of precise footprinting varies across species.
Keywords: Ribo-seq, ribosome profiling, footprinting, mRNA translation, ORF
INTRODUCTION
Next-generation sequencing approaches have transformed our understanding of gene expression and its regulation. RNA-seq based methods revolutionised the measurement of RNA species, levels, and splicing. However, mRNA translation lagged behind in its study at the genome-wide level until the development of ribosome profiling (Ribo-Seq) (Ingolia et al., 2009). The use of Ribo-Seq has transformed our understanding of the translatome, revealing translation of novel ORFs (Douka et al., 2021), stop-codon read through (Dunn et al., 2013), use of alternative initiation codons, (Van Damme et al., 2014) and providing mechanistic insights into translation elongation (Wu et al., 2019) and ribosome stalling (Rubio et al., 2021). This approach has been employed across a wide range of species and systems (Ingolia et al., 2009; Guo et al., 2010; Baltz et al., 2012; Ingolia et al., 2013; Aspden et al., 2014; Duncan and Mata, 2014; Chung et al., 2015; Heyer and Moore, 2016; Hsu et al., 2016). By isolating and sequencing the portion of RNA covered by the translational machinery, the ribosome, we can now perform transcriptome-wide assessments of protein translation and translational regulation.
Central to the success of ribosome profiling experiments is the ability to isolate ribosome footprints. The key experimental step in the generation of footprints is the RNase treatment of cytoplasmic lysate. Ribosome footprints are typically around 28–32 nucleotides (nt), although this varies by organism, cell or tissue type, and experimental protocol (Ingolia et al., 2013; Aspden et al., 2014). For Ribo-Seq data to be useful in the study of translation, the fragments of RNA sequenced need to originate from ribosome protected fragments rather than other RNA-protein complexes. Therefore, it is important to isolate RNA fragments corresponding to 28–32 nt ribosome footprints rather other smaller non-translation dependent fragments.
One of the important and distinctive features of Ribo-Seq data compared to RNA-seq data is its triplet periodicity. This is a bias in the mapping of reads toward one of the three possible reading frames, reflecting the codon-by-codon decoding activity of the ribosome. This pattern is not observed in RNA-seq, and a strong framing preference is indicative of high quality Ribo-Seq data. Triplet periodicity is assessed using metagene plots; aggregate plots which illustrate the distance between one end of the Ribo-Seq read (generally 5′) and the annotated start and stop codons of consensus coding sequence (CCDS). A clear preference for a single reading frame is expected. Metaplots can also be used to infer the position of the P-site of the ribosome with respect of the ribosome footprint read. This feature is important in determining precisely which codon is being decoded by each read. Together with framing, this information enables quality assessment of the ribosome profiling to be performed, and can also provide insight into the movement of the ribosome (Lareau et al., 2014; Wu et al., 2019).
The majority of standard Ribo-Seq reads are expected to map to canonical coding sequences, with a low percentage mapping to 5′-untranslated regions (UTRs) and very few to 3′-UTRs. Ribosome footprints mapping to 5′-UTRs generally represent scanning ribosomes, or the translation of upstream ORFs (uORFs) (Heyer & Moore, 2016; Rodriguez et al., 2019; Chen et al., 2020), while reads in the 3′-UTR may represent rarer downstream ORF (dORF) translation events. RNA-binding proteins (RBPs) can also create footprints, but these will not exhibit a framing bias, and may be of different lengths to true ribosome footprints (Ruiz-Orera and Albà, 2019). Although many technical improvements have been made to the original ribosome profiling protocol, there are several experimental variables that can be altered to optimise footprinting conditions. These include buffer conditions, temperature, amount and type of RNAseI. When working with a new organism or tissue type, or starting up ribosome profiling in a new lab, it is not always clear where to start, or how much variation from published data should be expected. Here we describe work to optimise footprinting conditions in human neuroblastoma SH-SY5Y cells and Drosophila melanogaster S2 cells. Together these experiments indicate key attributes which can affect the quality of ribosome profiling data in two different organisms although comparisons are only qualitative because additional replicates were not performed. Our results illustrate the impact experimental conditions can have on the final outputs of such experiments.
MATERIALS AND METHODS
Cell Culture
Human neuroblastoma SH-SY5Y cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM; 4.5 g/L Glucose with L-Glutamine) supplemented with 1% (v/v) Penicillin/Streptomycin (GE Healthcare) and 10% Fetal Bovine Serum (FBS, Sigma) at 37°C, 5% CO2. Semi-adherent D. melanogaster S2 cells were maintained in Schneider’s medium containing L-glutamine (Sigma) supplemented with 1% (v/v) Penicillin/Streptomycin/amphotericin B (GE Healthcare), 10% FBS, and maintained at 26°C in non-vented, adherent flasks (Sarstedt).
Poly-Ribo-Seq
Cells were treated with cycloheximide (Sigma) at 100 μg/ml for 3 min at 37°C, washed (1X PBS, 100 μg/ml cycloheximide) and trypsinised for 5 min at 37°C. Subsequently, cells were pelleted, washed (1X PBS, 100 μg/ml cycloheximide), and resuspended in ice cold lysis buffer (Supplementary Table S1); 50 mM Tris-HCl pH8, 150 mM NaCl, 10mM MgCl2, 1 mM DTT, 1% IGEPAL, 100 μg/ml cycloheximide, Turbo DNase 24 U/mL (Invitrogen), RNasin Plus RNase Inhibitor 90 U (Promega), cOmplete Protease Inhibitor (Roche), for 45 min. Cells were then subjected to centrifugation at 17,000 × g for 5 min, to pellet nuclei. Cytoplasmic lysate was loaded onto 18–60% sucrose gradients (∼70 × 106 cells per gradient) at 4°C and subjected to ultracentrifugation (121,355 × gavg 3.5h, 4°C) in SW-40 rotor. Polysome fractions were pooled and diluted in either Buffer 1 (50 mM Tris-HCl pH8, 150 mM NaCl, 10 mM MgCl2) or Buffer 2 (100 mM Tris-HCl pH8, 30 mM NaCl, 10 mM MgCl2). RNaseI (either AM2295 at 10–20U/million cells, or EN601, 10 U/µl 0.7–1 U/million cells) was subsequently added incubated either for 1 h at RT or overnight at 4°C. RNaseI was deactivated using SUPERase inhibitor (200U/gradient) for 5 min at 4°C. Samples were concentrated using 30 kDa molecular weight cut-off columns (Merck) and loaded on sucrose cushion (1 M sucrose, 50 mM Tris-HCl pH8, 150 mM NaCl, 10mM MgCl2, 40U RNase Inhibitor) and subjected to ultracentrifugation at 204,428 × gavg at 4°C for 4 h (TLA110). Pellets were resuspended in TRIzol (Ambion, Life Technologies) and processed for RNA purification followed by TURBO DNase treatment (Thermofisher) (according to manufacturer’s instructions), acidic phenol/chloroform RNA purification and ethanol precipitation at −80°C overnight. RNA concentration was determined by Nano-drop 2000 software. 28–34 nt ribosome footprints were gel purified in 10% (w/v) polyacrylamide-TBE-urea gel at 300 V for 3.5 h in 1X TBE. Ribosome footprints were subjected to rRNA depletion (Illumina, RiboZero rRNA removal kit).
Ribo-Seq
Cycloheximide treated cells were treated for 3 min with 100 μg/ml cycloheximide before being pelleted. All cells were pelleted (8 min at 800 ×g), washed (1 × PBS, 100 μg/ml cycloheximide) and resuspended in ice cold lysis buffer and left to lyse for 45 min. Nuclei were removed via centrifugation (17,000 × g for 5 min) and cytoplasmic lysates were footprinted overnight at 4°C. Two different footprinting conditions were tested on both cycloheximide treated and untreated lysates: 1) A-RNAseI (AM2295) in Buffer 1 (50 mM Tris-HCl pH8, 150 mM NaCl, 10 mM MgCl2), 2) E-RNAseI (EN0601) in Buffer 2 (100 mM Tris-HCl pH8, 30 mM NaCl, 10 mM MgCl2). RNaseI was deactivated using SUPERase inhibitor (500°U/gradient) for 5 min at 4°C. Footprinted lysates were loaded onto sucrose gradients and subjected to ultracentrifugation at 4°C and subjected to ultracentrifugation (121,355 × gavg 3.5h, 4°C) in SW-40 rotor. 80S ribosomes were purified away from ribosomal subunits and polysomes. RNA was isopropanol precipitated, TURBO DNase treated, acidic phenol/chloroform purified and ethanol precipitated at -80°C overnight. 28–34 nt ribosome footprints were gel purified via a 10% (w/v) polyacrylamide-TBE-urea gel (300°V, 3.5°h, 1X TBE), T4 PNK treated and isopropanol precipitated. rRNA depletion for S2 cells carried out with custom made beads. rRNA depleted footprints were ethanol precipitated again.
Library Preparation and Sequencing
5′ stranded libraries were constructed using NEB Next Multiplex Small RNA Library Prep. Resulting cDNA was PCR amplified and gel purified prior to sequencing. Libraries were subjected to 75bp single end RNA Seq using NextSeq500 Illumina sequencer, High Output Kit v2.5 (75 Cycles) (Next Generation Sequencing Facility, Faculty of Medicine, University of Leeds).
Ribosome Footprinting Analysis
Poly-Ribo-Seq and Ribo-Seq fastq files were uploaded on Ribogalaxy (Michel et al., 2016) and subjected to quality control using FastQC (v.0.11.5) (Andrews, 2010). 3′ end adapter sequence AGA​TCG​GAA​GAG​CAC​ACG​TCT was trimmed from the reads using Cutadapt (v.1.1) (Martin, 2011), discarding untrimmed footprint reads. Trimmed reads were further filtered, so that 90% of each read passed the quality threshold Phred score of 20, using the Filter by quality tool (Gordon, 2010) on Galaxy (Afgan et al., 2018). Subsequently, rRNA and tRNA reads were removed, using Bowtie (v.0.12.7) (Langmead and Salzberg, 2012) and 1 base trimmed from the 3′ end of reads. For assessment of the framing quality of ribosome footprinting, reads were mapped to the human (version hg38, Gencode v29) or the D. melanogaster (version dm3, BDGP Release 5) transcriptome and were subsequently processed with the RiboSeqR pipeline (Hardcastle, 2014). The analysis was performed on read lengths 25–35 nt, in order to assess the number of reads of each specific length that are in each frame. A metagene analysis was performed on the reads that display the best triplet periodicity (31 and 33 nt for human, 28 and 29 nt for fly) with parameters for filtering those reads (filterHits parameters) set as: lengths = 31, 33 (or 28, 29); frames = 1, 2, 3; hitMean = 50; unqhitMean = 10. Plots were generated and the plotCDS (parameters set as: lengths = 31, 33 (or 28, 29); min5p = -100; max5p = 100; min3p = −100; max3p = 100). In this analysis, reads were globally mapped to 5′ and 3′ UTRs and coding regions (CDS) and the mean number of reads that is mapped to each region is plotted.
Translated ORF Detection
Quality reports of D. melanogaster Ribo-Seq and RNA-seq data were made using Fastqc (v.0.11.9) (Andrews, 2010). Adapter sequences (AGA​TCG​GAA​GAG​CAC​ACG​TCT) were trimmed using Cutadapt (v.2.10) (Martin, 2011) with minimum read length of 25bp, and untrimmed outputs retained for RNA-seq reads. Low-quality reads (score < 20 for 10% or more of read) were then discarded using FASTQ Quality Filter, FASTX-Toolkit (v.0.0.14) (Gordon, 2010). D. melanogaster rRNA sequences were retrieved from RiboGalaxy (Michel et al., 2016) and tRNA sequences from FlyBase release FB 2020_04 (Larkin et al., 2021). One base was removed from 3′ end of reads to improve alignment quality, and reads originating from rRNA and tRNA were aligned and removed using Bowtie2 (v.2.4.1) (Langmead and Salzberg, 2012).
The splice aware aligner STAR (v2.7.5c) (Dobin et al., 2012) was used to map remaining reads to the D. melanogaster reference genome (r6.35) from FlyBase (Larkin et al., 2021). The STAR (v2.7.5c) (Dobin et al., 2012) genome index was built with a sjdbOverhang of 99. Samtools (v.1.10) (Li et al., 2009) was used to create sorted, indexed bam files of the resulting alignments. These bam files were then subsampled to ∼2,000,000 reads per sample to create a fairer comparison. Alignments were visualised using Golden Helix GenomeBrowse (v3.0.0).
Metaplots of aligned Ribo-Seq data were generated using create_metaplots.bash script from Ribotaper (v1.3) pipeline (Calviello et al., 2016). These show the distance between the 5′ ends of Ribo-Seq and annotated start and stop codons from CCDS ORFs, allowing the locations of P-sites to be inferred. Read lengths exhibiting the best triplet periodicity were selected for each replicate, along with appropriate offsets (Supplementary Table S2).
Translated smORFs were then identified using Ribotaper (v1.3) (Calviello et al., 2016). Initially, this requires an exon to contain more than 5 P-sites in order to pass to quality control steps. Identified ORFs were then required to have a 3-nt periodic pattern of Ribo-Seq reads, with 50% or more of the P-sites in-frame. In the case of multiple start codons, the most upstream in-frame start codon with a minimum of 5 P-sites in between it and the next ATG was selected. ORFs for which >30% of the Ribo-Seq coverage was only supported by multimapping reads were also subsequently filtered (Chothani et al., 2019).
General Statistics and Plots
Statistical analyses were performed in R (R Core Team, 2020) using packages including stringr (Wickham, 2019), dplyr (Wickham et al., 2017), ggplot2 (Wickham, 2016), knitr (Xie, 2020), eulerr (Larsson, 2020), viridis (Garnier et al., 2021) and tidyverse (Wickham et al., 2019).
RESULTS
Changes to RNaseI Footprinting Affects Size and Framing of Ribosome Footprints in Human SH-SY5Y Cells
The precise conditions in which ribosome footprinting is performed can have substantial impact on the quality of the ribosome profiling experiment, as judged by the preciseness of the footprint and the level of triplet periodicity (framing). Although additional attributes can be used to assess the reproducibility of transcript-specific ribosome occupancy, we have focused on footprint size and triplet periodicity to specifically assess the quality of ribosome footprinting rather than other aspects of ribosome profiling. Triplet periodicity is particularly important when attempting to identify novel ORFs to ensure footprints represent elongating ribosomes rather than non-specific protein or ribosome binding. We previously developed an adaptation to Ribo-Seq, Poly-Ribo-Seq in D. melanogaster S2 cells (Aspden et al., 2014) (Supplementary Figure S1). By ribosome footprinting polysomal complexes rather than all ribosomal complexes, i.e., monosomes and polysomes, Poly-Ribo-Seq aids detection of genuine translation events in small or noncanonical ORFs.
To employ Poly-Ribo-Seq for the first time in human neuroblastoma SH-SY5Y cells, and identify novel translation events, we initially tried the same footprinting conditions previously performed in D. melanogaster S2 cells. This included 50 mM Tris-HCl pH8, 150 mM NaCl, 10 mM MgCl2 and RNase I (AM2295) at 10 U/million cells, but with footprinting performed at room temperature (RT) for 1 h, as is standard for human cells (McGlincy, 2017; Wu et al., 2019). On the urea-acrylamide gel used to purify footprints, a smeary band corresponding to ribosome footprints was visible between the RNA markers of 28 and 34 nt (Supplementary Figure S2A). However, ribosome footprinting under these conditions resulted in ribosome footprint reads with a wide length distribution and virtually no triplet periodicity (Figure 1A). Most footprints did map to CCDSs indicating that they represented ribosomes (Supplementary Figure S3A), but with some noise within 5′-UTRs and imprecisely footprinted. Therefore, we sought to test a range of factors to improve the preciseness of the ribosome footprinting. Given these experiments were simply testing conditions only single replicates were performed.
[image: Figure 1]FIGURE 1 | Changes to RNaseI footprinting affects size and framing of ribosome footprints in human SH-SY5Y cells. Read length distribution and frame plots, generated by RiboSeqR, from ribosome footprinting in cells SH-SY5Y under different conditions: (A) Buffer 1 (50 mM Tris-HCl pH8, 150 mM NaCl), RT 1 h, with A-RNaseI 10 U/million cells, (B) Buffer 2 (100 mM Tris-HCl pH8, 30 mM NaCl), RT 1 h, with A-RNaseI 10 U/million cells, (C) Buffer 2, RT 1 h, with A-RNaseI 20 U/million cells, (D) Buffer 1, RT 1 h, with E-RNaseI 0.3 U/million cells, (E) Buffer 2, RT 1 h, with E-RNaseI 0.2 U/million cells, (F) Buffer 1, O/N at 4°C, with A-RNaseI 10 U/million cells, (G) Buffer 2, O/N at 4°C, with A-RNaseI 10 U/million cells, (H) Buffer 2, O/N at 4°C, with E-RNaseI 0.3 U/million cells. See Table 1 for full details of each condition tested. 
Previously others have found in Arabidopsis thaliana that the buffer conditions of the footprinting buffer can affect RNAseI activity and therefore footprinting (Hsu et al., 2016). To emulate these conditions, we modified the buffer to reduce NaCl from 150 to 30 mM, and increased Tris-HCl pH8 from 50 to 100 mM, to test if this improved footprinting. We refer to the 50 mM Tris-HCl pH8, 150 mM NaCl buffer as Buffer 1, and the 100 mM Tris-HCl pH8, 30 mM NaCl buffer as Buffer 2. These changes to the buffer conditions did have a small effect on improving triplet periodicity of reads (Figure 1B). However, reads still showed a wide length distribution and low triplet periodicity. Therefore, we modified aspects of the RNase treatment to try and improve quality of footprinting. Increasing the amount of RNaseI present in the footprinting reaction dramatically improved both length distribution and framing (Figure 1C). The ratio of the amount of RNaseI enzyme to the RNA present in the reaction is important to ensure precise footprinting. Therefore the amount of RNaseI used in each experiment was adjusted based on the number of cells being subjected to footprinting, to maintain a consistent ratio between RNaseI and RNA.
Several Ribo-Seq publications have used alternative sources of RNaseI (McGlincy, 2017). Therefore, we tested EN0601 RNase (Thermofisher), E-RNaseI, alongside the AM2295 (Ambion), A-RNaseI, we previously used (Table 1). This E-RNaseI, when used in Buffer 1, also led to an improvement in triplet periodicity and footprint length distribution (Figure 1D). A combination of E-RNaseI and Buffer 2, together resulted in a substantial improvement to preciseness of footprinting (Figure 1E). Under these conditions 72% of footprints were 31–32 nt in length. The most abundant read length (31 nt) exhibits high levels of framing with 52% of 31 nt read in frame 2 (Supplementary Figure S3B).
TABLE 1 | Summary of ribosome footprinting conditions tested with human SH-SY5Y cells.
[image: Table 1]Previously in D. melanogaster we had performed footprinting at 4°C overnight to maintain stable ribosomes. However, the majority of Ribo-Seq experiments in human cells are performed at RT for 1 h (McGlincy, 2017; Wu et al., 2019). Performing footprinting at 4°C overnight with the A-RNaseI in Buffer 1, resulted in footprints with precise footprint of 31–33 nt, with good framing (Figure 1F, compared to Figure 1A). The temperature of footprinting clearly contributes a substantial improvement. An almost identical pattern was found when performed with Buffer 2 (Figure 1G), suggesting that the buffer has less of an effect on footprinting when performed at 4°C overnight compared to at RT for 1 h. In attempt to maximise the number of ribosomes remaining intact as 80S ribosomes bound to mRNAs, samples were also loaded onto gradients at 4°C, as well as footprinted at 4°C. This combination had little effect in the context of E-RNaseI (Figure 1H compared to Figure 1E).
Together the ribosome profiling conditions tested (Table 1) indicate that a number of factors contribute to the effectiveness of ribosome footprinting (Table 2). Buffer conditions can be modified to improve quality of footprints but in general it was more straightforward to achieve high quality footprints with E-RNaseI. Reducing the temperature, changing the buffer, and increasing amount of RNaseI all helped improved quality. For our cells of interest, human SH-SY5Y cells, we identified the best conditions (of those we tested) to be E-RNAaseI, 100 mM Tris-HCl pH8, 30 mM NaCl, ON at 4°C (Figure 1H), which produced the highest level of periodicity (Supplementary Figures S3C,D). Comparing metagene plots from these ‘best’ conditions, with those we started with (A-RNAaseI, 50 mM Tris-HCl pH8, 150 mM NaCl, RT for 1 h), at their ideal read lengths, background signal has been reduced substantially. Specifically, there are fewer reads mapping to UTRs in these improved conditions (Supplementary Figures S3D,E) compared to starting conditions (Supplementary Figure S3A).
TABLE 2 | Summary conclusions from conditions tested.
[image: Table 2]Changes to RNaseI Footprinting Affects Size and Framing of Ribosome Footprints in Drosophila S2 Cells
To determine whether the improvements tested in human SH-SY5Y cells would also affect footprinting in D. melanogaster we performed Ribo-Seq on S2 cells in the best conditions we identified in SH-SY5Y cells (Buffer 2: 100 mM Tris-HCl pH8, 30 mM NaCl and ∼0.4 U/million cells E-RNaseI). Bands corresponding to ribosome footprints were visible on urea-acrylamide gels between 28 and 34 nt RNA markers (Supplementary Figure S2B). When compared with the ‘old’ conditions (Buffer 1: 50 mM Tris-HCl pH 8 and 150 mM NaCl and ∼20 U/million cells A-RNaseI, these new conditions made a substantial improvement to effectiveness of footprinting in D. melanogaster S2 cells (compare Figures 2A,B). The majority of footprints are 28–29 nt under these Buffer 2 and E-RNaseI conditions, compared to 28–31 nt in Buffer 1 with A-RNaseI conditions (Figures 2A,B). The proportion of reads exhibiting triplet periodicity is improved substantially from 51% of 29 nt reads in frame 0 (Figure 2A) to 61% of 28 nt reads in frame 0 (Figure 2B). The improvements to footprint length distribution and triplet periodicity were seen both in the presence (Figures 2A,B), absence of cycloheximide (Supplementary Figures S4A,B). Both footprinting conditions tested in S2 cells resulted in the majority of footprints mapping to coding sequences (CDSs), as evident in metagene analysis (Figures 2C,D).
[image: Figure 2]FIGURE 2 | Changes to RNaseI footprinting affects size and framing of ribosome footprints in Drosophila S2 cells. Read length distribution and frame plots from Ribosome footprinting in D. melanogaster S2 cells in (A) A-RNaseI and Buffer 1 (50 mM Tris-HCl pH8, 150 mM NaCl) and (B) E-RNaseI and Buffer 2 (100 mM Tris-HCl pH8, 30 mM NaCl) footprinting conditions, both in presence of cycloheximide (100 μg/ml). Metagene plots from 29 nt ribosome footprints (C and E) A-RNaseI and Buffer 1 and metagene plots from 28 nt ribosome footprints (D and F) E-RNaseI and Buffer 2 footprinting conditions, either in (C and D) the presence or (E and F) absence of cycloheximide. Plots were generated with RiboSeqR.
Downstream analysis of the Ribo-Seq data revealed that the improved footprinting conditions identified more actively translated ORFs, both in the presence and absence of cycloheximide (Table 3). The number of CCDS ORFs - ORFs which overlap known coding regions in CCDS genes - increased by ∼1/5 in the new conditions (from 7,511 to 9,654), while the number of upstream ORFs (uORFs) detected nearly doubled (from 39 to 71). This indicates that the improved ribosome footprinting conditions not only increase triplet periodicity and preciseness of footprints, but also lead to the better detection of translation.
TABLE 3 | Summary of translated ORFs identifed in Drosophila S2 cells.
[image: Table 3]Cycloheximide Treatment Affects Ribosome Footprint Distribution and Length
Previous Poly-Ribo-Seq in D. melanogaster S2 cells had only achieved modest framing and was performed in the presence of cycloheximide (Aspden et al., 2014). Therefore, we sought to determine the effect the addition of cycloheximide has in D. melanogaster. This is of particular interest for dissected tissues from numerous individual organisms (e.g. D. melanogaster testes) because batch flash freezing is not straightforward, and therefore cycloheximide is likely useful to trap elongating ribosomes.
To assess the effect of cycloheximide treatment Ribo-Seq was performed with S2 cells in the presence or absence of cycloheximide (final 100 µM), in the footprinting conditions used previously in D. melanogaster S2 cells (Aspden et al., 2014). These were 50 mM Tris-HCl pH8, 150 mM NaCl, 10 mM MgCl2 (i.e. Buffer 1) and A-RNaseI (∼20U/million cells). Metagene analysis revealed that cycloheximide treatment had a limited effect on footprint length or periodicity with Buffer 1, A-RNaseI (comparing Supplementary Figure S4A and Figure 3A) and Buffer 2 E-RNAseI (comparing Supplementary Figure S4B and Figure 2B). The distribution of reads across CDSs is affected by cycloheximide treatment, as previously described in other organisms (Duncan and Mata, 2017; Gerashchenko and Gladyshev, 2014; Hussmann et al., 2015; Sharma et al., 2019). Specifically, cycloheximide treatment results in a build-up of Ribo-Seq reads at the start codon and in the first ∼15 nt of CDSs (Figure 2C). Whilst in the absence of cycloheximide there is a build up around the stop codon (Figure 2E). These footprints around the stop codon are of a different frame compared within the main part of the CDS (frame 1 rather than 0), reflecting a ribosomal rearrangement at the stop codon (Lareau et al., 2014; Wu et al., 2019). This same pattern of effect by cycloheximide can also be seen in the improved conditions that used E-RNaseI and Buffer 2 by metagene analysis (comparing Figure 2D and Figure 2F), footprint length and framing (comparing Supplementary Figure S4B and Figure 2B).
[image: Figure 3]FIGURE 3 | Differences in footprinting in the presence and absence of cycloheximide in Drosophila S2 cells. (A) Ribo-seq reads mapping to RpL40 in D. melanogaster S2 cells viewed using Golden Helix GenomeBrowse (v3.0.0). The presence/absence of cycloheximide causes changes in footprint build up. Replicates with cycloheximide exhibit build up at the start of the ORF, and replicates without cycloheximide have a build up at the end of the ORF, reflecting a ribosomal rearrangement at the stop codon. The overlap in translation events identified in the presence and absence of cycloheximide at the (B) ORF, (C) transcript and (D) gene level in D. melanogaster S2 cells, footprinted with E-RNaseI in Buffer 2.
The changes of Ribo-Seq read build up caused by cycloheximide can also be seen at the transcript level (Figure 3A). Ribosomal protein L40 (RpL40) was found to be translated (from transcript FBtr0334787) in all conditions. In samples treated with cycloheximide there is a build-up of reads at the start of the ORF, whereas in untreated samples we can see a pile up at the 3′ end of the ORF. The effects of cycloheximide on global changes to footprinting caused by cycloheximide can also be observed, with more ORFs detected in presence of cycloheximide (Table 3). At the ORF level, only ∼50% of the translated ORFs detected (in Buffer 2, E-RNase) in the absence of cycloheximide were also identified in the presence of cycloheximide (Figure 3B). At the transcript level, 94% of the transcripts were detected as translated in the absence of cycloheximide were also translated in presence of cycloheximide (Figure 3C), and 96% at the gene level (Figure 3D). Although this analysis is based on single samples, biological replicates would likely increase this overlap. This indicates that although the same translation events are likely to be taking place in both presence and absence of cycloheximide, the exact ORF a translation event is attributed to can be affected by the accumulation of reads at the start codon upon cycloheximide treatment.
Length of Footprints and Nature of Framing is Different Between Humans and Drosophila
One of the most time-consuming aspects of performing Ribo-Seq is the requirement to find ideal conditions for footprinting. An added complication is that comparing your data to published data sets can indicate that there may be a problem with your own footprinting, but this may represent an actual difference in footprint length and pattern of framing between different systems. Here we have performed Poly-Ribo-Seq on human SH-SY5Y cells and Ribo-Seq on D. melanogaster S2 cells under the same conditions: 100 mM Tris-HCl pH8, 30 mM NaCl, 10 mM MgCl2 (Buffer 2) and E-RNaseI (∼0.4 U/million cells). This allows us to make direct comparisons of differences between the two. Under these conditions the majority (57.1%) of D. melanogaster S2 cells footprints are 28–29 nt in length (Figure 4A), whilst in human SH-SY5Y cells they are longer: 31–32 nt (Figure 4B). The pattern of triplet periodicity is also different with Frame 0 the dominant frame in S2 cells and Frame 2 in SH-SY5Y cells (Figures 4A,B). There are also differences in the metagene profiles, with S2 cells exhibiting a higher peak of reads around the start codon and stop codon (in presence of cycloheximide) (Figure 4C) when compared with human SH-SY5Y cells (Figure 4D) (also in the presence of cycloheximide). Signal in 5′-UTRs and 3′-UTRs is higher in Poly-Ribo-Seq of human SH-SY5Y cells (Figure 4D) compared with Ribo-Seq of S2 cells (Figure 4C). This may have more to do with the different sucrose gradients used in Poly-Ribo-Seq compared to Ribo-Seq, but we cannot be sure. Comparing similar footprinting conditions between different organisms and systems can generate subtle differences in footprinting nature, but as long as footprints display substantial framing and precise length distribution, translation can be detected and measured.
[image: Figure 4]FIGURE 4 | Length of footprints and nature of framing is different between Poly-Ribo-Seq in humans and Ribo-Seq in Drosophila. Read length distribution and framing of ribosome footprinting (A) Drosophila S2 cells (same as Figure 2B) and (B) human neuroblastoma SH-SY5Y cells (same as Figure 1G), with E-RNaseI, in Buffer 2 at ON at 4°C, in presence of cycloheximide. Metagene analysis of ribosome profiling in (C) Drosophila S2 cells: 28 nt reads (same as Figure 2D) and (D) human neuroblastoma SH-SY5Y cells 31 nt reads (same as Supplementary Figure S3D). Plots generated with RiboSeqR.
DISCUSSION
In this work we have tested a variety of experimental conditions which affect the quality of ribosome footprinting in human neuroblastoma SH-SY5Y cells and D. melanogaster S2 cells. Since no replicates were performed, the comparisons we report are only qualitative but our results could be beneficial to those performing ribosome profiling and adapting to new systems. NaCl and Tris-HCl concentrations, RNaseI source, RNaseI amount, and temperature of footprinting all contributed to the quality of ribosome footprinting. This highlights some key contributing factors to the success of ribosome footprinting that may not be obvious to the beginner. Although many standard ribosome profiling protocols perform ribosome footprinting at RT, others have also found that reducing the temperature to 4°C can reduce ribosome sensitivity to RNaseI in human cell lines (Cenik et al., 2015). The amount of nuclease has also been shown to affect footprinting efficiency in other systems (Dunn et al., 2013) and small quantities of ribosomes are particularly sensitive to the amount of RNaseI during footprinting (Liu et al., 2019). We, like others, have found it important to optimize ribosome footprinting conditions for the type of material and RNase that is being used. Not all RNases respond in the same way to changes in the other conditions, as we found for the two RNaseI we tested. An additional consideration is the wide variation in activity between E. coli RNAseI enzymes, that use different unit definitions to measure the enzyme activity (McGlincy, 2017; Liu et al., 2019) and the need to adjust for this, as well as potential variation between RNase batches. Our results were generated from single batches of both RNaseI sources. The type of RNase has also been previously shown to impact ribosome footprinting. For example, Drosophila ribosomes have been shown to be sensitive to digestion of their rRNA by RNaseI at higher temperatures (e.g. RT) so alternative RNases have been employed such as micrococcal nuclease (Dunn et al., 2013). The disadvantage of several alternatives to RNaseI, such as micrococcal nuclease, RNaseA and RNaseT1, is weaker triplet periodicity (Gerashchenko and Gladyshev, 2017). Several labs are now also using combinations of RNases for footprinting to reduce bias, minimise degradation of ribosomes and maximise triplet periodicity (Liu et al., 2019).
By comparing the optimisation of the ribosome footprinting in these disparate organisms, we demonstrate that footprinting under the same conditions can generate different footprint sizes and framing patterns. We therefore recommend you use existing literature and consult experts to plan experimental conditions and establish a reasonable range of expected footprint lengths when working with a new species. Even within the same species, variation should be expected when working with a different cell or tissue type. A key consideration for undertaking optimisation such as we describe is the balance between time and money spent, and the resulting improvement in footprinting quality. If one is establishing a protocol to support multiple studies in the same model and multiple replicates, this step is worth sustained investment.
An important consideration for ribosome profiling is the ‘trapping’ of ribosomes in the act of translation to provide an accurate snapshot of translation. Many researchers have relied upon cycloheximide treatment to aid this stabilisation of 80S ribosomes on the mRNA. However, as others have previously shown in yeast (Duncan and Mata, 2017), we found that cycloheximide can affect read distribution and ORF detection in Drosophila cells. However, it seems likely that cycloheximide treatment has less of an effect in humans and some other organisms, compared to yeast and fly, not impacting transcript-specific ribosome occupancy (Sharma et al., 2021). Both the results presented here in Drosophila and other studies have shown that cycloheximide treatment does not affect either footprint size distribution or framing (Sharma et al., 2019). Snap freezing material is an alternative to ‘trapping’ ribosomes during elongation using cycloheximde, which does not seem to affect framing, read length or distribution. Flash freezing can also be of benefit when collecting difficult or biologically challenging tissues. But there are circumstances where collecting tissues from individual animals over long time frames when cycloheximide treatment is logistically more appropriate. Overall, this study shows the importance of testing ribosome footprinting conditions in a new system and in combination different conditions can vary in their contribution to generating high quality ribosome profiling data.
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Gene expression is regulated at multiple levels in eukaryotic cells. Regulation at the post-transcriptional level is modulated by various trans-acting factors that bind to specific sequences in the messenger RNA (mRNA). The binding of different trans factors influences various aspects of the mRNA such as degradation rate, translation efficiency, splicing, localization, etc. MicroRNAs (miRNAs) are short endogenous ncRNAs that combine with the Argonaute to form the microRNA-induced silencing complex (miRISC), which uses base-pair complementation to silence the target transcript. RNA-binding proteins (RBPs) contribute to post-transcriptional control by influencing the mRNA stability and translation upon binding to cis-elements within the mRNA transcript. RBPs have been shown to impact gene expression through influencing the miRISC biogenesis, composition, or miRISC-mRNA target interaction. While there is clear evidence that those interactions between RBPs, miRNAs, miRISC and target mRNAs influence the efficiency of miRISC-mediated gene silencing, the exact mechanism for most of them remains unclear. This review summarizes our current knowledge on gene expression regulation through interactions of miRNAs and RBPs.
Keywords: miRNA, miRISC, RNA binding protein, mRNA, miRISC activity, RBP binding models
INTRODUCTION
The central dogma of biology follows the flow of genetic information; DNA is transcribed into RNA and RNA is translated into protein. Correct gene expression in a timely and quantitative way is essential for maintaining cellular homeostasis as dysregulated protein production can lead to various diseased states. RNA is not just a simple intermediate for conveying the genetic code, but it also regulates when, where, and how much protein will be produced. RNA has a complex, multistage lifecycle starting in the nucleus, where it is transcribed from DNA. After maturation, which includes co- and post-transcriptional processing, including 5′ capping, polyadenylation, and splicing, the mRNA is exported into the cytoplasm from the nucleus. In the cytoplasm ribosomes translate coding mRNAs into protein. From its initial transcription until its degradation, mRNAs are highly regulated at both a global and individual level. Individual mRNAs are regulated by various trans-acting factors that bind to specific cis-regulatory elements within the mRNA and influence the stability, localization, modifications, and translation of the information encoded in the mRNA (Gebauer and Hentze, 2004; Fukao et al., 2021).
Several classes of small noncoding RNAs (ncRNAs) have been shown to bind to specific sequences within mRNAs, mainly in the 3′ untranslated region (UTR), and influence the extent of expression of encoded genes. The three main classes of small ncRNAs, within 19–31 nucelotide length, are microRNAs (miRNA), small interfering RNAs (siRNAs), and piwi-interacting RNAs (piRNA). Each class of these small ncRNAs associates with distinct sets of effector proteins to carry out their function, both miRNAs and siRNAs associated with the Ago-clade, while piwi-RNAs associate with the PIWI-clade (Parker and Barford, 2006; Peters and Meister, 2007; Farazi et al., 2008; Thomson and Lin, 2009; Juliano et al., 2011). miRNAs and siRNAs are the most well understood and similar of the three; they are mostly derived from endogenous encoded double-stranded hairpin-shaped RNA. The main difference between miRNAs and siRNAs is their complementarity; siRNAs are derived from stem-loop with perfect complementarity while miRNAs contain imperfect complementarity. This review focuses on miRNAs, but siRNAs and piRNAs have been well-documented in recent reviews (Farazi et al., 2008; Carthew and Sontheimer, 2009; Thomson and Lin, 2009; Dana et al., 2017; Czech et al., 2018).
miRNAs are conserved, endogenous, short (19–22 nt) ncRNAs that combine with Argonaute (Ago) proteins to form the microRNA-induced silencing complex (miRISC). The miRISC uses imperfect base pair complementarity to bind to specific sequences found mostly in the 3′UTR of target mRNAs and repress the gene expression of that transcript (Siegel et al., 2011; Lin and Gregory, 2015; Duchaine and Fabian, 2019). While there were hints of miRNAs in the 1980’s in developmental and cell lineage screens (Horvitz and Sulston, 1980), the first miRNA, lin-4, was discovered in 1993 by the Ambros lab (Lee et al., 1993). Lin-4 was found to bind to the lin-14 mRNA and post-transcriptionally repress the expression of the Lin-14 protein. Lin-14 is necessary for proper timing of larval development in Caenorhabditis elegans (C. elegans) as loss-of-function lin-4 mutants revert to an early developmental stage later in their development. Seven years later the, second miRNA, let-7, was discovered (Reinhart et al., 2000). As let-7 was also found to be a heterochromatic switching factor, it was first thought that these short, hence the name micro, ncRNAs must target mRNAs that code for developmental genes. However, as more miRNAs continued to be discovered, their roles became more diverse, suggesting a much broader role in biological processes (Bartel, 2018). Over 60% of human protein-coding genes have been shown to be targeted by miRNAs (Friedman et al., 2008). As miRNAs modulate the expression of genes involved in cellular differentiation, division, growth, and apoptosis it comes to no surprise that the miRNAs themselves must be highly regulated to avoid diseased states (Siomi and Siomi, 2010). In addition to small ncRNAs, RNA-binding proteins (RBPs) are another class of trans-factors that bind to cis elements within mRNA transcripts. RBPs regulate many aspects of processes associated with RNAs; splicing, transcription, modification, localization, translation, and decay (Díaz-Muñoz and Turner, 2018; Hentze et al., 2018). RBPs have been found to greatly influence both miRNA biogenesis and miRNA-mediated gene silencing. This review focuses on miRNA-mediated gene silencing and investigates the influence of RBPs on the modulation of miRISC function (Gebauer et al., 2021).
MIRNA BIOGENESIS IN EUKARYOTES
As miRNAs play a major role in controlling protein abundance, the expression and number of miRNAs is highly important. As depicted in Figure 1A, prior to silencing their target transcripts, miRNAs are transcribed in the nucleus mostly by RNA polymerase II, forming the primary (pri) miRNA. The pri-miRNA is composed of a local stem loop containing 3 helical stems that are flanked by basal and apical junctions at both ends (Ha and Kim, 2014; Nguyen et al., 2015; Bartel, 2018; Duchaine and Fabian, 2019). Figure 1A shows how the pri-miRNA is processed in the nucleus to form the shorter pre-miRNA. The pre-miRNA is created through two sequential processing reactions; first, the pri-miRNA hairpin is recognized and cleaved from the transcript by the microprocessor, which comprises Drosha and the double-strand RNA (dsRNA) binding protein DGCR8 (DiGeorge Critical Regulator 8). DGCR8 helps provide the affinity for the microprocessor as it acts as a molecular anchor to position Drosha’s catalytic site at the desired distance from the stem flanking region (Bartel, 2004, 2018). DGCR8 interacts with the stem and apical portion of the stem-loop structure in the pri-miRNA and positions Drosha for cleavage (Nguyen et al., 2015; Figure 1A). Drosha, a member of the Rnase III family, localizes at the pri-miRNA basal junction and cleaves the stem-loop from the rest of the transcript, creating a pre-miRNA product ∼60–75 nucleotides long (Ha and Kim, 2014). There are multiple transcripts with the ability to fold backward and form hairpins, but not all are selected to become pri-miRNAs and enter the miRNA biogenesis pathway. The microprocessor is the gate-keeper of this process and seems to have a preference for pri-miRNAs containing hairpins with a stem that is ∼35 base pairs long, an unstructured apical loop that is over 10 nucleotides long, single-stranded sequences flanking the hairpin, and there are 4 sequence motifs at sites correlating to the position of the microprocessor. These sequence motifs include a basal UG motif, an apical UGU motif, a CNNC flanking motif, and a mismatched GHG motif with 6 nucleotides of the basal stem (Fang and Bartel, 2020; Shang et al., 2020). However, not all pri-miRNAs are optimal substrates of the microprocessor so they rely on neighboring canonical pri-miRNAs (Fang and Bartel, 2020; Shang et al., 2020).
[image: Figure 1]FIGURE 1 | Canonical miRNA biogenesis in Eukaryotes and the influence of RBPs. (A) shows the miRNA biogenesis in eukaryotes. miRNAs are transcribed in the nucleus by RNA polymerase II (pol II), creating the pri-miRNA, two sequential cleavage reactions follow. The microprocessor consists of Drosha and DGCR8 and performs the first cleavage reaction in the nucleus, creating the pre-miRNA. The pre-miRNA is transported into the cytoplasm through Exportin5 where the second cleavage reaction occurs. Dicer cleaves the terminal loop of the pre-miRNA, creating the miRNA/miRNA* duplex. The miRNAs are incorporated into the Ago protein, forming the minimal effector RNA induced silencing complex (miRISC) and target mRNA sequences. (B) Highlights the modulation of miRNA biogenesis by RBPs. RBPs can bind to the promoter region of certain miRNAs and influence their transcription. RBPs modulate miRNA expression at the pri-miRNA processing level through binding to Drosha and enhance or repress the cleavage. RBPs can also bind to the terminal loop or other sequences in the pri- and pre-miRNAs to influence the cleavage reactions. Additionally, RBPs can bind to DICER and influence this cleavage reaction through modulating DICER expression and availability. Lastly, RBPs can bind to AGO and increase the miRNA loading onto the AGO, increasing the miRISC silencing.
The pre-miRNA is transported to the cytoplasm via exportin V where it undergoes the second cleavage reaction to form the mature miRNA/miRNA* duplex, which consists of the guide and passenger (*) strand (reviewed in Duchaine and Fabian, 2019; Loffreda et al., 2015). Dicer functions in miRNA maturation and helps to facilitate loading of the mature miRNA onto Argonaute (Foulkes et al., 2014). Dicer cleaves the terminal loop from the pre-miRNA stem creating the mature duplex that is 18–21 base pairs long and contains 3′ overhangs (Murphy et al., 2008). Dicer contains 2 catalytic RNAse III domains, C-terminal dsRBD, ATPase/RNA helicase, Piwi-Argonaute-Zwille (PAZ) domain, and the DUF283 domain (Foulkes et al., 2014; Gebauer et al., 2021). The PAZ domain recognizes the 5′ terminal phosphate of authentic pre-miRNAs and acts as a ruler to measure the cleavage site at the 3′ overhang where the RNAse III domains will cut a strand to create the mature miRNA duplex (Connerty et al., 2015). The mature miRNA duplex associates with the Ago protein to form the minimal effector miRNA-induced silencing complex (miRISC). The guide strand from the duplex becomes associated with the Ago protein and is unwound while the passenger strand is lost. This process is referred to as differential strand retention, which is based on the thermodynamic stability of the ends of the duplex (Bartel, 2018). The miRNA biogenesis involving the microprocessor is the canonical pathway and is depicted in Figure 1A. Research has shown that there are microprocessor-independent, or non-canonical, pathways for miRNA biogenesis (Miyoshi et al., 2010; Connerty et al., 2015; Bartel, 2018). Probably the most well-defined alternative miRNA biogenesis pathway is the one which combines intron splicing with dicing of the miRNA. These miRNAs are known as “mirtrons” and they are processed from RNAs that are both pre-miRNAs and introns (Westholm and Lai, 2011). Upon splicing of introns from transcribed RNAs, the processing of pri-miRNAs and pre-miRNAs is preceded by linearization of intron lariat by debranching enzymes. While it was originally thought that mirtrons are Drosophila and C. elegans specific pathways further studies found mirtrons throughout the animal kingdom (Siomi and Siomi, 2010; Salim et al., 2021). There are also miRNAs that are dicer-independent, but rely on the nuclear canonical machinery for miRNA biogenesis usually through cluster assistance, which will be discussed in detail in the next section (Fang and Bartel, 2020; Shang et al., 2020).
While this review focuses on miRNAs in the context of mammalian cells, it is important to note that miRNA biogenesis in plants is very similar to mammals, however, there are some key differences that should be highlighted. Similar to animal miRNA biogenesis, pri-miRNAs are transcribed in the nucleus by RNA polymerase II, followed by stabilization in a region known as the D-body (Voinnet, 2009; Wang et al., 2019). While in the D-body region the pri-miRNA interacts with a complex composed of zinc finger protein serrate (SE), a double-stranded binding protein hyponastic leaves 1 (Hyl1), dicer like 1 (Dcl1), and other accessory proteins depending on the specific type of miRNA (Wang et al., 2019). Dc11 functions much like Dicer in animal miRNA biogenesis, dc11 performs two cleavage reactions on the pri-miRNA; the first creating the shorter pre-miRNA, which then proceeds to another round of processing by dc11 to form the mature miRNA/miRNA* duplex. The mature duplex is exported out of the nucleus through HASTY (homolog to the animal exportin-V) (Bartel., 2004; Voinnet, 2009). Once in the cytoplasm, the guide strand interacts with Ago to guide the RISC to its target mRNA through near-perfect complementarity to silence the gene through direct cleavage and/or translational inhibition.
RBPS IN CONTROL OF MIRNA BIOGENESIS
As the proper expression of miRNAs is essential for maintaining cellular homeostasis, their biogenesis is highly regulated at all steps, as highlighted in Figure 1B (Treiber et al., 2017; Nussbacher and Yeo, 2018). Analyses of crosslinking immunoprecipitation (CLIP) data with proteins involved in the miRNA biogenesis has helped identify specific RBPs involved in miRNA processing (Ramanathan et al., 2019). Post-transcriptional modifications of the RNA, as well as post-translational control of the biogenesis machinery and effector proteins involved in these processes, can impact the production of miRNAs and formation of the miRISC. Multiple modifications take place on miRNAs and the majority of them are important for their biogenesis, function, and stability; in addition, ubiquitination and phosphorylation of Ago proteins can play a role in miRISC formation (Peters and Meister, 2007; Meister, 2013; Müller et al., 2020; Wu et al., 2020). Some modifications have been extensively studied, including uridylation, editing of adenosine to inosine, or methylation of miRNAs, but many of them still need to be functionally characterized (Wyman et al., 2011; Michlewski and Cáceres, 2019). As an example, uridylation of pre-let7a miRNA by TUT4 or TUT7 blocks its processing and marks the miRNA for degradation (Heo et al., 2012; Michlewski and Cáceres, 2019). Deamination of specific adenosine to inosine by ADAR in pri-miR-142 (Yang et al., 2006) and pri-miR-151 (Kawahara et al., 2007) targets these miRNAs for degradation or blocks their processing, respectively. It was also shown that N6-methyladenosine (m6A) methylation by both mammalian or plant METTL3 homolog affects proper levels of mature microRNA (miRNA) biogenesis in human tissue cultures (Alarcón et al., 2015) and Arabidopsis (Bhat et al., 2020). The proposed mechanism involves specific methylation of a set of pri-miRNAs affecting proper folding of the RNA and recruitment of the microprocessor for proper and efficient pri-miRNA processing. In this case it’s the loss of the modification (m6A) in pri-miRNA that leads to the reduction of pri-miRNA-microprocessor interactions and reduction in the levels of mature miRNAs in both mammalian and plant studies. Additionally, experiments with an introduction of m6A marks by in vitro transcription in pri-miRNAs indicated more efficient processing of the modified pri-miRNA by the microprocessor, thus confirming the role of m6a modifications in miRNA biogenesis (Alarcón et al., 2015). Certain RBPs have been shown to increase or decrease efficiency of miRNA biogenesis through direct binding to the miRNA precursor and/or altering the machinery involved in the biogenesis. RBPs can influence pre-miRNAs through directly binding to the miRNA sequence or indirectly through binding to DICER and impacting its expression and/or function (Bicker et al., 2013; Connerty et al., 2015; Loffreda et al., 2015). PACT and TRBP are two RBPs that have been shown to bind to and stabilize the expression of DICER, thus indirectly increasing the fidelity of miRNA biogenesis (Peters and Meister, 2007; Ha and Kim, 2014). At the pri-miRNA level, RBPs have been shown to bind to the miRNA’s terminal loop. hnRNPA1 can bind to the stem loop of the pri-miR-18a (Díaz-Muñoz and Turner, 2018; Kooshapur et al., 2018). This binding alters the secondary structure, creating a more relaxed loop conformation which provides more accessibility for the microprocessor. On the other hand, RBPs can bind to the pri-miRNA and inhibit the biogenesis reaction through blocking the binding site for the microprocessor or other RBPs that are necessary for miRNA biogenesis (Loffreda et al., 2015; Michlewski and Cáceles, 2019). As depicted in Figure 1B the production of miRNAs is highly regulated by RBPs at multiple levels. As shown in Figure 1B, the two cleavage reactions that take place during miRNA biogenesis require the assistance of multiple RNA-binding proteins (RBPs). Fused in Sarcoma (FUS) protein is a ubiquitously expressed RBP that has been shown to directly interact with the microprocessor and recruit it to the transcription site of the miRNA (Morlando et al., 2012). Besides the FUS protein, a TAR DNA-binding protein-43 (TDP-43) has been shown to interact with both the microprocessor and Dicer complexes promoting the biogenesis of specific subsets of miRNAs and playing a role in neuronal differentiation (Kawahara and Mieda-Sato, 2012; Di Carlo et al., 2013). The RBP Ewing Sarcoma Protein (EWS) can inhibit the expression of DROSHA, likely through direct binding to the promoter (Ouyang et al., 2017), and thus regulate the overall efficiency of miRNA biogenesis. Another RBP that has been shown to interact with Drosha to influence miRNA biogenesis is SRSF3, a serine arginine splicing factor. SRSF3 regulates a large portion of canonical miRNAs (Kim et al., 2018). The CNNC motif lies about 17 nucleotides from the microprocessor and has been shown to interact with SRSF3 to aid in stimulating the processing of pri-miRNAs. It is thought that SRSF3 binding to the CNNC motif helps Drosha bind to the basal junction, thus aiding in pri-miRNA processing (Kim et al., 2018). Treiber and others performed a systematic analysis of pre-, pri- and mature miRNAs and identified a set of 72 human pre-miRNAs and found that 180 RBPs had preferential binding to a single or multiple miRNA precursor (Treiber et al., 2017). While it’s clear RBPs play a critical role in the biogenesis of miRNAs, most of these studies have been performed in vitro which could result in unphysiological binding. It will be important to investigate these interactions of RBPs with miRNA biogenesis pathways in vivo to identify their physiological significance as well as connect this type of regulation to cell type specific biogenesis of miRNAs.
There are multiple miRNAs that are made from pri-miRNAs that contain multiple clustered stem loop structures that were originally thought to be treated as independent units and thus individually cleaved by the microprocessor. However, it is becoming clear that certain pri-miRNAs that are poor substrates of the microprocessor are dependent on a close pri-miRNA neighbor for proper miRNA biogenesis, this process is known as cluster assistance. miR-451 is a miRNA that is dicer-independent but requires the canonical nuclear miRNA processing for its biogenesis as indicated with decreased miR-451 expression upon knockout of Drosha (Shang et al., 2020). miR-451 is a poor substrate for the microprocessor due to its short step loop, however, despite this, miR-451 is somehow a substrate of the microprocessor. Interestingly, miR-451 has been found to be tightly clustered by miR-144 throughout evolution (Fang and Bartel., 2020; Shang et al., 2020). miR-144 is an optimal substrate of the microprocessor and several groups have demonstrated that miR-451 biogenesis is dependent on its close proximity to miR-144. Shang and colleauges replaced miR-144 with miR-7a and miR-454, which are optimal substrates of the microprocessor, and miR-451 biogenesis was still promoted. This suggests a general mechanism whereby miRNAs that are suboptimal substrates of the microprocessor require canonical miRNAs in close proximity for their biogenesis (Shang et al., 2020). Additionally, several groups are identifying RBPs that are shown to assist in this clustering process (Fang and Bartel, 2020; Hutter et al., 2020; Kwon et al., 2020). Enhancer of rudimentary homolog (ERH) is a recently discovered component of the microprocessor that has been shown to aid in the cluster assistance process of miR-451 and miR-144 (Fang and Bartel., 2020; Hutter et al., 2020; Kwon et al., 2020). During cluster assistance the microprocessor is loaded onto the poor substrate with the aid of its neighboring high affinity miRNA substrate and ERH increases the processing of the suboptimal miRNA substrate through binding to the N-terminus of DGCR8 (Kwon et al., 2020).
Using a CRISPR/Cas9 LOF screen Hutter and colleuges found ERH and SAFB2 to be critical factors for cluster-mediated assistance (Hutter et al., 2020). Scaffold attachment factor B2 (SAFB2) is an RBP that has been found to be an accessory protein of the microprocessor in mammals (Hutter et al., 2020). The study by Hutter et al. looked at the miR-15a-16-1 cluster. Due to a large unpaired region in its basal stem, miR-15a is a suboptimal substrate of the microprocessor and therefore cannot be efficiently processed without the assistance from an optimal miRNA neighbor. Through use of a CRISPR/Cas9 screen they were able to identify SAFB2 as an essential cofactor for the efficient cleavage of pri-miR-15a through miR-16-1 assistance. Cluster assistance has also been observed in plants. In Arabidopsis, MAC5 is a component of the MOS4-associated complex which is needed for immunity and development (Palma et al., 2007; Li et al., 2020). MAC5 is an RBP that binds to stem loops and appears to help with cluster assistance. MAC5 is essential for plant development, as loss of function mutants of MAC5a and MAC5b have been shown to be embryonic lethal. Recently, MAC5 was shown to interact with the SE to promote pri-miRNA processing in plants via protecting the pri-miRNA from SE-dependent exoribonuclease activity (Li et al., 2020). Interestingly there is a human counterpart to MAC5, but it remains to be tested whether or not it interacts with the microprocessor in humans.
MIRISC FUNCTION AND NATURE OF THE MIRISC
As mentioned above, once the miRNA combines with the Ago protein, the functional miRISC is formed. The Ago protein is the minimal effector needed for the miRNA to carry out its silencing mechanism (Connerty et al., 2015). Ago is made up of 4 domains; the N-terminal domain, Piwi-Argonaute-Zwille (PAZ) domain, the middle domain (MID), and the p-element induced wimpy testis (PIWI) domain (Song et al., 2004; Carthew and Sontheimer, 2009; Djuranovic et al., 2011; Sheu-Gruttadauria and MacRae, 2017). The N-terminal domain facilitates small RNA loading and unwinding of the duplex. The PAZ domain recognizes and anchors to the 3′ ends of miRNA. The MID domain binds the 5′ terminal monophosphate moiety and the 5′ terminal nucleotide of the miRNA-guide strand. Finally, the PIWI domain shows extensive homology to RNase H. Of note, it is important to mention that mammalian genomes encode 4 Ago proteins, Ago one to four, with Ago2 being most highly expressed and the only one to have endonucleolytic activity allowing it to cleave target mRNAs with full complementarity to miRNAs (Bhattacharyya et al., 2006; Gebert and MacRae, 2019; Kakumani et al., 2021). Plants and C. elegans have multiple Ago proteins that are further specialized in their cellular function and association with particular miRNA/small RNAs based on their length or 5′ nucleotide (Lim et al., 2003; Wang et al., 2019). The structure and function of Ago proteins have been well characterized (Hutvagner and Simard, 2008; Meister, 2013; Müller et al., 2020; Wu et al., 2020). The miRISC functions to identify the target transcripts first and then silence the gene expression of the target mRNA. The miRISC uses imperfect base complementarity to identify the target sequence in the mRNA. The target sites for the miRNA are usually located in the 3′UTR of the mRNA. Target site prediction is strengthened based on complementarity to the seed region. The seed region of the miRNA is from nucleotide 2 to 7 from the 5′ end, and its complementarity is one of the main criteria for target-site prediction (Bartel, 2009).
Unlike siRNA, miRNAs have imperfect base pair complementarity making target mRNA cleavage a rare event for mammalian miRNAs (Gebauer et al., 2021). miRNAs employ their silencing function mostly through translational repression and mRNA decay (Braun et al., 2012; Djuranovic et al., 2011; Fabian and Sonenberg, 2012; Bartel, 2018). While the exact mechanism of silencing remains a topic of debate, the “default” mechanism agreed upon includes inhibition of translation, followed by deadenylation, decapping, and decay of the mRNA transcript, as shown in Figure 2A (Djuranovic et al., 2011; Braun et al., 2013; Gardiner et al., 2015; Nawalpuri et al., 2020). Even though research has shown translational repression occurs first and might be one mode of controlling gene expression, it is the mRNA decay that ultimately consolidates and silences the target mRNAs (Bazzini et al., 2012; Bêthune et al., 2012; Djuranovic et al., 2011; Hu and Coller, 2012). However, it is important to note that this model of miRISC function will vary depending on additional factors as depicted in Figure 2B. There are several proposed models for miRISC-mediated translational repression, and they are not mutually exclusive (Gu and Kay, 2010; Fabian and Sonenberg, 2012). While the mature miRNA and Ago protein are part of the minimal miRISC, this association alone is insufficient to carry out miRISC-mediated translational repression. The more complete miRISC, including GW182, or its mammalian homologs TNRC6, is needed for translational repression (Eulalio et al., 2009; Huntzinger et al., 2013). GW182 is also a bridging factor between Ago proteins and the poly(A) binding protein (PABP) (Duchaine and Fabian, 2019), binding both of these proteins through the N-terminal domain. However, it is the carboxy terminal domain of GW182, which is referred to as the silencing domain, that recruits effector proteins such as deadenylases (PAN2-PAN3 and CCR4-NOT) and mRNA decapping factors (DCP1/2) (Eulalio et al., 2009; Braun et al., 2012; Wilczynska and Bushell, 2015). In a sequential series of actions, the miRISC is thought to induce translational repression of targeted mRNAs, which are later deadenylated by action of deadenylases, decapped by DCP1/2, and then degraded by the exosome and XRN1 (Rehwinkel et al., 2005; Braun et al., 2012). The presence of PABP aids in regulating both mRNA translation and mRNA turnover since it enhances miRNA-mediated deadenylation (Roy and Jacobson, 2013; Wigington et al., 2014). However, the presence of PABP on targeted mRNAs or its interaction with the miRISC is not necessary for translational repression (Djuranovic et al., 2011). Recently, 4EHP and GIGYF2 have been shown to bind to a conserved proline rich region of GW182 and impact miRISC-induced translational repression potentially at the step of 5′ mRNA cap binding (Chapat et al., 2017; Schopp et al., 2017). Regardless of whether there are multiple modes or one unifying model of translational repression by miRISC, it is becoming clearer that miRISC composition may influence outcome of the miRISC-target mRNA interaction. Both Ago and GW182 proteins may serve as molecular hubs for multiple ribonucleoprotein complexes (RNPs) or other enzymes involved in RNA metabolism further define their role in gene expression control.
[image: Figure 2]FIGURE 2 | miRISC-mediated gene repression and the influence from RBPs. While there are conflicting models of miRISC-mediated gene silencing that are not mutually exclusive, scientists have agreed upon a “default” mechanism as all the proposed mechanisms for miRNA-mediated repression involve repression of translation and mRNA decay. As shown in (A), Ago interacts with the PABP complex to promote mRNA deadenylation through recruitment of poly(A) nuclease deadenylation complex subunit 2 (PAN2)-PAN3 and carbon catabolite repressor protein 4 (CCR4)-NOT. Deadenylation promotes decapping by the mRNA-decapping enzyme subunit DCP1-DCP2, making the mRNA vulnerable to degradation by exoribonuclease 1 (XRN1). (B) Highlights the influence RBP binding in the 3′UTR can have on miRISC-mediated gene repression. The RBP can bind up or downstream of the miRISC and either enhance the repression, usually through increasing mRNA degradation, or it could reduce the silencing efficiency of the miRISC.
RBPS AND A FUNCTIONAL MIRISC
Multiple RBPs fulfill their gene regulation function independently of the miRISC but may impact the actions of the miRISC on target mRNAs. These RBPs can directly influence the functional outcome of the miRISC by modulating the actual composition of the miRISC or indirectly through interactions with the translational machinery involved in miRISC regulation. As previously mentioned, the FUS protein is an RBP that has been shown to directly associate with the core miRISC and influence the downstream function (Zhang et al., 2021). It is proposed that FUS facilitates the association between miRISC components such as the Ago protein, a set of mature miRNAs, and interacting with their mRNA targets, thus increasing efficiency of miRNA-mediated silencing. Since the interaction of FUS with the Ago protein is miRNA-independent, it may impact global miRNA regulation. FUS-enabled and selective miRISC targeting through direct interactions with “preferred” miRNAs and mRNA targets could create an even bigger challenge for “non-preferred” miRISC complexes and their ability to locate targets among the other RNAs in the cell.
In a very similar fashion, Smaug, an important RBP in the early development of Drosophila, has been shown to recruit the minimal miRISC complex or Ago proteins, regardless of the miRNA targeting (Pinder and Smibert, 2013). Smaug interaction with the miRISC or Ago proteins is driven by a direct protein-protein interaction (Smaug-Ago1/2) and recruitment of such a complex to the 3′UTR of targeted mRNAs is purely driven by Smaug-recognition elements (SREs). As such, the Drosophila Smaug-Ago1 complex does not require miRNAs for translational repression of Nanos mRNA. This direct recruitment of miRISC without the involvement of miRNA-mRNA target recognition has not been found in other cases, but several members of the Hu family of RBPs have been found to reduce miRISC function by preventing the formation of the repressive miRISC on target mRNAs or directly competing for components of translation machinery targeted by the miRISC (Fukao et al., 2015). The HuD member of the Hu family is known to stimulate eIF4A activity on bound mRNAs and thus prevent potential miRISC translational repression through the translation initiation scanning mechanism (Fukao et al., 2015). The ability of other members of Hu family, as well as other AU-rich element-binding proteins (ARE-BPs) to oligomerize on target mRNAs can also abrogate miRISC-mRNA interaction (as discussed in the next section).
There are multiple reports that the miRISC is indeed not a homogenous complex. The factors that make miRISC variations are associated with cell types as well as cellular processes such as cellular stress, growth, and differentiation. The heterogeneity of the miRISC complex allows for diversity in its function (Sheu-Gruttadauria and MacRae, 2017; Dallaire et al., 2018; Nawalpuri et al., 2020). The different cell-specific cofactors will contribute to the miRISC function, potentially changing the function of the same miRNA-Ago complex depending on the cell type. A recent study looked at miRNAs in somatic and germline cells and found that they formed distinct miRISC depending on the cell type (Dallaire et al., 2018). They used an in vivo fluorescent reporter with binding sites for miR-228 and germline- and somatic-specific promoters. They observed that in intestinal cells the miR-228 reporter was repressed at both the protein and mRNA level. However, they discovered stabilization of the miR-228 reporter in germline cells, suggesting a different mechanism where translational repression is uncoupled from mRNA destabilization. Using RNA affinity assays to purify specific miRISCs they identified a GW182-independent silencing mechanism used in germline cells of C. elegans compared to somatic cells. As such a single mRNA can have flexible regulation that changes based on cellular and developmental context, RBP presence, and miRISC composition, adding another layer of complexity to miRISC-mediated mechanisms and differential target regulation.
CROSSTALK BETWEEN MIRNAS AND RBPS ON TARGET MRNAS
Historically miRNA research has focused on one individual miRNA, however, in an endogenous system there can be multiple miRNA binding sites in the 3′UTR of a single target mRNA. Currently miRbase has identified 1917 precursor and 2654 mature miRNAs. Additionally, over 1,000 RBPs have been identified in the human genome, so it is no surprise that their binding sites can be right next to each other, or even overlapping as depicted in Figures 3A,B (van Kouwenhove et al., 2011; Jiang et al., 2013; Cottrell et al., 2018). It has become apparent that in order to understand miRNA-mediated gene silencing fully, the miRNA must be studied in combination with other miRNAs and RBPs. Computational analysis has been helpful to predict crosstalk between RBPs and miRNAs (Jiang et al., 2013; Loffreda et al., 2015). PAR-CLIP and RIP-Seq experiments have been critical for identifying enrichment of RBP binding sites next to or overlapping with miRNA recognition target sites (Jiang and Coller, 2012; Iadevaia and Gerber, 2015; Ramanathan et al., 2019).
[image: Figure 3]FIGURE 3 | Interplay between RBPs and miRNAs on miRISC-mediated gene expression. Panel (A) shows potential models of synergism between RBPs and miRNAs. Upon binding to the mRNA target the RBP can alter the secondary structure and increase the exposure of the miRNA binding site allowing for increased miRISC binding. The RBP could also bind to the miRISC and increase its binding affinity to its target mRNA. (B) Highlights the possible antagonistic mechanism between RBPs and miRNAs. RBP binding to its target could alter the secondary structure, decreasing the miRISC’s access to its binding site. RBPs and miRNA can also compete for the same binding site and the RBP can outcompete and block the miRISC from binding to its site (Loffreda et al., 2015).
RBPs can have an antagonistic effect on miRISC gene silencing when competing for the same or nearby binding site within the 3′UTR of the target mRNA as demonstrated in Figure 3B. The best-known examples for this are Hu and ARE-BP family members (Jiang and Coller, 2012). Multiple groups have found that the CAT1 mRNA can be targeted by miR-122 and HuR (Filipowicz et al., 2008; Fabian and Sonenberg, 2012; Kundu et al., 2012). Under normal conditions, miR-122 targets CAT1 and represses its expression. However, it has been shown that when stimulated with stress, HuR can rescue CAT1 from miRNA-mediated repression by miR-122 (Filipowicz et al., 2008; Kundu et al., 2012). The mechanism by which HuR rescues CAT1 expression remains unclear; it could be through dissociation of miRNPs from the mRNA or prevention of the miRISC from binding to its target site in the 3′UTR. Another example of competition between miRNAs and RBPs is with HuR and miR-16. They both have binding sites in the 3′UTR of prostaglandin synthase cyclooxtgenesis-2 (COX-2). miR-16 normally binds to the 3′UTR of COX-2 and promotes rapid repression and degradation of the transcript. However, when HuR levels are increased, HuR can outcompete miR-16 for the binding site and stabilize COX2, thus increasing its expression (Young et al., 2012). Similarly, AU-rich element-binding protein 1 (AUF1) binds to AU-rich elements (AREs) in the 3′UTR of target mRNAs and potentially oligomerizes, preventing or enabling miRISC binding (Wilson et al., 1999; Zucconi et al., 2010). However, scientists have shown that AUF1 also has a high affinity for the let-7b miRNA. When AUF1 binds to the miRNA, let-7b, it facilitates its transfer onto Ago2, thus enhancing the miRNA-mediated repression (Yoon et al., 2014) in a way similar to FUS.
On the other hand, RBPs can cooperate with miRNAs to enhance the silencing of the target mRNA as shown in Figure 3A. This can be done through recruitment of the miRISC to the binding site on the target mRNA (example of Smaug and FUS above) or the binding of the RBP can change the secondary structure of the mRNA to increase the binding accessibility for the miRISC. Pumilio, a member of the Puf family, is an RBP that has been shown to enhance miRISC activity through unwinding the mRNA 3′UTR, thus promoting miRISC binding (Kedde et al., 2010; Miles et al., 2012; Nawalpuri et al., 2020). Pumilio is known to promote cell-cycle re-entry of quiescent cells upon binding to the 3′UTR of the mRNA that encodes for the tumor suppressor p27. Binding of Pumilo to the Pumilio-recognition elements (PREs) in the 3′UTR of p27 mRNA induces a change in the secondary structure of p27 mRNA that increases the accessibility of the target sites for miR-221 and miR-222, thus enabling the repression of this mRNA (Kedde et al., 2010). The similar mode of miRISC binding regulation and activity by Pumilio was found in a 3′UTR of transcription factors important for regulating cell proliferation, such as E2F3 (Miles et al., 2012).
While scientists have found examples showing antagonism and synergism between RBPs and miRNAs on miRISC gene silencing, it is important to note that all of these actions are co-occurring inside of the cell. Table 1 highlights certain known RBPs and miRISC interactions on common target mRNAs and you can see that a single RBP can either enhance or repress miRNA-mediated repression depending on the miRISC and RBPs binding sites. This suggests that there cannot be a universal model for the crosstalk between RBPs and miRNAs. A single mRNA can have binding sites for multiple RBPs and miRNAs, therefore the additive or countering effects of the different interactions will determine the final outcome of miRISC silencing efficiency.
TABLE 1 | Known interactions of RNA-binding proteins and microRNAs.
[image: Table 1]POSITIONAL-DEPENDENT INTERACTIONS OF RBPS AND MIRNAS ON MIRISC SILENCING
Many studies have indicated the influence of RBPs on miRISC-mediated gene silencing, but as different cells have varying RBP expression profiles, the same miRNA may have a different silencing mechanism or the transcript may be under control of both miRNAs and RBPs, depending on the specific cell type (Jiang et al., 2013; Cottrell et al., 2018). Many groups have investigated combined effects of miRNAs and RBPs, but studies are usually limited to a single mRNA or reporter 3′UTRs. As such, it is hard to conclude whether the exact mechanism that causes the antagonistic or synergistic effect of RBPs and miRISC on gene repression in a single 3′UTR is applicable in global analyses of other regulated genes. The answer to this question may lie in the positions of the miRNA and RBP binding sites in relation to one another in the 3′UTR of the target mRNA as well as in cell types. In an endogenous system the RBP binding site can be close to or far away from the miRNA binding site.
Recently two groups have identified that proximity of the binding sites influences the cross talk between RBPs and miRNAs (Cottrell et al., 2018). These studies identified that the closer the RBP and miRNA binding sites were to one another on target mRNA, the larger the influence of RBPs on miRISC gene targeting. One study indicated that nearby RBP binding was associated with enhanced miRISC targeting, which could potentially mean an increase in gene silencing. The other study used a massively parallel reporter (MPRA) assay with an eGFP plasmid library containing synthetic or endogenously encoded 3′UTRs, covering all possible combinations of several repressive translation elements (let-7 miRNA binding sites, AREs, PREs and SREs). Authors discovered positional effects between miRNA binding sites and AREs. AREs positioned upstream of the miRNA binding site of let-7 caused an increase in miRISC-silencing efficiency, while a decrease in let-7 silencing was observed when the AREs were downstream of the let-7 binding site (Cottrell et al., 2018). This effect was not only specific for miRNA binding sites but it was also seen in the combination of Pumilio binding sites (PREs) and AREs.
Interestingly, a study that looked at the ARE-BP, HuR, found that this RBP was able to mediate de-repression of Cat1 mRNA from miRISC silencing by binding to AREs located next to miRNA binding sites (Kundu et al., 2012). Given that HuR and other ARE-BPs are known to oligomerize upon binding to their target sites the group sought to investigate if the multimerization of HuR contributed to its ability to rescue Cat1 from miRNA repression. They created several mutants of HuR and found that the mutants with compromised multimerization of HuR did not interfere with the miRISC activity arguing for a steric occlusion model as a potential mechanism (Kundu et al., 2012). Such a model suggests the positional effect and distance-dependence through directional oligomerization of the RBPs may play a role in ARE-dependent modulation of miRISC activity. However, not all RBPs are known to oligomerize so this would not explain the mechanism for all RBP-miRNA crosstalk. Another possibility is that the RNA structure within the 3′UTR alters which would change the availability of the binding sites for both the miRISC and RBP, as described in models for Pumilio and miRISC on p27 and E2F3 mRNAs (Kedde et al., 2010; Miles et al., 2012).
A study in the zebrafish model demonstrated the impact of the RNA structure and RBP-binding sequence motifs during the maternal-to-zygotic transition (MZT) (Beaudoin et al., 2018; Vejnar et al., 2019). They found that certain AREs, U-rich and C-rich motifs, and miR-430 activity are responsible for variation in gene expression seen during the development. They identified multiple sequence and RNA structural elements can have antagonistic effects on the same mRNAs. Combination of these elements on the same mRNAs such as stabilizing U-rich motifs and destabilizing miR-430 target sites leads to differential temporal or spatial regulation and creates specific patterns of gene expression. The transcripts would be stabilized by maternally provided poly(U)-binding proteins and then deadenylated and degraded later in development. These actions are carried by combinatorial effects of the miR-430 miRISC and ARE-BPs by a dose-dependent mechanism established through either maternally deposited or newly synthesized RBPs and RNPs. It is clear the outcome of the interaction between RBPs and miRNAs can vary depending on their position from one another, primarily the distance between the binding sites and the local mRNA structure, thus further enforcing the idea that there is no single mechanism of miRISC function due to the these variations in mRNA targets. Scientists will need to identify methods to predict how certain miRNAs and RBPs interact with one another and identify their impact on gene expression regulation and then validate these results experimentally in endogenous targets. Additionally, other factors will be also at play, such as mRNA modifications or alternative splicing, that influence the structure within the 3′UTR, which in turn would alter miRISC and/or RBPs activity.
DISEASE-ASSOCIATED STATES RESULTING FROM INTERACTIONS BETWEEN RBPS AND MIRNAS
Upon their initial discovery, miRNAs were believed to play a role in just development, but as more miRNAs were uncovered, scientists recognized their roles were much more diverse (Bartel, 2018). miRNAs likely play a role in every single biological process, and their dysregulation is seen in many diseased states, such as cancer and neurodegenerative disorders. Timed and correct expression of miRNAs in specific cell types is critical as mRNAs that are not silenced through miRNA-mediated repression will be translated into proteins and may impact cell growth, proliferation, or differentiation. The above-mentioned interplay between RBPs and miRNAs on certain targeted mRNA transcripts can easily contribute to pathogenesis if the levels of RBPs and miRNAs are altered. Most cancer cells see a decrease in global miRNA levels, but individual miRNAs have been shown to increase and accumulate in cancers (Peng and Croce, 2016; Vos et al., 2019; Zhang et al., 2021). Such variation in miRNA levels can indeed lead to tumorigenesis. For example, if there were an increase in miRNA regulators that target tumor suppressors, then there would be a decrease in the tumor suppressor genes (Cheng et al., 2017). In the opposite scenario, an increase in oncogenes can occur if there is a decrease in levels of their regulatory miRNAs. While the importance of miRNAs in cancer is evident, their role in cancer progression should be studied in parallel with RBPs. RBPs may be one of the key factors in determining miRNA function and mutations or changes in the expression of RBPs can impair miRNA biogenesis and miRISC activity. For instance, DEAD-Box 5 (DDX5) and DDX17 RNA helicases are RBPs that help regulate the Drosha-mediated cleavage to produce pri-miRNA. Studies have shown that there is an increase in DDX5 and DDX17 expression levels in breast, cervix, colon, and prostate cancer (Connerty et al., 2015; Shen and Hung, 2015; Khan et al., 2019). Knockdown of both DDX5 and DDX17, in human cervical carcinoma cells suppressed cellular proliferation indicating their association with abnormal cell growth. On the other hand, overexpression of DDX5 caused a proliferation of keratinocytes (van Kouwenhove et al., 2011) thus confirming its role in tumor phenotypes of these cells. It is worth mentioning that DDX5 exerts helicase activity when in the cytoplasm, and it facilitates miRISC loading by unwinding the let-7 precursor duplex.
Another example is an increased expression of COX-2 gene as a hallmark of colorectal cancer (Asting et al., 2011; Young et al., 2012). Under normal physiological conditions, miR-16 degrades COX-2, but miR-16 is decreased by about two-fold in colorectal cancer cells, thus its likelihood of binding and regulating COX-2 mRNA is drastically decreased. HuR expression is increased in colorectal cancer cells and since HuR also binds in the 3′UTR of COX-2 mRNA, additional stabilization of this mRNA and overexpression of COX-2 protein is warranted through the multimerization of HuR, a mechanism described in Kundu et al. (2012).
As Dicer is a major modulator of miRNA biogenesis it comes to no surprise that its level is important. Low levels of Dicer have been identified in several cancers associated with a poor outcome, such as breast, endometrial, lung, and ovarian cancer (Foulkes et al., 2014). However, there is also an observed increase in Dicer1 levels in the metastatic lesions in prostate cancer (Foulkes et al., 2014). This inconsistency in Dicer1 levels led scientist to focus on the specific mutations in the DICER gene rather than the levels. Both germline and somatic mutations in the DICER gene have been found in various cancers (Foulkes et al., 2014). Dicer1 syndrome is a rare genetic condition where specific mutations in the dicer gene predispose the patient for hereditary cancers (Caroleo et al., 2020). Only a third of Dicer1 pathogenic variant carriers present neoplasms during their life, suggesting there may be multiple additive events needed to create the neoplasm (Foulkes et al.,. 2014; Stewart et al., 2019; Caroleo et al., 2020). As the type of mutation in DICER gene can vary, future work will be needed to uncover how the specific type of mutation will alter the role of Dicer in recognition, binding, and processing of pre-miRNAs in addition to identifying the other events that may increase the chances of neoplasms occurring.
Neuronal development is another process that requires the function of genes whose expression is highly dependent on miRNAs. The proper expression of miRNAs is necessary for normal neuronal development, as altered levels of miRNA are observed for numerous neurodegenerative diseases (Juźwik et al., 2019). As we mentioned above, the components of the miRISC determine the function and mechanism of the miRISC and disruptions to these components, which are often due to RBPs, are observed in multiple neurodegenerative disorders. For example, brain atrophy, neurodegeneration, and gliosis are observed when Dicer is depleted in certain regions of the brain (Júzwik et al., 2019). FUS is involved in several biological processes and mutations in this RBP are observed in various neurodegenerative diseases, such as Amyotrophic Lateral Sclerosis (ALS) and Fronto-Temporal Lobar Degeneration (FTLD) (Loffreda et al., 2015; Nakaya et al., 2013). FUS has been shown to enhance the processing of certain miRNA by binding to the terminal loop of the pre-miRNA, these include miR-9, miR-125, and miR-132 (Morlando et al., 2012) which are all known to play important roles in neuronal functions (Loffreda et al., 2015). Cyclin-dependent kinases regulate the cell cycle and can initiate cell death. Their misregulation is often observed in neurodegenerative diseases, such as ALS, Parkinson’s and Alzheimer’s (Nguyen et al., 2002). CDK4 and CDK6 are known targets of the miRNA, miR-663a. miR-663a promotes cellular senescence by decreasing CDK4 and CDK6 expression (Kinoshita et al., 2021). Recent reports have found increased levels of CDK4 and CDK6 in the blood of ALS patients and connected this observation with combinatorial miRNA and RBP regulation (Katerina et al., 2018; Li et al., 2020; Kinoshita et al., 2021). Authors indicate that hnRNPH is an RBP that has been shown to indirectly decrease the expression of miR-663a. hnRNPH binds to RP11-670E13.6, which is a long noncoding RNA that, upon activation from hnRNPH binds to miR-663a and prevents miR-663a from binding to and repressing CDK4 and CDK6 mRNAs (Li et al., 2020:; Kinoshita et al., 2021). Exactly how increased levels of CDK4 and CDK6 contribute to ALS remains unclear, but it is evident that the interplay of RBPs and miRNAs contributes to this observation.
While there is clear evidence that disruption of miRISC machinery is seen in many neurodegenerative diseases, there is still a lack in understanding whether these disruptions of machinery cause the diseased state, or perhaps the disruption is a side-effect from another mishap that caused the disease (Kinoshita et al., 2021). Similarly, as an increase in pre-miRNAs is observed in tumor cells compared to normal cells, and might be a cause for tumorigenesis or metastasis, it would seem useful to study how changes in RBP expression influences miRNA biogenesis in certain cell types and cancers. Such data would clearly be beneficial in disentangling the complicated interactions between miRISC and RBPs.
CONCLUSION
miRNAs play an essential role in gene regulation as they control the expression of genes involved in nearly all biological processes. Dysregulation of miRISC-mediated gene silencing is prevalent in human diseases, especially in neurological disorders and cancers. The importance of miRNAs is evident, and it’s becoming clear that in order to understand the biogenesis and function of miRNAs fully, RBPs, developmental stage, and cell types must be considered. Translational repression, modulated by RBPs and miRISCs, has been shown to be reversible (Bhattacharyya et al., 2006) so it is important to consider such regulation in spatial-temporal relations. The reversibility of translational repression modulated by RBPs and miRISCs allows for flexible control of the expression of targeted genes in a wide pool of mRNAs in a timely manner. This is, as mentioned earlier, important in cases such as cellular stress, cellular growth, or proliferation as well as during cellular specification (Nawalpuri et al., 2020). In some cases, “interruptions” in translation induced by miRISC and RBPs translational control will be enough to buffer cellular stress or developmental transition states. In other cases, additional gene expression control of transcribed but “unwanted” mRNAs would be further enforced by the miRISCs associated with mRNA decay factors or by interaction with RBPs. Establishing these connections between RBPs and miRISC components will be important as they will determine mechanisms by which miRISC complexes and RBPs regulate gene expression in biological systems. These studies require the novel design of experimental setups and new biochemical, genetic, and bioinformatics methodologies. Previous methods used to study the mechanism of miRISC mediated gene silencing focused on a single miRNA or a single RBP, looking at either single reporters or multiple endogenous genes but without a good overview of miRISC and RBP interactions. Current and future methods focus on uncovering RBPs and miRNAs’ combinatorial mechanism during miRISC- or RPB-mediated gene regulation. RNA element selection assays (RESA) have been useful for selecting RNA elements based on their activity in vivo, followed by high throughput sequencing to measure their regulatory function (Yartseva et al., 2017). The use of massively parallel reporter assay libraries (MPRAs) will be critical to study the individual and combined effects of miRNAs and RBPs both in vitro and in vivo. As there are infinite combinations of miRNAs and RBPs, the use of computational analysis for predicting the interactions of RBPs and miRNAs, followed by experimental validation, will help uncover the mechanism of certain RBPs and novel RNPs. Deciphering this crosstalk between RBPs and the miRISC in development stages and disease will be critical to identify new therapeutics.
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Translation facilitates the transfer of the genetic information stored in the genome via messenger RNAs to a functional protein and is therefore one of the most fundamental cellular processes. Programmed ribosomal frameshifting is a ubiquitous alternative translation event that is extensively used by viruses to regulate gene expression from overlapping open reading frames in a controlled manner. Recent technical advances in the translation field enabled the identification of precise mechanisms as to how and when ribosomes change the reading frame on mRNAs containing cis-acting signals. Several studies began also to illustrate that trans-acting RNA modulators can adjust the timing and efficiency of frameshifting illuminating that frameshifting can be a dynamically regulated process in cells. Here, we intend to summarize these new findings and emphasize how it fits in our current understanding of PRF mechanisms as previously described.
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INTRODUCTION
Protein synthesis is essential for any living cell. Based on the genetic information encoded in the messenger RNA (mRNA) sequence, the ribosome catalyzes the peptide bond formation of each amino acid to the nascent polypeptide chain. The incorporation of the correct amino acid is facilitated by the match between the mRNA codon and its cognate anticodon of the tRNA that delivers the appropriate amino acid. The genetic code is universal and read in triplets directed from the mRNA 5′ to 3′ end. The movement of tRNAs and the mRNA through the ribosome is maintained by coordinated, inter- and intra-subunit conformational changes and rotations of the ribosome (Rodnina and Wintermeyer, 2011; Achenbach and Nierhaus, 2015; Noller et al., 2017; Rodnina, 2018). During canonical translation, the elongation process is synchronized with translocation of the ribosome by exactly one codon after resolving intra-molecular base-pairs by the ribosomal mRNA helicase located at the mRNA tunnel entrance (Takyar et al., 2005). Errors in the maintenance of the correct reading frame, referred to as spontaneous frameshifting, occur less than 10−5 times per codon during translation (Kurland, 1992). An interesting feature of many genomes is that they contain overlapping open reading frames (ORF) (Veeramachaneni et al., 2004; Firth, 2014; Pavesi et al., 2018; Schlub and Holmes, 2020) some of which can be accessed during translation via recoding (Jacks and Varmus, 1985; Brierley et al., 1987; Jacks et al., 1988a). Translational recoding events are employed to fine-tune gene expression and expand the genomic coding capacity. Unlike erroneous translation, these translational recoding sites contain specific features embedded in the mRNA to signal the ribosome to move to the alternative ORF in a programmed manner. Several forms of recoding exist: 1) programmed ribosomal frameshifting (PRF); 2) translational bypassing or leaky scanning of the first start codon by the 48S pre-initiation complex; and 3) stop-codon readthrough (Atkins and Gesteland, 2010; Brierley et al., 2010; Caliskan et al., 2015; Miras et al., 2017; Dinman, 2019a; Rodnina et al., 2020). While there are numerous reviews which extensively detail general mechanisms and occurrences of recoding events, namely (Gesteland and Atkins, 1996; Ketteler, 2012; Caliskan et al., 2015; Atkins et al., 2016; Dever et al., 2018; Dinman, 2019b; Rodnina et al., 2020), in this review we focus mainly on PRF, where a different reading frame is accessed through controlled slippage of the ribosome on an mRNA (Figure 1).
[image: Figure 1]FIGURE 1 | Programmed ribosomal frameshifting on the SARS-CoV-2 mRNA. Frameshifting on the Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) mRNA occurs on the slippery sequence located at the overlap of the open reading frames 1a (ORF1a) and 1b (ORF1b). Here, the slippery sequence has the motif U_UUA_AAC followed by a short spacer and the frameshift stimulatory pseudoknot. This secondary structure element comprises a kinetic roadblock that precisely stalls the ribosome on the slippery sequence potentially leading to the movement of the ribosome by one nucleotide into the 5′ direction. The translocation continues in the –1-frame with the peptidyl P- and aminoacyl A-site codons UUU_AAA resulting in the synthesis of the 1a/b peptide. Created with BioRender.com.
Cases of PRF have been reported in many viruses and domains of life such as on the bacterial Escherichia coli dnaX gene (Tsuchihashi and Kornberg, 1990), in archaea like in Sulfolobus solfataricus on the α-l-fucosidase fucA1 mRNA (Cobucci-Ponzano et al., 2006), as well as in eukaryotes on the human embryonic Paternally Expressed Gene 10 (PEG-10) (Manktelow et al., 2005; Clark et al., 2007). Movement of ribosomes during PRF can occur in both the + or − direction relative to the 5′ end of the mRNA by one to even six nucleotides (Weiss et al., 1987; Lainé et al., 2008; Fang et al., 2012; Yan et al., 2015). –1PRF, where the ribosome slips by one nucleotide in the 5′ direction is the best-known variety of PRF, but +1PRF (slippage by one nucleotide in the 3′ direction), e.g., first discovered on a transposon element in yeast (Ty) (Clare and Farabaugh, 1985; Clare et al., 1988; Belcourt and Farabaugh, 1990) and –2PRF in case of the Porcine Reproductive and Respiratory Syndrome Virus (PRRSV) (Fang et al., 2012) have been reported as well.
–1PRF is extensively studied in RNA viruses, including the coronaviruses [e.g., Infectious Bronchitis Virus (IBV), Severe Acute Respiratory Syndrome Coronavirus (SARS-CoV)] (Figure 1) and retroviruses [e.g., Human Immunodeficiency Virus (HIV)]. While the 5′ end of viral frameshift genomes usually encodes for structural proteins, the 3′ alternative ORF mostly encodes for proteins involved in replication and processing (Atkins et al., 2016). Therefore, PRF events represent an elegant way to regulate packaging and replication of viral genomes. The ratio of the upstream and the downstream, alternative translation products is referred to as frameshifting efficiency. Perturbations in frameshifting levels can alter viral spread and pathogenesis (Brierley et al., 1991; Dinman and Wickner, 1992; Hung et al., 1998; Shehu-Xhilaga et al., 2001; Plant et al., 2005; Dulude et al., 2006). The frameshifting efficiency varies widely from only 1% of all translation events on the Barley Yellow Dwarf Virus (BYDV) genome (Barry and Miller, 2002), to up to 80% in Theiler’s Murine Encephalomyelitis Virus (TMEV) (Finch et al., 2015). In yeast, predicted -1PRFs mostly would result in the termination of protein synthesis at premature termination codons in the alternative frame (Jacobs et al., 2007), which was shown to also trigger nonsense-mediated mRNA decay (NMD) and no-go decay (NGD) in order to clear the cells from non-functional mRNAs (Belew et al., 2011). Furthermore, when ribosomes stall or collide on frameshift sites, NGD is also commanded to dissolve stalled or collided elongation complexes by degrading the mRNA (Simms et al., 2019; Smith et al., 2019). Therefore, in addition to its role in expanding the genomes repertoire, frameshifting events allow adaptation of the encoded proteome to changes in cellular and environmental conditions or infections (Rom and Kahana, 1994; Matsufuji et al., 1995; Baranov et al., 2002; Caliskan et al., 2017; Meydan et al., 2017; Korniy et al., 2019).
CIS-ACTING ELEMENTS ARE CRUCIAL FOR –1PRF
In most cases, the propensity of a ribosome to undergo –1PRF depends on two crucial cis-acting elements in the mRNA that are separated by a spacer sequence: a heptanucleotide slippery sequence on which the ribosome can slip into the alternative frame (Jacks et al., 1988a) and a downstream secondary structure element that causes the ribosome to slow down on the slippery sequence (Brierley et al., 1989).
The canonical slippery sequence is mostly a heptanucleotide motif that allows codon and anticodon base-pairing in both, the 0 and the alternative –1 reading frames (Jacks et al., 1988a; Jacks et al., 1988b; Icho and Wickner, 1989; Horsfield et al., 1995) (Figure 1). The most common slippery motif is X_XXY_YYZ (0-frame), where X can be any nucleotide, Y either adenine or uridine and Z any nucleotide except for guanine (Jacks et al., 1988a; Jacks et al., 1988b; Brierley et al., 1989; Dinman et al., 1991; Brierley et al., 1992), however also divergent patterns have been reported (Firth and Atkins, 2009; Loughran et al., 2011). Prior to slippage, the ribosome P- and the A-sites occupy the XXY and YYZ codons (0-frame) and during frameshifting, the ribosome moves to the XXX and YYY codons (–1-frame), which may lead to a mismatch of the anticodon and the codon in the wobble position. The spacer (five to nine nucleotides in eukaryotes, five to six nucleotides in prokaryotes) separating the slippery sequence and the secondary structure element ensures correct positioning of the ribosome on the slippery sites (Kontos et al., 2001; Howard et al., 2004; Lin et al., 2012; Napthine et al., 2017). The secondary structure element constitutes a kinetic barrier that slows down or stalls the translating ribosome (Brierley et al., 2010; Caliskan et al., 2014; Kim et al., 2014). This cis-acting element varies from a simple stem-loop [e.g., in the HIV-1 mRNA (Jacks et al., 1988a)], to a more complex H-type pseudoknot [e.g., in coronaviral mRNAs (Brierley et al., 1989)]. In exceptional cases, guanine-rich sequences that form four-stranded G-tracts referred to as G-quadruplexes, can form a physical barrier that is capable of stalling the ribosome similar to the stem-loops or pseudoknots reflecting the structural diversity of stimulatory RNA structures (Endoh et al., 2013; Yu et al., 2014). Of note, frameshift RNAs likely exist in several conformations with different stimulatory potentials (Houck-Loomis et al., 2011; Halma et al., 2019; Schlick et al., 2021). Also, the high structural variation of different stimulatory elements suggests that there could be mechanistic differences in how they act on the ribosome during translation elongation (Dinman, 1995; Kontos et al., 2001; Plant and Dinman, 2005). For instance, forming a translational roadblock is not the only way structured RNAs can alter recoding (Plant and Dinman, 2005). Frameshift RNA elements can also sterically obstruct the tRNA binding: Cryo-EM studies of the HIV-1 frameshift site have recently proposed this –1PRF activating function by revealing that the stimulatory HIV-1 stem-loop sterically hinders the binding of an aminoacylated tRNA to the A-site of the bacterial ribosome (Bao et al., 2020; Bao et al., 2021).
In addition to the slippery sequence and the downstream RNA structures, the presence of additional upstream RNA elements, such as Shine-Dalgarno-like sequences interacting with the 16S ribosomal RNA in E. coli (Larsen et al., 1994; Choi et al., 2020) or the frameshift attenuator sequence found upstream of the SARS-CoV frameshift site (Su et al., 2005; Kelly et al., 2020) were shown to modulate the levels of PRF. Another interesting feature of the SARS-CoV mRNA is that it does not only regulate frameshifting via its secondary structure in cis, but also in trans by forming dimers through kissing loop-loop interactions involving the stem 3 of the genomic RNA (Ishimaru et al., 2013; Bao et al., 2020; Bao et al., 2021). Such kissing loop interactions likely compete with the folding of the pseudoknot structure and thereby reduce the level of frameshifting. Overall, these illuminate that the regulatory cis-elements can vary in their structural folds and functions and how they work together with the canonical cis-acting stimulators of frameshifting remains to be studied.
TRANS-ACTING REGULATORS OF –1PRF EFFICIENCY
Although classically, PRF was thought to depend on cis-acting RNA elements, similar to other RNA-based regulatory events, frameshifting levels can be modulated by trans-acting factors in cells. These trans-factors are pathogen- or host-encoded proteins or other molecules that either directly bind to specific mRNA motifs or the ribosome, or indirectly affect translation by interacting with other proteins (Penn et al., 2020). Such interactions would likely alter the thermodynamic stability of the stimulatory structure or impair kinetics of ribosomal translocation resulting in changed recoding rates.
Earliest examples of frameshifting regulation were reported to occur on the +1 frameshift mRNAs, human ornithine decarboxylase antizyme (Rom and Kahana, 1994; Matsufuji et al., 1995) and the E. coli release factor 2 (RF2) (Baranov et al., 2002), where the levels of polyamines and RF2 in cell have autoregulatory functions.
Protein-mediated –1 frameshifting has been more recently discovered on the cellular poly-(C) binding proteins (PCBP) that promote –1 as well as –2 frameshifting in arteriviruses such as the PRRSV by directly interacting with the viral nonstructural protein nsp1β (Napthine et al., 2016; Li et al., 2019). In addition to stimulation of –2 frameshifting, here also the lack of a typical downstream RNA structure is remarkable. Instead, frameshifting is mediated through the binding of the PCBP and the viral nsp1β to a cytosine-rich sequence (CCCANCUCC) on the mRNA downstream to the slippery sequence, which mimics a stimulatory secondary structure (Napthine et al., 2016; Li et al., 2019).
Another elegant example of a pathogen-encoded trans-factor-mediated translational regulation has been discovered in the cardioviruses Encephalomyocarditis Virus (EMCV) and Theiler’s Murine Encephalomyelitis Virus (TMEV) (Loughran et al., 2011; Hill et al., 2021b). The coding region of cardioviruses contain a conserved frameshift site at the 2A-2B ORF junction. Frameshifting occurs on the slippery motif G_GUU_UX eleven to twelve codons from the start of the 2B gene, producing a shorter 2B* protein, with undefined functions (Loughran et al., 2011; Napthine et al., 2017). However, it is assumed that the main function of this frameshift is the downregulation of the downstream encoded proteins, which in a way acts like a regulator of viral replication and assembly. Similar to PRRSV (Li et al., 2014), the downstream RNA motif, in this case a 35-nucleotide long stem loop, downstream of the slippery sequence is not sufficient alone to stimulate frameshifting. Frameshifting depends on an RNA-protein complex formed between the stem loop and the 2A protein. Cardioviral 2A is regarded as a multifunctional protein with key functions in virulence (Caliskan and Hill, 2022). In addition to regulating apoptosis, 2A was previously shown to bind to ribosomes and regulate translation (Groppo and Palmenberg, 2007; Hill et al., 2021b). Furthermore, it was discovered that 2A expression increases over the course of EMCV infection correlating with an increasing frameshifting efficiency of up to 70% (Napthine et al., 2017). The increase in 2A levels thus shuts down translation of downstream lying genes in the 0-frame, thereby ensuring appropriate levels of viral replicative proteins at early versus late stages of infection.
Recent work combining structural, biochemical and single-molecule analysis illuminated how the unique RNA binding fold found in the 2A structure allows it to interact with translating ribosomes and the downstream RNA element (Hill et al., 2021a; Hill et al., 2021b) (Figure 2A). The 2A protein interacts with the RNA at high affinity in a 1:1 stoichiometry (Hill et al., 2021a; Hill et al., 2021b). Furthermore, it also interacts with empty and translating ribosomes in a 3:1 stoichiometry possibly interfering with the binding of elongation factors on the ribosome. Detailed single-molecule analysis of the RNA-protein interactions of the wild type and mutant RNAs explained that 2A binding indeed stabilizes the EMCV RNA structure to a level that it alters the speed of translation elongation (Hill et al., 2021b) (Figure 2A). Combination of the higher force needed to unfold the structure and interference in binding of elongation factors caused by cardioviral 2A protein binding may thus explain the increase in the frameshifting efficiency (Groppo and Palmenberg, 2007; Loughran et al., 2011; Napthine et al., 2017; Hill et al., 2021b).
[image: Figure 2]FIGURE 2 | Examples of trans-factor-mediated frameshifting. Two examples, namely (A) the cardioviral 2A protein and (B) the zinc-finger antiviral protein ZAP-S are shown as representatives of how host- and pathogen-encoded proteins can alter the secondary structure of a frameshift mRNA resulting in enhanced or decreased frameshifting efficiencies. Both proteins specifically bind to the appropriate mRNA and interact with the ribosome. While the 2A protein binds and stabilizes the secondary structure of the EMCV mRNA leading to –1 frameshifting, ZAP-S binding contrastingly destabilizes the secondary structure element on the SARS-CoV-2 mRNA resulting in significantly decreased frameshifting efficiencies. Created with BioRender.com.
Such viral-encoded factors seem to selectively recognize particular RNA motifs and stabilize the RNA to impede translational elongation. Pausing at these sites likely opens a favorable time-window for codon-anticodon interactions to be re-established in the alternative reading frame, however, exactly which step of translation elongation is affected is still an open question.
The aforementioned findings also bring up the question whether modulation of frameshifting is a common feature of other cellular RNA-binding proteins as well. In this context, an earlier study by Kwak et al. showed that human annexin A2 (ANXA2) protein is associated with the IBV frameshift RNA element in vitro (Kwak et al., 2011). Interestingly, the knockdown of this factor increases frameshifting levels, suggesting a different mode-of-action than viral regulators of frameshifting. However, since ANXA2 is one of the most abundant proteins in the human cytoskeleton, it remains unclear how selective and conserved the interaction of ANXA2 and the IBV mRNA is or how the factor actually modulates frameshifting.
Other host factors also seem to recognize frameshifting ribosomes including the eukaryotic release factor 1 (eRF1) (Kobayashi et al., 2010) and the interferon-induced shiftless (SHFL) (Wang et al., 2019; Napthine et al., 2021; Zimmer et al., 2021). The cellular eRF1 was shown to interact with at least 30 other proteins in the cell together with HIV-1 proteins, therefore, what causes the decrease in HIV-1 frameshifting upon overexpression of the eRF1 remains open (Kobayashi et al., 2010). Another cellular protein SHFL, previously named RyDEN or C19orf66 is an interferon-induced protein which was reported to inhibit replication of some viruses like Dengue Virus (DENV) (Suzuki et al., 2016). Contrary to Dengue Virus which does not frameshift, HIV-1 mRNA frameshifting decreases through SHFL interaction suggesting multiple antiviral functions for SHFL (Wang et al., 2019). This results in altered stoichiometry of the structural Gag protein to the Gag-Pol polypeptide ultimately leading to inhibition of HIV-1 replication. It was suggested that SHFL recruits cellular release factors to stalled ribosomes (Wang et al., 2019), but how the factors recognize frameshifting versus other stalled ribosomes awaits investigation. Beyond HIV-1, SHFL was shown to act broadly on other viral and cellular recoding sites including SARS-CoV-2 (Napthine et al., 2021; Schmidt et al., 2021; Zimmer et al., 2021) and the cellular PEG-10 mRNA (Wang et al., 2019). In summary, these studies suggested that cellular proteins work in a concerted way to interfere with viral RNA frameshifting regimes. However, whether this also occurs in an mRNA-specific manner like in the case of viral 2A protein has been unclear.
The short isoform of the cellular zinc-finger antiviral protein ZAP, ZAP-S was recently identified as a trans-acting factor directly influencing –1PRF during SARS-CoV-2 infections (Zimmer et al., 2021). This interferon-induced protein (Yang and Li, 2020) impairs –1PRF, which is pertinent for the synthesis of the viral RNA polymerase through its specific interactions with the frameshift RNA pseudoknot (Zimmer et al., 2021) (Figure 2B). Among other frameshift sites tested, the effect was only observed for SARS-CoV-1 and-2, which differ by only one nucleotide in the primary sequence of the putative structure, suggesting specific interactions of ZAP-S with the SARS-CoV frameshift RNA element and an alternative mode-of-action compared to the host factor SHFL. By in vitro ensemble and single-molecule analysis, Zimmer and Kibe et al. showed that ZAP-S preferentially binds to the stem-loops 2 and 3 of the pseudoknot. Accordingly, unlike the cardioviral 2A protein, human ZAP-S does not stabilize the viral frameshift RNA, instead it interferes with the folding of the pseudoknot (Figure 2B). The interaction of ZAP-S with the frameshift site thus alters the stability of the secondary structure, which then no longer constitutes a blockade for the translating ribosome. Reduced frameshifting rates would lead to a drop in the viral polymerase level and consequently impede viral replication (Zimmer et al., 2021). Overall, despite following different modulatory mechanisms, host factors seem to have a common inhibitory effect on ribosomal frameshifting on viral mRNAs, suggesting that cells developed this type of global or gene-specific strategies as part of the antiviral response.
Interestingly, not only proteins have been categorized as trans-factors influencing the frameshifting efficiency but also other molecules: Small molecules including small RNAs [e.g., locked nucleic acids (LNAs), micro RNAs (miRNAs)] have already been successfully used for in vitro studies on frameshifting and consequently be suggested to act as potential effectors of the frameshifting process (Plant and Dinman, 2005; Henderson et al., 2006; Yu et al., 2010; Matsumoto et al., 2018; Puah et al., 2018; Chen et al., 2020; Sun et al., 2021). Whether such molecules are stable and specific enough to allow a precise tuning of gene expression warrants further studies.
In conclusion, ultimately it can be assumed that many more trans-factors await discovery. Whether in the form of proteins or other molecules affecting the frameshifting process, regulation of PRF seems to be a layer of host-pathogen interaction which is only recently been recognized. Furthermore, despite the fact that numerous studies already contributed pieces to better understand this recoding event, the molecular mechanisms by which these modulators act on the ribosomal frameshifting routes need to be further elucidated.
OTHER FACTORS THAT ALTER FRAMESHIFTING
The efficiency of frameshifting can be modulated by a variety of other effectors that tune the overall fidelity and rate of translation. Among those, limitations of aminoacylated tRNA supply can lead to an alternative frameshifting pathway, also referred to as hungry-codon frameshifting (Clare and Farabaugh, 1985; Clare et al., 1988; Belcourt and Farabaugh, 1990; Barak et al., 1996; Caliskan et al., 2017) (Figure 3C). Here, the frameshifting occurs when the A-site of the ribosome is vacant since the aminoacylated tRNA substrate is limited. After the slippage of the tRNA bound in the P-site, decoding continues in the alternative reading frame. Furthermore, it was shown that this conditional frameshifting can occur even by two nucleotides in consecutive steps and does not depend on the stimulatory secondary structure element (Caliskan et al., 2017). In addition, not only the aminoacylated tRNA supply, but also the presence and degree of certain tRNA modifications influences frameshifting: Particularly ones in the anticodon loop or on position 37 of the tRNA can lead to weakened and inefficient base-stacking interactions between the codon and the anticodon and alter the frameshifting process (Bjork et al., 1989; Urbonavicius et al., 2001; Licznar et al., 2003; Tükenmez et al., 2015). Similar to −1 frameshifting, also +1 frameshifting levels can be affected when tRNAs contain mutations like insertions in the anticodon stem-loop or when modifications are missing (O’Mahony et al., 1989; Atkins and Bjork, 2009; Hoffer et al., 2020; Gamper et al., 2021b).
[image: Figure 3]FIGURE 3 | –1 Programmed ribosomal frameshifting models. (A) In the canonical elongation pathway, movement of the ribosome along the mRNA and the peptide bond formation is facilitated by specific forward and backward movements of the small subunit (SSU) head and the hydrolysis of GTP by the elongation factor EF-G (eEF-2 in eukaryotes). POST: post-translocation state, PRE: pre-translocation state, CHI: chimeric state. (B) In case of canonical –1 frameshifting, ribosomal stalling is caused by a secondary structure of the mRNA leading to frameshifting during translocation. (C) An alternative frameshifting pathway is mediated by the limitation of the aminoacyl-site codon respective aminoacylated tRNA (aa-tRNA), here an idling step gives the time to overcome the limitation by shifting into the –1- or –2-frame. Created with BioRender.com.
Interactions of the nascent polypeptide chain with the ribosomal exit tunnel can lead to translational stalling (Wilson and Beckmann, 2011). +1PRF efficiency was previously shown to be regulated by the interactions of the nascent peptide (Yordanova et al., 2015). Recently, stalling caused by co-translational folding of the polypeptide was reported to influence −1PRF (Harrington et al., 2020; Carmody et al., 2021). It was shown that co-translational folding during the integration of an isomer of the structural polypeptide of the alphavirus Sindbis Virus (SINV) into the endoplasmic reticulum (ER) membrane correlates with frameshifting efficiency (Harrington et al., 2020). Especially, mutations altering the composition of the nascent polypeptide, especially charged amino acids located immediate upstream of the slippery sequence could be crucial for this effect (Harrington et al., 2020; Carmody et al., 2021). Based on molecular dynamic simulations, the group suggested that the folding of the protein generates a mechanical tension on the nascent polypeptide chain which alters −1PRF rates (Carmody et al., 2021). More recently, the co-translational folding of the nascent polypeptide chain of the viral non-structural protein 10 (Nsp10) was determined to distinctly interact with the ribosomal tunnel resulting in an upregulated frameshifting level on SARS-CoV-2 mRNA (Bhatt et al., 2021). Furthermore, mutations within the ribosome affecting their translation accuracy (Brunelle et al., 1999), mutations in the 16S ribosomal RNA platform region of the small ribosomal subunit (Leger et al., 2007) as well as mutations in proximity to the ribosomal exit E-site (Robert and Brakier-Gingras, 2003) were shown to alter the reading frame. Dependent on the ribosome loading on a given mRNA, frameshifting events may be altered and regulated by trailing ribosomes (Smith et al., 2019). Evidence has also been presented for the possibility that loading of the ribosome and rate of initiation on an mRNA inversely correlates with the formation of the stimulatory structure and thus alters frameshifting (Gendron et al., 2008).
In addition, components of the translational machinery can affect the overall fidelity of translation and therefore are important for the maintenance of the reading frame. Especially the elongation factors eEF1A and eEF2 in eukaryotes and their counterparts EF-Tu and EF-G in prokaryotes are crucial: Through their GTPase activities, elongation factors deliver the essential energy for binding of the aminoacylated tRNA to the A-site and the ribosomal translocation along the mRNA. Mutants of EF-Tu or eEF1A were shown to promote frameshifting (Dinman and Kinzy, 1997). Also, the eukaryotic translocation elongation factor 2 (eEF2) driving tRNA translocation was highlighted to be important for maintaining the reading frame since mutations in only one amino acid can affect translation fidelity leading to frameshifts (Ortiz et al., 2006). In particular, mutants of the domain IV of eEF2 in yeast (Ortiz et al., 2006; Peng et al., 2019) and mice (Liu et al., 2012) increased -1 frameshifting occurrence despite unaffected ribosome binding and GTP hydrolysis.
All in all, these suggest that the level of frameshifting is defined by multiple factors in the cell and support that the reading frame can be modulated in a time- and/or tissue-specific manner. Furthermore, the aforementioned examples show that, when ribosomal frameshifting is investigated, light should be also shed on the ribosomal exit tunnel to consider the influence that the interaction of the nascent polypeptide chain and the tunnel has on regulating frameshifting. The complex regulatory network also raises the question, what the molecular determinants are that cause the ribosome to slip into the alternative reading frame on a given coding sequence?
MOLECULAR DETERMINANTS OF RIBOSOME PAUSING AT SECONDARY STRUCTURES
A fundamental understanding of how various cis-acting elements and trans-acting factors act in a concerted way during the transition from the regular to the alternative translation route requires a detailed kinetic framework of the molecular events defining PRF. Current knowledge points to the existence of several determinants of how RNA elements can mediate pausing and lead to frameshifting. These include the thermodynamic stability of the stimulatory elements as well as the conformational heterogeneity and structural plasticity of the stimulatory secondary structure. Regardless of how the kinetic barrier is formed, it is commonly accepted that such elements should sufficiently slow down or stall the ribosome, thereby increase the time-window that the tRNA dwells on the slippery codons (Caliskan et al., 2014; Chen et al., 2014; Kim et al., 2014; Choi et al., 2020).
Thermodynamic stability and the unfolding kinetics of the frameshift stimulatory structures are crucial determinants of the translational pause (Plant and Dinman, 2005; Chen et al., 2009; Giedroc and Cornish, 2009; Mouzakis et al., 2013; Caliskan et al., 2014; Choi et al., 2020). Evidence comes from earlier findings reporting that the local thermodynamic stability of the bottom part of the stem in the dnaX frameshift mRNA is more stable than the upper part (Larsen et al., 1997) and the stability of the first three to four base-pairs of the HIV-1 frameshift-mediating stem-loop positively correlates with frameshifting efficiency (Mouzakis et al., 2013). Here, the replacement with base-pairs of slightly higher stability results in an enhanced frameshifting efficiency. Studies comparing various stimulatory elements demonstrated that the local stability of the mRNA secondary structure is important for pausing and energetic restraints during ribosome movement due to the high energy needed for unwinding of the supercoiled stem is crucial for the frameshifting process (Plant and Dinman, 2005; Mouzakis et al., 2013; Caliskan et al., 2014). In addition, Choi et al. proposed a correlation between the duration of ribosome pausing and the number of base-pairs that has to be resolved before the ribosome fully translocates (Choi et al., 2020). Moreover, the precise length of the spacer region between the slippery codon and the frameshift stimulatory element on the mRNA ensures the correct positioning of the ribosome at the P-site codon during frameshifting (Kontos et al., 2001; Howard et al., 2004), which seem to place the base of the pseudoknot at the active site of the ribosomal helicase (Takyar et al., 2005; Caliskan et al., 2014). Consistently, kinetic studies of ribosomes stalled on the IBV frameshift mRNA showed a four-fold faster translocation in case the ribosome slipped into the –1-frame compared to continued translation in the 0-frame (Caliskan et al., 2014). This confirms that the helicase activity associated with the ribosomal mRNA entry channel highly depends on its precise positioning relative to the secondary structure and changing the position by a single nucleotide into the –1-frame assists the ribosome to better unwind the highly structured stimulatory RNAs (Qu et al., 2011; Caliskan et al., 2014; Choi et al., 2020).
Two recent studies provided the mechanistic insights into the interactions of the frameshift RNA structures and the ribosomal helicase. Bao et al. observed an inhibitory interaction of the secondary structures on the E. coli dnaX as well as the HIV-1 mRNA with ribosomes, that could also interfere with A-site binding (Bao et al., 2020). Using ribosomes primed at the SARS-CoV-2 frameshift site, Bhatt and Scaiola et al. illustrated that the pausing prior to the frameshift and that specific interactions of ribosomal helicase proteins and the helix h16 of the 18S ribosomal RNA (rRNA) and the bases within the pseudoknot were important for frameshifting. A particular position on the stem loop 1, the guanine at position 13,486, was shown to flip out from its stacked position within the loop and interact with the ribosomal helicase protein uS3 (Bhatt et al., 2021). The authors also underlined an important role of this guanine residue of the pseudoknot by showing an up to 45% reduction in frameshifting rates when this base was mutated (Bhatt et al., 2021). Overall, these studies reveal mechanistic and regulatory features that influence the pause duration at the frameshift sites.
FRAMESHIFT MRNAS CAN EXIST IN SEVERAL CONFORMATIONS
Others also proposed that structural plasticity and conformational heterogeneity of the secondary structure strongly correlates with translational pause and frameshifting efficiencies (Ritchie et al., 2012; Wu et al., 2018; Dinman, 2019a; Halma et al., 2019; Neupane et al., 2021). Wu et al. proposed that the ribosomal helicase unwinds only single base-pairs at once but not the entire structure, leaving time for the secondary structure to fold into other intermediates (Wu et al., 2018). These intermediates may enhance the frameshifting efficiency since translation might be faster when continuing in the –1-frame than overcoming the higher energy barrier to unfold the new, more stable structure (Wu et al., 2018). Furthermore, different mRNA secondary structures divergent from the initial structure might be formed due to different orders in refolding during or after the ribosome moves over the sequence, resulting in an altered frameshifting rate after the initial round of translation (Lyon et al., 2019; Halma et al., 2021; Hsu et al., 2021; Neupane et al., 2021). Moreover, considering the aforementioned importance of the spacer length, frameshifting might also be affected by secondary structures including parts of the spacer sequence since the effective length between the two frameshift stimulatory sequences would be altered in this case (Napthine et al., 2017; Hill et al., 2021b; Omar et al., 2021). Ultimately, the conformational heterogeneity of the frameshift-stimulating structure has been revealed to correlate with the frameshifting efficiency (Halma et al., 2021; Neupane et al., 2021; Schlick et al., 2021). Nevertheless, these conclusions are based on diverse mRNA structures and differences between in vivo and in vitro studies should be taken into account.
THERMODYNAMIC MODEL OF FRAMESHIFTING
The thermodynamic stability and the structural heterogeneity of the downstream RNA elements are important determinants defining the strength of the RNA roadblock and duration of the pause. However, propensity to frameshift on a given mRNA and the rate of frameshifting is primarily determined by thermodynamics of base-pairing between the individual bases of the codon and the anticodon of the slippery heptanucleotides. Early on, the interaction of the tRNA anticodon and the mRNA codon was highlighted to influence frameshifting (Tsuchihashi and Brown, 1992). Furthermore, the nature of the mRNA bases, wobble propensity of the tRNAs and the presence of certain modified and unmodified bases dictates how much frameshifting will take place (Licznar et al., 2003; Nguyen et al., 2019). Bock et al. confirmed that the frameshifting efficiency on a given mRNA is not defined by kinetic determinants of unfolding the secondary structure, but is mainly controlled by the free energy of base-pairing between the codon and the anticodon of the slippery sequence (Bock et al., 2019). Long pause of the ribosome at an mRNA secondary structure may serve to achieve sufficient time for the ribosome to explore the energetically more favorable state in the 0- or –1-frame to continue translation. Based on thermodynamic modelling of the energy landscapes of individual codon-anticodon interactions on the dnaX frameshift site, the authors illustrated that the frameshifting efficiencies on a given frameshift sequence can be predicted quantitatively (Bock et al., 2019).
In conclusion, these findings suggest that the thermodynamic constraints of the frameshift stimulatory elements, as well as the conformations might synergistically work to mediate stalling of translating ribosomes thus providing the essential time-window in which the ribosome can explore an alternative reading frame. However, ribosomes are thought to be already primed for frameshifting due to the thermodynamically favorable nature of base-pairing in the alternative reading frame.
TIMING OF –1PRF DURING TRANSLOCATION
Based on these molecular constraints, when exactly does ribosomal frameshifting happen during translation?
During protein synthesis, following the accommodation of the correct aminoacylated tRNA in the A-site and peptide bond formation, the resulting pre-translocation state (PRE) ribosome undergoes large conformational changes facilitating the translocation of the tRNAs from the P- and A-sites into the E- and P-sites, along the mRNA in one codon steps (Rodnina and Wintermeyer, 2011) (Figure 3A). Since ribosomes are highly dynamic during this process, the exact determination of when ribosomal frameshifting happens during translation requires observation of the elemental steps of the elongation cycle over frameshift motifs in real time. Several studies employed single-molecule and ensemble kinetic analysis techniques to directly follow the translation process shortly upstream, at and downstream of the frameshift site to explain the precise position of the ribosome during slippage as well as the timing of frameshifting (Caliskan et al., 2014; Chen et al., 2014; Kim et al., 2014; Yan et al., 2015; Caliskan et al., 2017; Kim and Tinoco, 2017). There is evidence from genetic mutational studies of elongation factors that reading frame can be altered in both directions during accommodation or translocation (Dinman and Kinzy, 1997; Ortiz et al., 2006; Liu et al., 2012; Peng et al., 2019). A computational model predicted that the kinetic parameters of aminoacylated tRNA binding, peptide bond formation and translocation define the simultaneous accessibility of –1PRF through different pathways (Liao et al., 2011). In vitro structural and biochemical studies suggested that translocation of the tRNAs is the step of elongation cycle when codon-anticodon interactions most likely are broken and reestablished in the new reading frame (Giedroc and Cornish, 2009). The codon resolved, stepwise kinetic analysis of –1PRF on the IBV frameshift site demonstrated that canonical slippage occurs at a late step of tRNA translocation, when the tRNAs both bound on the slippery codons move from the P- and A-sites into the E- and P-sites (Caliskan et al., 2014) (Figure 3B). Supporting these findings, frameshifting on the bacterial dnaX gene, which is stimulated by a stem loop, was shown to occur when the translocation of the two tRNAs bound to the slippery sequence codons is slowed down (Chen et al., 2014; Kim et al., 2014; Caliskan et al., 2017; Kim and Tinoco, 2017). Accordingly, the recruitment of EF-G to the PRE complex was shown to facilitate the tRNA movement into the chimeric (CHI) state, however, the presence of the secondary structure prevents the backward rotation of the small subunit head, which is essential for completion of translocation (Caliskan et al., 2014; Chen et al., 2014; Yan et al., 2015). This slow translocation results in delayed dissociation of the E-site tRNA and EF-G (Caliskan et al., 2014), in part also explaining an earlier reported eukaryotic frameshifting complex during pausing at the IBV pseudoknot with eEF2 bound to the ribosome (Namy et al., 2006). Biochemical studies also suggest that the ribosome would be trapped in an unusual chimeric state, which would undergo several futile attempts of incomplete translocation allowing the ribosome to explore alternative routes to resume translation (Caliskan et al., 2014; Kim et al., 2014; Yan et al., 2015; Kim and Tinoco, 2017; Desai et al., 2019). It was reported that the unfolding of the secondary structure only happens after EF-G binding and directly depends on the force generated when the small subunit head undergoes the forward rotation (Desai et al., 2019). In addition, the delay in the reverse rotation of the small ribosomal subunit head into the non-rotated state and thus the increased lifetime of the rotated state of the ribosome correlates with the frameshifting efficiency (Choi et al., 2020). Nevertheless, although simultaneous translocation seems to be the predominant pathway in these in vitro systems, other –1PRF routes can also operate, e.g., when aminoacylated tRNAs supply is limited (Clare and Farabaugh, 1985; Clare et al., 1988; Belcourt and Farabaugh, 1990; Barak et al., 1996; Caliskan et al., 2017) (Figure 3C). Furthermore, as mentioned earlier, mutations of the ribosome, translation factors and tRNA modifications can alter the kinetic parameters of frameshifting and favor alternative translocation pathways (Atkins et al., 2016). For instance, Chen et al. Reported that dnaX frameshifting can occur before accommodation of the second codon of the slippery sequence, but still when the ribosome is in the long paused hyper-rotated state (Chen et al., 2014).
Recent studies employing a +1 frameshift-prone mRNA and native E. coli tRNA (tRNAPro) also suggested that timing of +1 frameshifting could be similar to canonical –1 frameshifting occurring during late steps of translocation (Demo et al., 2021). Structural studies of +1 frameshift complexes reported extensive conformational rearrangements of the 30S head and body domains mimicking what is observed in a translocation intermediate state interacting with EF-G (Hong et al., 2018). In this scenario, while the tRNA-mRNA base-pairing is dynamic during swiveling movement of the small subunit head, in frameshift-prone ribosomes EF-G fails to some extent to maintain the codon-anticodon interactions and allows slippage into the +1 reading frame (Demo et al., 2021). This points that both, +1 and –1 frameshifting can be driven by swiveling movement of the small subunit head domain (Gamper et al., 2021a; Demo et al., 2021). Nonetheless, in the absence of EF-G, +1 frameshifting can also be mediated by quadruplet interactions between the codon and the extended or modified anticodon loop of a single tRNA (Maehigashi et al., 2014). Whether the present models of frameshifting apply also to other organisms and details of frameshifting pathways in eukaryotes remain to be further investigated.
CONCLUDING REMARKS
Despite fundamental knowledge gained about frameshifting events over the past years, there are still many outstanding questions concerning the detailed molecular mechanisms and occurrences of PRF. For instance, both upstream and downstream regions of frameshift RNAs seem to influence folding and the function of cis-acting canonical frameshift elements. Also, discovery of novel cellular and viral trans-acting factors, nascent polypeptide chain interactions and modifications on the RNAs affecting frameshifting, continuously reveal new levels of complexity. In the long run, the accumulated knowledge about this recoding mechanism and its regulation in cells will help to pave the way for therapeutic studies inhibiting frameshifting on pathogen mRNAs. Potential antiviral therapeutics could be designed to bind the frameshift RNA in a way that the stimulatory secondary structure either cannot be formed or cannot be unwound, hence prohibiting viral protein synthesis. In this respect, small synthetic, complementary oligonucleotides have already been suggested as possible therapeutic agents (Vickers and Ecker, 1992; Howard et al., 2004; Olsthoorn et al., 2004). Artificial, peptide nucleic acids (PNAs) can be designed to target secondary structures like hairpins and forming stable triplexes, thus enabling impacting –1PRF. Nevertheless, designing PNAs is challenging since the specificity and efficacy need to be high to prevent off-target effects. However, in potential cases where frameshifting might be supposed to be enhanced, the triplex needs to be resolved allowing the ribosome to continue translation in the –1-frame (Puah et al., 2018). Additionally, the discovery and optimization of novel small molecules that modulate frameshifting efficiencies such as the benzene derivative reagent RG501 (Hung et al., 1998), doxorubicin (Marcheschi et al., 2009), naphthyridine carbamate tetramer (Matsumoto et al., 2018) or merafloxacin (Sun et al., 2021) are desirable to find effective antiviral therapeutics. Collectively it is evident, that more research is imperative to fully understand the mechanism and all players involved in reinterpretation of the genetic code by frameshifting.
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RNA ligases play important roles in repairing and circularizing RNAs post-transcriptionally. In this study, we generated an allelic knockout of ATP-dependent RNA ligase (Rnl) in the hyperthermophilic archaeon Thermococcus kodakarensis to identify its biological targets. A comparative analysis of circular RNA reveals that the Rnl-knockout strain represses circularization of C/D box sRNAs without affecting the circularization of tRNA and rRNA processing intermediates. Recombinant archaeal Rnl could circularize C/D box sRNAs with a mutation in the conserved C/D box sequence element but not when the terminal stem structures were disrupted, suggesting that proximity of the two ends could be critical for intramolecular ligation. Furthermore, T. kodakarensis accumulates aberrant RNA fragments derived from ribosomal RNA in the absence of Rnl. These results suggest that Rnl is responsible for C/D box sRNA circularization and may also play a role in ribosomal RNA processing.
Keywords: circular RNA, RNA ligase, thermococcus kodakarensis KOD1, rRNA processing, C/D box sRNAs
INTRODUCTION
Numerous RNA molecules are involved in controlling gene expression to maintain cellular RNA metabolism. In addition to tRNA, mRNA and rRNA, cells also contain a striking diversity of additional RNA types, such as edited RNAs, circularized RNAs, trans-spliced RNAs, and other non-coding RNAs (Brennicke et al., 1999; Burroughs and Aravind, 2016; Kristensen et al., 2019). We hypothesize that RNA ligase, an enzyme that joins free RNA ends together, is a key player in producing a diverse set of RNAs by altering their structures. The recent finding that RNA ligase is responsible for generating a circular RNA molecule (circRNA) and could selectively modify the ends of the RNA raises the possibility that RNA ligase may also function to regulate cellular RNA metabolism.
ATP-dependent RNA ligase (Rnl) catalyzes the formation of phosphodiester bonds between the 5′-phosphate and 3′-hydroxyl termini of RNA (Uhlenbeck and Gumport, 1982). Rnl can join two single-stranded RNA molecules with or without a complementary bridging polynucleotide. It can also catalyze intramolecular ligation, leading to the formation of a covalently-closed circRNA. The biological functions of Rnl are firmly established in bacterial tRNA restriction/repair (Amitsur, 1987; Omari et al., 2006; Wang et al., 2007; Nandakumar et al., 2008), yeast and plant tRNA splicing (Sidrauski et al., 1996; Abelson et al., 1998; Englert and Beier, 2005), and kinetoplastid mitochondrial RNA editing pathways (McManus et al., 2001; Rusché et al., 2001; Schnaufer et al., 2001).
Many archaea species encode Rnl, and its structure is unique among polynucleotide ligases in that it forms a homodimeric quaternary structure. The crystal structure of Pyrococccus abyssi (PabRnl) and Methanobacterium thermoautotrophicum Rnl (MthRnl) have been solved and were shown to catalyze an intramolecular ligation of single-stranded RNA to form a covalently closed circRNA (Brooks et al., 2008; Gu et al., 2016). MthRnl can also transfer AMP to RNA containing 3′- phosphate termini to form 2′,3′-cyclic phosphate, and can selectively cleave adenosine from the 3′-hydroxyl end of the RNA, to form the 2′,3′-cyclic phosphate (Zhelkovsky and McReynolds, 2014; Yoshinari et al., 2017). Although the biological function of archaea Rnl is not known, RNA immunoprecipitation studies in P. abyssi suggest that it can interact with circular non-coding RNAs, including C/D box guide RNA (Becker et al., 2017).
Here we generated an allelic knockout of the Rnl gene in Thermococcus kodakarensis (TkoRnl; TK1545) and analyzed the change in RNA metabolism using high-throughput RNA-Seq technology. We showed that deletion of TkoRnl selectively dissipates circular C/D box sRNAs and other small RNA species. The conserved C/D box sequence elements were not strictly required for ligation activity of the archaeal Rnl. We also found that deletion of TkoRnl produces aberrant rRNA fragments, suggesting that TkoRnl may also participate in rRNA maturation process.
MATERIALS AND METHODS
Strains, Media, and Culture Conditions
The T. kodakarensis KUW1 (Sato et al., 2005) and gene disruptant strain were cultivated under anaerobic conditions at 85°C (optimum growth temperature) in a nutrient-rich medium (ASW-YT) or a synthetic medium (ASW-AA). ASW-YT medium (1 L) contains 5 g yeast extract (Y) and 5 g tryptone (T) dissolved in artificial seawater (ASW) (Sato et al., 2003a). ASW-AA medium is a synthetic medium that contains a mixture of vitamins, modified Wolfe’s trace minerals, and the 20 canonical amino acids dissolved in 0.8 × ASW (Sato et al., 2003a; Atomi et al., 2004). Elemental sulfur (2 g) was added into 1 L ASW-YT and ASW-AA media before culturing. For all liquid media, resazurin (0.5 mg/L) was supplemented as an oxygen indicator, and 5.0% Na2S was added until the medium became colorless. For colony isolation, solid ASW-AA medium containing 1 g of Gelrite and 0.4 g of polysulfide per 0.1 L was used. The E. coli Mach1-T1 was used to construct the targeting plasmids and was grown at 37°C in LB medium containing ampicillin (100 mg/L). For RNA isolation and growth analysis, cells were cultured in MA-YT-P medium (0.8 × Marine Art SF1 reagent [Osaka Yakken Co. Ltd., Osaka, Japan], 5 g/L of yeast extract, 5 g/L of trypton, and 5 g/L of sodium pyruvate) which lacks elementary sulfur.
Deletion of TK1545 Gene
A DNA fragment containing the TK1545 gene along with its 5′- and 3′-flanking regions (∼1.0 kbp) was amplified with forward (5′ACT​CTC​TCC​TTT​TCT​CCA​ATT​TCG​G-3′) and reverse (5′-TCAGGATTTTGCAAA GTACTGACTGG-3′) primers using T. kodakarensis KUW1 genomic DNA as a template for PCR and was cloned into the Hinc II site of pUC118 to obtain pUC-TK1545. The RNL coding sequence in pUC-TK1545 was replaced with a DNA fragment containing pyrF gene (TK2276: orotidine 5′-phosphate decarboxylase) and its promoter element as described (Sato et al., 2003b). This was accomplished by amplifying pUC-TK1545 using two outward primers (5′-AGC​TGT​AAG​GGG​CCT​GTG​GAC​ATT​TC-3′ and 5′- GAT​ATC​ACC​GAG​AAG​AGT​GGG​AGC-3′) complementary to the upstream and downstream sequence of the TkoRNL coding sequence. The amplified plasmid fragment was ligated with a PvuII-PvuII restriction fragment (763 bp) containing the pyrF marker gene derived from pUD2 plasmid (Sato et al., 2003b). All the sequences of the inserted region were verified with DNA sequencing. The resulting targeting plasmid, with pyrF marker gene inserted between the 5′- and 3′-flanking regions of RNL gene, was used to transform T. kodakarensis KUW1 strain. Cells grown in ASW-YT-S0 medium at 85°C for 10 h were harvested and suspended in 200 μL of 0.8 × ASW and kept on ice for 30 min. Then, 3 μg of the plasmid was gently added into the suspended cells and kept on ice for 1 h. Transformants were cultivated in an uracil-free ASW-AA-S0 at 85°C for 40 h. Next, 200 μL of the culture was transferred to a fresh medium and cultivated under the same conditions to enrich transformants displaying uracil prototrophy. The cultures (100 μL) were spread onto ASW-AA-S0 solid medium and incubated at 85°C for 3 days. Only cells that obtained a phenotype exhibiting uracil prototrophy by homologous recombination can grow in the absence of uracil. Single colonies were selected and then cultured in ASW-YT-S0 medium at 85°C for 10 h. Throughout this article, the term wild-type (WT) refers to KUW1 and tk1545 KO refers to TkoRnl deletion in the KUW1 strain. The cells of the tk1545 KO strain were harvested and suspended in distilled water. Genomic DNA was extracted from the cells using phenol-chloroform treatment. The replacement of TK1545 gene with pyrF gene was verified with PCR (Figure 1A).
[image: Figure 1]FIGURE 1 | Differentially expressed genes by deletion of TkoRnl gene. (A) Generation of RNA ligase knockout in T. kodakarensis. The TK1545 gene was replaced with the pyrF selectable marker (763 bp). The positions of four pairs of PCR primers and their expected product sizes are depicted in (1–4). The lower panel shows an agarose gel electrophoresis of PCR products derived from WT and tk1545 KO genomic DNAs. (B) Total RNA extracted from WT and tk1545 KO strains were separated using 10% denaturing polyacrylamide gel electrophoresis. Ethidium bromide staining of the gel is shown. (C) Transcriptosome analysis of WT and tk1545 KO. Total RNA isolated from WT and tk1545 KO cells were subjected to RNA-Seq analysis. Each dot represents an individual gene and are depicted according to read per million mapped reads (RPKM) values. The RPKM value with less than one RPKM were set to 0. Genes with RPKM of <2.0 in both WT and tk1545 KO were omitted. Differentially expressed genes are depicted as colored dots. Green dots represent the 10 genes that are up-regulated, and red dots represent 13 genes that are down-regulated by more than 2-fold in tk1545 KO (excluding the tk1545 gene). The RPKM for tk1545 from the WT and tk1545 KO were 9.05 and 0.04, respectively. Genes that show greater than two-fold change are listed in (D) and in Supplementary Table S2.
RNA Isolation and RNA-Seq Analysis
T. kodakarensis WT and tk1545 KO (1.6 L) were cultured in MA-YT-P medium at 85°C and harvested when the absorbance at 660 nm reached ∼0.7 (late-log phase). Total RNA was isolated using TRIzol reagent (Invitrogen) following the manufacture’s instruction. The total RNA and small RNA libraries were prepared using standard Illumina protocol by UB Genomics and Bioinformatics Core at The State University of New York (SUNY) at Buffalo, United States. The high-throughput RNA-sequencing was performed using Illumina HighSeq2500 technology (51-base; pair-ended read). Raw reads were trimmed, and FastQC was used to determine the clean reads. For both WT and tk1545 KO datasets, 80 percent of the reads had Phred quality scores >35. The reads were mapped to T. kodakarensis reference genome (NC_006624.1) using bowtie2-2.2.9 with the option preset set to sensitive and alignment type set to local mode. The reads per kilo-base per million mapped reads (RPKM) were calculated using featureCount (Liao et al., 2014). From the WT dataset, 101 million reads were obtained, of which 94.86% mapped to the reference genome, with a median RPKM of 9.8. From the tk1545 KO dataset, 58 million pairs of reads were obtained, of which 94.54% were mapped to the reference genome with a median RPKM of 10.9 (Supplementary Data S1).
For the small RNA-Seq, the 5′-adaptor sequence (5′-GTT​CAG​AGT​TCT​ACA​GTC​CGA​CGA​TC) and 3′-adaptor sequence (5′-TGG​AAT​TCT​CGG​GTG​CCA​AGG) were trimmed using Cutadapt, with 80 percent of the reads having Phred quality scores of >35. The reads aligned to reference genome as described above. We obtained 22 million pairs of reads from the WT sample, of which 79.94% mapped to the reference genome. From the tk1545 KO sample, 16 million reads were obtained, and 81.43% mapped to the genome (Supplementary Data S1).
Analysis of circRNA from RNA-Seq Data
A custom Perl script was used to identify RNA-Seq reads containing circular junction sequences. The screening was done to identify RNA-Seq reads containing two segments of at least 20-nts matching the reference genome; the two matched segments should be encoded in the same direction but inverse order in the reference genome. From total RNA Seq data, 410,073 and 281,828 reads containing circular junctions from the WT and tk1545 KO were identified, respectively (Supplementary Data S2). To reduce redundancy, reads containing similar junction sequences within five nucleotide variations were classified into the same group, which decreased the number of candidate circRNA reads to 12,632 for WT and 9,744 for tk1545 KO. Subsequently, circRNA junction reads with less than 100 independent read counts were eliminated. This criterion identified 113 and 63 reads containing circRNA junction sequences from WT and tk1545 KO, respectively. A similar strategy was used to identify circRNAs from the small RNA-Seq datasets, except that circRNA reads predicted to be longer than 10 kb and read counts of less than 20 were eliminated (Supplementary Data S3).
Detection of circRNA Using RT-PCR
We performed RT-PCR to detect predicted circular RNAs. Primers containing gene-specific sequences were used for reverse transcription reaction. The reaction mixture (40 μL) containing total RNA (200 ng) from either WT or tk1545 KO was incubated with 25 μM gene-specific primer, 0.5 mM dNTP, and 50 U ReverTra Ace-α (Toyobo, Japan) in a supplied reaction buffer at 55°C for 10 min (for primer sequences, see Supplementary Table S1). The reaction was terminated at 95°C for 10 min, and an aliquot (1 μL) was used as a template for PCR. PCR (50 μL) contained 0.2 μM circular junction primer and gene-specific primer, 2.5 U Paq5000 DNA polymerase (Toyobo, Japan) programmed for 25 cycles (95°C for 30 s; 60°C for 30 s; 72°C for 10 s). PCR products were separated on 3% low-range ultra-agarose gel, stained with ethidium bromide, and visualized using UV.
RNA Ligase and RNA Substrates
His-tagged MthRnl and His-tagged T4 RNA Ligase 2 (T4 Rnl2) were produced in E. coli and purified from soluble bacterial extracts using Ni-agarose chromatography as described previously (Ho and Shuman, 2002; Torchia et al., 2008). In vitro transcription was used to synthesize RNAs from PCR amplified linear DNA templates containing a T7 RNA polymerase promoter. RNAs containing 5′ triphosphate were purified by electrophoresis through a non-denaturing 8% polyacrylamide gel. The RNAs were then treated with calf intestinal alkaline phosphatase, extracted by phenol-chloroform, and ethanol precipitated. The in vitro transcribed RNAs and the chemically synthesized 24-mer RNA were labeled at the 5′-end with [γ-32P] ATP using T4 polynucleotide kinase and purified on the non-denaturing polyacrylamide gel.
Cloning of Small RNA Fragments
Total RNA (15 µg) from WT and tk1545 KO were separated using 10% denaturing polyacrylamide gel, and RNA ranging from 70 to 120 nt was isolated by elution from the gel with Tris-EDTA (TE) buffer. RNA was ethanol-precipitated and resuspended to 50 µL with TE buffer. The isolated small RNA was used for the adapter-mediated RNA cloning with SOLiD Small RNA Expression Kit (Ambion). Ligation and reverse-transcription were performed according to the manufacturers’ instructions. cDNA was amplified using Taq DNA polymerase, inserted into TOPO cloning vector (Invitrogen), and transformed into E. coli DH5α. The region of cDNA insertion within the TOPO vector was PCR amplified directly from the bacterial colonies, and product size was analyzed on 1.8% agarose gel. The majority (90%) of the plasmid recovered contained primer-dimer insert. Therefore, PCR product corresponding to >40 bp cDNA insert was regarded as a “positive” clone and was sequenced to reveal the identity of cloned RNA species. PCR product length corresponding to <40 bp insert was omitted, as it likely represented a fragment derived from a primer dimer.
RESULTS
Deletion of T. kodakarensis Rnl Gene
TK1545 encoding for T. kodakarensis ATP-dependent RNA ligase (TkoRnl) was removed via homologous recombination using a non-replicating targeting vector carrying orotidine-5′-monophosphate decarboxylase gene (pyrF) flanked by ∼700 bp of upstream and downstream TK1545 DNA sequence. The plasmid was transformed into T. kodakarensis strain KUW1 (∆pryF) and the Ura+ transformants were recovered. Deletion of TK1545 locus was confirmed using PCR analysis (Figure 1A). Expression of TK1545 was verified using RNA-Seq analysis, as described below. No significant difference in growth phenotype was observed between the WT and tk1545 KO strains in nutrient-rich medium, at optimal (85°C) and elevated temperatures (93°C) (Supplementary Figure S1), which implies that TkoRnl is not essential for viability. Polyacrylamide gel electrophoresis analysis of the small RNA population suggested that the relative distribution of short RNA species, ranging from 80 to 140 nt, differed significantly between the two strains (Figure 1B). Compared to the parental strain, the level of ∼140-nt species was reduced while that of the ∼80-nt species was increased in the tk1545 KO strains. Therefore, both total and small RNA-Seq analyses were performed to evaluate the physiological consequences of TkoRnl deletion.
Transcriptome Analysis
Total and small RNAs isolated from the wild-type and tk1545 KO strains were sequenced on an Illumina HighSeq platform sized at 51-bp and mapped uniquely to the annotated genome. The gene expression abundance was normalized using RPKM (Supplementary Data S2), and scatterplots were used to assess the expression variation of the genes between the WT and tk1545 KO from the total RNA-Seq dataset (Figure 1C). Finally, 23 genes were identified that showed altered expression changes of >2-fold, of which 13 were up-regulated, and 10 were down-regulated in tk1545 KO compared to the WT (Figure 1D; Supplementary Table S2). Many of these genes that exhibit differential gene expression are encoded on the same polycistronic transcription unit; iron transport proteins (TK0714, TK0715, and TK0716), phosphate transporter proteins (TK2060 and TK2061), sulfur reductase subunits (TK2071 and TK2072), and Acetyl-CoA acetyltransferase pathway (TK0179, TK0180, and TK0181). The genes encoded within each operon were either enhanced or reduced to a similar extent in tk1545 KO. Transcriptome analysis from the small RNA-Seq data is shown in Supplementary Figure S2.
Computational Predictions of Circular RNAs
It has been widely reported that non-coding RNAs, including tRNAs, C/D box sRNA, and rRNA processing intermediates are circularized in archaea (Tang et al., 2002; Starostina et al., 2004; Danan et al., 2012; Randau, 2012; Su et al., 2013; Becker et al., 2017). We hypothesize that if Rnl is responsible for generating circRNAs, we would identify its RNA target by comparing the circRNA reads obtained from WT and tk1545 KO. Our criteria for detecting circular reads from the RNA-Seq data were as follows: 1) the 51-nts RNA-Seq reads containing two segments, and each segment has a minimum 20-nts match to the reference genome sequence; 2) the two matched segments within the read are encoded in the same transcriptional direction, but are positioned in inverse order in the reference genome (Danan et al., 2012); and 3) the two matched segments are fused to form a unique circular junction sequence. Variation in the circular junction within five nucleotides in the locus was classified into the same group to reduce redundancy (Supplementary Data S2). The predicted length of individual circRNA was deduced from the distance between the two homologous segments in the genome reference. For the total RNA-Seq data, we selected reads that support more than 100 counts (Supplementary Data S2). For the small RNA-Seq data, we selected read supported more than 20 counts and did not include reads that were predicted to be longer than 10 kb (Supplementary Data S3).
In the WT T. kodakarensis, 31 circRNA reads were detected from the small RNA Seq data set, many of which were derived from C/D box sRNAs (Supplementary Table S2). The C/D box sRNA molecule has four sequence elements: the C box and C’ box motifs with the consensus sequence RUGAUGA, and the D box and D’ box motifs with the consensus sequence CUGA. Of the 61 putative T. kodakarensis C/D box sRNAs we identified, 26 C/D Box sRNAs had circRNA reads (Supplementary Table S3). Analysis of P. abyssi RNA-Seq dataset detected 24 circRNA reads (Toffano-Nioche et al., 2013), many of which were shown to be circularized (Becker et al., 2017). Other circRNA reads detected from T. kodakarensis include protein coding genes (TK0058 [HAD superfamily hydrolase], TK2034 [Universal stress protein], TK2109 [lipoyl synthase], TK0894 [hypothetical protein], TK1980 [ferredoxin oxidoreductase, alpha subunit], TK0135 [ferredoxin oxidoreductase, beta subunit]) and non-coding RNAs designated here as ncRNA01, ncRNA02, and ncRNA03 (Table 1; Supplementary Data S2). Some of these RNAs were previously reported as C/D box sRNA (Jäger et al., 2014). CircRNAs were also detected in abundance from rRNA operon and tRNATrp as previously reported (Danan et al., 2012).
TABLE 1 | List of circRNAs in T. kodakarensis. The top part of the table shows list of circRNAs that were detected in WT but were either absent or significantly reduced in tk1545 KO small RNA-Seq dataset. The bottom part of the table shows a list of circRNAs that were detected in both WT and tk1545 KO. The value in parenthesis shows the number of reads detected in total RNA-Seq dataset.
[image: Table 1]TK1545 is Required for C/D Box sRNA Circularization
Analysis of tk1545 KO RNA-Seq data revealed that 24 out of 31 circRNAs that were detected in WT were either absent or significantly reduced in tk1545 KO (Table 1). These included 18 C/D box sRNAs, three non-coding RNAs, and three protein-coding genes (TK0058, TK2109, and TK 2034). Similar results were obtained when RNA-Seq analysis of WT and tk1545 KO were analyzed on a SOLiD sequencing platform (Supplementary Table S4) (Liu, 2022). Figure 2A shows a sequence alignment of circRNAs that were affected in tk1545 KO. All these circRNAs have a similar length (61–71 nts) and homology to the C/D box sRNA. The terminal ends are generally GC-rich, and sequences at the termini can hybridize to form a stem, a structural characteristic found in C/D box sRNA. Secondary structure analysis suggests that hybridization between the two terminal ends could be critical for RNA circularization (Supplementary Figure S3). The majority of the RNAs that were circularized (21 out of 24 shown in Figure 2A) could potentially form three or more base pairings to form a terminal stem (Supplementary Figure S3A). In contrast, 16 out of 17 non-circular C/D box sRNAs are less likely to form a terminal stem with two or less base pairings (Supplementary Figure S3B). We note that relative abundance of six C/D box sRNAs (sR14, sR35, sR38, sR41, sR54, and sR61) out of sixty-one C/D box sRNAs that we identified, were reduced by 2-fold or more in tk1545 KO compared to the WT (Figure 2B).
[image: Figure 2]FIGURE 2 | Effect on RNA circularization by TK1545 knockout. (A) Sequence alignment of circRNAs which were reduced or absent in tk1545 KO (see Table 1). Putative circular C/D box RNAs are listed on top and other circRNAs are listed on the bottom. The positions of conserved motifs (C box, C′ box, D box, and D′ box) are indicated. Identical nucleotides are highlighted in black with white text and conserved nucleotides are highlighted in gray. (B) Expression of C/D box RNA. Expression analysis of sixty-one T. kodakarensis C/D box RNA listed on Supplementary Table S3. Red dots represent the six C/D box RNAs reduced by more than 2-fold in tk1545 KO. (C) RT-PCR analysis was used to detect circRNAs from total RNA isolated from WT and tk1545 KO. The primer set used to detect circular RNA species is indicated on the right of the gel. A circular tRNATrp intron primer was used as a positive control (tRNA-Trp). As a negative control, assay was performed without reverse transcriptase treatment using tRNATrp intron primers [tRNATrp (no RT)], or with the TK0705 primers (Gene ID 3234407: NADP-dependent glyceraldehyde-3-phosphate dehydrogenase, which is not circularized in both WT and tk1545 KO). The size of the molecular weight markers is indicated on the left. PCR product that migrates ∼40 nts most likely represented a product derived from a primer dimer.
There were no significant changes in the level of circRNA reads derived from tRNATrp intron and 16S and 23S rRNAs. We note that circularization of TK0135, TK0894 and TK1980, all of which have predicted circRNA size of >100 nts, were not significantly affected by TkoRnl deletion. Circular TK0894, TK1980 and TK0135 were not detected in the whole RNA-seq data (Table 1), suggesting that these RNAs may likely circularize after the degradation or processing of the transcript into small RNA.
RT-PCR analysis was performed to verify whether the circular RNA species are present in T. kodakarensis (Figure 2C). In this procedure, reverse transcription primer was designed to hybridize the gene specific sequence. If this primer hybridizes to circular RNA, reverse transcription will generate a long “rolling-circle” single-stranded cDNA. Subsequent PCR with circular junction and gene specific primers generate a ladder of DNA fragments, which can be visualized on the gel electrophoresis (Starostina et al., 2004). A tRNATrp primer was used as a positive control because tRNATrp introns accumulate circRNA reads in both WT and tk1545 KO, generating a ladder of DNA fragments from WT and tk1545 KO RNAs (Figure 2C, tRNA-Trp) but not when reverse transcriptase was omitted in the reaction (no RT). Out of the 18 candidate circRNAs, 16 were detected circularized in the WT, but not in tk1545 KO. A circular form of C/D box sR01 and TK2109 could not be detected in WT or tk1545 KO (Figure 2C; lanes 3 and 26, respectively), possibly due to a heterogeneous mixture of circular junction sequences in these RNAs. While most of the circular junction sequences represent ligation between the predicted 5′-end and 3′-end, some of the circRNA reads had a few nucleotides missing at the circular junction, which may have affected the PCR amplification step.
RNA Ligation Activity on C/D Box sRNA
To determine whether Rnl preferentially recognizes C/D box sRNA sequence elements, we assayed for the ligation activity in vitro using a 5′-monophosphate terminated C/D box sR42 and sR31 sRNAs as substrates. These two C/D box sRNAs were selected because both are highly enriched and circularized in the WT sample (Table 1; Figure 2C). We previously showed that TkoRnl is capable of circularizing 24-mer single-stranded RNA, but the circularization activity was weak compared to the M. thermoautotrophicus enzyme (MthRnl) (Yoshinari et al., 2017; Zhang and Tripathi, 2017); thus, MthRnl was used for the ligation assay. MthRnl is a homolog of TkoRnl (NCBI BLAST E-value of 6 × 10−60). The biochemical activity of MthRnl has been extensively characterized and all amino acid residues found to be essential for the MthRnl ligation activity are conserved in TkoRnl (Zhelkovsky and McReynolds, 2014; Torchia et al., 2008; Gu et al., 2016; Yoshinari et al., 2017).
Incubation of MthRnl with either 5′-monophosphate terminated sR42 or sR31 RNAs generates a circRNA molecule that migrates slower than the linear pRNA on a denaturing PAGE (Figure 3A). The circularity of the slower migrating RNA product was verified by its resistance to alkaline phosphatase and RNase R treatment (data not shown). Under identical conditions, MthRnl could not ligate a non-structured 67-mer RNA, suggesting that a structure on the C/D box sRNAs is necessary for RNA circularization. Ligation in the absence of added ATP reflects the presence of pre-adenylated ligase intermediate in the enzyme preparation (Torchia et al., 2008; Gu et al., 2016). We also note that inclusion of ATP in the reaction did not affect circularization of sR42 and sR31 RNAs. This contrasts with ligation of a 24-mer pRNA substrate, which accumulates AppRNA intermediate and suppress the circularization in the presence of ATP, as shown previously for MthRnl (Torchia et al., 2008; Gu et al., 2016), and T4 Rnl2 (Ho and Shuman, 2002; Yin et al., 2003; Nandakumar et al., 2004).
[image: Figure 3]FIGURE 3 | Characterization of RNA circularization activity of MthRnl on C/D box sRNA. (A) MthRnl (360 ng) was incubated with 2 pmol of indicated pRNA at 70°C in a reaction mixture (40 μL) that contained 50 mM Tris-HCl (pH 6.5), 1 mM MgCl2, in the presence or absence of 1 mM ATP. Aliquots (3 μL) were withdrawn at the times indicated and the products were separated by denaturing polyacrylamide gel. Positions of pRNA, AppRNA, and circRNA are indicated on the left. The sequences of pRNA substrates are illustrated on the right. The conserved C/D box sequence elements in sR42 and sR31 are highlighted, and the variant nucleotides in a mutant form of sR42 and sR31 RNAs are colored in red. (B) The yield of circular RNA products by MthRnl in the presence (+ATP) and absence (−ATP) of ATP is plotted as a function of time. The data shown represent the average of three separate experiments with SE bars.
The circularization activity was not significantly affected when the conserved C/D box sequence was substituted with different bases (Figure 3A; sR42-a and sR31-a). However, a mutant form of sR31 RNA that can alleviate hybridization between the terminus was a poor substrate for ligation (Figures 3A,B; sR31-b). Furthermore, MthRnl was inert for circularizing the RNA when both the C/D box and the 3′-terminal sequences were altered (Figures 3A,B; sR31-c). As a control reaction, we showed that bacteriophage T4 Rnl2 could efficiently circularize both the linear 67-mer and sR31-c RNAs (Supplementary Figure S4). We conclude that conserved C/D box sequence elements are not strictly required for circularization by MthRnl. The sequence surrounding the termini could be important for guiding the two termini in close proximity to be recognized by archaea Rnl to allow for intramolecular ligation.
Other circRNAs in T. kodakarensis
It has been widely reported that tRNA introns and rRNA processing intermediates are circularized in various archaea species (Danan et al., 2012; Su et al., 2013; Becker et al., 2017; Jüttner et al., 2019; Qi et al., 2020; Breuer et al., 2021). In both WT and tk1545 KO, high-levels of circRNA reads were detected from the 16S-23S rRNA operon and tRNATrp intron (Supplementary Data S2). Inspection of circular junction sequences in total RNA-Seq data reveal that tRNATrp intron (1,415 reads), 16S circRNA-1 (6,835 reads) and 23S circRNA-1 (282,955 reads) are likely cleaved at the Bulge-Helix-Bulge (BHB) motifs by tRNA splicing endonuclease and joined by tRNA ligase RtcB to form a circular rRNA processing intermediate, as reported (Trotta et al., 1997; Englert et al., 2011; Popow et al., 2011). The circularized tRNATrp intron was also detected in our RT-PCR analysis in abundance, both in WT and tk1545 KO (Figure 2C), implying that deletion of TkoRnl does not have an impact on the RtcB ligation pathway.
Effect on rRNA Processing by Rnl Knock-Out
In addition to the circular rRNA processing intermediate, we also detected a high level of circular junction reads (42,016 reads) near the predicted 5′-and 3′-ends of 23S rRNA (Figure 4A; 23S circRNA-2). Recent studies in Pyrococcus furiosus suggest that 3′-end of 23S rRNA could be fused to the 5′-end by an RNA rearrangement as a consequence of excision of 40-nts helix 98 (H98) located ∼100 nucleotides upstream of the mature 3′-end (Birkedal et al., 2020). Similar to P. furiosus rRNA, the H98 could be excised in T. kodakarensis, evinced by low coverage of RNA-Seq reads within the equivalent segment (Figure 4B).
[image: Figure 4]FIGURE 4 | Effect of TK1545 knockout on rRNA circularization and processing. (A) Circular RNAs derived from T. kodakarensis 16S-tRNAAla-23S rRNA operon. A diagram on the bottom represents a 5 kb segment of T. kodakarensis 16S-tRNAAla-23S rRNA operon, corresponding to 2022701–2027700 of NC_006624.1 reference sequence. The 16S rRNA, tRNAAla, and 23S rRNA genes are colored in orange. Positions of SRL and H98 are annotated. Arrowheads indicate predicted positions of bulge-helix-bulge motifs (BHB) on the primary transcript. The black lines above the diagram represent the expected size and position of highly represented circRNAs (Supplementary Data S2). Predicted length and position were determined from total RNA-Seq reads containing the junction sequence. Small RNAs fragments derived from WT and T. kodakarensis were cloned into TOPO vector via adaptor-mediate RNA ligation. The cloned fragments derived from WT (WT: green) or tk1545 KO (rnl: red) were aligned to the reference genome. The number on the right represents number of identical RNA fragments recovered in the RNA cloning experiment (i.e., 2 x indicates twice). See Supplementary Figure S5 for circular junction and alignment of small RNA fragments with the 16S-tRNAAla-23S rRNA operon. (B) Read-coverage in 23S rRNA at the 3′-end from total RNA-Seq dataset from WT (top) and tk1545 KO (bottom). (C) Read-coverage in 23S rRNA at the 3′-end from small RNA-Seq dataset from WT (top) and tk1545 KO (bottom). The read counts (y-axis) for the tk1545 KO were normalized to the WT read counts. The position of H98 is marked below the WT read-coverage.
We noted earlier that the relative distribution of small RNA species was altered in tk1545 KO (Figure 1B). While this change is partially attributable to the reduced level of circular C/D box sRNAs in tk1545 KO, it cannot solely account for the observed differences because a fraction of C/D box sRNAs are likely circularized. We therefore cloned and sequenced the small RNA fragments accumulated in WT and tk1545 KO. RNA populations in the range of 70–120 nts were isolated from WT and tk1545 KO cells by gel electrophoresis, annealed to an adapter oligonucleotide containing six degenerate nucleotides at the 3′ end, ligated, and then converted into cDNAs by reverse transcription. The cDNA fragment was cloned into a plasmid using TA cloning and transformed into bacteria. Plasmids isolated from the individual colonies were sequenced using the Sanger method. Note that the adaptor sequence used for RNA cloning has a degenerate sequence at the ends, which allowed us to verify that each obtained clone was derived from an independent RNA and that no single clone was over-represented during PCR amplification.
Alignment of sequences retrieved from small RNA cloning shows that all the fragments obtained were derived from 16S and 23S rRNAs. There were no overlaps between the fragments recovered from WT and tk1545 KO, indicating that this difference is a consequence of Rnl deletion. Fragments isolated from WT were all derived from 23S rRNA, between the excision site of H98 to the 3′-end of the predicted 23S rRNA (WT-1 through WT-4 colored as green in Figure 4A; Supplementary Figure S5). In the tk1545 KO, nearly half of the cDNA fragments matched the 23S rRNA. Notably, all the fragments mapped upstream of the H98 near the sarcin-ricin loop (SRL) (rnl-5 through rnl-7; colored in red and Supplementary Figure S5). The remaining half of the fragments were derived from 16S rRNA that mapped at the 5′-end of 16S rRNA (rnl-1 through rnl-3; colored in red). Consistent with this finding, analysis of small RNA-Seq data reveals that the reads-coverage upstream of H98 are more abundant in the TkoRnl deletion strain than the WT. (Figure 4C). Taken together, our results suggest that Rnl may participate in rRNA processing, either directly by joining the breaks near the SRL or indirectly through the formation of circular C/D box sRNA.
DISCUSSION
Here we generated an allelic knock-out of ATP-dependent RNA ligase in T. kodakarensis to determine the biological targets of archaeal Rnl. Whereas TkoRnl was not essential for the growth of T. kodakarensis under standard laboratory conditions, we showed that its absence abolishes circularization of C/D box sRNAs. The conserved C/D box sequence element, however, was not sufficient for circularization because not all C/D box sRNAs were circularized in T. kodakarensis. Furthermore, we demonstrated that recombinant Rnl was capable of forming circular C/D box sRNA with a mutation in the conserved sequence element. The archaeal Rnl could not circularize unstructured RNA of a similar length or C/D box sRNAs that have disrupted terminal stem structures. We conclude that archaeal Rnl may preferentially recognize the terminal stem, and the proximity of the two ends could be critical for intramolecular ligation.
We also detected numerous circular RNA-Seq reads derived from 16S and 23S rRNAs in T. kodakarensis. As expected, circularization of tRNA intron or rRNA processing intermediates was not affected in the absence of Rnl, which implies that Rnl does not affect the RtcB ligation pathway. Our finding that C/D box sRNAs are prime substrates for archaeal Rnl is consistent with the previous findings that circular C/D box sRNA-Rnl complexes were detected in P. abyssi (Becker et al., 2017).
The functional significance of circular C/D Box sRNA is unclear. C/D box sRNAs have been reported to function as a guide RNA for methylating tRNAs and rRNAs. Circular C/D Box sRNA may alter the specificity to guide RNA to regulate rRNA methylation. However, we did not detect significant differences in the expression, or the overall read coverage, of rRNA genes from the whole transcriptome RNA-seq analysis, between the WT and TkoRnl deletion strains. Comparative transcriptomics analysis revealed that TkoRnl may alter that abundance of subset of C/D Box sRNAs (Figure 2B). TkoRnl could also be involved by regulating the expression of genes involved in sulfur or iron metabolism (Figure 1; Supplementary Table S2). We note that only one biological replicate was analyzed in this study. While it is clear that TkoRnl is responsible for C/D box sRNA circularization, further analysis is necessary to evaluate the biological function of Rnl in archaea.
Similar to P. furiosus, T. kodakarensis appears to excise H98 from 23S rRNA (Figure 4B), consistent with the finding that the H98 is not present in the cryo-EM structure of T. kodakarensis 70S rRNA (Birkedal et al., 2020; Sas-Chen et al., 2020). We found that T. kodakarensis accumulates ∼90 nts fragments consisting of a sequence that matches the H98 3′-cleavage site to the predicted 3′-end of 23S rRNA. We speculate that the excision of H98 releases the 3′-end fragment and may have accumulated in T. kodakarensis. Intriguingly, we did not retrieve the same fragments from the TkoRnl deletion strain. Instead, we recovered fragments that mapped upstream of H98 near the SRL. SRL interacts with the translational elongation factors that hydrolyze GTP during translocation (Wool et al., 1992; Szewczak et al., 1993; Schmeing et al., 2009), and the cleavage or modification by ribotoxins could block ribosome translocation (Wool et al., 1992; Szewczak et al., 1993; Schmeing et al., 2009).
While it is tempting to speculate that Rnl directly participates in joining the breakage upon excision of H98, we fail to detect any RNA-Seq reads suggesting such “cis-splicing” events near the 3′-end of T. kodakarensis 23S rRNA. Furthermore, TkoRnl is not likely involved in rearranging the 3′- and 5′-ends of the 23S rRNA as observed in P. furious (Birkedal et al., 2020) because permuted reads containing junction sequence between the 5′- and 3′- ends of 23S rRNA were detected in both WT and TkoRnl deletion strain (Table 1; Supplementary Data S2, S3). Therefore, Rnl ligation activity may not act on rRNA directly. It is plausible that Rnl may act indirectly through the formation of circular C/D box sRNA, which in turn could regulate rRNA processing.
Nonetheless, the phylogenetic analysis suggests a possible link between the archaea Rnl, C/D box sRNA circularization, and H98 processing. A high abundance of circular C/D box sRNA molecules was detected in T. kodakarensis, P. furiosus, P. abyssi, and Methanopyrus kandleri (Starostina et al., 2004; Danan et al., 2012; Su et al., 2013; Toffano-Nioche et al., 2013). They all encode a homodimeric type-3 Rnl (Gu et al., 2016) and possess H98 or an equivalent structural element in their large subunit of rRNA. In T. kodakarensis and P. furiosus, H98 is excised evinced by discontinuous RNA-Seq map coverage ((Birkedal et al., 2020) and this study). While many species from Methanomicrobiales and Archaeoglobales encode Rnl, the helix equivalent of H98 is replaced with a short linker sequence (Birkedal et al., 2020). In contrast, Haloferax volcanii, Nanoarchaeum equitans, Sulfolobus solfataricus, Sulfolobus acidocaldarius, and Pyrobaculum aerophilum, do not encode homolog of type-3 Rnl. Circular tRNA intron and rRNA intermediates are present in abundance, but only a modest number of circular C/D box RNAs were reported in H. volcanii, S. solfataricu, S. acidocaldarius, and N. equitans (Danan et al., 2012; Randau, 2012; Becker et al., 2019). The large subunits of S. acidocaldarius and P. aerophilum rRNAs were shown to retain H98 evinced by a continuous read coverage at the 3′-end (Birkedal et al., 2020). Because many RNA-Seq data are depleted for rRNA, it is difficult to evaluate its read coverage. Availability of complete RNA-Seq data from other archaea species could provide further insight into the role of Rnl and its relationship to small RNA circularization and rRNA processing.
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Stem cells preserve tissue homeostasis by replacing the cells lost through damage or natural turnover. Thus, stem cells and their daughters can adopt two identities, characterized by different programs of gene expression and metabolic activity. The composition and regulation of these programs have been extensively studied, particularly by identifying transcription factor networks that define cellular identity and the epigenetic changes that underlie the progressive restriction in gene expression potential. However, there is increasing evidence that post-transcriptional mechanisms influence gene expression in stem cells and their progeny, in particular through the control of mRNA translation. Here, we review the described roles of translational regulation in controlling all aspects of stem cell biology, from the decision to enter or exit quiescence to maintaining self-renewal and promoting differentiation. We focus on mechanisms controlling global translation rates in cells, mTOR signaling, eIF2ɑ phosphorylation, and ribosome biogenesis and how they allow stem cells to rapidly change their gene expression in response to tissue needs or environmental changes. These studies emphasize that translation acts as an additional layer of control in regulating gene expression in stem cells and that understanding this regulation is critical to gaining a full understanding of the mechanisms that underlie fate decisions in stem cells.
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INTRODUCTION
Stem cells share the unique property of being able to both self-renew and differentiate, generating progeny with specialized functions. Nonetheless, stem cells encompass a wide variety of cells with a broad range of behaviors, from multipotent embryonic stem cells, which give rise to all cell types in an embryo, to lineage-restricted adult stem cells. For instance, in some mammalian tissues such as the blood, muscle, or brain, stem cells are mostly quiescent and proliferate only when activated by environmental signals, while in other tissues such as the intestine or epidermis, stem cells are highly proliferative to maintain tissue integrity despite continued turnover of differentiated cells. Even in those tissues, differentiation or proliferation can be modulated in response to stimuli from dying cells, or systemic signals including nutrition. Thus, adult stem cells are capable of rapidly altering their behavior and fate in response to the needs of the tissue or the organism, emphasizing the flexibility in their gene expression programs.
How gene expression programs controlling quiescence, proliferation, self-renewal, and differentiation can be both stable and plastic is the subject of much study, often focusing on understanding the transcriptional networks that maintain cell identity and the inputs that destabilize these networks and allow cells to change fate. Our understanding of these networks has grown and is continually being refined, showing that various stable network states exist and explaining transitions between these states (Kim et al., 2008; Moignard et al., 2013; Theunissen and Jaenisch, 2017; Kim et al., 2020; Sagner et al., 2021). Furthermore, we have gained considerable understanding of the epigenetic changes that reinforce these transcriptional changes and ensure that stem cells maintain plasticity in gene expression while differentiating cells gradually become restricted in potential (Lunyak and Rosenfeld, 2008; Ohbo and Tomizawa, 2015; Theunissen and Jaenisch, 2017; Ding et al., 2021).
However, technological advances enabling the comparison of the proteins in cells with their transcriptome led to the discovery that the two are often poorly correlated and that changes in the proteome can occur without accompanying transcriptional changes (Unwin et al., 2006; de Sousa Abreu et al., 2009; Lu et al., 2009; Maier et al., 2009; Schwanhausser et al., 2011), indicating that there are additional layers of regulation of gene expression beyond transcription. This mismatch has been described in many cell types, including stem cells (Lu et al., 2009; Ingolia et al., 2011; Baser et al., 2019; Habowski et al., 2020; Spevak et al., 2020), suggesting that post-transcriptional control of gene expression is common. The protein content of a cell depends on both synthesis and degradation: work describing extensive links between protein degradation and stem cell fate has been reviewed elsewhere (Strikoudis et al., 2014; Suresh et al., 2016; Yan et al., 2020); here, we will focus on the mechanisms affecting stem cell fate through the regulation of protein synthesis.
Bulk Translation Rates Change During Stem Cell Activation and Differentiation
Until recently, precise measurement of translation rates was mostly restricted to cell culture models where newly synthesized proteins could be labeled by providing a pulse of radioactive amino acids. For instance, in ex vivo cultures, differentiating murine embryonic stem cells (mESCs) into structures known as embryoid bodies resulted in a ∼2-fold increase in their translation rate, as indicated by [35S] methionine incorporation (Sampath et al., 2008). Consistently, embryoid bodies display an increased content of the Golgi apparatus and rough endoplasmic reticulum (ER) and an increased proportion of polysomes (multiple ribosomes bound to the same mRNA), indicating higher rates of protein synthesis. Similarly, cultured human embryonic stem cells (hESCs) show immature Golgi and rough ER and much lower translation rates than differentiated derivatives (Easley et al., 2010).
However, new techniques, known as bio-orthogonal non-canonical amino acid tagging (BONCAT) (Dieterich et al., 2007; Dieterich et al., 2006) and fluorescent non-canonical amino acid tagging (FUNCAT) (Dieterich et al., 2010), have enabled direct visualization of translation in tissue samples and comparison between cell types in situ, leading to a different conclusion. In this case, a transient decrease in the overall translation rate was observed as mESCs differentiated into epiblasts, increasing again during neuroectodermal differentiation (Figure 1A) (Corsini et al., 2018). One likely explanation for the discrepancy in translation rates between cultured and in vivo mESCs is that protein synthesis is artificially repressed by the factors added to maintain pluripotency in ex vivo cultures, leukemia inhibitory factor (LIF) and bone morphogenetic protein 4 (BMP4) (Friend et al., 2015).
[image: Figure 1]FIGURE 1 | Changes in global translation during stem cell differentiation. (A) Diagram schematizing bulk translation rates during early mammalian embryogenesis (top), with stages shown later. Bulk translation rates are initially high in ESCs and decrease during differentiation into the epiblast. Global translation levels rise again during neurectodermal development. (B) In adult stem cells, quiescent stem cells have low rates of bulk translation. Translation increases in activated stem cells and is highest in proliferating progenitors that initiate differentiation. Terminally differentiated cells display low rates of translation. The table shows examples of stem cells in which translation rates follow this pattern: hematopoietic stem cells (HSCs), neural stem cells (NSCs), and hair follicle stem cells (HFSCs). q: quiescent; a: activated.
In adult stem cells, however, a clearer picture emerges of how the translation rate changes during differentiation. In most stem cell models, translation is low in stem cells, increasing their differentiating progeny, but this increase is reversed when cells terminally differentiate and become postmitotic (Figure 1B).
This was first shown in one of the best characterized adult stem cell populations, hematopoietic stem cells (HSCs), which show low translation rates. As the progeny of HSCs progress along the differentiation pathway through highly proliferative transit-amplifying stages, translation rates increase, remaining high as these progenitors become more lineage-restricted, but eventually dropping in further differentiated cell types (Signer et al., 2014). This latter observation was consistent with previous work showing that the polysome fraction decreased during myeloid differentiation from a promyelocytic cell line in culture, indicating an overall decrease in protein synthesis during terminal differentiation (Krichevsky et al., 1999). Similarly, adult neural stem cells (NSCs) in the sub-ventricular zone have lower translation rates than the neuronal progenitors they give rise to, while differentiation of the latter into postmitotic neuroblasts correlates with decreased levels of protein synthesis (Llorens-Bobadilla et al., 2015; Baser et al., 2019). Hair follicle stem cells (HFSCs) also show a similar pattern of increasing translation rates during differentiation into progenitors, followed by a decrease in terminally differentiated cells (Blanco et al., 2016).
Intriguingly, HSCs, NSCs, and HFSCs can all exist in a quiescent state, in which they do not proliferate; in all cases, quiescent stem cells have significantly lower translation rates than activated stem cells (Signer et al., 2014; Llorens-Bobadilla et al., 2015; Blanco et al., 2016). Although this observation, together with the fact that postmitotic cells tend to have lower translation rates than proliferative progenitors, suggests a link between the translation rate and cell proliferation, proliferation only accounts for part of the difference in protein synthesis rates observed, at least in both blood and hair follicle lineages (Signer et al., 2016; Blanco et al., 2016).
One interesting exception to the general trend that stem cells have lower translation rates than their differentiating offspring is seen in intestinal stem cells (ISCs) in Drosophila, which give rise to daughters that are postmitotic, without a transit-amplifying stage (Micchelli and Perrimon, 2006; Ohlstein and Spradling, 2006). Obata et al. (2018) showed that ISCs have the highest bulk translation rate of all cell types in the Drosophila intestine, suggesting that differentiating stem cell daughters that immediately become postmitotic does not increase their translation rate, consistent with observations of lower protein synthesis in non-dividing cells in other tissues.
Altogether, these studies indicate that global translation is dynamically regulated during stem cell activation and differentiation and suggest a general pattern (Figure 1B): each step from the activation of quiescent stem cells to differentiation into proliferative progenitors results in an increase in the translation rate. This high rate of protein synthesis is sustained in proliferating progenitors as they continue to mature, until differentiation into postmitotic cells is associated with a decrease in translation. Given this tight control of overall translation rates during development, we focus on the regulation of global protein synthesis in stem cells and their differentiated offspring and how this contributes to gene expression and the maintenance of cell identity.
Several mechanisms have been described to regulate the translation of individual mRNAs, and these include regulating mRNA splicing, stability, and methylation, as well as microRNAs (Jackson et al., 2010; Zhang M. et al., 2020). The Drosophila germline provides an excellent example to understand how RNA-binding proteins can affect the translation of key factors regulating self-renewal and differentiation (Slaidina and Lehmann, 2014; Blatt et al., 2020); however, in this review, we will focus on mechanisms that affect global translation rates, in particular translation initiation and ribosome biogenesis, and how they influence stem cell identity.
Translation Initiation and Its Regulation
Initiation is thought to be the rate-limiting step of protein synthesis, determining which transcripts are translated and how much protein is produced (Duncan et al., 1987; Shah et al., 2013), and it is subjected to regulation by multiple upstream inputs, including nutrient-responsive signals, growth factor signaling, and the amount of ribosomes available in the cell (Sonenberg and Hinnebusch, 2009; Jackson et al., 2010; Roux and Topisirovic, 2018). These regulatory interactions determine both the total rate of translation and the specificity of translated mRNAs. Many signals governing translation rates converge either on controlling the rate of assembly of initiation factors at the m7G 5’ cap of the mRNA or the availability of the initiator tRNA carrying methionine (Met-tRNAiMet).
Canonical translation begins with the eukaryotic initiation factor (eIF) 4E binding to the 5′cap of mRNAs, and assembling a complex known as eIF4F, composed of eIF4E, the helicase eIF4A which unwinds secondary structure and eIF4G. eIF4G acts as a scaffold to bring other initiation complexes, together with the 40S small ribosome subunit to the 5′ end of the mRNA, from where the ribosome will begin scanning for a start codon (Figure 2). Initiation of translation requires Met-tRNAiMet, which is brought to the ribosome as part of the so-called ternary complex formed of eIF2 bound to GTP and Met-tRNAiMet.
[image: Figure 2]FIGURE 2 | Global mechanisms of translation regulation and their roles in stem cell maintenance. (1) mTOR activity increases global translation through its effectors 4E-BP and S6K and promotes cap-dependent translation. In addition, mTOR increases the translation of TOP mRNAs, which include most components of the translation machinery including translation initiation factors (eIFs), translation elongation factors (eEFs), and ribosomal proteins (RPs). Increased mTOR signaling leads to the activation of HSCs, NSCs, and MuSCs from quiescence and induces differentiation of ESCs, HSCs, and NSCs (green boxes). (2) The integrated stress response (ISR) pathway promotes eIF2ɑ phosphorylation, which reduces eIF2ɑ association with Met-tRNAiMet and impairs global translation. P-eIF2ɑ prevents MuSC activation from quiescence (purple box). (3) Ribosomes are assembled in the nucleolus. Decreasing the rate of ribosome biogenesis results in ESC differentiation (blue box).
A major regulator of global cellular translation rates is the mechanistic target of rapamycin (mTOR) pathway (Albert and Hall, 2015; Liu and Sabatini, 2020; Ma and Blenis, 2009), which regulates cell growth and metabolism in response to extracellular growth factors and amino acid levels (Showkat et al., 2014). Two of the best characterized effectors of mTOR are ribosomal protein S6 kinase 1 (S6K1) and eIF4E-binding protein (4E-BP), both of which are phosphorylated upon mTOR activation. 4E-BP binds and sequesters eIF4E, preventing it from interacting with the 5′ mRNA cap, but phosphorylation of 4E-BP by mTOR inactivates it, releasing eIF4E and promoting cap-dependent translation (Figure 2 (1)) (Brunn et al., 1997; Hara et al., 1997; Gingras et al., 1999). Phosphorylated S6K1 increases the activity of several proteins involved in mRNA translation, including eIF4B and ribosomal protein S6 (RpS6), and inactivates translational repressors such as eukaryotic elongation factor-2 kinase (eEF2K), programmed cell death 4 (PDCD4), and La ribonucleoprotein 1 (Larp1) (Ferrari et al., 1991; Wang et al., 2001; Yang et al., 2003; Raught et al., 2004; Fonseca et al., 2015; Hong et al., 2017). Through various targets, activation of mTOR specifically increases the translation of mRNAs containing 5′ terminal oligopyrimidine (TOP) or TOP-like motifs, which consist of a 5’ cytidine at the cap immediately followed by a stretch of 4–15 pyrimidines (Hsieh et al., 2012; Thoreen et al., 2012; Meyuhas and Kahan, 2015; Hong et al., 2017; Iezaki et al., 2018; Philippe et al., 2018; Jia et al., 2021). Interestingly, many mRNAs encoding components of the translation machinery, including but not limited to translation elongation factors (eEFs), some translation initiation factors (eIFs) and most ribosomal proteins, have a TOP motif (Iadevaia et al., 2008; Meyuhas and Kahan, 2015; Hong et al., 2017). Thus, activation of mTOR and its effectors dramatically increases the synthesis of the translation machinery itself, as well as increasing the efficiency of existing translation factors.
Another critical regulator of cellular translation rates is a signaling pathway known as the integrated stress response (ISR). The ISR dramatically decreases mRNA translation following cellular stresses by phosphorylating eIF2ɑ, which prevents its assembly into the ternary complex with GTP and Met-tRNAiMet (Figure 2 (2)) (Wek et al., 2006; Pakos-Zebrucka et al., 2016; Costa-Mattioli and Walter, 2020). There are four known kinases that phosphorylate eIF2ɑ in response to various physiological or environmental stresses: PKR-like ER kinase (PERK) is activated downstream of ER stress; general control non-derepressible 2 (GCN2) is responsive to amino acid deprivation; protein kinase RNA-activated (PKR) senses infection-derived dsRNA; and heme-regulated inhibitor (HRI) binds hemin and is disinhibited upon cellular heme deficiency. ISR activation is thought to restore homeostasis and save energy under adverse conditions, particularly by restraining translation; however, a subset of transcripts is specifically translated when eIF2ɑ is phosphorylated, providing a mechanism for the upregulation of stress response genes when most translation is inhibited.
Finally, in addition to these pathways which are dedicated to growth control, other signaling pathways that control patterning during development and influence self-renewal decisions in stem cells can also affect translation. In particular, the Ras/mitogen-activated protein kinase (MAPK) pathway also promotes cellular growth and translation through promoting the activity of eIF4F, via its effector MAPK-interacting kinase 1 (Mnk1) (Waskiewicz et al., 1999). In sum, translation initiation is under the control of multiple signaling pathways, enabling the coordination of protein synthesis rates with other inputs into cell identity.
Ribosomal Biogenesis
Another critical parameter affecting the amount of protein produced in a cell is the number of ribosomes available for translation. Ribosome biogenesis is a complex process bringing together the ribosomal RNAs (rRNAs) and ribosomal proteins into the small and large ribosomal subunits, with the cooperation of non-ribosomal factors, such as small nucleolar ribonucleoproteins (SnoRNPs) (Figure 2 (3)). The amount of rRNA and protein available and the rate of assembly depend on several factors, including cellular stress, nutrient availability, and signaling (de la Cruz et al., 2018; Pelletier et al., 2018; Klinge and Woolford, 2019). The rRNAs are transcribed from nuclear DNA by two specific RNA polymerases (RNA Pol), RNA Pol I, which transcribes most rRNAs and RNA Pol III, which transcribes the 5s rRNA and tRNAs. However, rRNA synthesis and ribosome biogenesis also requires the action of RNA Pol II (Abraham et al., 2020). mTOR has emerged as a critical regulator of ribosome assembly, as its activity coordinately increases the transcription of rRNA and ribosomal proteins. Indeed, mTOR directly regulates the activity of RNA Pol I and RNA Pol III (Powers and Walter, 1999). Similarly, Ras/MAPK signaling increases rRNA synthesis to mediate its effects on growth (Stefanovsky et al., 2001).
Finally, although ribosomes were assumed to be equal and identical, recent work has identified that the composition of ribosomal proteins can change from cell-to-cell, and that, in turn, this composition can affect the mRNAs which are translated (Genuth and Barna, 2018). Thus, both abundance and specificity of ribosomes can be regulated to control overall translation rates and specificity in cells.
CHANGES IN BULK TRANSLATION INFLUENCE STEM CELL MAINTENANCE AND DIFFERENTIATION
mTOR Promotes Stem Cell Activation and Differentiation Through Increased Translation
mTOR activity changes during stem cell differentiation or activation, and in many cases increased mTOR signaling is sufficient to induce differentiation. The differentiation of ex vivo-cultured ESCs, derived from both human and mouse, is coupled with the activation of mTOR activation indicated by phosphorylation of 4E-BP1, RPS6, and eIF4B (Sampath et al., 2008; Easley et al., 2010; Zhou et al., 2020). Similarly, mTOR activity is reduced during the early stages of reprogramming somatic cells into induced pluripotent stem cells (iPSCs) (Wang et al., 2013; Wu et al., 2015). Importantly, while mTOR activity is not required to maintain ESC self-renewal, activating mTOR or its effector S6K primes ESCs to differentiate and mTOR hyperactivity prevents the reprogramming of somatic cells into iPSCs (Murakami et al., 2004; Easley et al., 2010; He et al., 2012; Wang et al., 2013; Wu et al., 2015). Reprogramming also requires the presence of 4E-BPs (Tahmasebi et al., 2014), further implicating translation as one of the key cellular processes by which mTOR activity leads to the loss of pluripotency (Figure 2 (1)).
Similarly, increasing mTOR activity is sufficient to promote differentiation and loss of self-renewal ability in a variety of adult stem cell types across organisms, from HSCs and NSCs in mouse to Drosophila intestinal stem cells and both somatic and germline stem cells in the gonads (Zhang et al., 2006; Chen et al., 2009; Sun et al., 2010; Magri et al., 2011; Kapuria et al., 2012; Quan et al., 2013; Yuen et al., 2021). In HSCs, the deletion of Pten, a repressor of mTOR, or constitutive activation of mTOR, lead to ectopic proliferation of transit-amplifying progenitors, resulting in leukemia. However, despite this over-proliferation, increases in mTOR activity result in a depletion of HSCs, as determined by a deficiency in reconstituting the blood lineage upon transplantation into an immunodeficient host (Yilmaz et al., 2006; Zhang et al., 2006; Guo et al., 2008; Chen et al., 2009; Magee et al., 2012). In elegant genetic experiments, Signer et al. (2014) showed that Pten mutant HSCs had higher translation rates than control, and, importantly, that introducing a mutant copy of the belly spot and tail (Ferretti et al., 2017), encoding the ribosomal protein Rpl24, could decrease overall translation and restore the self-renewal and reconstitutive capacity of Pten mutant HSCs. Further work identified 4E-BP1 and 4E-BP2 as mediators of translational repression in HSCs, and their loss results in a similar decrease in long-term self-renewal ability to that of Pten mutant HSCs (Signer et al., 2016). Thus, an increased translation downstream of mTOR activation results in the loss of quiescence, increased proliferation, and eventual loss of the stem cell pool (Figure 2 (1)).
mTOR plays similar roles in regulating NSC quiescence and differentiation, in two different NSC populations, in the sub-ventricular zone (SVZ) of the lateral ventricle and the dentate gyrus. In both postnatal and adult SVZ NSCs, activating mTOR through loss of function of the negative regulators Pten or TSC1, or gain of function of the activator Rheb, led to increased production of neurons, at the expense of stem cell maintenance (Groszer et al., 2006; Gregorian et al., 2009; Magri et al., 2011; Hartman et al., 2013; Mahoney et al., 2016). Loss of NSCs was attributed to an increased frequency of symmetric divisions generating two proliferative progenitors, rather than self-renewing asymmetric divisions. Similarly, in the dentate gyrus, Pten loss mobilizes quiescent NSCs and induces them to proliferate through symmetric self-renewing divisions, but eventually results in increased terminal differentiation and stem cell loss (Bonaguidi et al., 2011). As in HSCs, 4E-BP2 is a critical downstream effector of mTORC1, controlling cap-dependent translation during neuronal differentiation in the SVZ (Hartman et al., 2013; Mahoney et al., 2016) (Figure 2 (1)).
The function of mTOR in controlling exit from quiescence is remarkably conserved across tissues and even species. Indeed, TOR activation in quiescent Drosophila NSCs arrested in either G0 or G2 leads to cell cycle entry and differentiation (Chell and Brand, 2010; Sousa-Nunes et al., 2011; Otsuki and Brand, 2018). In muscle stem cells (MuSCs, also known as satellite cells), mTOR activity promotes an “alert” state of quiescence in which cells are primed for reactivation, leading them to re-enter the cell cycle upon injury or stress (Rodgers et al., 2014). Moreover, in the intestine of both flies and mice, mTOR controls the ability of the population of quiescent stem cells to contribute to the regenerative response following fasting and refeeding (Richmond et al., 2015); however, repeated regenerative episodes and bouts of mTOR activity lead to eventual loss of stem cell maintenance (Haller et al., 2017). In sum, the mTOR pathway is widely associated with stem cell activation and differentiation, and persistent activation leads to the loss of self-renewing potential. In several instances, the effects of mTOR are mediated through its effects on translation through its effectors, 4E-BP, and S6K (Figure 2 (1)).
Of note, although the global translation rate correlates with mTOR activity throughout differentiation in the neural lineage, this is not true in all tissues (Paliouras et al., 2012; Cloetta et al., 2013; Baser et al., 2019). In myeloid progenitors derived from HSCs, mTOR is degraded by the proteasome, yet translation is still regulated by the mTOR target 4E-BP1 (Spevak et al., 2020). In this case, the cell cycle-dependent kinase CDK1 phosphorylates 4E-BP1 to promote eIF4E-dependent translation and maintain high translation rates. Thus, mTOR activity does not always linearly correlate with the overall translation rate and many other regulators may independently regulate translation initiation factors to achieve a precise rate of global translation.
eIF2α Phosphorylation in Stem Cell Maintenance
eIF2ɑ phosphorylation has also emerged as an important regulator of stem cell maintenance through effects on global translation. High levels of p-eIF2ɑ are observed in both ex vivo-cultured mESCs and murine MuSCs (Friend et al., 2015; Zismanov et al., 2016). Although in mESCs, there are conflicting data as to whether p-eIF2ɑ levels decrease with differentiation, the signaling factors BMP4 and LIF, which maintain pluripotency in ESCs, both increase eIF2ɑ phosphorylation (Friend et al., 2015). Indeed, preventing dephosphorylation of eIF2ɑ is sufficient to prevent differentiation even in the absence of LIF. Similarly, in intestinal stem cells in Drosophila, eIF2ɑ is phosphorylated by PERK in response to ER stress, and promotes stem cell proliferation. Continued eIF2ɑ phosphorylation results in tissue dysplasia with an accumulation of undifferentiated cells, consistent with a role for p-eIF2 in maintaining stem cell identity (Wang et al., 2015).
In MuSCs, eIF2ɑ is highly phosphorylated in quiescent cells. Indeed, replacing endogenous eIF2ɑ with a non-phosphorylatable mutant, results in the short-term activation of quiescent stem cells, increased translation and proliferation, and myogenic differentiation. In the long term, however, MuSCs unable to phosphorylate eIF2ɑ are lost from the stem cell population (Zismanov et al., 2016) (Figure 2 (2)). Thus, in MuSCs at least, eIF2 is a critical regulator of both overall translation rates and quiescence, precise regulation of which is essential to maintain long-term self-renewal potential.
Ribosome Biogenesis Is Highly Regulated and Required for Stem Cell Maintenance
Given the importance of translation in regulating stem cell biology, ribosome biogenesis has also emerged as a critical factor controlling self-renewal and differentiation. In hematopoietic and muscle lineages, rRNA transcription follows a similar pattern to the bulk translation rate, increasing during the differentiation of stem cells into proliferative progenitor cells and decreasing in terminally differentiated cells (Larson et al., 1993; Hayashi et al., 2014; Stedman et al., 2015; Gayraud-Morel et al., 2018). In addition to rRNA, the expression of regulators controlling rRNA transcription or maturation also correlates with the bulk translation rate during stem cell differentiation. In zebrafish, the expression of ddx27, encoding a regulator of rRNA maturation, is detected in activated MuSCs and proliferating myoblasts, and decreases when cells terminally differentiate (Bennett et al., 2018). In mESCs and hESCs, the expression of rRNA and the regulators of ribosome biogenesis correlate with the overall translation rate both in vivo and in vitro (Watanabe-Susaki et al., 2014; Zaidi et al., 2016; Corsini et al., 2018).
Despite this broad correlation, it is notable that ribosome biogenesis is proportionally higher in stem cells than that in differentiating cells, relative to the rate of translation (Stedman et al., 2015; Zaidi et al., 2016; Gayraud-Morel et al., 2018). Strikingly, in the Drosophila germline, rRNA transcription is the highest in germline stem cells (GSCs), while translation is lower in GSCs than in differentiated offspring (Zhang et al., 2014; Sanchez et al., 2016). These observations suggest a specific requirement for increased ribosome biogenesis in stem cells.
Indeed, disrupting ribosomal biogenesis in many stem cell models leads to defects in both survival and self-renewal (Stedman et al., 2015; Sanchez et al., 2016; Bennett et al., 2018; Baral et al., 2020; Farooq et al., 2020; Saez et al., 2020), while fully differentiated somatic cells demonstrate less dependency on ribosome biogenesis (Bennett et al., 2018; Gayraud-Morel et al., 2018; Saez et al., 2020). Impairing rRNA transcription induces differentiation in Drosophila GSCs and mouse hematopoietic progenitor cells (Hayashi et al., 2014; Zhang et al., 2014). Importantly, this effect on hematopoiesis is not mediated by a global repression of translation or a cell cycle arrest as inhibiting overall protein synthesis by cycloheximide and puromycin, or inhibiting cell cycle by roscovitine, a CDK inhibitor, does not have the same effect (Pilz et al., 1987; Hayashi et al., 2014). Similarly, disrupting ribosomal biogenesis in mESCs or hESCs by either repressing rRNA maturation or transcription triggers the expression of differentiation-related genes, and this is coupled with a reduced expression of pluripotent mRNAs such as OCT4 or SOX2 (You et al., 2015; Woolnough et al., 2016; Zhang H. et al., 2020). Importantly, the overexpression of fibrillarin, an important regulator of ribosomal RNA processing, can sustain pluripotency in the absence of LIF(Watanabe-Susaki et al., 2014) (Figure 2 (3)).
Altogether, ribosomal biogenesis has begun to be recognized as a major factor maintaining pluripotency and self-renewal potential. Little work to date has sought to identify the upstream regulators ensuring the coordinated production of high levels of rRNA, ribosomal proteins, and assembly factors in stem cells. Nonetheless, it is clear that elevated ribosome levels are required to maintain stem cell potential. Together with strong evidence showing lower translation in stem cells, this suggests that ribosome levels and translation rates are not correlated in stem cells; one suggestion is that a large pool of ribosomes is required to prepare cells to rapidly increase their translation rates and change their proteome during differentiation (Saba et al., 2021). However, this is hard to reconcile with the fact that decreasing ribosome biogenesis promotes differentiation, indicating that either ribosome biogenesis itself or the availability of large numbers of ribosomes relative to the amount of transcripts is in itself important for stem cell biology.
FROM GLOBAL TRANSLATIONAL CONTROL TO SPECIFIC PROTEIN EXPRESSION: MECHANISMS ENSURING SELECTIVITY IN TRANSLATION IN STEM CELLS
How do changes in global translation rates or ribosome biogenesis affect stem cell maintenance? At least in part, the answer to this question lies in the selective translation of specific transcripts in response to changes that globally alter translation rates. Indeed, accumulating evidence show that specific mRNAs are translated in stem or differentiated cells, without always being accompanied by changes in mRNA abundance (Unwin et al., 2006; Lu et al., 2009; Habowski et al., 2020). In other words, mRNA translation is a regulatory mechanism allowing gene expression changes independently of transcription.
Specific Targets of mTOR Activity
Although mTOR activity increases bulk translation by increasing the activity of initiation complexes, it disproportionally targets mRNAs containing TOP motifs for increased translation (Hsieh et al., 2012; Thoreen et al., 2012; Meyuhas and Kahan, 2015; Hong et al., 2017; Iezaki et al., 2018; Philippe et al., 2018; Jia et al., 2021). For instance, during the differentiation of SVZ neurogenic progenitors into neurons, both mTOR activity and bulk translation levels decrease (Baser et al., 2019). Notably, transcripts containing a pyrimidine-rich motif, similar to the TOP motif, are specifically repressed during differentiation; these encode both ribosomal proteins and transcription factors regulating stem cell identity such as Pax6 and Sox2, providing a mechanism by which mTOR activity correlates both with translation rates and with fate acquisition (Baser et al., 2019) (Figure 3 (1)).
[image: Figure 3]FIGURE 3 | Global translation mechanisms result in selective translation of specific transcripts to regulate stem cell fate. (1) Increased cap-dependent translation downstream of mTOR activity can result in selective translation of transcripts that have low translation efficiency. In ESCs, the mRNA encoding YY2 is one such target, in other tissues (HSCs), whether mTOR activity results in specific target expression is unknown (green box). mTOR also promotes the translation of mRNAs with TOP-like motifs, such as PAX6 and SOX2, which are translationally repressed during neuronal differentiation, in response to reduced mTOR activity. (2) Internal ribosome entry site (IRES)-mediated translation occurs when cap-binding is inhibited and can direct transcript-specific translation. In ESCs, DAP5 replaces eIF4G to promote IRES-dependent translation and ESC differentiation, through translation of HMGN3 (orange boxes). (3) p-eIF2ɑ selectively promotes the translation of mRNAs with an upstream open reading frame (uORF). In ESCs, p-eIF2ɑ promotes the translation of the mRNAs encoding c-Myc and Nanog. In MuSCs, p-eIF2ɑ promotes the translation of mRNAs coding for Usp9x, Chd4, TACC3, etc. (purple box). (4) Ribosomes can selectively regulate mRNA translation. Two models have been proposed, the ribosome concentration model in which the amount of ribosomes available affects the translation of transcripts with high or low translation efficiency differently, or ribosome heterogeneity in which different ribosomal subunit composition directs specific translation of particular transcripts (blue boxes). Although ribosomes impact stem cell fate, no evidence directly supports either model to date.
eIF4F-Mediated Cap-Dependent Translation and Non-Canonical Translation
Regulation of the activity and ability of the eIF4F complex to bind the mRNA cap also provides a means to achieve specificity in translation (Hernández et al., 2020). 4E-BP is a major regulator of eIF4F activity, and its regulation by mTOR and other signals makes it an ideal modulator to act as a switch for gene expression. Surprisingly, in mESCs, loss of function of 4E-BP1/2 does not influence the global translation rate, but results in the loss of pluripotency marker expression (Tahmasebi et al., 2016). This effect is mediated by the selective translation of Yin Yang 2 (YY2) upon ablation of 4E-BP. The YY2 mRNA retains an intron in its 5’ UTR, making its translation acutely sensitive to eIF4E activity due to a complex secondary structure (Figure 3 (1)).
Other regulators of the assembly of the eIF4F complex also contribute to specific gene expression. In SVZ neural precursors, 4E-T competes with eIF4G for binding to eIF4E1, forming a complex which represses the translation of neurogenic mRNAs (Yang et al., 2014). Knock down of eIF4E1 or 4E-T promotes precursor differentiation while knocking down eIF4G1, on the contrary, impairs differentiation, indicating that in the SVZ, the main function of eIF4E1 in neural precursors is to repress the translation of neurogenic mRNAs.
Another regulator of eIF4F function is eIF4G2 (also named death-associated protein 5 (DAP5) or the novel APOBEC1 target 1 (NAT1)). eIF4G2 contains a similar C-terminal region to eIF4G1, enabling it to interact with eIF3 and eIF4A, but lacks an N-terminal eIF4E-binding domain, meaning that eIF4G2 promotes translation independently of eIF4F, and instead stimulates the translation of mRNAs containing an element known as an internal ribosome entry site (IRES) (Henis-Korenblit et al., 2002). DAP5 is required for neural and mesodermal differentiation of hESCs (Yoffe et al., 2016). The block in differentiation observed upon DAP5 depletion is not the consequence of a global translational repression, but instead it is due to selective IRES-driven translation by DAP5, in particular of the chromatin modifier HMGN3. Similarly, NAT1, the mouse homolog of DAP5, is required for the differentiation of mESCs (Sugiyama et al., 2017; Yamanaka et al., 2000). This was ascribed to NAT1 promoting the translation of two components of the ERK signaling pathway, which is required for ESC differentiation (Figure 3 (2)). However, the role of DAP5 in ESCs is still not fully understood, and may differ between mouse and humans, as loss of DAP5 in primed mESCs results in reduced self-renewal and defects in neural differentiation, in contrast to loss of DAP5 in naïve mESCs, which prevents differentiation into all cell types (Takahashi et al., 2020).
Thus, the eIF4F complex is a central node through which multiple regulators can control bulk protein synthesis and the translation of specific subsets of mRNAs. Indeed, due to the presence of the eIF4A helicase in the eIF4F complex, mRNAs with long and/or complex secondary structures are particularly sensitive to eIF4F activity. Thus, changes in eIF4F activity (in the absence of some of the more specific regulations described earlier) can result in a binary regulation of individual mRNA translation (Leppek et al., 2018), enabling the fine control of gene expression. It is highly likely that in other situations where bulk translation is increased during stem cell differentiation, such as in HSCs, the effects of translation increase on cell identity are mediated by such mechanisms.
eIF2α-p Selectively Regulates mRNAs With uORFs
Although eIF2ɑ phosphorylation dramatically reduces bulk translation, a subset of mRNAs is translated under these conditions (Baird et al., 2014). The best characterized example is the translation of the mRNA encoding ATF4 (Vattem and Wek, 2004; Asano, 2021), which contains two upstream open reading frames (uORFs), preventing the translation of the main open reading frame. Phosphorylation of eIF2 delays re-initiation of translation at the second uORF, resulting in initiation and translation at the main ATF-coding open reading frame.
Ribosome profiling in mESCs has revealed higher translation of uORFs in ESCs than EBs (Ingolia et al., 2011). Intriguingly, transcripts encoding the pluripotency factors, c-Myc and Nanog, have multiple uORFs (Figure 3 (3)). Whether this change in uORF translation during ESC differentiation is related to eIF2 activity, and whether it plays a role in fate determination is yet to be established.
A more direct example of p-eIF2ɑ-dependent expression of specific transcripts is seen in MuSCs, in which quiescence and self-renewal depend on eIF2ɑ phosphorylation (Zismanov et al., 2016). A study of proteins upregulated by eIF2 phosphorylation without accompanying changes in mRNA levels identified several genes encoding mitotic spindle assembly factors, in particular TACC3. The TACC3 transcript contains multiple uORFs and the protein is present in stem cells but downregulated in differentiating myoblasts. Importantly, TACC3 is required for MuSC expansion and self-renewal, demonstrating the functional importance of selective translation of uORF-containing transcripts in stem cell maintenance (Vattem and Wek, 2004; Fujita et al., 2021) (Figure 3 (3)).
Translational Specificity From Ribosomes: Effects of Ribosome Concentration and Subunit Composition
Stem cells require high levels of ribosome biogenesis for maintenance, despite lower translation rates, raising the possibility that ribosome numbers may play a role in specifically regulating stem cell gene expression. One model put forward to explain this is that different transcripts are differentially sensitive to ribosome concentration; mRNAs that are less efficiently translated would require a higher concentration of ribosomes to be expressed (Gabut et al., 2020; Lodish, 1974; Mills and Green, 2017) (Figure 3 (4)). Evidence in support of this model has been found in the case of a mutation in a ribosomal protein chaperone that causes Diamond-Blackfan anemia, which leads to reduced ribosome numbers but specifically alters the translation of a susbset of transcripts (Khajuria et al., 2018). This study linked a lineage commitment decision in progenitors with ribosome levels for the first time, but as yet, the same findings have not been reproduced in a stem cell model. Future work will determine whether this model does indeed apply to stem cells, and importantly, what determines the sensitivity of particular mRNAs to ribosome concentration.
Another means by which specificity in transcript translation can be achieved by ribosomes is through the specific subunit composition of each ribosome (Figure 3 (4)). Although ribosomes were initially assumed to be equivalent and to translate all mRNAs equally, work in the past decade has established that different ribosomes incorporate different ribosomal proteins. Different ribosomal proteins can confer mRNA sequence recognition (Genuth and Barna, 2018) and direct specific translation through IRES-dependent mechanisms. Intriguingly, mESCs display different ribosome subunit stoichiometries in monosomes and polysomes, and these associate with different mRNAs (Shi et al., 2017). Recent work in the Drosophila germline has shown that a paralogue of RpS5 is required for normal progression of differentiation and preferentially promotes translation of a subset of transcripts (Kong et al., 2019; Jang et al., 2021). These tantalizing observations raise the possibility that different incorporation of ribosomal subunits into ribosomes may regulate stem cell behavior; however, this has not yet been demonstrated.
CONCLUSIONS AND PERSPECTIVES
From an initial view of mRNA translation as a “housekeeping” function that is performed equally in all cells and for all transcripts, our understanding has evolved to grasp the complexity and precision of translational regulation and its ability to tune cell fate. This is especially evident in stem cells where the decision to self-renew and differentiate is exquisitely sensitive to changes in protein synthesis. This raises the important question as to why translational regulation is such a pervasive mechanism to control identity across stem cells. One possible explanation is that stem cell differentiation requires a large remodeling of the cell’s proteome. Indeed, another important cellular function in stem cell biology is protein degradation, emphasizing the importance of accurate regulation of the cellular protein content in stem cell fate decisions (Llamas et al., 2020). Additionally, transcription is an inherently noisy process (Elowitz et al., 2002; Raj et al., 2010; Raser and O'Shea, 2005); this noise may play important roles in enabling cell decisions (Eldar and Elowitz, 2010). However, overlaying selective translation onto noisy gene expression could be a way to ensure that cells with the potential to adopt two different fates can only commit to one of these.
As our ability to probe translation increases, it is becoming more apparent that regulatory mechanisms-controlling global translation do not affect all transcripts equally; translation efficiency varies for individual mRNAs in different conditions. Thus, whether bulk translation changes are relevant to stem cell differentiation, or whether all the effects of changes in translation are mediated by the altered translation of a few key transcripts is still an open question.
In addition to contributing to our understanding of the mechanisms underlying self-renewal and differentiation and to our ability to manipulate those processes, and studying translation in stem cells will yield important advances in the study of aging. Reducing mTOR activity has long been known to extend the lifespan and promote continued health of organisms (Liu and Sabatini, 2020). Although other targets of mTOR have been implicated, S6K or eIF4E reduction, or 4E-BP overexpression, can contribute to lifespan extension, suggesting that decreased translation rates are at least partly responsible (Hansen et al., 2007; Syntichaki et al., 2007; Selman et al., 2009; Zid et al., 2009). Moreover, recent work has shown that both RNA Pol I and RNA Pol III, which synthesize rRNAs, mediate lifespan control downstream of mTOR, and that, in Drosophila, they exert their effects on lifespan specifically in intestinal stem cells (Filer et al., 2017; Martinez Corrales et al., 2020). As we deepen our understanding of how translational regulation influences stem cell behavior, new avenues for interventions that mitigate the effects of aging will be opened up.
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Translation initiation in eukaryotes is a multi-step pathway and the most regulated phase of translation. Eukaryotic initiation factor 3 (eIF3) is the largest and most complex of the translation initiation factors, and it contributes to events throughout the initiation pathway. In particular, eIF3 appears to play critical roles in mRNA recruitment. More recently, eIF3 has been implicated in driving the selective translation of specific classes of mRNAs. However, unraveling the mechanism of these diverse contributions—and disentangling the roles of the individual subunits of the eIF3 complex—remains challenging. We employed ribosome profiling of budding yeast cells expressing two distinct mutations targeting the eIF3 complex. These mutations either disrupt the entire complex or subunits positioned near the mRNA-entry channel of the ribosome and which appear to relocate during or in response to mRNA binding and start-codon recognition. Disruption of either the entire eIF3 complex or specific targeting of these subunits affects mRNAs with long 5′-untranslated regions and whose translation is more dependent on eIF4A, eIF4B, and Ded1 but less dependent on eIF4G, eIF4E, and PABP. Disruption of the entire eIF3 complex further affects mRNAs involved in mitochondrial processes and with structured 5′-untranslated regions. Comparison of the suite of mRNAs most sensitive to both mutations with those uniquely sensitive to disruption of the entire complex sheds new light on the specific roles of individual subunits of the eIF3 complex.
Keywords: eIF3, translation initiation, translational regulation, mRNA recruitment, ribosome, ribosome profiling, ribo-seq
INTRODUCTION
Translation initiation is the rate-limiting and most regulated phase of translation (Sonenberg and Hinnebusch, 2009; Jackson et al., 2010). Translation initiation in eukaryotes requires the ribosome—the macromolecular machine responsible for synthesizing the proteins encoded by messenger RNA molecules in all kingdoms of life—to dock at the very 5′ end of a mRNA molecule and then scan to identify the start codon for translation, usually the first AUG. The sequence through which the ribosome must scan, known either as the 5′-untranslated region (5′-UTR) or the transcript leader (TL), can be in excess of a 1,000 nucleotides in length and contain regions of defined secondary structure or upstream open reading frames (uORFS) demarcated by either cognate (AUG) or near-cognate start codons and whose translation can regulate translation of the downstream open reading frame (ORF) (Hinnebusch et al., 2016).
At least twelve protein initiation factors (eIFs) collaborate with the ribosome to facilitate its navigation of these obstacles (Aitken and Lorsch, 2012; Shivaya Valasek, 2012; Hinnebusch, 2014; Hinnebusch, 2017). The process begins with the formation of a pre-initiation complex (PIC) comprising the small (40S) ribosomal subunit, a ternary complex (TC) of the initiator methionyl tRNA (tRNAi), the GTPase eIF2, and GTP (tRNAi•eIF2•GTP), and the initiation factors eIF1, eIF1A, eIF5, and eIF3. The PIC then docks at the 5′ end of the mRNA in collaboration with the eIF4F complex comprising the cap-binding protein eIF4E, the scaffolding protein eIF4G, and the helicase eIF4A, which may facilitate initial docking of the PIC by relaxing structural complexity near the 5′ end of the mRNA (Yourik et al., 2017). Once docked at the 5′ end, the PIC scans in the 3′ direction to identify the start codon. Scanning is thought to be facilitated by eIF4A and eIF4B, which binds the 40S subunit (Walker et al., 2013). The helicase Ded1 also plays an important role in scanning, perhaps by resolving defined structural elements within the 5’ UTR that might otherwise prevent efficient scanning (Gupta et al., 2018).
The largest and most complex of the initiation factors is eIF3, a multi-subunit complex comprising at least 5 essential subunits in the yeast S. cerevisiae and at least 12 subunits in mammalian cells (Hinnebusch, 2006; Valášek et al., 2017). eIF3 participates in every component step of translation initiation. It stabilizes and promotes formation of the PIC via interactions with the 40S subunit, eIF1, and eIF2 within the TC (Asano et al., 2000; Valášek et al., 2002; Majumdar et al., 2003; Valášek et al., 2003; Nielsen et al., 2006; Sokabe and Fraser, 2014). eIF3 is also required, both in vivo and in vitro, for mRNA recruitment by the PIC (Jivotovskaya et al., 2006; Mitchell et al., 2010; Aitken et al., 2016), a process consisting of PIC docking, scanning, and start-codon recognition. Consistent with this role, eIF3 binds the PIC at the solvent face but projects appendages near both the mRNA-entry and mRNA-exit channels of the ribosome (Aylett et al., 2015; Des Georges et al., 2015; Llácer et al., 2018). At the mRNA-exit channel, the eIF3a subunit (and eIF3d in higher eukaryotes) appears to interact functionally or physically with the mRNA (Szamecz et al., 2008; Munzarová et al., 2011) and the very N-terminal region of eIF3a seems to stabilize the binding of mRNA to the PIC (Aitken et al., 2016). Subunits of the human eIF3 complex bind to eIF4G (Villa et al., 2013), and some of these were found interacting directly with components of the eIF4F complex at the mRNA-exit channel in a recent high-resolution structure of the human 48S PIC (Querido et al., 2020).
Near the mRNA-entry channel, the C-terminal domain (CTD) of eIF3a interacts with 40S elements that mediate the transition between the open (docking- and scanning-competent) and closed (scanning-arresting) conformations of the PIC (Chiu et al., 2010; Dong et al., 2017). High-resolution structural models of eIF3 bound to the PIC reveal that the eIF3a CTD, eIF3b, eIF3i, and eIF3g compose this mRNA-entry-channel arm (Des Georges et al., 2015; Simonetti et al., 2016; Llácer et al., 2018). Moreover, structural models of the PIC either lacking or bound to mRNA reveal distinct positions of this arm (Llácer et al., 2015; Llácer et al., 2018). In the absence of mRNA, these subunits are found bound to the solvent face of the PIC; in the presence of mRNA, but prior to start-codon recognition, the mRNA-entry-channel arm is found at the intersubunit face but then appears to relocate to its original position at the solvent face upon start-codon recognition. Together with the observations that mutations to the eIF3a CTD (Valášek et al., 2002; Chiu et al., 2010), eIF3b (Nielsen et al., 2004; Elantak et al., 2010), eIF3i (Herrmannová et al., 2012), and eIF3g (Cuchalova et al., 2010) elicit phenotypes consistent with defects in the component events of mRNA recruitment and affect the kinetics of mRNA recruitment in vitro (Aitken et al., 2016), this suggests that the eIF3 mRNA-entry-channel arm, and its potential repositioning in response to mRNA binding and start-codon recognition, may play an important mechanistic role in mRNA recruitment.
To investigate the role of eIF3 and components of the eIF3 mRNA-entry-channel arm in mRNA recruitment and its component events, we employed ribosome profiling (Ingolia et al., 2009) to follow the repercussions of specific eIF3 mutations on the translational efficiency (TE) of mRNAs across the transcriptome. By comparing the features of mRNAs most sensitive to each mutation with those least sensitive to these mutations, we shed new light on the role of eIF3 and its mRNA-entry-channel arm in mRNA recruitment. This approach has previously been employed to illuminate the transcriptome-scale role of several initiation factors, including eIF1 (Zhou et al., 2020), eIF1A (Martin-Marcos et al., 2017), eIF4A (Sen et al., 2015), eIF4B (Sen et al., 2016), and Ded1 (Sen et al., 2019). Here, we focused on two mutations whose effects on translation initiation have been previously explored with both genetic and biochemical tools. The first of these mutants—tif32td/prt1td (eIF3a/b Degron)—expresses temperature sensitive degron (td) alleles of the eIF3a (TIF32) and eIF3b (PRT1) subunits (Jivotovskaya et al., 2006). Growth of this strain under restrictive conditions results in the depletion of eIF3a and eIF3b. This in turn disrupts the entire eIF3 complex, mimicking an eIF3 deletion mutant under these conditions. This disruption of the eIF3 complex further interferes with mRNA binding and 48S formation by the PIC, providing evidence for the role of eIF3 in mRNA recruitment (Jivotovskaya et al., 2006). The second mutation we investigated is a mutation to eIF3i that abrogates eIF3i binding to eIF3b: eIF3i DDKK (Herrmannová et al., 2012). Because the binding of both eIF3i and eIF3g to the eIF3 complex depends on this interaction, the eIF3i DDKK mutation mimics the absence of both subunits; purification of eIF3 from eIF3i DDKK cells via tagged eIF3b yields the wild-type a/b/c sub-complex (Aitken et al., 2016). The eIF3i DDKK mutation was previously shown to interfere with scanning and start-codon recognition in vivo and in cell extracts (Herrmannová et al., 2012). In addition, subsequent in vitro investigation demonstrated that, in the absence of eIF3i and eIF3g, the eIF3 a/b/c sub-complex is unable to promote recruitment of a natural, capped mRNA (Aitken et al., 2016).
By investigating the effects of these two mutations—which mimic the loss of either the entire eIF3 complex or two subunits of the eIF3 mRNA-entry-channel arm—we hoped to disentangle the roles of eIF3i and eIF3g from that of the entire eIF3 complex. In the presence of both mutations, we observed strong decreases in global translation levels and were able to identify mRNAs whose relative translational efficiency is either more or less sensitive—as compared to the total population of mRNAs—to each mutation. By comparing the features of these mRNAs with each other and with mRNAs sensitive to mutations targeting other initiation factors, we shed further light on the roles of eIF3 and its mRNA-entry-channel arm during mRNA recruitment. Contrasting the effects we observed when disrupting the entire eIF3 complex or targeting its mRNA-entry-channel arm disentangles the contributions of the eIF3i and eIF3g subunits from those of the other subunits of the complex. These analyses provide evidence that eIF3 and its mRNA-entry-channel arm collaborate functionally with eIF4A, eIF4B, and Ded1 to drive initiation on mRNAs with long 5′-UTRs and with a lower propensity to form stable closed-loop structures mediated by eIF4G, eIF4E, and PABP. They further reveal that eIF3 stimulates the translation of mRNAs involved in mitochondrial processes and contributes to the resolution of structurally complex regions during initial docking or scanning, and that these roles require subunits beyond eIF3i and eIF3g.
MATERIALS AND METHODS
Cell Growth and Harvest
We created ribosome profiling libraries from eIF3 mutant and corresponding isogenic WT strains for both the eIF3a/b Degron (YAJ34: MATa trp1∆ leu2-3,112 ura3-52 gcn2::hisG PGAL1-myc-UBR1::TRP1::ubr1 PCUP1-UBI-R-HA-tif32td::URA3::tif32 PCUP1-UBI-R-DHFRts-HA-prt1td::URA3::prt1 and YAJ3: MATa trp1∆leu2-3,112 ura3-52 gcn2::hisG PGAL1-myc-UBR1::TRP1::ubr1 pRS316 [URA3]) (Jivotovskaya et al., 2006) and eIF3i DDKK (H450: MATa leu2-3,-112 ura3-52::GCN2 trp1Δ tif34Δ hc TIF34 URA3 transformed with YCp-i/TIF34-D207K-D224K-HA or YCp-i/TIF34-HA, respectively) (Herrmannová et al., 2012) as described previously (Ingolia, 2010; Sen et al., 2015; Sen et al., 2016). We grew two biological replicates of each strain and its matching isogenic WT strain under permissive conditions before harvesting and adding to pre-warmed restrictive media for a duration resulting in an ∼90% decrease in bulk translation (as judged by polysome:monosome ratios, Supplementary Figure S1) and a final cell density at mid-log phase (OD600 = ∼0.6). We grew eIF3a/b Degron cells at 25°C in SCRaff + Cu2+ before shifting them to pre-warmed SCRaff/Gal + BCS at 36°C for 90 min. We grew eIF3i DDKK at 30°C in SC media before shifting them to pre-warmed SC media at 37°C for 30 min. We added cycloheximide to a final concentration of 100 μg/ml 2 min prior to harvesting by filtration through a Kontes filtration apparatus and flash freezing in liquid nitrogen with 2 ml of ribosome footprinting buffer (20 mM Tris pH 8.0, 140 mM KCl, 1.5 mM MgCl2, 1% Triton, 100 μg/ml cycloheximide).
Ribosome Profiling and RNA-Seq Library Preparation
We generated sequencing libraries of ribosome footprints and total mRNA as previously described (Ingolia, 2010; Sen et al., 2015; Sen et al., 2016). Briefly, we lysed cells using a freezer mill and then prepared lysates by centrifuging 5 min at 3,000 × g, collecting the supernatant and then centrifuging 12 min at >20,000 × g. We then collected the supernatant and flash-froze in 30 OD260 aliquots. We purified ribosome footprints by adding 5 µL RNase1 to one aliquot of purified lysate and incubating 60 min at 26°C with mixing at 700 rpm. We then added 5 µL SuperAsin (Thermo Fisher) and loaded on a 10–50% sucrose gradient and centrifuged at 40,000 rpm for 3 h and then collected the monosome peak using a gradient fractionator. We then purified RNA from purified monosomes via hot phenol extraction. We purified total mRNA from one 30 OD260 aliquot of purified lysate using the miRNeasy mini kit (Qiagen) per the vendor’s instructions and then randomly fragmented at 70°C for 8 min using Fragmentation Reagent (Invitrogen). We then performed subsequent steps (size selection, linker ligation, reverse transcription, circularization, rRNA subtraction, and PCR amplification) as previously described and had libraries sequenced using an Illumina HiSeq system.
Analysis of Sequencing Data
We processed and analyzed sequencing libraries of ribosome footprints and total mRNA as described previously (Ingolia, 2010; Sen et al., 2015; Sen et al., 2016). We then employed DESeq2 (Love et al., 2014) for statistical analysis of differences in ribosome footprint and RNA-seq read counts, and TErel values between WT and mutant samples, as previously reported (Martin-Marcos et al., 2017; Kulkarni et al., 2019). We excluded genes with fewer than 128 total mRNA reads in the four samples combined (two replicates of both WT and mutant strains) from the calculation of TErel values. We then performed subsequent analysis of mRNA features and characteristics within R, using custom scripts, together with previously-reported datasets reporting 5′-UTR lengths, PARS values, closed-loop-forming propensity of individual mRNAs, previously identified uORFs, or ∆TErel values observed in the presence of mutations targeting eIF4A, eIF4B, Ded1, eIF1, or eIF1A. We performed Gene Ontology analysis using the Gene Ontology Resource PANTHER classification system. Statistical tests were performed as described in the main text and figures.
RESULTS
Disruption of the eIF3 Complex Provokes Severe Translational Defects
To investigate the transcriptome-wide roles of eIF3, we performed ribosome profiling in two S. cerevisiae strains in which the eIF3 complex is partially or entirely compromised. The eIF3a/b Degron strain expresses temperature-sensitive degron variants of the eIF3a and eIF3b subunits. Depletion of these subunits provokes the loss of the entire eIF3 complex (Jivotovskaya et al., 2006). The eIF3i DDKK strain expresses a variant of the eIF3i subunit that is unable to bind stably to eIF3b (Herrmannová et al., 2012). Because both eIF3i and eIF3g depend on this interaction to associate with the remainder of the eIF3 complex, this results in the loss of both subunits, which normally contribute to the mRNA-entry-channel arm of eIF3 (Figure 1A). This arm has been observed in two distinct locations of the PIC, depending on its functional state (Llácer et al., 2015; Llácer et al., 2018).
[image: Figure 1]FIGURE 1 | Disruption of the eIF3 complex or its mRNA-entry channel arm provoke strong and overlapping effects on the translation of mRNAs across the transcriptome. (A) Structural model of eIF3 bound to the PIC (PDB 6GSM) viewed looking down at top of the small (40S) ribosomal subunit head so as to visualize the path of mRNA as it enters and exits the PIC (Llácer et al., 2021). The small (40S) ribosomal subunit is shown in grey, and the initiator tRNA and mRNA are shown in yellow and orange, respectively (with the path of the mRNA entering and exiting the PIC shown as a cartoon). Subunits of the eIF3 complex are shown in blues and greens, with the mRNA-entry-channel arm shown in two positions: at the intersubunit face of the PIC (identified density seen in this structure) or at the solvent face (cartoons depicting approximate location observed in structures lacking mRNA or after start-codon recognition). (B) TErel correlation plots comparing observed TErel values in either eIF3a/b Degron (left) or eIF3i DDKK (right) cells with TErel values observed in isogenic wild-type cells. Transcripts displaying significant (Padj < 0.05) TErel increases (≥50% red and ≥100% blue) or decreases (≥50% yellow and ≥100% green) as determined by DESeq2 analysis are shown in color. (C) Correlation plot comparing observed TErel changes in eIF3a/b Degron and eIF3i DDKK cells, with predicted Pearson correlation shown in red. (D) Venn diagrams describing the overlap in transcripts displaying significant TErel decreases (top) or increases (bottom) in eIF3a/b Degron (dark blue) or eIF3i DDKK (light blue) cells. *** = P < 10−10, ** = P < 10−5, * = P < 0.05, HyperGeometric test. (E) Heatmap and dendrogram resulting from hierarchical clustering analysis of significant TErel changes observed in eIF3a/b Degron and eIF3i DDKK cells.
Before constructing ribosome profiling libraries, we first investigated the effects of the eIF3a/b Degron and eIF3i DDKK mutations on global translation levels, as assayed by polysome profiling. For each strain, we grew cells first under permissive conditions and then shifted them to restrictive conditions for 30, 60, 90, and 120 min. Both strains exhibit no growth defect under permissive conditions but manifest severe growth defects at restrictive conditions (Jivotovskaya et al., 2006; Herrmannová et al., 2012). Consistent with this, polysome profiles collected under permissive growth conditions for both strains were similar to those collected for isogenic wild-type strains (Supplementary Figure S1A). In contrast, we observed strong decreases in polysome to monosome ratios (P/M) upon shifting to restrictive conditions for both strains, with eIF3a/b Degron and eIF3i DDKK cells exhibiting an approximately 90% decrease in P/M (as compared to isogenic WT cells grown under the same conditions) after 30 min and 90 min at restrictive conditions, respectively (Supplementary Figure S1B,C).
Relative TE Changes Identify mRNAs Most or Least Sensitive to the Disruption of the Entire eIF3 Complex or Its mRNA-Entry-Channel Arm
Given the marked decrease in global translation levels we observed in both strains, we next asked how these global affects translate to individual mRNAs across the transcriptome. To that end, we constructed ribosome profiling and RNA-seq libraries from both the eIF3i DDKK and eIF3a/b Degron strains (and their corresponding isogenic WT strains) grown under restrictive conditions and calculated relative translational efficiency (TErel) values for coding sequences (CDS), ignoring reads obtained from the initial 15 codons and from the final 5 codons to avoid cycloheximide-induced artifacts (Gerashchenko and Gladyshev, 2014). Owing to the absence of an internal read-count standard, read counts from both ribosome profiling and RNA-seq libraries are normalized to the total library size for each condition. The TErel values we calculate from these normalized read counts thus do not enable direct comparison of absolute TE between samples. Instead, TErel values provide a measure of the translational status of individual mRNAs as compared to the overall population of mRNAs within each sample. We also calculated TErel values for a set of previously identified uORFs (Martin-Marcos et al., 2017; Kulkarni et al., 2019) but did not attempt to identify novel translated uORFS owing to the inclusion of cycloheximide in our library preparation. Both ribosome footprint and RNA-seq libraries were highly reproducible across replicates for each condition (Supplementary Figure S2).
Using the R DESeq2 package (Love et al., 2014), we then identified transcripts whose TErel was significantly changed (Padj < 0.05) in each strain, as compared to an isogenic WT strain (Figure 1B). Owing to the marked decrease in global translational levels we observed in each mutant strain, as well as the normalization to total ribosomal footprint reads performed when calculating TErel, we interpreted mRNAs exhibiting significant TErel decreases as having a greater than average dependence on the either the eIF3i and eIF3g subunits lost in eIF3i DDKK cells or on the entire eIF3 complex disrupted in eIF3a/b Degron cells. We interpreted those mRNAs exhibiting significant TErel increases as instead having a weaker than average dependance on the regions of the eIF3 complex targeted by each mutation. The significant effects on global translational levels that we observed in both eIF3i DDKK and eIF3a/b Degron cells in fact suggest that most mRNAs likely experience decreases in their absolute TE. Nonetheless, comparison of these significant changes in TErel (∆TErel) enables identification of those mRNAs whose translation is most or least sensitive to disruption of eIF3 or its mRNA-entry-channel arm in a background where global translational levels are repressed.
In eIF3a/b Degron cells—in which the entire eIF3 complex is disrupted—we identified 1,455 transcripts whose TErel decreased and 1,340 transcripts whose TErel increased (5,466 total with significant read counts), as compared to TErel values in an isogenic WT strain (Figure 1B). Because eIF3 has been implicated in mediating the translation of specific mRNAs in a number of cell types (Sha et al., 2009; Lee et al., 2015; Rode et al., 2018; Lin et al., 2020; Lamper et al., 2020), we investigated the gene ontology (GO) terms associated with these affected mRNAs. The set of transcripts whose TErel decreased in eIF3a/b Degron cells was enriched for mRNAs with GO terms involved in mitochondrial translation and gene expression, as well as a variety of metabolic processes (Supplementary Figure S3). These most sensitive mRNAs were under-enriched in mRNAs involved in RNA processing and ribosome biogenesis. Consistent with this, mRNAs whose TErel increased in eIF3a/b Degron cells were enriched in GO terms associated with RNA processing and under-enriched in terms associated with mitochondrial translation and gene expression (Supplementary Figure S3).
In eIF3i DDKK cells—in which the eIF3i and eIF3g subunits of the eIF3 mRNA-entry-channel arm are lost from the complex—we identified 139 transcripts whose TErel decreased and 133 transcripts whose TErel increased, as compared to TErel values in an isogenic WT strain (Figure 1B). We did not observe any significant over- or under-enrichment of specific GO terms in affected transcripts in these cells, perhaps because the strong global effects on translation in eIF3i DDKK cells are more uniformly distributed amongst all mRNAs, resulting in widespread but uniform decreases in absolute TE levels across the transcriptome with more limited effects on the relative TE of individual mRNAs.
In both eIF3i DDKK and eIF3a/b Degron cells, we observed strong increases in uORF translation (Supplementary Figure S4A). Of 4,830 uORFs identified previously, 529 displayed significant (Padj < 0.05) increases in TErel in eIF3a/b Degron cells, whereas 21 displayed significant decreases in TErel. In eIF3i DDKK cells, 391 uORFs displayed significant (Padj < 0.05) increases in TErel, whereas 5 displayed significant decreases in TErel. This global increase in uORF translation in both strains is likely a result of the previously described effects of cycloheximide on read counts near the start codon (Gerashchenko and Gladyshev, 2014), which cannot be discarded as in the calculation of ORF TErel values owing to the short length of these regions. Thus we focused subsequent analysis of uORF TErel values on any observed differential behavior between uORFs within the same strain.
Because the eIF3 complex is either partly or entirely disrupted in both cell lines, we investigated the degree to which the TErel effects we observed were similar in eIF3i DDKK and eIF3a/b Degron cells. We observed a significant correlation (R = 0.63, P < 2.2 × 10−16) between the ∆TErel values observed in both strains (Figure 1C). Additionally, we found a strong overlap between those transcripts exhibiting TErel decreases in eIF3i DDKK and eIF3a/b Degron cells (Figure 1D), with the changes observed in eIF3i DDKK cells appearing to represent a subset of the changes observed in eIF3a/b Degron cells. Moreover, the overall portfolio of ∆TErel values we observe is similar for both strains, as evidenced by heat map comparison of the magnitude and direction of observed changes (Figure 1E). Together, these results are consistent with strong translational effects upon disruption of the eIF3 mRNA-entry-channel arm (as in eIF3i DDKK cells) or depletion of the entire eIF3 complex (as in eIF3a/b Degron cells) and a role for eIF3 in promoting the translation of mRNAs with mitochondrial roles.
mRNAs Most Sensitive to the eIF3a/b Degron or eIF3i DDKK Mutations Possess Longer 5′-Untranslated Regions
We next investigated the structural features (Figure 2A) of mRNAs most or least sensitive to the eIF3i DDKK and eIF3a/b Degron mutations, as identified by DESeq2 analysis of TErel changes in each strain. eIF3 is required for the overall process of mRNA recruitment both in vivo (Jivotovskaya et al., 2006) and in vitro (Mitchell et al., 2010; Aitken et al., 2016), and mutations to several eIF3 subunits elicit defects in mRNA recruitment or its component events of initial docking, scanning, and start-codon recognition (Valášek et al., 2002; Nielsen et al., 2004; Chiu et al., 2010; Cuchalova et al., 2010; Elantak et al., 2010; Herrmannová et al., 2012).
[image: Figure 2]FIGURE 2 | Transcripts most sensitive to disruption of the eIF3 complex or its mRNA-entry-channel arm possess longer 5′-UTRs. (A) Cartoon depicting a hypothetical mRNA and detailing the 5′-UTR length and the specific 30-nt windows within which mean PARS values (Kertesz et al., 2010) were calculated as measures of structural complexity. (B) Bar plot comparing the Spearman correlation coefficients obtained when comparing observed ∆TErel values in each mutant eIF3 strain and different measures of 5′-UTR length or complexity. *** = P < 10−10, ** = P < 10−5, * = P < 0.05. (C) Box and whisker plots comparing different measures of 5′-UTR length or complexity between mRNAs whose TErel significantly increases (red), decreases (yellow), or is not significantly changed (white) in eIF3a/b Degron (top row) or eIF3i DDKK (bottom row) cells. *** = Padj < 10−10, ** = Padj < 10−5, * = Padj < 0.05, color indicates comparison set; Wilcoxon Test for 5′-UTR lengths, ANOVA with post-hoc Tukey test for others.
To shed light on the contribution of the eIF3 complex and the eIF3i and eIF3g subunits of the mRNA-entry-channel arm to scanning processivity, we first asked if the ∆TErel values we observed in each strain correlated with 5′-UTR length. Upon restricting our analysis to mRNAs previously shown to have a dominant 5′-UTR isoform (defined as mRNAs for which one isoform accounts for at least 40% of all transcripts and is present at an abundance at least twice that of the next most abundant isoform) (Pelechano et al., 2013; Zinshteyn et al., 2017), we observed significant (P < 10−59) negative correlations between 5′-UTR length and ∆TErel in both the eIF3i DDKK and eIF3a/b Degron strains (Figure 2B). Consistent with this effect, we also observed a negative correlation between ∆TErel and distance from the 5′ end for a set uORFs identified in previous studies (Martin-Marcos et al., 2017; Kulkarni et al., 2019), though this correlation was significant only in eIF3i DDKK cells (Supplementary Figure S4B).
To interrogate the roles of eIF3 and the eIF3i and eIF3g subunits in resolving structural impediments during initial mRNA docking or scanning, we next determined the relationship between ∆TErel and the propensity of specific regions of an mRNA to form secondary structures, as measured by their differential sensitivity in vitro to nucleases specific for single- or double-stranded RNA (PARS, Figure 2A) (Kertesz et al., 2010). In eIF3a/b Degron and eIF3i DDKK cells, we observed a significant (P < 10−8 and P < 10−7, respectively) negative correlation between ∆TErel and mean 5′-UTR PARS values, as well as with mean PARS scores determined within specific 30 nucleotide (nt) windows located at the first 30 nt of the 5′-UTR (First30; P < 10−3 for both), 30 nt centered around the AUG start codon (Start30; P < 10−4 for both), and the first 30 nt downstream of the Start30 window (Plus30; P < 10−3 and P < 10−2, respectively) (Figure 2B) (Sen et al., 2015; Sen et al., 2016). Of the correlations we observed between ∆TErel and PARS measures, the strongest and most significant was with the maximum PARS score observed within any 30 nt window within the 5′-UTR (Max30; P < 10−32 and P < 10−38, respectively) (Figure 2B).
Having observed these correlations between ∆TErel and 5′-UTR length or structural complexity in both the eIF3i DDKK and eIF3a/b Degron strains, we next investigated if we could detect significant differences in the median values of these measures when comparing mRNAs whose TErel was either significantly decreased or increased in either strain (Figure 2C). As before, we restricted our analysis to mRNAs with one dominant 5′ isoform. In eIF3a/b Degron cells, mRNAs displaying significant negative ∆TErel values possess longer 5′-UTRs and those displaying significant positive ∆TErel values possess shorter 5′-UTRs, as compared to mRNAs whose TErel was not significantly affected (Padj < 10−28 for all pairwise comparisons, Wilcoxon test). Similarly, in eIF3i DDKK cells, mRNAs displaying significant negative ∆TErel values possess longer 5′-UTRs than both unaffected mRNAs (Padj < 10−18) and mRNAs displaying significant positive ∆TErel values (Padj < 10−3). However, we did not observe a significant difference in 5′-UTR lengths when comparing mRNAs displaying significant positive ∆TErel values and unaffected mRNAs in eIF3i DDKK cells, perhaps because the set of mRNAs expressed as a dominant transcript isoform and exhibiting significant positive ∆TErel values in these cells is relatively small (n = 57). In both cell lines, we observed similar results when comparing 5′-UTR values reported in a separate study (Kertesz et al., 2010) (Supplementary Figure S5A).
When comparing measures of structural complexity (as measured by PARS values across the 5′-UTR and in distinct windows), we again observed differences between mRNAs whose TErel either increased or decreased in eIF3a/b Degron cells. mRNAs displaying significant TErel decreases in these cells have higher mean and max30 5′-UTR PARS values, as compared to unaffected mRNAs (Padj < 10−3 and Padj < 10−6, respectively; ANOVA and post-hoc Tukey test) and mRNAs displaying significant TErel increases (Padj < 10−9 and Padj < 10−6, respectively). Similarly, mRNAs whose TErel decreased in eIF3a/b Degron cells have higher PARS values at the 5′ end of their 5′-UTRs (first30) and around their start codons (start30) as compared to mRNAs whose TErel either increased (Padj < 10−7 and Padj < 10−2, respectively) or was unaffected (Padj < 10−2 for both) in these cells. However, these differences appear more modest than those observed for 5′-UTR length, mean and max30 PARS values. In contrast, there is no significant difference in the PARS values downstream of the start-codon window (plus30) between mRNAs whose TErel either increased, decreased, or was unaffected in eIF3a/b Degron cells.
In eIF3i DDKK cells, we did not observe significant differences in most measures of 5′-UTR structural complexity when comparing mRNAs whose TErel either decreased, increased, or was unaffected. The one exception is the max30 PARS values of mRNAs whose TErel decreased in these cells, which is higher than for mRNAs whose TErel was not significantly affected (Padj < 10−3) and modestly different than for transcripts whose TErel increased in these cells (Padj < 0.02), perhaps because the number of transcripts displaying significant TErel increases in these cells and with available PARS scores is limited (n = 17). Nonetheless, these observations are consistent with a role for eIF3 and its mRNA-entry-channel arm in processive scanning through longer 5′-UTRs. eIF3 also appears to contribute to resolving structural complexity within the 5′-UTR during initial docking or scanning, though the mRNA-entry-channel arm may play a more peripheral role in these events.
Disruption of the eIF3 mRNA-Entry-Channel Arm Exerts Modest Effects on Discrimination Against Start Codons in Poor Kozak Sequence Context
Because various subunits of eIF3 appear to play roles in start-codon recognition (Nielsen et al., 2004; Valasek et al., 2004; Chiu et al., 2010; Cuchalova et al., 2010; Herrmannová et al., 2012), we next asked whether there was a correlation between the observed ∆TErel values in the eIF3i DDKK and eIF3a/b Degron strains and the strength of the Kozak consensus sequence surrounding the AUG start codon for each mRNA. However, we did not observe a significant correlation between context scores (calculated for nucleotides −6 to +4) and ∆TErel values in either eIF3i DDKK or eIF3a/b Degron cells (Supplementary Figure S6).
Consistent with this, we observed no significant difference in the median context scores for mRNAs whose TErel either increased, decreased, or was unaffected in eIF3a/b Degron cells (Figure 3A). Nonetheless, we did observe modest but significant differences between the median context scores of mRNAs displaying TErel increases in eIF3i DDKK cells, which are weaker than either those of mRNAs displaying TErel decreases or those whose TErel was unaffected (Padj < 10−4 and Padj < 10−5, respectively).
[image: Figure 3]FIGURE 3 | Disruption of the eIF3 mRNA-entry-channel arm interferes with discrimination against start codons appearing in poor Kozak sequence context. (A) Box and whisker plots comparing the Kozak sequence context (nt -6 thru +4) of transcripts whose TErel significantly increases (red), decreases (yellow), or is not significantly changed (white) in each eIF3 mutant strain. *** = Padj < 10−10, ** = Padj < 10−5, * = Padj < 0.05, color indicates comparison set; ANOVA with post-hoc Tukey test. (B) Sequence logos of nt -6 to +4 of transcripts whose TErel significantly increases, decreases, or is not significantly changed in each eIF3 mutant strain.
Given these modest effects, we investigated the sequence logos in the vicinity of the start codons of these distinct mRNAs (Figure 3B). Here again, we observed no difference when comparing mRNAs whose TErel either increased, decreased, or was unaffected in eIF3a/b Degron cells. However, consistent with the differences we observed in context scores in eIF3i DDKK cells, mRNAs displaying TErel increases in this background show a weaker preference for an adenine at the −3 nt than do mRNAs whose TErel is either unaffected or decreases; optimal Kozak consensus sequences contain a purine base (most often adenine) at position −3 and a guanosine at position +4 (Hinnebusch, 2014). Together, these results suggest a peripheral role for the eIF3i and eIF3g subunits of the mRNA-entry-channel arm in discriminating against start codons in poor Kozak context.
The Transcriptome-Wide Effects of the eIF3a/b Degron and eIF3i DDKK Mutations Most Closely Resemble Those Observed for Mutations Targeting Factors Involved in mRNA Recruitment
In light of previous work implicating eIF3 in both mRNA recruitment and start-codon recognition and our results here, we next compared the effects we observed in eIF3a/b Degron and eIF3i DDKK cells to those previously reported for mutations targeting other initiation factors. The effects of mutations targeting eIFA, eIF4B, and Ded1—which appear to contribute either to initial PIC docking or scanning—have previously been investigated using ribosome profiling (Sen et al., 2015, 2016). Specifically, these studies investigated the effect of temperature-sensitive alleles of eIF4A and Ded1, and a deletion of eIF4B. Importantly, the sequencing libraries from which these datasets were obtained were prepared by addition of cycloheximide to media in which cells exhibited strong translational defects, as were our sequencing libraries.
We found significant overlaps (Figure 4A, left panel) in the specific mRNAs experiencing significant TErel decreases in eIF3i DDKK or eIF3a/b Degron cells and those mRNAs whose TErel was significantly decreased in the presence of mutations targeting eIF4A (P < 10−6 and P < 10−19 for eIF3i DDKK and eIF3a/b Degron, respectively; HyperGeometric test), eIF4B (P < 10−20 for both), and Ded1 (P < 10−20 and P < 10−11). We similarly found significant overlaps when comparing the sets of mRNAs whose TErel increased in the presence of these mutations (eIF4A, P < 10−20 and P < 10−17; eIF4B, P < 10−13 and P < 10−20; Ded1, P < 10−10 and P < 10−11). Consistent with these overlapping effects, we also observed significant positive correlations between the ∆TErel values we observed in both eIF3i DDKK and eIF3a/b Degron cells and ∆TErel values observed in the presence of mutations targeting eIF4A, eIF4B, and Ded1 (Figure 4B and Supplementary Figure S7). Global comparison of the magnitude and direction of observed ∆TErel values from these distinct experiments further revealed a similar transcriptome-level portfolio of effects (Figure 4C, right panel).
[image: Figure 4]FIGURE 4 | The effects of disruption of the entire eIF3 complex or its mRNA-entry-channel arm are similar to those observed for mutations targeting other initiation factors involved in mRNA recruitment. (A) Venn diagrams showing the overlap between mRNAs displaying either TErel decreases (left) or increases (right) in eIF3a/b Degron (dark blue) or eIF3i DDKK (light blue) cells and cells expressing mutations targeting other initiation factors that contribute to mRNA recruitment (eIF4A, eIF4B, and Ded1; light orange) or to start-codon recognition (eIF1, purple). *** = P < 10−10, ** = P < 10−5, * = P < 0.05, HyperGeometric test. (B) Bar plot showing Pearson correlation coefficients obtained when comparing ∆TErel values observed in eIF3a/b Degron (dark blue) or eIF3i DDKK (light blue) cells and those observed in cells expressing mutations targeting eIF4A, eIF4B, Ded1, or eIF1. *** = P < 10−10, ** = P < 10−5, * = P < 0.05. (C) Heatmap and dendrograms resulting from hierarchical clustering analysis of significant TErel changes observed in eIF3a/b Degron and eIF3i DDKK cells and cells with mutations targeting either eIF1 (left) or eIF4A, eIF4B, and Ded1 (right).
Having observed these similarities, we next compared the effects observed in eIF3i DDKK and eIF3a/b Degron cells to those obtained from cells expressing an eIF1 variant (L96P) that increases recognition of both AUG start codons in poor context and near-cognate uORF start codons (Zhou et al., 2020). The sequencing libraries giving rise to this dataset were also prepared under conditions similar to those we employed in our experiments. In contrast to the significant overlaps we observed when comparing to datasets from eIF4A, eIF4B, or Ded1 mutant cells, we only found a significant overlap between mRNAs displaying TErel decreases in eIF3i DDKK and L96P eIF1 cells (P < 10−5) and not in eIF3a/b Degron cells or for mRNAs displaying TErel increases in either eIF3 background (Figure 4A). Consistent with this, we observed a significant but negative correlation between ∆TErel values from eIF3a/b Degron and L96P eIF1 cells and no significant correlation between eIF3i DDKK and L96P eIF1 cells (Figure 4B and Supplementary Figure S7). Moreover, global comparison of the observed ∆TErel values from these datasets further revealed a distinct pattern of transcriptome-wide effects in L96P eIF1 cells when compared to either eIF3i DDKK or eIF3a/b Degron cells (Figure 4C, left panel). We also observed weak but modestly significant correlations in ∆TErel values when comparing our eIF3 datasets to a ribosome profiling dataset obtained from cells expressing R13P eIF1A, in which discrimination against near-cognate codons or AUG codons in poor context was increased (Supplementary Figure S7). However, the sequencing libraries for this dataset were prepared from cells harvested in the absence of cycloheximide, which complicates their comparison to our sequencing results.
Together with the more pronounced overlap we observed when comparing our datasets with those obtained from cells expressing mutant versions of eIF4A, eIF4B, and Ded1, these results suggest that eIF3 and its mRNA-entry-channel arm contribute to initial docking and scanning of the mRNA, whereas their contributions to start-codon recognition may be less critical or peripheral to those of eIF1 and eIF1A.
Long Transcripts Less Likely to Form Closed Loop Structures Are More Sensitive to Disruption of the Entire eIF3 Complex or Its mRNA-Entry-Channel Arm
Because of the similarities we observed in the effects of eIF3i DDKK and eIF3a/b Degron mutations and mutations targeting eIF4A, eIF4B, and Ded1, we investigated whether these similarities extended to the observation that long transcripts and transcripts with lower closed-loop-forming potential are particularly sensitive to deletion of eIF4B or to mutations of eIF4A or Ded1 (Sen et al., 2016). In fact, we observed significant negative correlations between ∆TErel and both overall transcript length and coding sequence (CDS) length in both eIF3i DDKK and eIF3a/b Degron cells (Figure 5A). Comparing the overall length of mRNAs whose TErel decreased in each mutant eIF3 background reveals them to be significantly longer than both unaffected mRNAs (Padj < 10−13 and Padj < 10−16 for eIF3i DDKK and eIF3a/b Degron, respectively; Wilcoxon test) and mRNAs whose TErel increased (Padj < 10−14 and Padj < 10−16) (Figure 5B). Similarly, the CDS lengths of mRNAs whose TErel decreased in the presence of each eIF3 mutation is longer than both unaffected mRNAs (Padj < 10−11 and Padj < 10−16) and mRNAs whose TErel increased (Padj < 10−5 and Padj < 10−16).
[image: Figure 5]FIGURE 5 | Disruption of the eIF3 complex or its mRNA-entry-channel arm most strongly affect long mRNAs with a weaker dependence on closed loop formation. (A) Bar plot showing Spearman correlation coefficients obtained when comparing ∆TErel values observed in eIF3a/b Degron (dark blue) or eIF3i DDKK (light blue) cells with overall transcript length and CDS length *** = P < 10−10, ** = P < 10−5, * = P < 0.05. (B) Box and whisker plots comparing the CDS and overall transcript length of mRNAs whose TErel significantly increases (red), decreases (yellow), or is unaffected (white) in either eIF3a/b Degron or eIF3i DDKK cells. *** = Padj < 10−10, ** = Padj < 10−5, * = Padj < 0.05, color indicates comparison set; Wilcoxon test. (C) Box and whisker plots comparing the TErel changes observed in either eIF3a/b Degron (left) or eIF3i DDKK (right) cells for previously identified groups of transcripts (Costello et al., 2015) that differentially associate with closed-loop factors such as eIF4G, eIF4E, and PABP. *** = Padj < 10−10, ** = Padj < 10−5, * = Padj < 0.05, color indicates comparison set; ANOVA and post-hoc Tukey test.
We further observed that, as in cells expressing mutations of eIF4A or Ded1 or in which the gene coding for eIF4B was deleted, mRNAs identified in a previous study (Costello et al., 2015) as having strong closed-loop-forming potential owing to their enrichment in eIF4G, eIF4E, and PABP (group 3) are less sensitive than other mRNAs to both the eIF3i DDKK (Padj < 10−7; Padj < 10−14; and Padj < 10−14 for comparison to groups 1, 2, and 4 respectively) or eIF3a/b Degron (Padj < 10−12; Padj < 10−4; and Padj < 10−15) mutations (Figure 5C). Moreover, we observed positive median ∆TErel values for strong closed-loop mRNAs (group 3) and negative median ∆TErel values for weak closed-loop mRNAs (groups 1 and 2), suggesting that mRNAs with strong closed-loop-forming potential compete more effectively for the initiation machinery when eIF3 or its mRNA-entry-channel arm are disrupted, whereas mRNAs less likely to form closed-loop structures are disadvantaged under these conditions. Taken together, these results suggest that, like eIF4A, eIF4B, and Ded1, eIF3 and its mRNA-entry-channel arm may contribute to driving initiation on long mRNAs less likely to form eIF4G-, eIF4E-, and PABP-dependent closed loop structures in vivo. While the translation of most mRNAs likely depends on contributions from these factors, translation of these long and closed-loop-dependent mRNAs is particularly sensitive to their disruption.
Comparing the mRNAs Sensitive to Both eIF3 Mutations With Those Uniquely Sensitive to the eIF3a/b Degron Mutation Provides Clues to the Roles of the eIF3i and eIF3g Subunits
Because the eIF3i DDKK and eIF3a/b Degron mutations mimic the loss of either the eIF3i and eIF3g subunits (eIF3i DDKK) or the entire eIF3 complex (eIF3a/b Degron), we reasoned that comparing those mRNAs whose TErel was affected uniquely in eIF3a/b Degron cells to those whose TErel was affected in both eIF3a/b Degron and eIF3i DDKK cells might disentangle the roles of these distinct regions of the eIF3 complex. mRNAs whose TErel was affected in both cell lines might depend more heavily on the contributions of the eIF3i and eIF3g subunits of the eIF3 mRNA-entry-channel arm, whereas mRNAs whose TErel was affected solely in eIF3a/b Degron cells might depend more heavily on the contributions of other eIF3 subunits (or the collaboration of subunits within the intact complex) for their translation.
To this end, we compared the features of mRNAs whose TErel significantly increased or decreased either in both strains or exclusively in eIF3a/b Degron cells (Figure 6A). mRNAs whose TErel decreased in both eIF3i DDKK and eIF3a/b Degron cells possess longer 5′-UTRs than those whose TErel decreased only in eIF3a/b Degron cells, when restricting our analysis to mRNAs previously identified as having a dominant 5′ transcript isoform (P < 10−9). In contrast, there is no significant difference in the 5′-UTR lengths of mRNAs whose TErel increased. We observed similar results when comparing 5′-UTR lengths reported in a separate study (Kertesz et al., 2010) (Supplementary Figure S5B). We also observed no difference in the degree of structural complexity, as measured by various PARS metrics (Figure 2A), of mRNAs whose TErel was affected either in both eIF3 mutant backgrounds or solely in eIF3a/b Degron cells. These results suggest that the eIF3i and eIF3g subunits of the mRNA-entry-channel arm may be specifically required for the contributions of eIF3 to processive scanning through long 5′-UTRs, whereas the other subunits of the eIF3 complex, either independently or in collaboration with eIF3i and eIF3g, participate in its contribution to the resolution of structural impediments during initial mRNA docking and scanning.
[image: Figure 6]FIGURE 6 | The eIF3 mRNA-entry-channel arm collaborates with eIF4A, eIF4B, and Ded1 to drive initiation on mRNAs with long 5′-UTRs and may also discriminate against poor start-codon context. (A) Box and whisker plots comparing different measures of 5′-UTR length or complexity between mRNAs whose TErel significantly increases or decreases in both eIF3a/b Degron and eIF3i DDKK cells (red and yellow, respectively) or increases or decreases only in eIF3a/b Degron cells (purple and teal, respectively). *** = Padj < 10−10, ** = Padj < 10−5, * = Padj < 0.05, color indicates comparison set; Wilcoxon Test for 5′-UTR lengths, ANOVA with post-hoc Tukey test for others. (B) Same as in A, except comparing ∆TErel values observed in cells expressing mutations targeting eIF4A, eIF4B, Ded1, and eIF1. *** = Padj < 10−10, ** = Padj < 10−5, * = Padj < 0.05, color indicates comparison set; ANOVA with post-hoc Tukey test. (C) Same as in A, except comparing the Kozak sequence context (nt -6 thru +4) of affected mRNAs. *** = Padj < 10−10, ** = Padj < 10−5, * = Padj < 0.05. (D) Sequence logos of nt -6 to +4 of mRNAs whose TErel either increases (top panels) or decreases (bottom panels) in both eIF3a/b Degron and eIF3i DDKK cells (left panels) or only in eIF3a/b Degron cells (right panels).
We next compared the differential sensitivity of affected mRNAs within these groups to mutations targeting eIF4A, eIF4B, Ded1, or eIF1 (Sen et al., 2015; Sen et al., 2016; Zhou et al., 2020). mRNAs whose TErel increased or decreased in both eIF3i DDKK and eIF3a/b Degron cells were significantly more sensitive to mutations targeting eIF4A, eIF4B, or Ded1 than those uniquely affected in eIF3a/b Degron cells: mRNAs whose TErel decreased in both mutant eIF3 cell lines displayed greater TErel decreases in response to mutations targeting these factors (P < 10−9, P < 10−8, and P < 10−12 for eIF4A, eIF4B, and Ded1, respectively; ANOVA) and mRNAs whose TErel increased displayed stronger TErel increases in these datasets (P < 10−16 for all comparisons, Figure 6B). In contrast, we observed no significant differences in the relative sensitivity of affected mRNAs to a mutation targeting eIF1. These differential sensitivities are consistent with a role for the mRNA-entry-channel arm in collaborating with eIF4A, eIF4B, and Ded1 during mRNA recruitment.
Finally, mRNAs whose TErel increased in both eIF3i DDKK and eIF3a/b Degron cells possess significantly weaker context scores than transcripts whose TErel increased uniquely in eIF3a/b Degron cells (P < 10−8, Figure 6C). Consistent with this, sequence logos reveal that mRNAs whose TErel increased in both mutant eIF3 cell lines display a weaker preference for adenine at the -3 position (Figure 6D). These observations suggest that eIF3i and eIF3g, and by extension the eIF3 mRNA-entry-channel arm, may play a role in discriminating against AUG codons in poor context.
DISCUSSION
eIF3 is a multisubunit complex that contributes to events throughout the initiation pathway (Hinnebusch, 2006; Valášek et al., 2017). However, disentangling the contributions of eIF3 and its individual subunits to these events has thus far proved challenging.
To shed light on the mechanistic roles of eIF3 and its component subunits, we interrogated the effects of disrupting either the entire eIF3 complex or the eIF3i and eIF3g subunits—both components of the mRNA-entry-channel arm of eIF3—using ribosome profiling. Our results suggest that the eIF3 complex contributes to driving initiation on mRNAs with long and structurally complex 5′-UTRs and a lower propensity for forming closed-loop structures mediated by eIF4G, eIF4E, and PABP. To a lesser degree, eIF3 may also contribute to discriminating against mRNAs whose start codons appear in weak sequence context. Our results further suggest that eIF3i and eIF3g and thus the eIF3 mRNA-entry-channel arm contribute to the role of eIF3 in facilitating scanning through longer 5′-UTRs, perhaps in collaboration with eIF4A, eIF4B, and Ded1. These subunits may also contribute to discriminating against weak sequence context surrounding the start codon. However, they appear less critical for the role eIF3 plays in resolving structurally complex 5′-UTRs. Instead, the eIF3a, eIF3b, and eIF3c subunits—or all five subunits in collaboration—are required for this role.
Consistent with the strong growth defects provoked by both the eIF3i DDKK and eIF3a/b Degron mutations (Jivotovskaya et al., 2006; Herrmannová et al., 2012), we observed strong global translational defects in the presence of both mutations. Our ribosome profiling results further identified mRNAs in both mutant backgrounds whose TErel was significantly affected, as compared to the overall distribution of ∆TErel values we observed. Whereas the strong global translational effects we observe suggest that the absolute TE of most mRNAs likely decreases in the presence of both mutations, these absolute effects are removed by the normalization of read counts to library size within each sample. Instead, we focus on the relative changes in TE (TErel) we observe in each mRNA, as compared to the overall population of mRNAs across the transcriptome. In the background of global translational suppression that we observe in both cell lines, we interpret these TErel changes as indicating mRNAs whose translation is more dependent (in the case of negative ∆TErel values) or less dependent (positive ∆TErel values) than the overall population of mRNAs.
Despite the strong effects on global translation that we observe in both mutant eIF3 strains, we identify many more mRNAs whose TErel is significantly affected in eIF3a/b Degron cells. Intriguingly, the set of mRNAs most sensitive (−∆TErel) to the eIF3a/b Degron mutation was enriched in mRNAs involved in processes such as mitochondrial translation or metabolism. eIF3 was recently implicated in driving the translation of mitochondrial mRNAs in both fission yeast (Shah et al., 2016) and mammalian cells (Lin et al., 2020), a role which was attributed to the eIF3e and eIF3d subunits. eIF3d has also been linked to the preferential translation of mRNAs involved in cell proliferation pathways in human cells (Lee et al., 2015; Lee et al., 2016). This latter regulatory role appears to involve a cap-independent initiation mechanism driven by eIF3. This emerging regulatory role for eIF3 may also be linked to the observation that eIF3 binding to the PIC persists through early rounds of elongation in both yeast and mammalian systems (Bohlen et al., 2020; Lin et al., 2020; Wagner et al., 2020). However, neither eIF3d nor eIF3e is present in the budding yeast complex. Our results suggest that the five subunits of the yeast core complex may nonetheless be capable of driving the selective translation of specific mRNAs. More targeted disruption of these subunits might further illuminate the origin of these effects and whether they involve the participation of eIF3 during initiation or early elongation cycles.
In contrast, we did not observe significant enrichment of specific GO terms in the sets of transcripts whose TErel was affected in eIF3i DDKK cells. We further observed a narrower set of transcripts whose translation is affected either more or less strongly than the overall population of mRNAs in the presence of this specific disruption of the eIF3 mRNA-entry-channel arm. That these cells still display strong defects in global translation—and thus likely decreases in the absolute TE of most mRNAs—suggests that the eIF3i and eIF3g subunits might contribute to aspects of mRNA recruitment required more universally across the transcriptome, as opposed to being required to drive translation of specific classes of mRNAs. This was recently suggested for eIF4A in light of the observation that ribosome profiling of cells expressing a temperature-sensitive eIF4A variant that provokes strong global translational defects did not identify substantial numbers of mRNAs more or less sensitive than the overall population, consistent with in vitro measurements suggesting a universal role for eIF4A in alleviating structural complexity within mRNAs (Sen et al., 2015; Yourik et al., 2017).
While our results point to potentially distinct roles for eIF3 and its mRNA-entry-channel arm in either mediating initiation on specific classes of mRNAs or driving the translation of mRNAs across the transcriptome, they also further illuminate the role of eIF3 and its mRNA-entry-channel arm in contributing to mRNA recruitment and its component events of PIC docking, scanning, and start-codon recognition. We show that mRNAs possessing longer 5′-UTRs are more sensitive to disruption of both the entire complex or targeted disruption of the mRNA-entry-channel arm. This is consistent with the identification of mutations throughout the eIF3 complex that affect scanning, with several of these mutations targeting eIF3i (Herrmannová et al., 2012), eIF3g (Cuchalova et al., 2010), and other constituents of the mRNA-entry-channel arm (Nielsen et al., 2006; Chiu et al., 2010; Cuchalova et al., 2010).
We also observed that the effects of both eIF3 mutations are similar to those observed via ribosome profiling of cells expressing mutations targeting eIF4A, eIF4B, and Ded1 (Sen et al., 2015; Sen et al., 2016; Zhou et al., 2020), all of which are thought to contribute either to initial PIC docking to the mRNA or subsequent scanning. These similarities extend to the observation that mRNAs likely to form stable closed-loop structures are least sensitive to mutations targeting these initiation factors and to both eIF3 mutations, whereas mRNAs less likely to form stable closed-loop structures are more sensitive. Together, these observations suggest that eIF3 may collaborate with eIF4A, eIF4B, and Ded1 to drive initiation on mRNAs with longer 5′-UTRs and a weaker dependence on the initiation factors eIF4G, eIF4E, and PABP. eIF3—via the eIF3a CTD component of the eIF3 mEnC arm—interacts with eIF4B (Methot et al., 1996) and with the 40S latch (Chiu et al., 2010). Moreover, eIF3 is present in both the mRNA-entry and -exit channels of the ribosome in both yeast and mammalian structures (Aylett et al., 2015; Simonetti et al., 2016). In a recent structure of the human 48S complex, eIF3g was observed binding to ribosomal RNA and protein elements within the mRNA-entry channel and eIF3k, eIF3l, and eIF3e were found adjacent to eIF4A near the mRNA-exit channel (Querido et al., 2020). And yet, eIF3k, -l, and -e are absent from the yeast eIF3 complex, where eIF3a and eIF3c are alone found near the mRNA-exit channel of the ribosome. However, in vitro studies reveal that, in addition to eIF3d and eIF3e, eIF3c (which is present in budding yeast) is also able to bind to components of the eIF4F complex (Villa et al., 2013). Together with our results here, these observations together raise several possibilities for direct or functional collaboration between eIF3 and these other factors.
eIF3 has also been implicated in driving cap-independent initiation mechanisms (Lee et al., 2016; Rode et al., 2018; Bhardwaj et al., 2019) and in directly recruiting the PIC to specific classes of mRNAs (Lee et al., 2015; Lee et al., 2016; Shah et al., 2016; Lin et al., 2020; Lamper et al., 2020), both of which may circumvent the requirement for eIF4G-, eIF4E-, and PABP-mediated closed-loop formation. Our observation that these effects manifest upon targeting either the entire eIF3 complex or simply the mRNA-entry-channel arm point to a role for the mRNA-entry-channel arm in collaborating with these other factors to mediate initiation in the absence of stable closed-loop formation. In fact, eIF3 and eIF4A were recently shown to collaborate in a non-canonical initiation pathway that circumvents eIF4E and eIF4G during neuronal development in Drosophila (Rode et al., 2018).
In contrast, we observed stronger effects of mRNA structural complexity when disrupting the entire eIF3 complex than when specifically targeting its mRNA-entry-channel arm. Certainly, this does not exclude the possibility that either or both eIF3i and eIF3g contribute to resolving regions of structural complexity within the 5′-UTR. Mutations targeting these subunits have previously been shown to interfere with initiation on reporter mRNAs containing stable stem loop structures (Cuchalova et al., 2010; Herrmannová et al., 2012). Nonetheless, our results point to the remaining eIF3 subunits—eIF3a, eIF3b, and eIF3c, either alone or in collaboration with eIF3i and eIF3g—playing a role in resolving structural complexity during initial PIC docking or scanning. Both eIF3a (via its CTD) and eIF3b contribute to the mRNA-entry-channel arm (Aylett et al., 2015; Llácer et al., 2015; Simonetti et al., 2016; Llácer et al., 2018) and mutations targeting the eIF3a CTD disrupt initiation on reporter mRNAs containing stem loop structures (Chiu et al., 2010). In addition, eIF3a interacts physically and functionally with mRNA near the mRNA-exit channel of the ribosome (Szamecz et al., 2008; Munzarová et al., 2011; Aitken et al., 2016; Llácer et al., 2018) and eIF3c binds components of the eIF4F complex (Villa et al., 2013) that have recently been visualized near the mRNA-exit channel in the human 48S PIC (Querido et al., 2020).
Whereas we observed relatively strong effects on either initial docking or scanning in the presence of both eIF3 mutations, we observed more nuanced effects on start-codon recognition upon disruption of the eIF3 mRNA-entry-channel arm. In contrast to the similarities between the effects of both eIF3 mutations and those previously observed for mutations targeting eIF4A, eIF4B, and Ded1, we observed relatively little similarity with those observed in previous ribosome profiling experiments targeting eIF1. Nonetheless, our observation that those mRNAs least sensitive to the eIF3i DDKK mutation exhibit weaker start-codon context does suggest that the eIF3 mRNA-entry-channel arm plays a role in discriminating against AUG codons in weak context. Consistent with this, mutations targeting several components of the mRNA-entry-channel arm elicit defects in either the accuracy or efficiency of start-codon recognition (Nielsen et al., 2004, 2006; Chiu et al., 2010; Cuchalova et al., 2010; Herrmannová et al., 2012). The fact that we observe these modest effects but do not observe similarities between our dataset and ribosome profiling data from eIF1 mutant cells suggests that these effects do not arise from disruption of the functional collaboration between eIF3 and eIF1(Valasek et al., 2004; Llácer et al., 2015; Llácer et al., 2018). Instead, it is possible that disruption of the eIF3 mRNA-entry-channel arm might disrupt its modulation of the equilibrium between the open and closed states of the PIC via interaction with the 40S latch. Indeed, mutations targeting this nexus produce start-codon recognition defects (Chiu et al., 2010; Dong et al., 2017).
Overall, we observed striking similarities between the effects of the eIF3i DDKK and eIF3a/b Degron mutations. Consistent with their disruption of either a portion of the eIF3 mRNA-entry-channel arm (eIF3i DDKK) or the entire complex (eIF3a/b Degron), the affected mRNAs we identified in eIF3i DDKK cells comprise subsets of those we identified in eIF3a/b Degron cells. Nonetheless, comparison of those transcripts whose TErel was affected in both eIF3 mutant backgrounds with those affected solely in eIF3a/b Degron cells identifies telling differences that suggest roles for the eIF3i and eIF3g subunits of the eIF3 mRNA-entry-channel arm. mRNAs whose TErel decreases in both backgrounds—suggesting that their translation depends more strongly on the eIF3i and eIF3g subunits affected by both mutations—have 5′-UTRs that are longer but are no more structurally complex than those whose TErel decreases only when the entire eIF3 complex is disrupted. mRNAs sensitive to both mutations are also more strongly affected by mutations targeting eIF4A, eIF4B, and Ded1. mRNAs whose TErel decreased in both backgrounds displayed stronger TErel decreases in the presence of these other mutations than mRNAs whose TErel decreased solely in eIF3a/b Degron cells. mRNAs whose TErel increased in both mutant eIF3 backgrounds similarly display stronger TErel increases in cells expressing mutants of eIF4A, eIF4B, or Ded1. mRNAs whose TErel increased in both eIF3 backgrounds further possess weaker start-codon sequence context than those whose TErel increased solely in eIF3a/b Degron cells.
Together, these observations again point to roles for eIF3i and eIF3g, and by extension the eIF3 mRNA-entry-channel arm, in functional collaboration with eIF4A, eIF4B, and Ded1 to drive processive scanning through longer 5′-UTRs on mRNAs whose translation is less dependent on the formation of a stable closed loop. Surprisingly, effects on scanning processivity were not previously observed using a set of reporter constructs in extracts derived from cells expressing eIF3i DDKK cells (Herrmannová et al., 2012), perhaps because other features present in natural mRNAs or mRNPs are required to elicit these effects. Distinct mutations targeting either eIF3i or eIF3g, however, do manifest defects in scanning processivity (Cuchalova et al., 2010). Our results also suggest that eIF3i and eIF3g play a role in discriminating against weak start-codon context during start-codon recognition. Previous experiments following the effects of the eIF3i DDKK mutation using a series of reporter mRNAs observed leaky scanning of AUG codons, suggesting these subunits might contribute to efficient start-codon recognition (Herrmannová et al., 2012). However, the effect of codon context was not reported.
While the eIF3i and eIF3g subunits of the eIF3 mRNA-entry-channel arm appear to contribute to scanning processivity, the remaining subunits (or the entire complex) appear to contribute to resolving structural complexity within 5′-UTRs. We observed stronger and more significant effects of various measures of structural complexity throughout the 5′-UTRs of mRNAs in eIF3a/b Degron cells than we did in eIF3i DDKK cells. That we do not observe these effects in eIF3i DDKK cells but still observe strong similarities with those effects observed in mutant eIF4A, eIF4B, or Ded1 cells (and find that mRNAs sensitive only to the eIF3a/b Degron mutation are less sensitive to mutations targeting these factors) might suggest that eIF3 can also contribute to the resolution of structural complexity independently of any collaboration with these factors. Another possibility is that eIF3 does indeed collaborate with these factors but via distinct functional mechanisms to resolve stable structural impediments near the 5′ cap or within downstream 5′-UTR regions.
Finally, we also found that mRNAs whose translation is most sensitive to the disruption of the entire eIF3 complex were enriched in mRNAs involved in mitochondrial translation and metabolism. This observation echoes the recently identified role of eIF3 in preferentially mediating translation on these classes of mRNAs in fission yeast and mammalian cells (Shah et al., 2016; Lin et al., 2020). That role appears to involve the eIF3d subunit, which has also been implicated in mediating the translation of mRNAs involved in cell proliferation (Lee et al., 2016), as well as the ability of eIF3 to remain bound during early rounds of elongation (Bohlen et al., 2020; Lin et al., 2020; Wagner et al., 2020). Because eIF3d is absent in budding yeast cells, our observations suggest that at least one subunit of the core complex is capable of reprising aspects of this role. A potential candidate is eIF3a which, like eIF3d, is positioned near the mRNA-exit channel of the ribosome and appears to interact physically and functionally with the mRNA there (Szamecz et al., 2008; Aitken et al., 2016; Llácer et al., 2018). eIF3a has also previously been implicated in mediating sequence-dependent reinitiation events, a function which requires direct interaction with specific mRNA sequence elements (Szamecz et al., 2008; Munzarová et al., 2011). The mechanistic origin of these effects in budding yeast, and whether they involve the participation of eIF3 during initiation, early rounds of elongation, or both, emerge as intriguing questions.
Our work sheds light on the specific roles of the eIF3 mRNA-entry-channel arm and its other subunits during the component events of mRNA recruitment. It further points to a potential role for eIF3 in mediating the translation of specific classes of mRNAs, as in higher eukaryotic cells. Nonetheless, experiments following the fate of reporter constructs containing the 5′-UTRs of sensitive mRNAs in eIF3i DDKK and eIF3a/b Degron cells or cell extracts or the requirements of sensitive mRNAs for eIF3 or eIF3i and eIF3g in mRNA recruitment assays in vitro might further strengthen the case for these roles. Still further investigation is necessary to determine the mechanism whereby eIF3 mediates translation of these mRNAs, how it functions to facilitate initiation on mRNAs with structurally complex 5′-UTRs, and how its mRNA-entry-channel arm collaborates with other initiation factors to drive initial docking and scanning on mRNAs independent of closed-loop formation.
DATA AVAILABILITY STATEMENT
Sequencing data from this study have been submitted to the NCBI Gene Expression Omnibus (GEO; http://www.ncbi.nlm.nih.gov/geo/) under accession number GSE190601.
AUTHOR CONTRIBUTIONS
CA performed the experiments, wrote the manuscript, prepared final versions of the figures, and performed data analysis. AS performed significant data preparation, analysis, and interpretation. JL performed data analysis and interpretation. LF and SGH performed data analysis. SK performed sample preparation and data preparation.
FUNDING
CEA is supported by R15 GM140372 (NIH/NIGMS). AS is an undergraduate student in the Computer Science Department at Vassar College. JL is an undergraduate student in the Biochemistry Program at Vassar College; LF and SGH are undergraduate students in the Biology Department at Vassar College and are supported by R15 GM140372 (NIH/NIGMS).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
ACKNOWLEDGMENTS
CEA would like to acknowledge Jon R. Lorsch and Alan G. Hinnebusch of the National Institutes of Health for their support and guidance during the initial phases of this project. In addition, CEA would like to acknowledge Jennifer Kennell and Zachary Donhauser of the Vassar College Biochemistry Program, Justin Touchon of the Vassar College Biology Department, and Shardul Kulkarni of the Department of Biochemistry & Molecular Biology at Penn State Eberly College of Science for their comments and guidance during the preparation of this manuscript.
SUPPLEMENTARY MATERIAL
The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fmolb.2021.787664/full#supplementary-material
Supplementary Figure 1 | Disruption of the eIF3 complex or its mRNA-entry-channel arm provoke strong global translational defects. (A) Polysome profiles collected from eIF3a/b Degron and eIF3i DDKK cells and isogenic wild-type cells grown under permissive conditions. (B,C) Polysome profiles collected from biological replicates used to prepare ribosome profiling libraries for eIF3i DDKK (B) and eIF3a/b Degron (C) cells and isogenic wild-type cells upon shifting to growth under restrictive conditions for 30 min (eIF3i DDKK) or 90 min (eIF3a/b Degron).
Supplementary Figure 2 | mRNA fragment and Ribosome footprint libraries obtained from biological replicates of eIF3i DDKK and eIF3a/b Degron cells are highly reproducible. Correlation plots of read counts obtained from mRNA fragment and ribosome footprint libraries prepared from biological replicates of eIF3i DDKK and eIF3a/b Degron cells and matching isogenic wild-type cells.
Supplementary Figure 3 | Disruption of the eIF3 complex affects the translation of mRNAs associated with mitochondrial processes. Bar plots showing the percent over- or under-representation of specific biological process GO terms in the list of mRNAs whose TErel either significantly decreases (left) or increases (right) in eIF3a/b Degron cells. Color scale indicates Padj values.
Supplementary Figure 4 | Disruption of eIF3 or its mRNA-entry-channel arm result in global increases in relative uORF translation that are strongest for uORFs closest to the 5’ end. (A) Correlation of uORF TErel values observed in either eIF3a/b Degron (left) or eIF3i DDKK (right) cells and those observed in isogenic wild-type cells. uORFs displaying significant (Padj < 0.05) TErel increases (>50% red, > 100% blue) or decreases (>50% yellow, >100% green) as determined by DESeq2 analysis are shown in colors. (B) Correlation of observed ∆TErel values and distance from the 5’ end for individual uORFs in eIF3a/b Degron (left) and eIF3i DDKK (right) cells. Spearman correlation fits shown in red.
Supplementary Figure 5 | Disruption of eIF3 or its mRNA-entry-channel arm affect the translation of mRNAs with long 5’-UTRs. (A) Box and whisker plots comparing 5’-UTR lengths (reported by Kertesz, et al., Nature 2010) between mRNAs whose TErel significantly increases (red), decreases (yellow), or is unaffected (white) in each eIF3 mutant strain. *** = Padj < 10-10, ** = Padj < 10-5, * = Padj < 0.05, color indicates comparison set; Wilcoxon test. (B) Same as in A, except comparing 5’-UTR lengths between mRNAs whose TErel significantly increases or decreases in both eIF3a/b Degron and eIF3i DDKK cells (red and yellow, respectively) or increases or decreases only in eIF3a/b Degron cells (purple and teal, respectively). *** = Padj < 10-10, ** = Padj < 10-5, * = Padj < 0.05, color indicates comparison set; Wilcoxon test.
Supplementary Figure 6 | Observed ∆TErel values in eIF3a/b Degron and eIF3i DDKK cells are not correlated with the AUG sequence context of individual mRNAs. Correlation plots comparing observed ∆TErel values in eIF3a/b Degron (left) or eIF3i DDKK (right) cells and the AUG sequence context (nt −6 to +4) of individual mRNAs. Predicted Spearman correlations shown in red.
Supplementary Figure 7 | ∆TErel values observed in eIF3a/b Degron and eIF3i DDKK cells strongly correlate with those observed in the presence of mutations targeting eIF4A, eIF4B, and Ded1 but not eIF1 or eIF1A. Correlation plots comparing observed ∆TErel values in eIF3a/b Degron (top) or eIF3i DDKK (bottom) cells and those observed for mutations targeting eIF4A, eIF4B, Ded1, eIF1, and eIF1A. Predicted Spearman correlations shown in red.
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Locus/
CircRNA
name

sRO1

sR05

sR13

sR15

sR20

sR28

sR29

sR31

sR34

sR37

sR38

sR41

sR42

sR46

sR49

sR52

sR58

sR61

ncRNAO1

ncRNAO2

ncRNAO3

TK0058

TK2034

TK2109

tRNA-Trp

TK0135

TK0894

TK1980

165 RNA-c1

23S RNA-c1

23S RNA-c2

Circular junction
(+/- 5 nucleotides)

47786 to 47847
116401 to 116466
279797 to 279863
316130 to 316191
558818 to 558879
832364 to 832425
940146 to 940209
963853 to 963919
1103565 to 1103626
1159583 to 1159644
1167276 to 1167338
1226838 to 1226899
1226948 to 1227017
1371729 to 1371790
1446209 to 1446268
1476851 to 1476917
1947796 to 1947856
2070065 to 2070116
1053772 to 1053834
1267020 to 1257081
1593064 to 1593134
51411 to 51477
1826865 to 1826930

1894519 to 1894579

1945728 to 1945789
108461 to 116468
779653 to 779796
1784662 to 1785579
2022801 to 2024382
2024584 to 2027631

2024595 to 2027605

Predicted
length®

62

66

67

62

62

62

64

67

62

62

63

62

70

62

60

67

61

62

63

62

Il

67

66

61

62

8,008

144

918

1,682

3,048

3,011

T. kodakarensis (WT)

T. kodakarensis (tk1545 KO)

Number of
aligned read

2,167
(368)
445,142
(531)
59,144
(142)
1,629,229
©11)
1,622
(84)
65,322
(340)
475,600
(651)
562,648
(252
20,161
(797)
356,961
(139
11,287
111
1967
(359)
12,085
(226)
176,232
(540)
62,328
(224)
28,701
(349)
926

(66)
100,212
(235)
1,267,983
(198)
8,320
(42)
7,565
(149)
1816
(535)
m
(159)
14,240
(1,092)

28,907
(3,195)
457,060
(1,94,213)
317

(1,487)

1,322
(104,981)
404,505
(65,116,954
867,077
(109,488,453)
867,051
(109,486,015)

Number of
circular reads

395
(18)
354
(54)
a7
@
698
113)
21
(46)
72
(123)
36
(1)
4,655
(343)
119
(14)
a4
1)
106
)]
31
(202)
7,194
(145)
188
(258)
358
376)
467
)
95
®)
92
(22)
68
(48)
139
(135)
403
)
589
(493)
66
(22
28
857)

2,023
(1,415)
)

©

28

©)

42

©)
96,319
(6:836)
27,733
(282.965)
8
(42,016)

Number of
aligned read

1,776
(193)
333,035
(286)
58,048
(62)
1,623,609
(352)
1,400
@7
54,801
(156)
283215
(335)
721,884
(W)
19,347
(78)
195,173
(94)
4940
©4)

610

(19)
17,658
(83)
79,569
(118)
36,039
(104)
42613
(208)
845

(52)
31284
(188)
587,087
(113
6342
@)
9,633
(83)

780
(194)
477

(84)
11,134
(164)

23,156
(1,680)
576,950
(114,857)
215

(1.207)

739
(72.308)
268,720
(80,650,056
610,944
(62,941,809)
610,939
(62,940,686)

Number of
circular reads

©

©)
34
[}
0
©)
1
©)
0
©)
0
©)
10
©)
3
€]
1
©)
6
©
0
©)
0
©
3
©
0
©)
1
©)
1
m
2
©
0
“@

1202
(987)
110

©

28

©)

53

©
53,186
(4.733)
11,628
(205,719)
35
(23,246)

Alias and predicted
transcription start site®

TKOcand Sro. 19

Tko-sR07

Tko-sR14

Tko-sR16

Tko-sR20

Tko-sR26

Tko-sR29

Tko-sR31

Tko-sR35

Tko-sR37

To-sR41

Tko-sR42

Tko-sR50

Tko-sR52

Tko-sR54

Tko-sR67

Tko-sR33

TKOcandSno66

Tko-sRO1

Tko-sR22°

47910

116468

279865

316202

558914

832424

940134

963842

1103625

1159732

1226903

1226948

1371720

1446266

1476850

2070114

1063770

1257078

51477

1826865

"Position of circular junction and predicted length of each GircRNAS, were determined by mapping to the T. kodakarensis reference genome (See Supplementary Data S3).
“The alias and predicted start site of transcription are from (Jager et al, 2014).
“Annolated as sR22 in (Jager et al., 2014).
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Nucleotide Conservation® Substitution Plasmid Dominant negative® Supports growth®

A1534 97.9 c pMD24 - No
G pMD25 - No
u pMD26 = No
C1535 98.1 A pMD27 + No
G pMD28 + No
u PMD29 + No
C1536 983 A PMD14 + No
G PMD15 e No
u PMD16 + No
U1537 97.8 A PMD30 ++ No
c PMD17 + No
G PMD31 e No
c1538 8.4 A pMD18 ++ No
G PMD19 e No
u PMD20 ++ No
C1539 982 A pMD21 e No
G pMD22 ++ No
u pMD23 e No
U1540 983 A PMD42 = Yes
c PMD40 - No
G PMD41 - Yes
U1541 989 A PMD37 = Yes
c PMD38 = Yes
G PMD39 = Yes
A1542 16.3 fol pMD43 = Yes
G PMD44 = Yes
u PMD45 = Yes

“Per cent conservation in Bacteria (Cannone et al., 2002).

*Dominant negative growth phenotypes were assessed in DH10 (ocl857, pMDxx) by spotting 20 L of cells (107, 107, and 107 dilutions of ovemight culture) onto LB, plates and
incubating at either 30°C (repressed) or 43C (derepressed). Results after 24 h of incubation were scored as follows: o effect; +, reduced colony size; ++ evidence for growth only at
highest level of inoculation; +++, no growth.

A test ofwhether the mutant allele s suffcient to support growth. Yes: The resident plasmid pHKC-sacB of A7 strain SQZ10 was successfully replaced by pMDxx. No: The frequency of
sucrose resistant colonies in the counterselection step was >4 orders of magnitude lower than the control (p278MS2) case, and these colonies typically retained kanamycin resistance.
Any rare isolates sensitive to kanamycin were found to contain the wild-type 16S rRNA, gene, presumably due to homologous recombination.
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Name

Strains
uwi101
ZAM11
ZAM18 (A1)
ZAM21
ZAM23 (A2)°
ZAM25 (43
ZAM26
ZAM28
ZAMa1
ZAM42
ZAM43
ZAM46
ZAMAT
ZAM49
ZAMS50

Plasmids
PSCH710
PYT313
pZMOB
pZM14
pZMI7
pzM21
pZM22
pzM23
pZM26
pzM27
pZM31
pZM32

aColloquial name in parentheses.

Description

wild-type
PrB(-FS)

PpriB(-FS) ArmF

UW101 (pZM14)

PrB(-FS) ArmnF ArmA
PriB(-FS) ArmF ArmA ArmB
ZAM25 (pZM14)

ZAM25 (pZM17)

ZAM25 (pZM21; GCUCC)
ZAM25 (pZM22; CAUCC)
ZAM25 (pZM23; CCACC)
ZAM25 (pZM26; GAAGC)
ZAM25 (pZM27; AUUGG)
ZAM25 (pZM31; AAAAA)
ZAM25 (pZM32)

Shuttle vector with IPTG-inducible promoter
Suicide vector for alleic replacement in Bacteroidia
PSCH710 containing rmA

PZMOB with 16S mutation C1451U

PSCH710 containing tRNA'-{RNA™ genes only
PZM14 with ASD sequence GCUCC

pZM14 with ASD sequence CAUCC

pZM14 with ASD sequence CCACC

PZM14 with ASD sequence GAAGC

PZM14 with ASD sequence AUUGG

PZM14 with ASD sequence AAAAA

PZM14 with 168 mutation AT492U

References

McBride et al. (2009)
This work
This work
This work
This work
This work
This work
This work
This work
This work
This work
This work
This work
This work
This work

Baez et al. (2019)
Zhu et al. (2017)
This work

This work

This work

This work

This work

This work

This work

This work

This work

This work
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GO term

Transferase activity, transferring hexosyl groups [GO:0016758]
Endomembrane system [GO:0012505]

Transferase activity, transferring glycosyl groups [GO:0016757]
Protein glycosylation [GO:0006486]

Macromolecule glycosylation (GO:0043413]

Mannosylation [GO:0097502]

Glycoprotein biosynthetic process [GO:0009101]

Cellular bud [GO:0005933]

Protein N-inked glycosylation [GO:0006487)

Glycosylation (GO:0070085]

Glycoprotein metabolic process [GO:0009100]

Cell periphery [GO:0071944]

Golgi cisterna [GO:0031985]

Cell part [GO:0044464]

Cell [GO:0005623]

Protein O-iinked glycosylation [GO:0006493]

Golgi stack [GO:0005795]

Mannosyltransferase activity (GO:0000030]

Organelle subcompartment (GO:0031984]

Membrane part [GO:0044425]

p-Value

1.62E-06
1.44E-056
2.22E-04
3.76E-04
3.76E-04
5.19E-04
8.19E-04
1.55E-03
1.91E-083
2.40E-03
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8.81E-03
1.98E-02
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Translated ORFs identified from ibosome profiling in D. melanogaster S2 cells in A-iNasel, Buffer 1 and E-ANasel, Buffer 2, footprinting condltions, in the presence (bold) or absence of
cycloheximide (talc). The E-RNasel, Buffer 2, conditions, which produce better qualty framing find more ORFs both with and without cycloheximice. ORF types include downstream ORFs
(dORFs) found downstream of the main ORF, non-coding ORFs (ncORFs) found on transcripts currently annotated as non-coding, CCDS ORFs overlap known coding regions in CCDS
qenes, and upsiream OFFs (OBFe) are found upeiream of the main ORF.
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